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NOTE ON 2D SCHRÖDINGER OPERATORS WITH
δ-INTERACTIONS ON ANGLES AND CROSSING LINES

V. Lotoreichik

Technische Universität Graz, Institut für Numerische Mathematik
Steyrergasse 30, 8010 Graz, Austria

lotoreichik@math.tugraz.at

PACS 03.65.-w

In this note we sharpen the lower bound previously obtained by Lobanov et al [LLP10] for the spectrum
of the 2D Schrödinger operator with a δ-interaction supported on a planar angle. Using the same method
we obtain the lower bound on the spectrum of the 2D Schrödinger operator with a δ-interaction supported
on crossing straight lines. The latter operators arise in the three-body quantum problem with δ-interactions
between particles.

Keywords: Schrödinger operators, δ-interactions, spectral estimates.

1. Introduction

Self-adjoint Schrödinger operators with δ-interactions supported on sufficiently reg-
ular hypersurfaces can be defined via closed, densely defined, symmetric and lower-
semibounded quadratic forms using the first representation theorem, see [BEKS94], [BLL13].

δ-interactions on angles. In our first model the support of the δ-interaction is the set
Σϕ ⊂ R

2, which consists of two rays meeting at the common origin and constituting the
angle ϕ ∈ (0, π] as in Figure 1.

Fig. 1. The angle Σϕ of degree ϕ ∈ (0, π]

The quadratic form in L2(R2)

aϕ[f ] := ‖∇f‖2L2(R2;C2) − α‖f |Σϕ‖2L2(Σϕ)
, dom aϕ := H1(R2), (1)

is closed, densely defined, symmetric and lower-semibounded, where f |Σϕ is the trace of
f on Σϕ, and the constant α > 0 is called the strength of interaction. The corresponding
self-adjoint operator in L2(R2) we denote by Aϕ. Known spectral properties of this operator
include explicit representation of the essential spectrum σess(Aϕ) = [−α2/4,+∞) and some
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information on the discrete spectrum: �σd(Aϕ) � 1 if and only if ϕ �= π. These two state-
ments can be deduced from more general results by Exner and Ichinose [EI01]. They are
complemented by Exner and Nemčová [EN03] with the limiting property �σd(Aϕ) → +∞
as ϕ → 0+.

In [LLP10] the author obtained jointly with Igor Lobanov and Igor Yu. Popov a
general result, which implies the lower bound on the spectrum of Aϕ

inf σ(Aϕ) � − α2

4 sin2(ϕ/2)
. (2)

This bound is close to optimal for ϕ close to π, whereas in the limit ϕ → 0+ the bound
tends to −∞. In the present note we sharpen this bound. Namely, we obtain

inf σ(Aϕ) � − α2

(1 + sin(ϕ/2))2
. (3)

The new bound yields that the operators Aϕ are uniformly lower-semibounded with respect
to ϕ and

inf σ(Aϕ) � −α2

holds for all ϕ ∈ (0, π]. This observation agrees well with physical expectations. Note that
separation of variables yields that inf σ(Aπ) = −α2/4 and in this case the lower bound in
(3) coincides with the exact spectral bottom.

For sufficiently sharp angles upper bounds on inf σ(Aϕ) were obtained by Brown,
Eastham and Wood [BEW08]. See also Open Problem 7.3 [E08] related to the discrete
spectrum of Aϕ for ϕ close to π.

δ-interactions on crossing straight lines. We also consider an analogous model with the
δ-interaction supported on the set Γϕ = Γ1 ∪ Γ2, where Γ1 and Γ2 are two straight lines,
which cross at the angle ϕ ∈ (0, π) as in Figure 2.

Fig. 2. The straight lines Γ1 and Γ2 crossing at the angle of degree ϕ ∈ (0, π)

The corresponding self-adjoint operator Bϕ in L2(R2) can be defined via the closed, densely
defined, symmetric and lower-semibounded quadratic form in L2(R2)

bϕ[f ] := ‖∇f‖2L2(R2;C2) − α‖f |Γϕ‖2L2(Γϕ)
, dom bϕ := H1(R2), (4)

where α > 0 is the strength of interaction. According to [EN03] it is known that
σess(Bϕ) = [−α2/4,+∞) and that �σd(Bϕ) � 1.
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In this note we obtain the lower bound

inf σ(Bϕ) � − α2

1 + sinϕ
, (5)

using the same method as for the operator Aϕ. Separation of variables yields inf σ(Bπ/2) =
−α2/2, and in this case the lower bound in the estimate (5) coincides with the exact
spectral bottom.

Upper bounds on inf σ(Bϕ) were obtained in [BEW08,BEW09]. The operators of
the type Bϕ arise in the one-dimensional quantum three-body problem after excluding
the center of mass, see Cornean, Duclos and Ricaud [CDR06,CDR08] and the references
therein.

We want to stress that our proofs are of elementary nature and we do not use any
reduction to integral operators acting on interaction supports Σϕ and Γϕ.

2. Sobolev spaces on wedges

In this section Ω ⊂ R
2 is a wedge with an angle of ϕ ∈ (0, 2π). The Sobolev

space H1(Ω) is defined as usual, see [McL, Chapter 3]. For any f ∈ H1(Ω) the trace
f |∂Ω ∈ L2(∂Ω) is well-defined as in [McL, Chapter 3] and [M87].

Proposition 2.1. [LP08, Lemma 2.6] Let Ω be a wedge with angle of degree ϕ ∈ (0, π].
Then for any f ∈ H1(Ω) the estimate

‖∇f‖2L2(Ω;C2) − γ‖f |∂Ω‖2L2(∂Ω) � − γ2

sin2(ϕ/2)
‖f‖2L2(Ω)

holds for all γ > 0.

Proposition 2.2. [LP08, Lemma 2.8] Let Ω be a wedge with angle of degree ϕ ∈ (π, 2π).
Then for any f ∈ H1(Ω) the estimate

‖∇f‖2L2(Ω;C2) − γ‖f |∂Ω‖2L2(∂Ω) � −γ2‖f‖2L2(Ω)

holds for all γ > 0.

Propositions 2.1 and 2.2 are variational equivalents of spectral results from [LP08].

3. A lower bound on the spectrum of Aϕ

In the next theorem we sharpen the bound (2) using only properties of the Sobolev
space H1 on wedges and some optimization.

Theorem 3.1. Let the self-adjoint operator Aϕ be associated with the quadratic form
given in (1). Then the estimate

inf σ(Aϕ) � − α2

(
1 + sin(ϕ/2)

)2
holds.

Proof. The angle Σϕ separates the Euclidean space R
2 into two wedges Ω1 and Ω2 with

angles of degrees ϕ and 2π − ϕ, see Figure 3.
The underlying Hilbert space can be decomposed as

L2(R2) = L2(Ω1)⊕ L2(Ω2).
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Fig. 3. The angle Σϕ separates the Euclidean space R
2 into two wedges Ω1

and Ω2

Any f ∈ dom aϕ can be written as the orthogonal sum f1 ⊕ f2 with respect to that
decomposition of L2(R2). Note that f1 ∈ H1(Ω1) and that f2 ∈ H1(Ω2). Clearly,

‖f‖2L2(R2) = ‖f1‖2L2(Ω1)
+ ‖f2‖2L2(Ω2)

,

‖∇f‖2L2(R2;C2) = ‖∇f1‖2L2(Ω1;C2) + ‖∇f2‖2L2(Ω2;C2).
(6)

The coupling constant can be decomposed as α = β + (α − β) with some optimization
parameter β ∈ [0, α] and the relation

α‖f |Σϕ‖2L2(Σϕ)
= β‖f1|∂Ω1‖2L2(∂Ω1)

+ (α− β)‖f2|∂Ω2‖2L2(∂Ω2)
. (7)

holds. According to Proposition 2.1

‖∇f1‖2L2(Ω1;C2) − β‖f1|∂Ω1‖2L2(∂Ω1)
� − β2

sin2(ϕ/2)
‖f1‖2L2(Ω1)

, (8)

and according to Proposition 2.2

‖∇f2‖2L2(Ω2;C2) − (α− β)‖f2|∂Ω2‖2L2(∂Ω2)
� −(α− β)2‖f2‖2L2(Ω2)

. (9)

The observations (6), (7) and the estimates (8), (9) imply

aϕ[f ] � −max
{

β2

sin2(ϕ/2)
, (α− β)2

}
‖f‖2L2(R2).

Making optimization with respect to β, we observe that the maximum between the two
values in the estimate above is minimal, when these two values coincide. That is

β2

sin2(ϕ/2)
= (α− β)2,

which is equivalent to

β = α sin(ϕ/2)
(1+sin(ϕ/2))

, (10)

resulting in the final estimate

aϕ[f ] � − α2

(1+sin(ϕ/2))2
‖f‖2L2(R2).

This final estimate implies the desired spectral bound. �

Remark 3.2. Note that the previously known lower bound (2) was derived from the proof
of the last theorem if we choose β = α/2, which is the optimal choice in our proof only
for ϕ = π as we see from (10).
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4. A lower bound on the spectrum of Bϕ

In the next theorem we obtain a lower bound on the spectrum of the self-adjoint
operator Bϕ using the same idea as in Theorem 3.1.

Theorem 4.1. Let the self-adjoint operator Bϕ be associated with the quadratic form
given in (4). Then the estimate

inf σ(Bϕ) � − α2

1 + sinϕ

holds.

Proof. The crossing straight lines Γ1 and Γ2 separate the Euclidean space R
2 into four

wedges {Ωk}4k=1. Namely, the wedges Ω1 and Ω2 with angles of degree ϕ and the wedges
Ω3 and Ω4 with angles of degree π − ϕ, see Figure 4.

Fig. 4. The crossing straight lines Γ1 and Γ2 separate the Euclidean space
R

2 into four wedges {Ωk}4k=1

The underlying Hilbert space can be decomposed as

L2(R2) =
4⊕

k=1

L2(Ωk).

Any f ∈ dom bϕ can be written as the orthogonal sum ⊕4
k=1fk with respect to that

decomposition of L2(R2). Note that fk ∈ H1(Ωk) for k = 1, 2, 3, 4. Clearly,

‖f‖2L2(R2) =
4∑

k=1

‖fk‖2L2(Ωk)
, ‖∇f‖2L2(R2;C2) =

4∑
k=1

‖∇fk‖2L2(Ωk;C2). (11)

The coupling constant can be decomposed as α = β + (α − β) with some optimization
parameter β ∈ [0, α] and the relation

α‖f |Γϕ‖2L2(Γϕ)
= β‖f1|∂Ω1‖2L2(∂Ω1)

+ β‖f2|∂Ω2‖2L2(∂Ω2)

+ (α− β)‖f3|∂Ω3‖2L2(∂Ω3)
+ (α− β)‖f4|∂Ω4‖2L2(∂Ω4)

(12)

holds. According to Proposition 2.1

‖∇f1‖2L2(Ω1;C2) − β‖f1|∂Ω1‖2L2(∂Ω1)
� − β2

sin2(ϕ/2)
‖f1‖2L2(Ω1)

,

‖∇f2‖2L2(Ω2;C2) − β‖f2|∂Ω2‖2L2(∂Ω2)
� − β2

sin2(ϕ/2)
‖f2‖2L2(Ω2)

.
(13)
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Also according to Proposition 2.1

‖∇f3‖2L2(Ω3;C2) − (α− β)‖f3|∂Ω3‖2L2(∂Ω3)
� − (α−β)2

cos2(ϕ/2)
‖f3‖2L2(Ω3)

,

‖∇f4‖2L2(Ω4;C2) − (α− β)‖f4|∂Ω4‖2L2(∂Ω4)
� − (α−β)2

cos2(ϕ/2)
‖f4‖2L2(Ω4)

.
(14)

The observations (11), (12) and the estimates (13), (14) imply

bϕ[f ] � −max
{

β2

sin2(ϕ/2)
, (α−β)2

cos2(ϕ/2)

}
‖f‖2L2(R2).

Making optimization with respect to β, we observe that the maximum between the two
values in the estimate above is minimal, when these two values coincide. That is

β2

sin2(ϕ/2)
= (α−β)2

cos2(ϕ/2)
,

which is equivalent to
β = α tan(ϕ/2)

(1+tan(ϕ/2))
, (15)

resulting in the final estimate

bϕ[f ] � − α2

1+sin(ϕ)
‖f‖2L2(R2).

This final estimate implies the desired spectral bound. �
Remark 4.2. The result of Theorem 4.1 complements [CDR08, Theorem 4.6 (iv)], where
the bound

inf σ(Bϕ) � −α2.

for all ϕ ∈ (0, π) was obtained.
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The problem of particle storage in nanolayered structures will be considered. Local perturbations of nanolayers can

lead to the appearanceof eigenvalues of the corresponding one-particle Hamiltonian. To study particle storage it

is necessary to deal with the multi-particle problem. This problem faces essential computational difficulties due to

the great increase of the spatial dimension. Using a composite of natural physical models, analytical methods and

computational approaches allows one to simplify the problem and to obtain useful results for application. Particu-

larly, the Hartree method and Finite Elements Method (FEM) are used. The discrete spectrum of the Hamiltonian

for two interacting particles is considered. Two different types of perturbation are considered: deformation of the

layer boundary and a small window in a wall between two layers. The relation between the system parameters

(interaction intensity - waveguide deformation) ensuring the existence of a non-empty discrete spectrum is studied.

A comparison of particle storage efficiencies is made for these two cases.

Keywords: discrete spectrum; few-particle problem; quantum waveguide.

1. Introduction

It is known that curved quantum layers can store particles. From a mathematical point of
view, it is related with the existence of eigenvalues for the corresponding Hamiltonian. Increased
curvature leads to larger eigenvalues figures. This question is important in various physical
problems. For example, to do two-qubit operation in a quantum computer based on coupled
quantum waveguides (see, e.g., [1], [2]), it is necessary to store two electrons in some bounded
domain during the operation time. Another interesting application is related to the storage of
hydrogen (or protons) in nanolayered structures. Storing hydrogen in this manner can give a
safe and effective fuel container for a hydrogen engine. One can note that layers with curved
boundaries are more effective for particle storage because increasing the curvature (or boundary
perturbation amplitude) leads to an increase of the discrete spectrum cardinality. Hence, the
amount of hydrogen stored in the layered structure will be greater. Note that the Hamiltonian for
the corresponding plane layered structure has an empty discrete spectrum.

To solve the problem it is necessary to consider the multi-body system, which is the
main source of difficulty. Many-particle problems appear in various situations. These problems
have been studied by using a variety of different methods (see, e.g., [3], [4]). For the quantum
waveguide multi-body problem, the majority of results concerns the use of one-dimensional
wires. Many of these methods for dealing with this particular problem have been reported
previously [5]. Interesting approaches are also based on scattering theory [6], operator extensions
theory [7] and reducing the problem to a 2D diffraction [8].

In the discrete spectrum problem for curved or deformed 2D (3D) quantum waveguides,
rigorous mathematical results are only available for the one-particle Hamiltonian (if we deal with
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non-interacting particles or interaction is taken into account as some mean field only, then we
really deal with a one-particle problem). As for the many-particle problem for quantum waveg-
uides, only approximated results have been obtained [9], [10], [11], [12]. For example, Exner
estimates the number of neutral fermions which can be stored near the distortion of the layer
as the dimension of the discrete spectrum subspace [10]. For charged (repulsing) particles, only
rough variational estimation for the maximum number of stored particles can be obtained (the
analogous rough variational results for attracting particles have been described [12]). Namely,
consider 2D layer Σ – strip in R

2 of width 2a. Let Γ be the axis of Σ. The strip is determined
by the semi-width a and the curvature s → γ(s), defined on Γ. Here s is the curve length.
Assume that the following regularity conditions take place: a) Σ is non self-intersecting curve,
b) a‖γ‖∞ < 1, c) γ has bounded support and γ ∈ C2, γ, γ′ are bounded.

Let us first choose a system of units for which � = 2m = c = 1, c is the speed of
light, m is the particle mass. Using natural waveguide coordinates (s, u) in Σ, one reduces the
one-particle Hamiltonian to the following operator:

H = −∂s(1 + uγ)−2∂s − ∂u
2 + V (s, u)

in L2(R× (−a, a)) with the potential

V (s, u) = − γ(s)2

4(1 + uγ(s))2
+

uγ′′(s)
2(1 + uγ(s))3

− 5uγ′′(s)2

4(1 + uγ(s))4
.

The operator is defined and essentially self-adjoint on D(H) = {f : f ∈ C∞, f(s,±a) =
0, Hf ∈ L2}. By means of the modes expansion, one reduces the problem to a one-dimensional
case [13–15], for which we use the Birman-Shwinger estimations. The potential V is majorized
by:

W =
γ(s)2

4δ2−
+
a|γ′′(s)|
2δ3−

+
5a2γ′′(s)2

4δ4−
, δ± = 1± a‖γ‖∞.

Let us introduce Wj, j = 2, 3, . . .

Wj(s) =

{
0,

(
π
2a

)2
(j2 − 1) > ‖W‖∞,

W (s),
(

π
2a

)2
(j2 − 1) � ‖W‖∞.

Then the numberN of neutral fermions, with spins S, which can be bounded near the perturbation
of the layer is estimated [10] as:

N � (2S + 1)

⎛
⎜⎝1 + δ2+

∫
R2

W (s) |s− t|W (t)dsdt∫
R

W (s)ds
+

∞∑
j=2

δ2+

∫
R

W (s)ds

⎞
⎟⎠ .

Here we assume the Dirichlet condition. The Neumann and Robin conditions are analogous.
As for the semi-transparent surface, it is possible to consider it as δ−potential supported by
curve [16], [17], [18].

In the case of charged particles (electrons, protons) it is necessary to consider their
interaction. The simplest approximation was discussed previously [10], and some variational
estimations were obtained. The discrete spectrum of a N-particle Hamiltonian can be empty. A
sufficient condition for this is as follows:

Tβ(N) +
e2N(N − 1)

2β
√
7

� ‖W‖∞N +
( π
2a

)2

N +
e2

18β
√
2
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for some β � max {2b, 596e−2}, where 2b is the diameter of the support of function γ, e is the
particle charge,

Tβ(N) =

⎧⎪⎨
⎪⎩

2
n∑

m=1

λm, N = 2n,

2
n∑

m=1

λm + λm, N = 2n+ 1,

λm are ordered eigenvalues of the Dirichlet Laplacian for the domain
[−3

2
βδ+,

3
2
βδ+

]× [−a, a] .
The computational problem for an N−particle state is rather difficult due to the essential

increasing of the space dimension (N times). To simplify the problem, it is possible to use
natural physical models and some preliminary analytical considerations. Particularly, the Hartree
method permits the reduction of the problem to a sequence of one-particle problems. By using
analytically obtained asymptotics, one can choose an initial approximation more effectively. Such
a combination of analytical and computational methods seems to be the most promising approach
to this problem.

2. One-particle problem for waveguide with deformed boundary

Variational estimates for the eigenvalues of the problem were obtained [19]. The domain
is determined as follows:

Ω = {(x, y) ∈ R2 : 0 < y < a(1 + λf(x))}, suppf = [−b, b], f ∈ C∞
0 (R).

The trial function is sought in the form

ψ =

{
(1 + ληf(x))χ1(y), |x| � b,
e−h|x∓b|χ1(y), |x| > b.

Let

z =
π2

a2
‖f‖2
‖f ′‖2 ,

The parameter η is chosen by the condition

η2 − 2ηz + 3z +K2 < 0, K =

√√√√ ∞∑
n=2

(
2n

n2 − 1

)
=

√
π2

3
+

1

4
,

which can be valid if z2 − 3z−K2 > 0, particularly, one can take η = z, that corresponds to the
parabola minimum.

χn =

√
2

a
sin

πny

a
.

h =
1

2
λ2d1‖f‖2, d1 = π2

a2z
(z2 − 3z −K2).

The eigenvalue distance from the bottom of the continuous spectrum is estimated as follows;

−λ4d02‖f‖4 +O(λ5) � E − π2

a2
� −1

4
λ4d1

2‖f‖4 +O(λ5),

d0 =

(
4πb

a2

)2

− 3
π2

a2
.

The eigenvalue problem is solved numerically by the Finite Elements Method (FEM).
Namely, we consider the minimization problem for the functional (in natural system of units)

a(ψ, φ) =

∫
Ω

(
�
2

2m
(
∂ψ

∂x

∂φ

∂x
+
∂ψ

∂y

∂φ

∂y
) + Eψφ

)
dΩ (1)
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in the waveguide domain of length 2k, width 2a with sine-like deformation of height d and width

2b, b � k: f(x) = d sin
(

(x−b)π
2b

)
, |x| � b. In real physical systems the thickness (width L)

of the layer is about the de Broglie wavelength (few nanometers for the electron) The Dirichlet
condition are valid at the waveguide boundaries, while Neumann conditions are assumed at the
waveguide ends (“formal” boundaries). One can use “non-reflecting” conditions at the ends,
but this type of this condition doesn’t influence the results. The reason is very simple — the
corresponding eigenfunction decays exponentially outside of the perturbation region. To find
the numerical solution, we used FreeFem++ with the library ARPACK to search for the matrix
eigenvalues. Domain was Ω is divided into triangular subdomains with determined quadratic
functions (see Fig. 1). The dependence of the eigenvalue (energy level) on the height of the
deformation is shown on Fig. 2. Note that the eigenvalue is less than the threshold, i.e. the
bottom of the continuous spectrum, E/E0 = π2. Our results are in good correlation with Exner’s
estimations.

Fig. 1. Triangulation of the domain

Fig. 2. Dependence of the eigenvalue (energy level) E/E0 on the height d/L of
the deformation (in dimensionless form); L = 2a, E0 =

�
2

2mL2 , b = 0.4L
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3. Two-particle problem for waveguide with deformed boundary

Consider two interacting particles in 2D waveguide with a perturbed boundary, i.e. we
deal with the two-particle Schrödinger equation

− �
2

2m
Δψ(r1, r2) + U(r1, r2)ψ(r1, r2) = Eψ(r1, r2).

The one-particle Hamiltonian for aquantum waveguide exhibits bound states if it is bent, pro-
truded or allowing a leak to another duct [19], [20], [21], and the discrete spectrum depends
substantially on the shape of the channel. The same is true for non-interacting particles. The
most interesting question is whether the discrete spectrum’s non-emptiness is preserved if we
switch on the interaction between particles. A search was begun for system parameters that
ensured this. Working with the Hartree approximation, the wavefunction is sought in the form

ψ(r1, r2) = ψ1(r1)ψ2(r2), (2)

where ψ1 and ψ2 are one-particle functions and r1 and r2 are coordinate vectors of the corre-
sponding particles. Using conventional methods, one obtains the following system for ψ1 and
ψ2:

{ − �2

2m
Δψ1(r1) + U1(r1)ψ1(r1) = E1ψ1(r1),

− �
2

2m
Δψ2(r2) + U2(r2)ψ2(r2) = E2ψ2(r2),

(3)

where

Un(rn) =

∫
Ω

|ψ3−n(r3−n)|2 u(r1, r2)dr3−n, (4)

u(r1, r2) is the interaction potential, e.g., for Coulomb repulsion it has the form u(r1, r2) =
e2

|r1−r2| . The simplest type of interaction is a δ−potential (see, e.g., [22], [23], [24]). For this
case, Un(rn) takes the form:

Un(rn) =

∫
Ω

|ψ3−n(r3−n)|2 U0δ(r1, r2)dr3−n = U0 |ψ3−n(rn)|2 ,
where U0 describes the intensity of the interaction. As a result, we get the following system:

{ − �2

2m
Δψ1(r1) + U0 |ψ2(r1)|2 ψ1(r1) = E1ψ1(r1),

− �
2

2m
Δψ2(r2) + U0 |ψ1(r2)|2 ψ2(r2) = E2ψ2(r2).

(5)

To find eigenvalues of the two-particle Hamiltonian, FEM is used. For this purpose, the
problem needs reformulation in order to study the variational problem. At this stage, the system
of differential equations (5) is replaced by integral relations:∫

Ω

(
�
2

2m
∇ψ1 · ∇φ1 + U0 |ψ2|2 ψ1φ1

)
dr1 − E1

∫
Ω
ψ1φ1dr1 = 0,∫

Ω

(
�
2

2m
∇ψ2 · ∇φ2 + U0 |ψ1|2 ψ2φ2

)
dr2 − E2

∫
Ω
ψ2φ2dr2 = 0.

(6)

The algorithm for the solution begins by taking as the first approximation the following
functions ψ1 = ψ2 = 0leading naturally, to a one-particle problem. Once the one-particle problem
is solved, that solution (approximation for the one-particle eigenfunction) is inserted into (5) (or
(4) in the general case), then, problem (6) is solved with the obtained potential. The solution is
inserted into (5), and the procedure is repeated. Due to spatial symmetry, the values of E1 and
E2 should coincide, so, the algorithm is made up to the instant when coincidence with the chosen
accuracy appears. Bound states corresponds to values less than the lower bound of the continuous
spectrum (π2). For fixed geometry, the convergence deteriorates when the interaction intensity U0

increases. Values of U0 are found which guarantee the existence of the bound state. Increasing
U0 leads to the destruction of the two-particles eigenstate. Conversely, increasing the boundary
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deformation d leads to an increase of the “eigenvalue-threshold” distance (the only reason for
the eigenvalue’s existence is this deformation, as plane waveguides have no eigenvalues). It is
interesting to find the correlation between the intensity and deformation, for which there exists a
two-particle bound state. This corresponds to the domain on the parameter plane. The boundary
of this domain (in dimensionless form) is found (see Fig. 3). The domain in question is below
the curve on the Figure. One can use this curve to predict the possibility of particle storage, and
consequently, to create systems with the proper parameters (proper deformation should correlates
with the intensity of the particle’s interaction).

Fig. 3. Domain on the dimensionless parameters plane (d/L, U0/E0) correspond-
ing to the existence of eigenvalues of the two-particle Hamiltonian (below the
curve); 2a = L, E0 =

�
2

2mL2 , b = 0.4L; the domain is below the curve

4. Layers coupled through window

Local perturbation of the layered structure boundary isn’t a unique one that leads to the
appearance of bound states below the continuous spectrum. Consider two nanolayers coupled
through a narrow slot. It can be considered as a two-dimensional system, i.e. two strips coupled
through window. The Dirichlet Laplacian for such system is known to have an eigenvalue
below the threshold. The eigenvalue tends to the lower bound of the continuous spectrum
when the window width tends to zero. Let d and a be the widths of the strip and the window,
correspondingly. Exner and Vugalter [25] obtained an estimation of the eigenvalue distance from
the threshold for a small window. The asymptotics (in the width of coupling window) of the
eigenvalue were obtained by matching the asymptotic expansions for solutions to the boundary
value problem [26], [27]:

λa =
π2

d2
−
(
π3

2d3

)2

a4 + o(a4). (7)
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Fig. 4. Triangulation of coupled layers
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Fig. 5. Comparison of eigenvalue asymptotics (“approx”) (7) and exact eigenvalue
(“fem”) for small coupling window

These results concern the one-particle Hamiltonian. As for the corresponding two-particle
problem, there are no results. In the present paper, as a first step, we consider the one-particle
problem for the system of arbitrary window size. Computations are made by FEM. Triangulation
is made as shown on Fig. 4 One can see (Fig. 5) that for a small window, the results are in good
correlation with the asymptotics. The main subject of this section is the two-particle problem
for this system. We consider the delta-interaction between the particles. Delta-repulsion leads to
the destruction of the one-particle bound state. We found the domain on the parameter’s plane
(“interaction intensity - window width”), which corresponds to the existence of the two-particle
bound state. The results are shown on Fig.6. It is interesting to compare these results with the
analogous one obtained for the deformed boundary layer. One can see that two layers with a
coupling window is essentially more effective for the storage of two particles than the nanolayer
with a deformed boundary (the destroying electrostatic repulsion intensity is many times greater).
The result becomes clear if we look through the distributions of electron density (Fig. 7).
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Fig. 6. Domain on the dimensionless parameters plane (d/L, logU0/E0) corre-
sponding to the existence of eigenvalues of the two-particle Hamiltonian (below
the curve)

Fig. 7. electron density distribution of two-particle state for layers coupled
through window
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Living systems and free water were studied with the help of near-field radio-frequency (NFRF) probing
methods. The results of this analysis suggest that processes within biological systems are comparable with
those in ordinary water. The presented data suggest that near-field radio-frequency probing can be a useful
diagnostic tool for the analysis of the radio-frequency fields generated by biological objects.

Keywords: radio-frequency near-field probing method, permittivity, generator frequency, wavelet transform.

1. Introduction

Recent progress in the development of radio-frequency and microwave medical
equipment suggests that such instrumentation can be a useful diagnostic tool applicable
in the area of internal medicine, traumatology and musculoskeletal disorders. Diagnostics
based on radio-frequency and microwave probing methods offer advantages over conven-
tional diagnostic tools e.g. probing methods offer a noninvasive diagnostic approach that
allows the studying of biological tissue heterogeneity and such methods offer spatial anal-
ysis of biological organs, including the analysis of tissues located on the surface or within
biological organs, as well as help define the special dimensions of these biological organs.

Despite recent progress, there is a growing understanding that new diagnostic
approaches need to be transformed into more sophisticated tools which not only target
symptoms of inflammatory processes, but are also successfully integrated into mainstream
clinical laboratory and instrumental analyses.

Living biological objects have a complex structure of physical fields inside and
outside the biological borders of the object. Spatial distribution and time dynamics of
these physical fields carry important biological information that could be used for medical
diagnosis.

One of the most important characteristics that describes interaction between prob-
ing electromagnetic radiation (PER) and a biological object is the complex permittivity,
that is, in turn, connected with conductivity and the tangent of dielectric loss. Conduc-
tivity and dielectric loss, in turn, depend upon the physicochemical parameters of the
biological object, such as water content, protein hydration, temperature, etc.

Recent studies suggest a strong connection between protein hydration and the
activity of a biological system [1].
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This paper presents data from the near-field radio-frequency (NFRF) probing study
of biological objects as compared to ordinary water. Data suggest that the NFRF probing
method is sensitive to the dynamic state of the water in a biological object, and therefore,
can be used to analyze the state of that biological object.

2. The equipment and the methodology of the experiment

The main purpose of this method is to glean information about any inner structure
(biological or physical) which can be surveyed from its surface. The NFRF probing method
is based on the following assumptions: first, the electrodynamic state of the surface is
connected with processes inside object through its dielectric permittivity (ε) and specific
conductivity (σ), and second, the connection between the surface parameters and processes
inside the object can be monitored by means of a compact electric antenna (sensor) that
is working in the active mode.

There is one distinct property that characterizes our approach and sets it apart from
conventional methods of radio-frequency (RF) diagnostics, namely, the choice of frequency
for the antenna-sensor. We have previously presented the analysis of the known dispersive
dependences for (ε), (σ) and full impedance (Z) which demonstrated that frequencies
between 1-10 MHz were very sensitive to processes in biological systems [2]. Based on
those results, 4 MHz was selected as the working frequency for the antenna-sensor.

All experiments were conducted with the help of diagnostic equipment [3] presented
in Figure-1.

a) b)

Fig. 1. Diagnostic radio-frequency near-field probing equipment: a) general
overview of the equipment in full assembly; b) overview of the antenna-
sensor with circuit board of the RF generator

The main element of the electronic equipment is the highly sensitive detector com-
prised of the compact antenna connected to the RF generator oscillatory circuit with
geometry presented on Figure-2-a.

During operation, the generator’s aperture creates a quasi-static electric field (near-
field zone) in the air. Figure-3 presents the results of the quasi-static electric field analysis
conducted with the help of certified software package CST Studio Suite 2012 designated
for electrodynamic modeling within a wide range of frequencies.

When the sensor is placed in contact with the surface of the physical or biological
object, a quasi-static electric field generated by the sensor works as a connector between
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a) b)

Fig. 2. Radio-frequency antenna-sensor: a) Overview of the antenna geome-
try; b) Quasi-static field (near-field zone) at the antenna aperture

the antenna’s impedance and object’s surface impedance. As a result of that connection, the
general impedance of the radio-frequency generator’s oscillating circuit and its frequency
value (δν) are changed. The difference between frequencies is described according to the
following equation: (δν = ν0−ν1), where (ν0) is the generator’s frequency when antenna is
placed in air, and (ν1) is the generator’s frequency, when antenna is placed on the object’s
surface. During NFRF probing, the frequency difference (δν), recorded through computer
interface, represents an analytical signal that follows the changes in the object of interest.

After an analytical signal δν = ν0 − ν1 is obtained by the antenna, the signal
is digitized through a “frequency-code” transformation and analyzed with the help of a
designated software package.

3. Experimental design

The goal of the study was to compare the NFRF probing of a healthy subject’s hand
and water samples.

As previously mentioned, the frequency difference (δν) is the main source of di-
agnostic information of the proposed method, which allows an estimation of the object’s
internal structural organization.

Prior to use, the sensor was subjected to an initial calibration procedure that
comprised of two processes: the first included 20 minutes of sensor operation in the air
until the working temperature of the sensor was stabilized; the second process included 20
minutes of operation during which the sensor was wrapped in a plastic film and placed in
water. After that, the device was re-calibrated and the frequency of the sensor was tuned
in.

The initial calibration procedure was set up using the software option “Tune in” that
expressed the sensor’s frequency (ν0) in relative units, and allowed the sensor’s frequency
to be tuned to either the “air” or “water” option. The selection between “air” and “water”
options was determined by the goals of the particular experiment, since the sensor’s tuning
and calibration process could be carried out using any other object or different place on
the object.
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a)

b)

c)

Fig. 3. Quasi-static electric field distribution at the antenna aperture (near-
field zone): a) field distribution at A-A cross-section (Figure 2-b). b) Distri-
bution of the same field (a) 1mm away from antenna’s aperture. Note that
field amplitude is decreased by approx. 10 times. c) field distribution at
90 degrees

In order to conduct the first set of experiments (Figure-4), the sensor was tuned in
the air for 20 minutes. After tuning, the sensor was placed on the volunteer’s hand and
the sensor’s signal was recorded every three minutes for two hours without changing the
position of the sensor.

The second set of experiments (Figure-5) was conducted using the same tuning in
the air (20 minutes), but the sensor was then wrapped in plastic film and placed in the
water (σ = 4×10−6 mOhm/cm, pH∼5.6). The plastic film did not change the parameters
of the sensor.
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Fig. 4. The arm experiment

Fig. 5. The distilled water experiment

The final experimental step included the time-frequency analysis of the measured
parameters. This analysis was carried out with the help of wavelet transformation. The
wavelet transformation was chosen over a Fourier transformation because it offers two
dimensional evolvement of a one-dimensional process where frequency and time values are
considered to be independent variables. Therefore, this transformation allows simultaneous
frequency and time analysis of the same process. The Morlet wavelet was used as the
basic function.
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4. Results and Discussion

Figure 6 presents data obtained with the help of radio-frequency near-field prob-
ing of the hand (a) and wavelet analysis of the data (b). Method is described in the
experimental design section.

Fig. 6. Wavelet analysis of the NFRF probing signal recorded from the sur-
face of the hand: a) wavelet transformation of the initial signal. Horizontal
lines are labeled with letters A, B, and C. b) Initial signal harmonics along
the lines A, B, and C on the Figure 6-a

Figure 7 presents data obtained with the help of radio-frequency near-field probing
of the water. Method is described in the experimental design section.

Analysis of the experimental data allows us to conclude that, regardless of the
nature of studied object, all observed dynamic changes in the NFRF probing signal showed
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Fig. 7. Wavelet analysis of the radio-frequency near-field probing signal
recorded from the sensor placed in the water: a) wavelet transformation
of the initial signal. Horizontal lines are labeled with letters A, B, and C.
b) Initial signal harmonics along the lines A, B, and C on the Figure 6-a
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very reproducible time patterns, within which the magnitude of the changes varied up to
10% (11-19 min, 25-35 min, and 60-70 min). Similarity between patterns obtained from
biological object and from ordinary water pointed out that, perhaps, NFRF probing signal
was very sensitive to the degree of protein hydration, namely, the changes of the dispersive
dependences for ε, σ and Z were determined by hydration shells around proteins.

Therefore, the main hypothesis is that processes within biological system are com-
parable with the processes in the ordinary natural water. Presented analysis of the dynamic
changes of the radio-frequency near-field probing signal can be used for the development
of a diagnostic method.
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1. Introduction

Quantum cryptography is a method of secure communications based on using single-
photons in the process of secret key generation [1]. Therefore, information security is granted
on a physical level by the fundamentals of quantum physics. The principal advantage of this
technology is its ability to allow legitimate users (Alice and Bob) to always detect eavesdrop-
ping in the secure channel based on the increase in error level during transmission. In practice,
quantum key distribution security is limited by the amount of losses in communication channel
and the quantum bit error rate (QBER). It is known that the eavesdropper (Eve) can conceal
their activity under errors which inevitably appear during the key distribution process [2]. The
QBER value is dependent upon both the optical scheme and device parameters. In particular,
detector characteristics make the largest contribution, especially at shorter distances (<50 km).
In these studies, two detector types: an avalanche photodiode (APD) and a superconducting
single-photon detector (SSPD) were analyzed. APD-detectors are used in most quantum cryp-
tography experiments [2]. Their main drawback is a high rate of dark counts, resulting in high
QBER. Superconducting detectors [3] have high count rates and fewer dark counts, however,
they are more operationally complex, requiring the use of liquid helium to maintain cryogenic
temperatures (2–4 K).

Today many types of QKD systems are known [2]. Merolla et al. [4] suggested a
method of quantum key distribution using sidebands modulation of light (SQKD). Among its
advantages are simplicity of optical phase introduction, matching and maintenance, high bitrate
and low error rate, achieved by unidirectionality and frequency separation of quantum and
classical signals, as well as in principal, the possibility of implementing wavelength division
multiplexing.

In this paper the informational characteristics of an SQKD system with APD and SSPD
detectors (raw key generation rate and QBER) were investigated. We also performed theoretical
analysis of the system’s ability to resist Intercept-resend attacks [2], the efficiency of which was
defined by its QBER value.
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2. Experimental Setup

Figure 1 shows a schematic diagram of an SQKD system. The laser emitted monochro-
matic radiation. The spectrum of signal in frequency scale include only one component. In a
sender block phase modulator PMA performed sinusoidal modulation on a high frequency from
radio range. If the index of modulation is low enough, in addition to the central frequency,
two sidebands will appear in the spectrum at PMA output (Fig. 1b). The spectral shift of the
sidebands from the central frequency was equal to the modulation frequency. Optical phase shift
of sidebands was determined by the phase of the modulating wave. The index of modulation
can be chosen low enough so that the radiation on the sidebands can be regarded as a single
stream of photons.

FIG. 1. Principal scheme of a sidebands-based quantum key distribution sys-
tem (a). L — light source. PMA, PMB — phase modulators, FM — Faradey
mirror, SF — spectral filter, D — detector, SPD — single photon detector. At the
bottom — spectra of optical signals after modulation at the Alice block and Bob’s
block with relative phase shift 2π (c) and π (d)

The modulated optical signal, which consisted of central and side frequencies with a
given relative phase was transmitted over the communication line to Bob’s device, which contain
ed similar modulators PMB1 and PMB2. Two modulators were necessary to compensate for
polarization distortion in the optical system. At the receiving unit a phase shift was added
without reference to the sender. The second modulation resulted in sideband amplitude changes
depending on the relative phase shift of Alice and Bob. After passing through modulators the
light was reflected off the Faraday mirror and passed to the spectral filter. This filter separated
quantum and classical signal components, which were detected by a single photon counter
SPD and detector D respectively. The SQKD system also included an optical subsystem of
synchronization between the sender and the receiver (not shown on the figure).

3. Operational Parameters of the System with Different Detector Types

One of the main parameters of a quantum key distribution system is the ultimate raw
key generation rate Fraw, which was, in our case, limited by the maximum detector count rate
on the receiver side and is defined as:

Fraw =
1

2
fbit µ aloss η,

where 1/2 refers to probability of coincidence between Alice and Bob modulator phase shifts in
the B92 protocol [1]; fbit is the phase change frequency (i.e. the frequency of signals sent by
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the transmitter); µ — mean number of photons per pulse (µ ∼ 0.2), η — quantum efficiency of
a single photon detector. Coefficient aloss represents the probability of a photon to achieve the
detector and is defined through the value of total optical losses in the channel α:

aloss = 10−α/10.

For the investigated SQKD system, the total losses were defined as the sum of losses in
optical fiber and other optical elements. The latter included losses on a multiplexer (1.2 dB),
circulator (2.21 dB), Bob modulators (10 dB after two passes) and a Faraday mirror (0.6 dB),
totalling 14.01 dB. The attenuation rate in single mode fiber (SMF-28) was assumed to be
0.2 dB/km.

Modeling was conducted for the following detector parameters: fbit = 100 MHz, η = 10%
(APD, IdQuantique [5]); fbit = 100 MHz, η = 25% (APD, IdQuantique [5]); fbit = 500 MHz,
η = 16% (SSPD, Scontel [3]). Fig. 2 illustrates calculated values of raw key generation rate
depending on fiber optics line length for the SSQKD system with APD and SSPD detectors.

FIG. 2. Raw key generation rate in the SSQKD system with APD (a) and
SSPD (b) detectors

Quantum bit error rate (QBER) is another important parameter of any QKD system. It
is defined as:

QBER =
Ferr

Fraw + Ferr
,

where Ferr is the frequency of error bits that appear in the process of key distribution. This
quantity consisted of two components: optical error frequency Fopt and detector dark count rate
Fdark. For an SSPD detector, the Fdark value may be as low as 10 Hz [6], and for an APD —
1 kHz for η = 10% and 5 kHz for η = 25% [5]. Optical error frequency Fopt is defined as:

Fopt = Fraw · perr,
where perr is the optical error probability, that in the current setup, includes Fabry–Perot based
filter noise (1.85·10−4), probability of error induced by Rayleigh reflection, back reflection,
circulator directivity (1.63·10−3), and noise from multiplexer cross-coupling (1.93·10−3). Multi-
plexer errors decay in optical fiber. Computational results are given on Fig. 3.

One may notice that QBER suffers a slight decay in a system with an SSPD detector
for communication line length 10–40 km. This is due to errors introduced by optical elements
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FIG. 3. QBER values in SQKD system with an APD (a) and SSPD (b) detectors

of Alice (they are represented by multiplexer errors in our model). This noise component is
quickly attenuated over longer distances.

In order to estimate the efficiencies of different detectors, we introduced a parameter
DEff, defining it as:

DEff =
QBERAPD / QBERSSPD

Fraw APD / Fraw SSPD
.

The curves for APD’s with different quantum efficiencies are shown on Fig. 4. It can
be seen that for optical channel length between 20 to 100 km, SSPD detectors demonstrated
the most considerable advantage. In particular, at 60 km the signal-to-noise ratio of an SSPD is
more than three orders of magnitude higher than for the studied APDs.

FIG. 4. Relative efficiency of SQKD systems with APD and SSPD detectors
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TABLE 1. Probability analysis of Intercept-Resend strategy. Probabilities calcu-
lated for two symmetric cases are marked with an asterisk. Cases not shown are
parenthesized

Phase used by Alice 0 π 0 π

Phase used by Eve 0 π π 0
Probability of photon

detection for Eve
µ/4 µ/4 0 0

Phase detected by Eve 0 π — —
Phase used by Eve
for transmission

0 π 0 (π) 0 (π)

Probability of this event µ/4 µ/4 1/4− µ/8* 1/4− µ/8*
Phase used by Bob

for detection
0 π 0 π 0 π 0 π

Probability of photon
detection for Bob

µ2/8 0 0 µ2/8 µ/8− µ2/16* 0 µ/8− µ2/16* 0

4. “Intercept-resend” Attack Resistance

Intercept-resend eavesdropping strategy, e.g. when Eve imitates Bob’s and Alice’s be-
havior [1] is based upon the principal ability of an intruder to conceal their activity under optical
errors, numerically estimated by the QBER value. Implementing this strategy, Eve connects to
the quantum channel and measures the results of interference between prepared photons and
Alice’s pulses. If Eve receives a detector count, she sends a photon with the same phase value
as the one used for measurement. Otherwise, if she doesn’t receive a count, she sends a pulse
with a random phase. Table 1 shows the probability analysis of this strategy. We assume that
Eve possesses a detector with η = 100%, no dark counts and a light source equal to Alice with
µ ∼ 0.2.

An important advantage of this strategy is the fact that Bob’s total detection probability
(µ/2 for B92 protocol) doesn’t change. According to the table, the probability of a disagreement
between Alice’s and Bob’s raw key bits is close to 50% for low µ. It is certain that such a
high error rate is unsatisfactory, but Eve still possesses another opportunity. She may sacrifice
information about the key, and therefore, linearly reduce the error rate. In order to do this,
Eve can perform measurements with a certain rate. Thus, if we assume that random noise
fluctuations are 50% of total noise rate, then Eve may stay undetected, adding an amount of
errors bounded above by one-half of the QBER value:(

µ

4
− µ2

8

)/µ
2
= QBER · n,

where n represents the frequency of eavesdropping measurements. The number of bits received
by Eve in this case may be estimated as:

NEve =
Fraw · t
n

·
(
µ

4
+
µ2

8

)/µ
2
,

where t is transmission time. Table 2 shows calculated values for the investigated setup for
40 km fiber distance and t = 10 s.

Therefore, at the fiber length of 40 km, Eve is able to perform imperceptible eavesdrop-
ping for one of 4600 pulses in an SSPD based system, one of 13 pulses in an APD system with
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TABLE 2. “Intercept-Resend” strategy efficiency for systems with different de-
tector types

Detector type Fraw, kbit/s QBER n NEve, bits Key fraction, %
SSPD 50.6 3.9·10−4 4615.4 60.5 0.01

APD, η=10 % 6.3 0.24 7.5 4620 7
APD, η=25 % 15.8 0.14 12.8 6788.6 4

η = 10 % and one of 7 in an APD system with η = 25 %. In ten seconds she will receive 61
(0,01%), 6789 (4%) and 4620 (7%) secret key bits respectively. It may be seen that for efficient
detectors QBER grows more slowly than the detection rate, which makes these devices more
suitable for QKD, especially at medium distances, which agrees with data from Fig. 4.

5. Conclusion

Thereby, the results of numerical simulations demonstrated the significantly higher effi-
ciency of superconducting detectors relative to APDs for quantum cryptography systems. The
values used in the calculations were based on data from the available specifications of commer-
cial single-photon detectors. Both high detection rates and low dark counts of SSPD detectors
make them more efficient for quantum cryptography application. The signal-to-noise ratio of
an SSPD was found to be more than three orders of magnitude higher than that of the APD for
setups with optical fiber several tens of kilometers long. Low dark count values in supercon-
ducting devices allowed increasing cryptographic security several times for lines of the same
length and additionally facilitated the detection of Intercept-resend attacks. The use of APD
made necessary the performance of reconciliation and privacy amplification procedures, [2] even
for short optical communication line lengths. The data clearly demonstrated that APD’s with
higher quantum efficiencies (25% instead of 10%) provided higher security rates. Avalanche
photodiodes can be used effectively in one-way cryptographic schemes (in particular, QKD
using single-photon interference in sidebands of phase-modulated light for short communication
channels (up to 30 km).
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In the present experimental study, the precipitation of basic yttrium nitrate from aqueous solutions allowed the opti-

mization of conditions for the preparation of loosely aggregated Y2(OH)5NO3·1.5H2O, the thermal decomposition

of which, under controlled annealing, permitted the synthesis of yttria nanoparticles with desirable microstructure.

The latter material can be widely used to manufacture yttria optical ceramics. Y2(OH)5NO3·1.5H2O thermolysis

occurs via the formation of a metastable hexagonal Y2O3-based phase (a = 8.04, c = 12.37 Å).

Keywords: yttrium oxide, optical ceramics, X-ray diffraction phase analysis.

1. Introduction

The preparation of laser nanoceramics with spectral and lasing properties similar to that
of single crystals is one of the most important innovations in the field of optical materials
in recent years [1]. Advantages of ceramic materials over single crystals include improved
mechanical properties, increased laser sustainability, ability to synthesize large samples, monot-
onous and homogeneous distribution of the high-concentration dopants, opportunity to obtain
transparent optical media when the preparation of the single crystals is obstructed, ability to
produce multilayered elements, etc. Neodymium- and/or ytterbium-doped yttrium oxide ce-
ramics have spectral and lasing properties very close to the properties of alumoyttrium garnet
(YAG) [2]. However, preparation of the former compounds in single crystal form is hindered
by the polymorphic phase transition which occurs at temperatures close to its melting point and
the high melting temperature of the aforementioned materials. Thus, a shift from single crystal
growth to a polycrystalline technology is one of the most promising avenues for the manufacture
of yttria-based active laser elements. In fact, the ThO2-stabilized ceramic Y2O3:Nd3+ was the
first polycrystalline oxide laser material developed [3].

The study of synthetic methods and precursors for the preparation of yttria-based laser
ceramics continues at a very accelerated pace [4–12] because these materials possess high
chemical stability, high transparency in the IR region, low thermal expansion and high heat
conductivity [13]. Activated yttria powders can also be used as luminophores [14].

Transparent oxide ceramics synthesis includes the preparation of precursors with desig-
nated composition and morphology. Each step of this procedure is crucially important for the
quality of the final product. One should closely monitor and control the size of domains with
coherent scattering, narrow size distribution of such domains, low agglomeration, low defect
concentration and high chemical purity. These parameters are linked to the sample microstruc-
ture, and thus, can be studied by full-profile X-ray diffraction phase analysis.

Therefore, the subject of this paper was the optimization of these conditions for the
preparation of the yttria precursor by its precipitation from aqueous nitrate solutions, determina-
tion of the correlations between preparation conditions and product microstructure and control
over the latter.
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2. Experimental

Yttria samples with controlled properties were prepared in two steps. The first step
included the synthesis of basic yttrium nitrate. Commercially available 99.99% pure Y2O3

was dissolved in a slight excess of diluted nitric acid (15 wt.%; 99.9% pure) under heating.
Then the formed solution was carefully titrated with aqueous ammonia (pH = 9.60; prepared
by dilution of concentrated 99.9% pure NH4OH with double-distilled water) under stirring.
Precipitation of white jelly-like basic yttrium nitrate during the titration was controlled by the
HANNA INSTRUMENT pH-meter (pH = 0.76–9.00). The second step included the thermal
decomposition of the obtained precipitate and formation of yttria. Sample thermolysis was
performed in SNOL ovens (alumina crucibles; 100 mg specimens). All experiments were
performed under air unless specified otherwise.

Thermal decomposition conditions were determined by thermogravimetry (Q-1500D
derivatograph; quartz crucibles; 50–100 mg samples (± 0.4 mg); Pt–Pt/Rh thermocouples;
heating rate of 10 ◦C/min in the 25–600 ◦C range (± 2 ◦C)).

X-Ray diffraction experiments were done with the use of DRON-4 diffractometer (CuKα
radiation; Maud software, RITA/RISTA method [15–19]). We used silicon powder as an internal
standard for the evaluation of the instrumentation functions.

Leo 912 AB Omega electron microscope was used for the investigation of the specimen
microstructure.

3. Results and Discussion

3.1. Preparation and Analysis of Precursor

As previously mentioned in the Experimental section, preparation of the yttria precursor
was carried out in two steps. The first step included dissolution of Y2O3 and formation of acidic
aqueous nitrate solution:

Y2O3 + 6HNO3 = 2Y(NO3)3 + 3H2O. (1)

Then yttrium hydroxynitrate, the precursor of yttria powder with controlled properties,
was precipitated by direct titration with aqueous ammonia:

2Y(NO3)3 + (6− x)NH4OH+ nH2O = Y2(OH)6−x(NO3)x · nH2O+ (6− x)NH4NO3. (2)

A typical titration curve for the reaction of aqueous Y(NO3)3 and NH4OH is presented
in Fig. 1. It has two low-slope steps “a–b” and “c–d”. Both correspond to the precipitation
of yttrium hydroxynitrate Y2(OH)6−x(NO3)x·nH2O. Y2(OH)6−x(NO3)x·nH2O precipitates might
have had different compositions (i.e., x values) at different steps of the titration curve (Fig. 1).
Therefore, we studied properties of Y2(OH)6−x(NO3)x·nH2O, formed at each step, separately,
i.e., at each step (between points “a” and “b” at pH 6.8, and at the end of titration at point
“d”, pH 9.4), precipitates were isolated from the matrix solution and studied separately after
filtering, washing and drying.

Concerning the specimens’ flowability, samples prepared at different pH values had
different degrees of agglomeration; precipitates obtained at pH 6.8 had rigid agglomerates,
whereas specimens precipitated at pH 9.0 had loose agglomerates. We continue to investigate
the cause of this difference.

Both types of these samples have identical X-ray diffraction patterns, similar to the pat-
tern of Y2(OH)5NO3·1.5H2O phase (JCPDS card 49-1107) and Y2(OH)5.14(NO3)0.86 ·H2O phase
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FIG. 1. pH value of the titrated 0.20 M Y(NO3)3 solution vs. amount of NH4OH
added (ml)

TABLE 1. X-Ray diffraction pattern of Y2(OH)6−x(NO3)x·nH2O basic nitrate

2Θ, degrees d, Å Qexp I/I0, a.u. (hkl) Qcalc ∆Q

9.63 9.182 118.60 100 (002) 119.95 –1.35

19.53 4.546 483.83 33 (004) 479.81 4.02

20.49 4.335 532.02 13 (113) 529.69 2.33

28.10 3.175 991.79 30 (040) 996.55 –4.75

28.75 3.105 1037.18 60 (220) 1039.18 –2.00

30.24 2.956 1144.71 15 (016) 1141.86 2.85

33.20 2.699 1373.00 9 (231) 1380.59 –7.59

34.62 2.591 1489.18 10 (051) 1587.09 –3.46

35.73 2.513 1583.63 11 (320) 2026.73 3.37

40.65 2.219 2030.10 11 (236) 2430.17 –7.01

44.61 2.031 2423.17 11 (260) 3032.27 –8.46

50.17 1.819 3023.81 19 (139) 3187.12 –13.88

51.48 1.775 3173.24 18 (420) 3409.30 –4.12

53.47 1.714 3405.18 8 (080) 3986.19 –9.24

58.18 1.586 3976.95 8 (440) 4156.71 –3.36

[JCPDS card 32-1435]. These data were indexed in orthorhombic crystal lattice (a = 17.115(5) Å,
b = 12.67(1) Å, c = 18.26(1) Å) (Fig. 2, Table 1).

Analysis of the obtained X-ray diffraction patterns confirmed that the precipitates are
of a single phase only, but reflections in these patterns have different profiles. Reflections
formed by (200) planes are much wider than those formed by (211) planes, perhaps, because of
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FIG. 2. X-Ray diffraction patterns of Y2(OH)6−x(NO3)x·nH2O basic nitrate (a)
and novel hexagonal Y2O3-based phase (b)

anisotropy of the coherent scattering domains. This was confirmed by electron microscopy data
(Fig. 3), the particles have planar shape.

3.2. Thermal Decomposition of Basic Yttrium Nitrate with the Formation of Yttria

In order to prepare yttria starting materials which are ready to be used for further
ceramics synthesis, the precursor (Y2(OH)6−x(NO3)x·nH2O) is to be thermolyzed to Y2O3.
Thermolysis of this precursor (precipitated at pH 9.0) yielded the thermogravimetric data shown
in Fig. 4.

Thermolysis of Y2(OH)6−x(NO3)x·nH2O is a multistep process (Fig. 4) that includes five
distinguishable endothermic steps which sometimes overlap.

There was no mass loss observed above 600 ◦C. This is in agreement with data [9].
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FIG. 3. Electron microscopy image of Y2(OH)6−x(NO3)x·nH2O basic nitrate precipitate

FIG. 4. Thermogravigram of basic yttrium nitrate thermal decomposition

4. Changes in Morphological Properties of Yttria Nanoparticles

4.1. Transformation under Slow Heating

As has already been mentioned, strict control over the microstructure properties of the
prepared powders is a must in order to assure the final products will have the proper quality. One
widely used means of such control is the thermal treatment of the samples. We used a full-profile
X-ray diffraction phase analysis to study the correlation between the sample microstructure and
manner of its thermal treatment.

X-Ray diffraction patterns of the samples heated at 2.5 ◦C/min rate in 20–900 ◦C interval
are presented in Fig. 5 for the samples heated to 500, 600, 700, 800 and 900 ◦C (please
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remember that the thermal decomposition of Y2(OH)6−x(NO3)x·nH2O and its conversion to
Y2O3 should be complete above 500–600 ◦C (Fig. 4)).

FIG. 5. X-Ray diffraction patterns of yttria samples heated to 500, 600, 700, 800
and 900 ◦

One can easily notice the changes in the reflection profiles for the X-ray diffraction
patterns. The higher the heating temperature, the lower the half-width of the peaks, and the
higher the reflection intensity. Correlations between the sizes of the coherent scattering domains
and microdeformations as functions of the temperature are presented in Fig. 6. The average size
of coherent scattering domains grew linearly, while microdeformations decreased with increasing
temperature.

4.2. Isothermal Annealing

A more thorough study of the influence that the heating temperature has on the mi-
crostructure changes of yttria nanopowders was performed using isothermal annealing.

With 600 ◦C annealing (0.5–1.400 min.), the formation of a novel phase similar to
Y2(OH)6−x(NO3)x·nH2O basic nitrate was observed. This phase had a simpler X-ray diffraction
pattern (Fig. 2b) and can be indexed in the hexagonal system (a = 8.04(1) Å, c = 12.37(1) Å;
Table 2). A similar X-ray pattern was observed for the sample of basic yttria nitrate precursor,
heated to 500 ◦C at a rate of 10 ◦C/min (see Fig. 3d in [9]).

However, for annealing times exceeding 3 minutes, the X-ray diffraction patterns of the
thermolysis products contained exclusively reflections of cubic Y2O3 phase (Fig. 7). Increasing
the annealing times of the latter resulted in an increase in the maximum intensity of the lines
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FIG. 6. Correlation between the size of domains of coherent scattering (squares)
or microdeformations (triangles) and attained temperature (2.5 ◦C/min heating
rate)

TABLE 2. X-Ray diffraction pattern of the novel Y2O3–based phase

2Θ, degrees dexp, Å Qexp I/I0, a.u. (hkl) Qcalc ∆Q

7.49 11.793 71.90 100 (001) 65.46 6.44

21.96 4.044 611.39 30 (110) 618.80 –7.41

28.73 3.105 1037.36 95 (004) 1047.33 –9.97

31.11 2.873 1211.94 50 (113) 1207.92 4.02

49.00 1.858 2898.25 25 (304) 2903.72 –5.47

50.66 1.800 3084.79 55 (215) 3080.31 4.48

59.78 1.546 4185.30 20 (008) 4189.32 –4.02

and a decrease of their half-width (Fig. 7). This means that the sample microstructure changed,
with an increase of the crystalline phase content; extension of the annealing time increased the
size of the coherent scattering domains (Fig. 8). The average size of these domains changed in
a non-linear manner with increased annealing times, doubling in size in the first 5 hours, and
then slowing down. (Fig. 8).

Changes in the X-ray diffraction patterns of yttria samples and the corresponding changes
in the microstructure parameters are presented in Figs. 9 and 10, respectively. It is worth noting
that the sizes of the coherent scattering domains for the samples annealed at 800 ◦C are more
than twice the size of samples heated at 600 ◦C for the same time. Similarly, samples annealed
at 800 ◦C have three times fewer microdeformations than specimens annealed at 600 ◦C. These
facts unequivocally demonstrate that the microstructure of yttria nanopowders can be controlled
by both annealing time and temperature.

5. Conclusions

The present experimental study which examined the precipitation of basic yttrium nitrate
from aqueous solutions allowed the optimization of conditions for the preparation of loosely
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FIG. 7. X-Ray diffraction patterns of Y2O3 samples annealed at 600 ◦C for dif-
ferent times

FIG. 8. Changes of microstructure parameters during isothermal annealing
at 600 ◦C (squares — the size of the domains of coherent scattering (nm); trian-
gles — microdeformations)
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FIG. 9. X-Ray diffraction patterns of Y2O3 samples annealed at 800 ◦C for
different time)

FIG. 10. Changes of the microstructure parameters in the course of isothermal
annealing at 800 ◦C (squares — the size of the domains of coherent scattering
(nm); triangles — microdeformations)
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aggregated Y2(OH)6−x(NO3)x·nH2O. Thermal decomposition of this compound under controlled
annealing permitted the generation of yttria nanoparticles with desirable microstructure, thus
making the material widely available for the manufacture of yttria optical ceramics.
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The spatial and temporal dependence of the electric field amplitude of a terahertz (THz) pulse of several oscillations

in the far field near the focal plane of a parabolic mirror was experimentally obtained. During experimentation

a space-time anomaly was discovered in the diffraction patterns. In the wave front of the field the amplitude

decreases to zero, and going through this spatial plane, the phase of oscillations changes, while in the integrated

intensity, there is a dip in the curve. The results can be applied in pulsed terahertz optics and spectroscopy.

Keywords: THz electric field pulsed THz radiation, diffraction, pulses of a few electromagnetic field oscillation.

1. Introduction

Terahertz (THz) radiation lies in the frequency range 0.1–10 THz, which corresponds
to wavelengths between the infrared and millimeter/submillimeter range from 0.03–3 mm. The
physics and technology of THz radiation is not new [1], however, the development of femtosec-
ond optics and microelectronics has permitted significant progress in this field. Correspond-
ingly, interest in basic and applied research has increased, and recent monographs have been
published [2, 3]. Methods for obtaining and detecting THz radiation were established using
femtosecond pulses of light when excited charge carriers of semiconductors and superconduc-
tors [2–5], with optical detection in χ(2) nonlinear media [6], in optical breakdown of gases
and radiation of first and second harmonic of a femtosecond laser [7, 8] .

One of the fundamental phenomena of optics is the diffraction of light, but experimental
studies of the spatial and temporal structure of ultra short broadband pulses, which have a com-
plex amplitude-phase structure, have not been sufficiently carried out [9–12]. Experimentally,
it is difficult to study the diffraction of a few electromagnetic field oscillation pulses for the
wavelengths of visible and infrared ranges of the spectrum. This is because there is practically
no possibility for the direct detection of the amplitude and phase, and only iterative calculation
procedures can be used to recover the original temporal or spatial profile [13].

The experimental study of the diffraction of an ultra short pulse with a complex
amplitude-phase structure became possible only with the advent of methods for recording tem-
poral forms of an electric field pulse of broadband THz radiation. The THz wave front usually
has only a few oscillations of the electromagnetic field. The wave front also has a com-
plex amplitude-phase structure, which is connected with the process of its generation, further
diffraction on the formed aperture, and with the influence of the medium’s dispersion [14, 15].

The aim of this work was to obtain the spectral and temporal shape of the electric field
of a THz pulse from a few oscillations with a broadband spectrum and of picoseconds duration.
The particular feature of this research is the direct detection of the spatial-time form of extremely
short pulses, which was difficult in the optics of long pulses, as the photodetectors measure only
field intensity. This study may be useful in interpreting the results of measurements in pulsed
THz optics and spectroscopy.
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2. Experimental Setup

The scheme of experimental arrangement is shown in Fig. 1. A femtosecond laser beam
Yb:KYW laser FL-1 (wavelength λp = 1040 nm, beam diameter d = 2 mm, the pulse width
at half-width τ ≥ 120 fs, repetition rate of 80 MHz, average power W = 1.2 W) with use of
a beam splitter BS is divided into a probe beam and a pump beam. The pump beam passes
through an optical delay line (Delay). It falls on a semiconductor crystal InAs, placed in a
constant magnetic field M , where THz radiation is generated [5]. The plane of the crystal
coincides with the focal plane of a parabolic mirror PM1 with focal length of 90 mm and an
optical aperture of 60 mm. THz radiation is collimated by a parabolic mirror PM1 behind
which there is a teflon filter F, transmitting THz radiation and scattering powerful femtosecond
laser infra-red radiation. In addition, horizontal polarization is separated by a polarizer P. After
passing along the optical path in the air L = 25 cm, THz radiation is focused by a parabolic
second mirror PM2 on the electro-optical crystal CdTe, with an area of 10 × 10 mm2 and a
thickness of 2 mm. This crystal is most suitable for electro-optic detection of THz radiation due
to its dispersion properties [16, 17].

FIG. 1. The experimental scheme: Yb: KYW laser FL-1 (λ = 1040 nm,
τ ≈ 200 fs, repetition rate of 80 MHz, W = 1.2 W); BS —beam splitter; G —
Glan prism; M —magnet; CL —cylindrical lens; T —telescopic system; D —
diaphragm; L — lens; PM —parabolic mirror; OMM —optical-mechanical mod-
ulator; P — Teflon filter; V — Wollaston prism; BD — balanced detector. Solid
lines — femtosecond laser infra-red radiation; dot lines — THz radiation

After the femtosecond laser probe beam passes a Glan prism G, its radiation obtains
horizontal linear polarization with an accuracy of 10−4. Then, the telescope T increases the
diameter of the beam to about 5 mm, and the cylindrical lens CL focuses the radiation on the
central region of the crystal CdTe. Thus a rectangular shaped spot of the probe radiation is
formed on the crystal, the larger being directed dimension towards the horizontal axis x. When
the probe beam propagates through the electro-optical crystal CdTe, it is influenced by the
constant electric field of collinearly propagating THz pulse, which affects the linear polarization
of the probe beam and change it to elliptical polarization. A quarter-wave plate λ/4 transforms
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the probe beam polarization to near-circular polarization. The beams with different polarization
states are separated by a Wollaston prism V and they fall on the balanced detector BD. Since
the magnitude of the birefringence is directly proportional to the electric field, the intensity
difference on the balanced circuit photodiodes is also proportional to the field of THz radiation.
The signal from the balanced detector enters the lock-in amplifier, consistent with the optical
modulator OMM and then the signal goes to an analog-to-digital converter built into the PC.

The optical delay line Delay changes the crossing time of THz radiation and the probe
beam in the crystal. Thus, by measuring the effect of birefringence for various delays, the
dependence of the amplitude of the electric field of the terahertz pulse on time ETHz(t) can be
recorded.

A firmly fixed aperture with a diameter of 1 mm was placed after the crystal CdTe, in
order to study the spatial and temporal form of the THz pulse, Fig. 2. With movement of the
recording system in the horizontal x and vertical y directions the point-to-point detection of the
THz field in the focal plane of the cylindrical lens ETHz(x, y, t) was provided.

FIG. 2. Scheme of point-to-point measurement of THz field. Solid lines —
femtosecond laser infra-red radiation; dot lines — THz radiation

The optical system of two parabolic mirrors (PM1, PM2) transfers the image (size d)
illuminated by the beam of femtosecond laser on the crystal InAs into the plane of the electro-
optical crystal CdTe. As THz radiation is formed only in the illuminated region [2,3], a far field
THz radiation is formed in the focal plane of a parabolic mirror PM2 (electro-optical detector
plane of CdTe). The dimensions of the far field THz radiation are defined by the size of the
generation region and THz wavelength range. The spectrum covered by the THz generator
includes 0.1 – 1.7 THz (wavelengths 3,000–176 µm) [18], with a maximum of intensity at
0.6–0.7 THz (λ ∼ 500 µm < d). The maximum size of the diffraction pattern of THz radiation
in the plane of the electro-optical detector CdTe can be estimated to be equal to d. As the
spectrum contains wavelengths larger than d, the size of the area will increase accordingly.

The measurements of the spatial-time pattern of the diffraction were made with different
pump beam geometries, illuminating the InAs crystal generating the THz radiation. Fig. 3 shows
the spatial profiles with different apertures. Fig. 3a describes the pump beam profiles of the
femtosecond laser of aperture d = 2 mm and Fig. 3b shows a focused laser beam with aperture
value d = 1 mm. Fig. 3c and d show the rectangular beams created by the introduction of a
cylindrical lens in the scheme of the laser beam. It should be noted that by focusing with the
cylindrical lens, the generated area on the x-coordinate is a sub-wavelength for THz radiation,
which affects the distribution of the far field.



Spatial-time pattern of electrical field of terahertz pulse in the far field 209

FIG. 3. Spatial profile of the pump beam incident on the crystal InAs generating
THz radiation: a femtosecond laser source aperture d = 2 mm (a), a focused
laser beam diameter of 1 mm (b), beams of quasi-rectangular forms created by
the introduction of a cylindrical lens in the scheme of the laser beam (c, d)

3. Experimental Results

By moving the mobile measurement system, Fig. 2, the point where the value of the
THz field was in its maximum max[ETHz(x, y, t)] was found. The vertical coordinates of the
given maximum point was taken as y = 0. The zero horizontal coordinates as x = 0 when the
system was put into the edge position. Fig. 4 and Fig. 5 show the time dependence of the THz
electric field ETHz (x = 1 cm, y = 0, t) and ETHz(x = 2 cm, y = 0, t), respectively. Fig. 6
depicts a two-dimensional spatial-time picture of the distribution of the amplitudes of THz field
ETHz (x, y = 0, t) using the spatial profile of the pump beam incident on the generating InAs
crystal with d = 2 mm (Fig. 3a).

From Fig. 6, it can be seen that the wave front of THz radiation has a spatial-time
anomaly. In the time plane ETHz (x = 1.7 cm, y = 0, t) there is a reduction of the field
amplitude to zero. In addition, there is a transition point where the phase of the oscillation
changes. For visual demonstration, Fig. 7 shows the normalized integrated intensity of THz
radiation pattern of the coordinate x:

ITHz(x, y = 0) =

∫
|ETHz(x, y = 0, t)|2 dt. (1)

A similar spatial-temporal anomaly was observed in the case of the excitation by focused
laser beam with diameter value of d = 1 mm (Fig. 8 on the right), and a beam of quasi-
rectangular form (Fig. 8 on the left).

It should be noted that when decreasing the size of the excitation spot of THz radiation
the wave front curvature is increased, and the area of maximum intensity of the THz field in
the x axis decreases. When comparing the measured energy in a variety of fields of spots
illuminating the crystal InAs it was found that the highest values of the electric field for THz
radiation were achieved by focusing of the pump beam into a circular aperture with a diameter
of 1 mm, which corresponds approximately to the maximum power density of the femtosecond
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FIG. 4. Temporary form of the THz field in the focal plane of the spatial point
ETHz (x = 1 cm, y = 0, t)

FIG. 5. Temporary form of the THz field in the focal plane of the spatial point
ETHz (x = 2 cm, y = 0, t)

radiation. Thus, it is also the maximum efficiency of the energy transform from IR to the
THz [2, 3].

The presence of the spatial-time anomaly in the diffraction pattern can be explained by
the appearance of the phase shift larger than π/2 in the plane of the beam of THz radiation,
which leads to an intensity dip in the far field [19]. A spatial phase shift can be caused
by localized heating of the Teflon filter (P in Fig. 1), due to the powerful absorption of
high intensity femtosecond laser beam. Additional studies are needed for explanation of this
phenomenon.
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FIG. 6. Spatial-time picture of the amplitude distribution of THz field ETHz

(x, y = 0, t)

FIG. 7. Integrated picture of the intensity of THz radiation to the coordinate x
ITHz (x, y = 0)

4. Conclusion

The scheme was proposed for an experimental setup, which was then assembled for
measurements of the spatial and temporal patterns of the electric field amplitudes of THz radia-
tion near a parabolic mirror focal plane. In these experiments different pump beam geometries
of a femtosecond laser were used. Experimentally a spatial-time anomaly was observed in the
diffraction patterns. In the wave front of the field the amplitude decreased to zero, and after
going through this spatial plane, the phase of the oscillations changed. On the other hand, there
was a dip in the integrated intensity curve. A spherical wave front in the observed diffraction
patterns was observed, and by reducing the diameter of the excitation spot, the curvature of
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FIG. 8. Spatial-time picture of the amplitude distribution of THz field ETHz

(x, y = 0, t) in the case of the excitation laser focused beam with diameter
d = 1 mm (right), and a beam of quasi-rectangular form 5× 0.1 mm (left)

the THz wave front increased. So, the experiments show that the spatial non-uniformity of
the THz field must be taken into consideration for correct spectroscopic measurements. It is
also important to scan the THz pulse through the central peak of the diffraction pattern and the
center of the sphere of the wave front, otherwise, the shape of the measured pulse will undergo
a temporary distortion and the corresponding spectrum will be changed.
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Oxyfluoride nano-glass-ceramics doped with neodymium ions have been developed and synthesized. The pre-

cipitation of crystalline phase in neodymium nano-glass-ceramics after heat treatment has been experimentally

investigated. The neodymium ions are incorporated into the nanosize crystalline phase of PbY(1−x)Nd(x)OF3.

Keywords: x-ray diffraction, crystalline phase, glassceramics.

1. Introduction

Transparent nano-glass-ceramics doped with rare earth ions (Er, Eu, Tm, Nd, and Pr)
are of the great interest for photonics. They occupy an intermediate state between glasses and
crystals. The thermal and mechanical properties of glass-ceramics are superior to those of the
parent glass while having spectral and luminescence characteristics that are similar to crystal
analogues [1, 2]. Rare-earth ions (REI) in a fluoride environment have lower phonon energies,
especially in the case of heavy metal fluoride glasses (HMFG). REI in this type of oxygen-
free environment have a lower probability of non-radiative excitation relaxation, thus leading
to an increase in the luminescence quantum yield in comparison with the case of the oxygen
environment [3]. Therefore the transparent fluorine-containing nano-glass-ceramics doped with
rare-earth ions are promising media for up-conversion lasers and broadband optical amplifiers.

2. Results and Discussion

Included in this report are studies of the precipitation of crystalline phases in oxyfluoride
nano-glass-ceramics and a survey of their spectral and luminescence properties.

2.1. Sample Preparation

Samples of parent glasses were prepared with the following composition:
30SiO2–15AlO3/2–29CdF2–18PbF2–5ZnF2–xNdF3–(3 − x)YF3, where x varied from 0 to
3.0 mol%. The parent glass was synthesized in an alumina cup at 1050 ◦C under an argon atmo-
sphere. Tg was determined using simultaneous thermal analysis (Netzsch STA 449). To obtain
transparent nano-glass-ceramics the glass samples were heated in an electric muffle furnace at
500 ◦C for 120 minutes. Experimental diffraction patterns were obtained using the wavelength of
CuKα = 1.5418 Å(X-ray diffractometer Rigaku Ultima IV).
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2.2. X-ray and Spectroscopic Investigations

The heat treatment resulted in the precipitation of crystalline phase in the glass matrix.
X-ray diffraction (XRD) and simultaneous thermal analysis (DSC) observation of nano-glass-
ceramics doped with 3 mol% yttrium revealed the precipitation of PbYOF3 crystallites [4]. The
volume crystallization was accomplished after 120 minutes of thermal treatment. The size of
the crystals was determined by Sherrer’s equation:

l =
K∗λ

β∗ cos θ
.

The precipitated crystals were approximately 20 nm in size. The lattice constant was equal to
5.74 Å.

The introduction of neodymium ions qualitatively changes the character of glass crystal-
lization. The XRD analysis of nano-glass-ceramics doped with NdF3 in concentration from 0.1
to 2.9 mol% revealed that the crystalline phase was of the composition PbYOF3 (fig. 1). Thus,
the secondary heat treatment of the parent glass resulted in the growth of a crystalline phase of
the same chemical composition, which was independent from the dopant concentration.

FIG. 1. X-ray diffraction patterns of virgin glass and glassceramics doped NdF3

of 0.5 mol% after thermal treatment for 120 minutes

The increasing the heating time did not lead to a meaningful increase in the nanocrys-
talline phase size. These small sizes appreciably reduced the level of light scattering in heteroge-
neous nano-glass-ceramics. The high transmittance of nano-glass-ceramics and its homogeneity
make it a good candidate for use in optical applications.

Nano-glass-ceramics doped with 3 mol% NdF3 revealed the precipitation of ca. 25 nm
NdF3 crystallites (fig. 2). Increasing the neodymium concentration resulted in an increase of the
lattice constant from 5.74 up to 5.84 Å(fig. 3).

The lattice constant depended on the concentration of neodymium ions because of the
yttrium and neodymium ratio in the crystalline phase. Two different linear parts of the lattice
constant dependence are explained by the precipitation ratio of PbY(1−x)Nd(x)OF3 and PbYOF3

crystalline phases.
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FIG. 2. X-ray diffraction patterns of virgin glass and glass-ceramics doped with
3 mol% NdF3 after 120 mins thermal treatment

FIG. 3. Relationship between lattice constant and neodymium ions concentration

Thermal treatment results in the appearance of the fine Stark structure in luminescence
spectra (fig. 4). The combination of spectral and fluorescent measurements with the XRD and
DSC analysis allowed us to conclude that neodymium ions are incorporated into the crystalline
phase of PbY(1−x)Nd(x)OF3.

3. Conclusion

The oxyfluoride nano-glass-ceramics doped with neodymium ions have been developed
and synthesized. The precipitation of crystalline phases of PbY(1−x)Nd(x)OF3 and PbYOF3 in
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FIG. 4. Luminescence spectra of parent glass and glassceramics after heat treatment

the glass host after heat treatment has been experimentally investigated. The neodymium ions
are incorporated into the nanosize crystalline phase of PbY(1−x)Nd(x)OF3. The size of crystalline
phase achieves to 30 nm. The lattice constants of nanocrystals were shown to be dependent
upon the concentration of neodymium ions.
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The effect of high energy electron beam irradiation on the optical properties of TiO2 nanoparticles was studied

in order to improve the optical absorption performance and photo-activity. Electron beam irradiation may have

resulted in size reduction, which in turn caused an increase of the optical band gap and photoluminescence intensity.

Irradiation at a suitable dose rate was found to enhance the optical absorption performance and photo-activity of

the tested TiO2 nanoparticles.
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1. Introduction

Nanocrystalline TiO2 is a well-known semiconductor with photocatalytic activities, hav-
ing great potential as photoelectric converters with applications in solar cells, environmental
purification and for the generation of hydrogen gas. TiO2 exists in three polymorphic phases:
rutile (tetragonal, density = 4.25 g/cm3), anatase (tetragonal, 3.894 g/cm3) and brookite (or-
thorhombic, 4.12 g/cm3). The low-density solid phases are less stable and undergo transition
to rutile in the solid state. The transformation is accelerated by thermal treatment and occurs
at temperatures between 450–1200 ◦C. This transformation is dependent on several parame-
ters, such as initial particle size, initial phase, dopant concentration, reaction atmosphere and
annealing temperature [1–5].

The absorption spectrum of a semiconductor defines its possible uses. The useful
semiconductors for photocatalysis have a band gap comparable to the energy of the photons
of visible light, having a value of Eg < 3.0 eV. Eg value ranges from 2.86 to 3.34 eV have
been reported in the literature for the anatase phase. Thus, TiO2 would prove to be the most
efficient if it would exhibits the unique ability to absorb visible light significantly. Unfortunately,
however, TiO2 is a poor visible light absorber, requiring a large band gap energy (3.2 eV) for
the excitation of electrons from the filled valence band to the vacant conduction band. In order
to enhance the photo-response and the photo-activity of TiO2, a variety of approaches have
been employed: e.g. (i) doping with transition metals or nonmetals into TiO2, (ii) reducing
TiO2 using hydrogen plasma, (iii) adsorbing metal complexes] or organic dyes onto the surfaces
of TiO2 [6–9] and (iv) high energy electron beam irradiation of TiO2 nanoparticles [10].

The sol-gel method [11] is one of the most suitable routes to synthesize various metal
oxides due to low cost, ease of fabrication and low reaction temperatures. This method is widely
used to fabricate TiO2 for films, particles or monoliths. The optimum fabrication conditions are
provided for the narrow size distribution of the nanocrystalline TiO2. In this work, the sol-gel
synthesis route has been employed for the preparation of TiO2 nanoparticles.
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The prepared TiO2 nanoparticles were characterized by x-ray diffraction (XRD), trans-
mission electron microscopy (TEM), UV-Visible and photoluminescence (PL) spectroscopy. In
addition, the optical properties of the synthesized nanocrystalline TiO2 samples and the electron
beam irradiated samples were evaluated in context of the band gap.

2. Materials and Methods

Titanium (IV)-n-butoxide (Ti(OBu)4) (98%, Alfa Aesar), isopropyl alcohol (99%, Fisher
Scientific) and HNO3 (Merck) were used without further purification for the synthesis of
nanocrystalline TiO2. Distilled water was used in all synthesis procedures .

The scheme for preparing the nanocrystalline TiO2 used in this work has been presented
schematically as shown in fig. 1. The precursor solution was a mixture of 5 ml titanium (IV)-
n-butoxide (Ti(OBu)4) and 10 ml isopropyl alcohol. This solution was then added dropwise to
a pH 2 solution of HNO3. The hydrolysis was performed at room temperature while stirring
for 3 hours. After complete consumption of Ti(OBu)4, the solution was refluxed at 70 ◦C for
20 hours and a sol was formed. Finally, the formed sol was dried at 60 ◦C for 36 hours to
obtain TiO2 powders. The obtained powder samples were calcined for 3 hours in a furnace at
300–800 ◦C in an aerobic atmosphere.

FIG. 1. The scheme of preparation of nanotitania by sol-gel method

The 800 ◦C calcined TiO2 nanoparticles were irradiated with an 8 MeV electron beam
obtained from a variable energy Microtron, (Department of Physics, Mangalore University,
Mangalagangotri, Karnataka State). The rutile samples of TiO2 nanoparticles were irradiated at
a dose rate of 0.5, 1.5, 2.5 and 3.5 kGy, and characterized by UV-Visible absorption spectroscopy
and PL spectroscopy. It is of interest to note that the samples with 2.5 and 3.5 kGy dose rates
had significant modifications on both their UV and PL spectra.

The structural characteristics of the synthesized titania nanoparticles were also studied by
X-ray powder diffraction using a Bruker D8 Advance X-ray diffractometer (λ = 1.5406 Å) with
Cu-Kα radiation in 2θ range from 20 ◦ to 70 ◦. From the X-ray diffraction analysis all the peaks
of pure TiO2, were well matchedwith the X-ray pattern of JCPDS Card No. 21-1272. These
analyses were performed to determine both the crystal phase and the average crystallite size.
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The latter value was estimated from the Debye–Scherrer equation [11]. The Debye–Scherrer
equation is given by

t = 0.9λ/β cos θ, (1)

where λ is the X-ray wavelength, β is the full width at half maximum (FWHM) of the peak
and θ is the Bragg’s angle.

Transmission electron microscopy is a unique tool to get a direct image of the nanoparti-
cles, revealing the distribution in the nanocrystal and on its surface. High magnification imaging
with lattice contrast allows the determination of individual crystal morphology. For TEM stud-
ies, the TiO2 powder was dispersed in ethanol using an ultrasonic bath. A drop of the suspension
was placed on a copper grid coated with carbon film. After drying, the copper grid containing
the nanoparticles was placed on a holder for the imaging process. TEM photographs of the
prepared nanocrystalline rutile TiO2 powder samples were taken using a Tecnai 30 G2 S-twin
(model), FEI make 300 KV High Resolution Transmission Electron Microscope (HRTEM). The
TEM images in fig. 2 provide good reviews of the sample surface.

FIG. 2. TEM images of TiO2 nanoparticles calcined at 800 ◦C

The absorption spectra of the pure and irradiated samples were recorded with a Shimadzu
UV-Visible Spectrophotometer-UV 2600 model with ISR attachment. For measurement, the
nanoparticles were pressed into a thick pellet, and placed at the entrance port of the integrating
sphere using a sample holder. Calibration of the absorbance scale was done using standard
reference materials. The wavelengths tested ranged from 200–800 nm.

Photoluminescence spectroscopy is an effective way to investigate the electronic struc-
ture and optical characteristics of semiconductor nanomaterials. This analytical technique reveals
information such as surface defects and oxygen vacancies as well as the separation and recom-
bination of photo-induced charge carriers [12]. Photoluminescence spectra were measured at
room temperature by a Fluoromax-3 spectrophotometer. The effect of electron beam irradiation
on PL spectra was investigated. The photo activity of electron beam irradiated TiO2 samples can
be evaluated by the measurement of PL spectra, since stronger PL intensities were associated
with higher photo activities.
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FIG. 3. The XRD spectra of TiO2 nanoparticles calcined at different temperatures
(A — Anatase; R — Rutile)

3. Results and Discussion

Figure 3 shows the X-ray diffraction patterns of uncalcined and calcined TiO2 samples
(A — anatase, R — rutile). The XRD pattern of the sample calcined at 300 ◦C revealed the
presence of the anatase phase. Above 400 ◦C rutile peaks started to appear and a mixture of both
the anatase and rutile phases of TiO2 existed up to 800 ◦C. When the calcination temperature
was 600 ◦C, sharp peaks associated with the rutile phase were observed. This suggests that there
was a phase transition from anatase to rutile at temperatures lower than 600 ◦C. The residual
anatase phase still exists in the samples up to 800 ◦C. At 800 ◦C, the transition to the rutile
phase is almost complete. Fig. 3 shows that the diffraction peaks become intense and their
FWHM gradually decreases with increasing calcination temperatures, verifying the increase in
both the particle size and pertinent phase. The crystallite size obtained using equation (1) was
6 nm in the case of anatase TiO2 calcined at 400 ◦C and 33 nm in the case of rutile TiO2

calcined at 800 ◦C.
TEM was used to further examine the particle size, crystallinity and morphology of

titania samples. TEM bright field images of TiO2 nanoparticles in rutile (calcined at 800 ◦C)
phase are shown in fig. 2. The TEM image revealed that particles were spherical or near-
spherical in shape. Selected area electron diffraction (SAED) is shown in the inset of fig. 2,
which clearly indicates that the TiO2 nanoparticles were highly crystalline in nature. As can be
seen from the TEM image, the average particle size is about 30 nm, which is in agreement with
the crystallite size obtained from XRD data.

Figure 4 shows the UV-Visible absorbance spectra of pure and irradiated samples of rutile
TiO2 nanoparticles. S1 is pure sample, S2 and S3 are irradiated rutile samples at a dose rate
of 2.5 kGy and 3.5 kGy respectively. The figure shows that the absorbance spectrum of rutile
TiO2 is shifted to the blue region, attributed to the quantum size effect [9]. Similar observations
were reported for anatase TiO2 samples [10]. The band gap values obtained for rutile samples
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FIG. 4. UV-Vis absorption spectra of rutile TiO2 samples

were 2.81 eV (S1), 2.85 eV (S2) and 2.88 eV (S3) respectively. This increase in the band gap
might occur due to size reduction of the nanoparticles resulting from electron beam irradiation.
An additional advantage of size reduction is that the large surface area to volume ratio makes
possible timely utilization of photogenerated carriers in interfacial processes [10]. Moreover,
beam irradiation appeared to improve the optical absorption performance of TiO2 nanoparticles.
In addition, both non- and irradiated TiO2 nanoparticles were useful for photocatalytic activities
because their band gap energy values were comparable to the energy of visible or UV light
photons. As a result, these materials may be well-suited for the fabrication of efficient solar
cells.

Figure 5 shows the room temperature photoluminescence emission spectra of pure and
irradiated samples of rutile TiO2 nanoparticles. S1 is pure rutile TiO2, S2 and S3 are irradiated
rutile samples with dose rates of 2.5 kGy and 3.5 kGy respectively. The rutile TiO2 nanoparticles
exhibited a strong and wide PL signal at 400–500 nm with the excited wavelength of 300 nm as
shown in fig. 5. The figure shows two obvious PL peaks at about 420 and 485 nm respectively.
The former peak will be mainly resulting from band edge free excitons and the latter a result
of binding excitons [13]. Both pure and irradiated TiO2 nanoparticles could exhibit obvious PL
signal with similar curve shapes. However, there was a small blue shift in the case of irradiated
samples because the electron beam irradiation might result in a slight reduction in particle size.
The decrease in particle size had an obvious effect, increasing the surface energy, which can be
attributed to the quantum confinement [14, 15]. As a result, a slight blue shift (≈ 0.0139 eV)
in the emission peak was observed. The PL spectra of irradiated samples were shown to have
much larger intensities relative to non-irradiated samples. Sample S3, which was irradiated at
3.5 kGy, showed a large intensity PL spectrum. However, Jun and co-workers reported that the
PL intensity decreased with beam irradiation [16]. The increase in PL intensity for an irradiated
sample is attributed to the recombination of self-trapped excitons, which is a combined effect of
defect centers generated by oxygen vacancies, small particle size, growth of the brookite phase
and increased absorption over the UV and visible range [17]. The increase in PL intensity is an
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FIG. 5. Room temperature PL spectra of rutile TiO2 samples

indication of higher photocatalytic activity. Moreover, the beam irradiation with suitable dose
rate can help to enhance the photo-activity of TiO2 nanoparticles. Similar observations have
been reported for anatase TiO2 nanoparticles [10].

4. Conclusion

TiO2 nanoparticles were synthesized by the sol-gel method and then irradiated with high
energy electron beams. The optical properties of the pure and the beam-irradiated samples of
rutile TiO2 were investigated in context of the band gap. The absorption spectra of the irradiated
samples were shifted to the blue region, which was attributed to the quantum size effect. The
band gap obtained for the irradiated rutile TiO2 samples were larger as compared to their pure
samples. This increase of band gap might occur due to size reduction of the nanoparticles
caused by the beam irradiation. The PL intensity of the irradiated samples was more, which
was thought to arise from defects and particle size variation. Furthermore, the data obtained
here would seem to show that the high energy electron beam irradiation at a suitable dose rate
helps to enhance the optical response and photo-activity of TiO2 nanoparticles.
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In this paper a stepwise compaction process of a ring semi-stiff polymer chain placed in a 3d conical
nano-cavity and being under the action of the increasing external field is studied. Compaction from a circle-
like shape to several toroidal-like loops for a three-dimensional system was observed. The thermodynamic
stability of these toroidal-like structures was investigated by observing a hysteresis of the compaction-
extension curves. This study extends our previous work [1] with investigation of the effect of the cone
opening angle variation on the distinct shape transitions.

Keywords: semi-stiff ring polymers, Monte Carlo, compact structures, shape transitions, confinement,
nanocone.

1. Introduction

It is well known, that confinement can crucially influence the conformational prop-
erties of macromolecules [2–4]. The accessible space could be reduced by a spherical
cavity [5], a cylindrical pore [6], or a rectangular or circular slit [7]. In all cases, the con-
finement strongly affects the conformation of the molecule. An important example is the
compaction of DNA which has been studied using various methods. It is accomplished for
instance by adding of spermin+4, spermidin+3 or other highly charged counterions [8, 9].
Microchannels were also used to observe the conformational changes of a single DNA
molecule. It has further been found that adding a “crowding agent” also induces com-
paction for a semi-stiff molecule like DNA [10]. An exhaustive review of the equilibrium
behavior of isolated macromolecules confined in cavities of various geometries can be
found in [11] and an overview of their dynamical properties is presented in [12]. New
types of nanostructures are constantly being obtained synthetically and are also found in
biological systems. Specific examples include carbon nano-cones as well as conical cores
in some viruses, e.g. the HIV-1 virus encapsulating its RNA content in a conical con-
finement [13, 14]. Well defined synthetic carbon nano-cones can also be produced during
pyrolysis of hydrocarbons [15]. Such conical structures can be used to investigate the role
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of non-uniform confinement on the stability of e.g. toroidal structures formed by semi-stiff
ring polymers, such as DNA.

In this work we investigate how the shape of such a nano-cone will affect the
structure of a ring polymer during non-uniform confinement by introducing an external
field in the direction toward the tip of the cone. By varying strength of the external
field, acting on the polymer, the volume effectively accessible by the polymer will change.
It is possible thus to imitate different cone heights in a single computer simulation.
Studying stability of several structuresformed during confinement, can provide us better
understanding of the structure of RNA(DNA) confined in differently shaped viral capsids,
or the properties of synthetic and biopolymers in artificially fabricated confinements.

Simulations are performed in the canonical ensemble within conventional Metropolis
Monte Carlo(MC) [17]. Our interest is in the conformational properties of a semi-stiff
chain, and we show that for the special kind of confinement used here, the external field
is able to induce several shape transitions of the semi-stiff polymer in three-dimensions.
It should also be mentioned that in the case of the two-dimensional slit, the similar
looping with the thermodynamically stable conformations were observed in the computer
experiment [1].

The possibility for a semi-stiff circular polymer to have stable looped conformations
are shown also analytically using simplifying assumptions. Further, we investigate the
relative stability of the polymer at different degrees of compaction as a function of the ex-
ternal field strength. To reveal the role of the shape of the confinement we run simulations
for constant external field strength but varying the cone opening angle.

In section 2 we describe the model, in section 3 we introduce the computational
methods, and in section 4 the results are presented. The conclusions are made in section 5.

2. Model

The ring polymer consists of N beads connected by N bonds, where the bond
length was allowed to fluctuate. We thus include the following interactions in our model:
1) bond stretching, 2) bending rigidity (characterized by the angle between consecutive
bonds), 3) repulsion from the wall, confining the polymer, 4) an external potential acting
on the center of mass of the polymer, and 5) Lennard-Jones (LJ) interactions between the
nonbonded beads. The direction of the external field was chosen to decrease the potential
energy of the chain when moving towardsthe towards the cone tip.

So the Hamiltonian of the system is presented as:

H = Estretcℎ + Ebend + Eexc + Eext + ELJ , (1)

where Estretcℎ is the energy due to bond length fluctuation, Ebend is the bending energy,
Eexc is the wall repulsion, Eext is the external field contribution, and ELJ is the Lennard-
Jones potential included in the three-dimensional case.

Specifically for a chain with N beads, Estretcℎ was calculated using a FENE-type
[16] (finitely extensible non-linear elastic) potential:

Estretcℎ(b) =

⎡
⎣ −°

∑N
i=1 ln

[
1−

(
bi−b0
Δbmax

)2
]

, ∣bi − b0∣ ⩽ Δbmax

∞ , ∣bi − b0∣ > Δbmax,
(2)

where ° is the stretching constant, Δbmax is the maximal bond length fluctuation, bi = ∣bi∣,
and where b0 = ∣b0∣ is the equilibrium bond length. Within the equilibrium length region
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the FENE behaves similar to the harmonic potential, but unlike the latter it does not allow
infinite bond extension. The bending energy is given by

Ebend(µ) = ·

N∑
i=1

(1− cos µi), (3)

where µi = b̂i,bi+1 is the angle between successive bond vectors bi and bi+1 (or between
bond vectors bN and b1 for i = N), and · characterizes the bending stiffness. The
confining walls were considered to be hard walls, characterized by:

Eexc =

[
0, all beads are inside the cone
∞, any of N beads is outside the cone, (4)

The interaction with an external force field is given by

Eext(x) = ¾z, (5)

where z is the distance between the center of mass of the polymer and the cone tip, in
which z = 0, see Fig. 1(a), ¾ is the constant which detemines the force of the external
filed. To take into account for the excluded volume interactions, and in order to intro-
duce attraction between the chain monomers-beads to stabilize the ring polymer during
compaction we also include a LJ potential:

ELJ =
N∑

i=1,j<i

u(rij) = 4²
N∑

i=1,j<i

[
(a/rij)

12 − (a/rij)
6
]
, (6)

where rij is the distance between bead centers, ² is the depth of the potential minimum,
and a is the bead diameter. We found, that neglecting the attractive part in the case of
three dimensions, could make structures forming toroidal loops unstable.

To simplify notation, we use dimensionless units throughout. The energy is mea-
sured in the units of ² : H = ²H∗. Distances are given in units of b0: b∗ = b/b0. The bead
size is set to be equal to a = 0.1b0, and the maximal bond fluctuation is Δbmax = 0.5b0.
The units of the reciprocal dimensionless temperature ¯∗ is obtained from the relation:
H¯ = H∗¯∗, where ¯ = 1/kBT and ¯∗ = 1/T ∗.

The values of the bending constant, ·, the stretching constant °, and the magnitude
of the external field ¾ are chosen to maintain the property of a (semi)stiff chain, but still
flexible enough to show shape transitions. The persistence length, lp, was equal to 10b0.
For a chain with N = 20, this means that the contour length is approximately 2lp. The
relation between the bending force constant and the persistence length is given in the
Appendix.

3. Method

The Metropolis Monte Carlo method (MC) in the canonical ensemble [17] was used
to investigate the equilibrium properties of the system. One MC step corresponding to a
single bead displacement or a flip of a segment of the chain (crankshaft move), is presented
in Fig. 1(b).

The chain length of N = 20 was chosen to investigate shape transitions. The
frequency of the crankshaft moves to the single bead displacements were in this case
from 1:10 up to 1:1. Our observation has shown that proposed frequency ratio is enough
for chain to relax after a large conformational change corresponding to a segment flip. The
flip segment length was uniformly chosen in the interval [1 : 15].
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Fig. 1. (a) A sketch of the system used in the simulations. The position of
the center of mass of the polymer is denoted by “cm”, and “z” is the distance
between the level of the “cm” and the tip of the cone, O, and ' is the cone
opening angle. (b) Illustration of the possible moves. The trial configuration
for a single bead displacement and for a segment flip (crankshaft move) are
shown as dashed curves

The transition probability to accept a trial move is the conventional Metropolis
criterion [17]:

acc[o → n] = min[1, e−¯ΔH ], (7)

where ΔH = H(n)−H(o) and n and o denote the new and the old configurations respec-
tively.

4. Results

4.1. External field dependence

In order to understand a possibility for a semi-stiff ring polymer to form stable
looped structures in the nonuniform confinement, it is feasible to consider a simplification
of the proposed model, and evaluate phantom semi-stiff ring polymer. That is we drop the
Lennard-Jones contribution (6) and therefore allowing the monomers to intersect, while
preserving the confining walls interactions (4). All the angles between the monomers µ
and all the bond lengths b for all monomers are considered equal, bond length fluctuations
are not considered. Under these restrictions the possible conformations are circular, made
of integer number of loops.

The Hamiltonian (1) then is reduced to:

H = Estretcℎ + Ebend + Eexc + Eext, (8)

It is possible to rewrite the Hamiltonian contributions as functions of z with pa-
rameter ¸, where z is the distance between the level of the top of the cone and the level of
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Fig. 2. Analytical curves according to (9): full chain energy H as a function
of the distance between the center of mass of the chain and of the cone’s
tip z for different external fields amplitudes ¾. Curves for different ¾ are
marked with different line types: ¾ = 10 – solid, ¾ = 20 – dashed, and
¾ = 30 – dot-dashed. Different symbols denote energy curves for different
number of loops: ¸ = 1 – filled squares, ¸ = 2 – open circles, ¸ = 3 – filled
circles. Other parameters are: tan('/2) = 1, ° = 2, · = 5, Δbmax = 0.5,
N = 20

center of mass (Fig. 1) of the one, two and three loops formed by the ring polymer, and ¸
is the number of loops:

H(z;¸) = −N° ln

[
1− 1

Δb2max

(
2 sin

¸¼

N
tan('/2)z − 1

)2
]
+ 2·N sin2 ¸¼

N
+ ¾z. (9)

The curves of the (9) for ¸ = 1, 2, 3 in Fig. 2 show, how the external field,
given by (5) can induce energetically stable loops with the increase of the field ampli-
tude ¾ = 10, 20, 30.
For each line type there are three energy wells, marked with different point types, with
the minima positions revealing the distances between the cone’s top and the mass center
position for ¸ = 1, 2, 3 looped structures. One can see, for example, that for ¾ = 10, the
energy minimum for ¸ = 2 (open circles) is lower than for ¸ = 1 (filled squares). But at
the same time, the energy minimum for ¸ = 3 (filled circles) is higher than for ¸ = 2
(open circles), showing that the three looped structure is less energetically favourable
than the two looped one. Situation though changes with the external field strengthens,
and for ¾ = 30 the three looped structure has a lower energy than the two looped one,
providing for the looped structure to be thermodynamically stable.

The repulsive part of the LJ interactions provides excluded volume interactions,
while the attractive part will add a stabilizing contribution to any compact configuration.
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In Fig. 3, we first show the screenshots of the semi-stiff ring polymer in three dimensions
at different stages of compaction.

Fig. 3. Examples of different stages of compaction: from 1 to 3 loops. The
view is from the top and the tip of the cone is at the center, while the lines
originating from the tip are the generatrixes of the cone. The system shown
is N = 20, ' = ¼/2, ¯ = 2.0, and ° = 2.0, and · = 5.0.

To demonstrate the stability of the ring polymer with 2 or 3 loops, we show in
Fig. 4 the radius of gyration Rg as a function of the external field strength ¾ during the
compaction process (1 → 2 → 3) loops and the expansion process (3 → 2 → 1). In Fig. 4,
one can clearly observe a hysteresis in the radius of gyration with respect to the external
field strength. It is possible to interpret the hysteresis curves as follows: a stronger
external field is needed to produce compaction, than to expand a ring polymer with the
same amount of loops.

In Fig. 4 we also show Rg(¾) for different temperatures. One can see that the lower
is the temperature, the broader is the hysteresis loop. The temperature doesn’t play any
significant role in the region of the same amount of loops, but does effect on the value of
the “threshould” ¾, making the hysteresis loop broader.

The graphs can be split into three regions ¾ ∈ (0 : 10), ¾ ∈ (20 : 40), and ¾ > 40.
These regions represent one, two and three loops correspondingly. Within each of the
regions the curves show how the radius of gyration changes when the external field
strength varies for the molecule forming one, two, and three loops respectively.
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Fig. 4. Hysteresis observed during the compaction-expansion process of a
semi-stiff ring polymer. The radius of gyration Rg dependence on the mag-
nitude of the external field ¾ is shown for the system N = 20 for different
inversed temperatures, ¯ = 2.0, 3.0, 3.5 with solid, dashed and dot-dashed
curves. The compaction is marked with squares, and the expansion with
diamonds. The rest of the parameters are ' = ¼/2, ° = 2.0, and · = 5.0.
Some error bars are also shown.

One can consider an average “slope” of the curves for compaction to notice that the
slope is decreasing, showing that with an increasing number of loops it becomes gradually
harder to induce further compaction. The error bars are shown to demonstrate, that during
the compaction of a certain structure, the fluctuations in size are small, while in the
transition region the fluctuations are large, revealing the cooperativity of the transitions.

A simple analysis can also be done to show (in addition to the screenshots in Fig. 3)
that the radius of gyration of these loops converges to the values, Rg = {3.0, 1.5, 1.0}
(Fig. 4) that fits very nicely, up to a scaling factor, the Rg curve for the ideal line of contour
length L sequentially packed into 1, 2 and 3 loops: Rg(k) = L

2¼k
→ Rg = {3.0, 1.5, 1.0},

where i is the number of loops.

4.2. Opening angle dependence

As it was mentioned in [1], the orientation of the loops to the cone’s axis depends
on the value of the opening angle of the cone. Curves for the simplified model (8), similar
to shown in Fig. 2 can be plotted for constant amplitude of the external field, ¾, while
varying the cone opening angle '. Number of energetically favourable loops formed by the
phantom ring polymer appears to be dependent on the cone’s opening angle, ', as shown
on Fig. 5, where the energy curves for H(z;¸) from (9) are plotted for the external field
strength of ¾ = 30, enough to introduce compaction up to 3 loops for N = 20 chain, for
the three different cone’s opening angles: ' = 120∘, ' = 90∘, and ' = 60∘. As one can see
too “broad” cones are not very suitable for loop formation.

In order to investigate the change of the orientation of the loops depending on the
opening angle we conducted MC-simulations with the full Hamiltonian (1) and observed
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the behaviour of a normalized to unity length vector n calculated as follows:

n =

〈
N−1∑
i=1

(ri − rcm)× (ri+1 − rcm)

〉
, (10)

where rj – radius-vector of the bead j, rcm – is the position of the center of mass of the
chain, “×” – denotes the cross-product, and the canonical ensemble averaging ⟨⋅ ⋅ ⋅ ⟩ being
applied. The z-component of n is directed along the cone’s axis. So if the z-component
is greater than the other two, located in the plane perpendicular to the cone’s axis, then
one can conclude that the loops orientation is like shown on the Fig. 3. If all of the
components are close to zero due to averaging out, then the loops are oriented as in the
two-dimensional case. Figure 6 shows the components length of the n, depending on the
opening angle value. It is possible to observe that in the case of strong compacting field,
the orientation of the loops of the chain is perpendicular to the cone’s axis up to ' ≈ 90∗.
After that, however, the orientation changes, that is demonstrated by the graph of the z-
component of n. In the opening angle interval ' ∈ (60∘ : 90∘), the number of loops remains
constant (i.e. 3), that corresponds to Rg ≈ 1 in the reduces units, while the orientation of
the loops changes, Fig. 6.

Another conclusion from Fig. 6 can be made: not only the orientation of the loops,
but also the number of them is dependent on the opening angle. For the “too broad”
cones no compaction is possible, since there are effectively no wall left to squeeze the ring
polymer.
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The snapshots capturing the orientation change for 3-looped structure, and an ex-
ample of the irregular structure for the very narrow cone are shown on the Fig. 7.

Fig. 7. Printscreens for the cone opening angle ' ≈ 30∘, ' ≈ 60∘, and
' ≈ 90∘ from the left to the right correspondingly. For the most narrow
cone, there are no loops formed, but some irregular structure instead. The
orientation of the loops changes with the grows of '. The rest parameters
as for the system in the Fig. 6

5. Conclusions

In the present communication, we continued studies of work [1] to investigate
discrete shape transitions of a semi-stiff ring polymer confined in a conical trap. The
proposed model of a ring polymer including chain stiffness undergoes a set of a distinct
shape transitions, starting from a single loop up to several ones. The crucial role of the
studied compaction is due to the a conical geometry and a direction of the external field
acting on the center of mass of the chain. Such kind of shape transitions is not a specific
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feature of the dimensionality of the system, as long as the same behaviour can be observed
in the two-dimensional slit and in a three-dimensional conical pore.

The two ways of inducing a compaction was considered in the present work: 1) the
external field ¾ change with fixed cone’s opening angle ', 2) and the cone’s opening angle
change while keeping the external field constant, but sufficient to induce compaction.

From the first hand, a theoretical possibility to form the energetically stable struc-
tures was concluded, based on the investigation of the Hamiltonian of the system looped
into one, two, and three loops correspondingly.

Both of the considered ways to induce compaction lead to the looping of the semi-
stiff ring polymer. The formed configurations while varying the external field strength are
shown to be locally thermodynamically stable.

We investigate further the phenomenon observed earlier in [1], namely, the orien-
tation of the loops with the opening angle change. It was shown that the orientation of
the loops is changing with the value of the opening angle of the cone. The vector normal
to the loop(s), n, as stated in (10) was used to describe the orientation of the loops.

Four regimes were detected: 1) a stick-like, then no loops can be formed in the
case of too narrow cone, ' ≈ 30∘ 2) a narrow cone regime, with the vector n oriented
perpendicular the cone’s axis ' ≈ 40∘ ÷ 60∘, 3) a broad cone regime, with the vector n
collinear to the cone’s axis, ' ≈ 60∘ ÷ 160∘, and 4) too broad cone, when no looping is
possible at all due to the effective absence of the confining walls, ' > 160∘.
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Appendix: persistence length derivation

The persistence length can be evaluated by first calculating the average bending
angle using [18]:

⟨cos µ⟩ =
∫
cos µe® cos µ∣∣J ∣∣dµ∫
e® cos µ∣∣J ∣∣dµ , (11)

where ⟨⋅ ⋅ ⋅ ⟩ is the canonical ensemble averaging, µ is the bond angle, and ® = ·¯ is the
bending stiffness constant · in kBT units, and ∣∣J ∣∣ – is the determinant of the Jacobian
matrix: ∣∣J ∣∣ = r2 sin µ for the three-dimensions.

The persistence length in terms of b0 can then be evaluated using [19]:

lp =
1− ⟨cos µ⟩N
1− ⟨cos µ⟩ . (12)
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A system of Kohn-Sham equations was solved self-consistently for the two-dimensional, spatially separated
electrons and holes. A series of magic numbers were found for the total angular momentum of the electrons
and holes in a strong magnetic field. The change of the angular momentum of the charge carriers was shown
to lead to oscillations of the persistent current.

Keywords: electron-hole quantum dots, the Kohn-Sham equations, persistent current.

1. Introduction

In recent years, quantum effects in mesoscopic and nanoscale structures have been
actively studied. The superconducting transition temperature is well documented to have an
oscillatory form in thin superconducting rings with a period equal to half of the magnetic
flux quantum Φ0 = h/e. The situation is much more complicated in quantum rings due
to electron-electron interactions. Little-Parks oscillations and oscillations of the persistent
current in semiconductor quantum rings are associated with the change of the energy
in a magnetic field. Particularly, in two-dimensional systems with axial symmetry, both
effects are explained by changes in the angular momentum of the electrons in quantum
rings and order parameter in superconducting rings. The oscillations of the persistent
current in semiconductor quantum rings have been studied actively both theoretically [1]
and experimentally [2]. Systems with two-dimensional electron-hole (EH) complexes have
been studied to a lesser degree.

2. Theoretical model

In the present paper the total energy of spatially separated EH quantum dots was
calculated with a finite number N electron-hole pairs in a transverse magnetic field B.
Density functional theory was used to calculate the total energy of the EH system. The
total energy is written for a two-component system (electrons and holes) as

Et[ne, nh] = Te[ne] + Th[nh] + Ec[ne, nh] + Exc[ne, nh], (1)

where Te, Th — the kinetic energy of the carriers, Ec – electrostatic energy, Exc —
exchange-correlation energy, ne and nh — the density of electrons and holes.

It should be noted that for a small number of particles it is necessary to exclude
their self-interaction in the expression (1). Exclusion of particles self-interaction leads
to good agreement with the exact results for quantum dots with a small number of
electrons [3].
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We obtain Kohn-Sham equations for electrons and holes by varying the expres-
sion (1) according to the densities ne and nh:[
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]
ψh,kh(re) = Eh,khψh,kh(rh),

(3)
where ke (kh) — the angular momentum of the electron (hole), me (mh) — mass of the
electron (hole), L — magnetic length,
μ = memh/(me +mh), Veff,e(r) = −Vh(r, d) + Ve(r, 0)− Ve,ke(r, 0) + Vxc,e(r),
Veff,h(r) = −Ve(r, d) + Vh(r, 0) − Vh,kh(r, 0) + Vxc,h(r), Ve(r, d) = 2

∫ ne(r′)dr′√
|r−r′|2+d2

,

Ve,ke(r, d) = 2
∫ ψ2

e,ke
(r′)dr′√

|r−r′|2+d2
, Vh(r, d) = 2

∫ nh(r
′)dr′√

|r−r′|2+d2
, Vh,kh(r, d) = 2

∫ ψ2
h,kh
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,

ne,ke (r) = ψ2
e,ke

(r), ne (r) =
∑
ke

ne,ke(r), nh,kh (r) = ψ2
h,kh

(r), nh (r) =
∑
kh

nh,kh(r),

d — the distance between the electron and hole quantum dots.
Here and below the exciton system units were used: the energy was measured in

units of Ryex = e2/2εaex, and the length in units aex = ε�2/μe2.
The electrons and holes were assumed to be spin-polarized. Electron-hole correla-

tions may be neglected for spatially separated quantum dots, then

Exc =

∫
εx,e(ne)ne(r)dr −

∑
ke

∫
εx,e(ne,ke)ne,kedr+

∫
εx,h(nh)nh(r)dr −

∑
kh

∫
εx,h(nh,kh)nh,khdr,

where εx,e = αne, εx,h = αnh, α = π
√
2πL

The persistent current was the sum of the paramagnetic and diamagnetic currents:

Ie = − μ

me

∑
ke

∫
2ke
r
ψ2
e,ke(r)dr +

μ

me

N

2πL2
,

Ih =
μ

mh

∑
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∫
2kh
r
ψ2
h,ke(r)dr −

μ

mh

N

2πL2

3. Numerical results

Kohn-Sham equations were solved numerically for different values of the magnetic
field and the distance between the quantum dots. The calculations were performed for dif-
ferent sets of ke and kh and the minimum energy was achieved in a compact configuration
of particles (neighboring states are populated). This result is shown in Fig. 1 for N = 3
and me = mh = 0, 077m0 (m0 is the free electron mass). The total energy has a minimum
when the total angular momentum of the holes is Kh = 3 (kh=0,1,2), Kh = 6 (kh = 1, 2, 3)
and Kh = 9 (kh = 2, 3, 4), i.e. period of magic number is 3. When we increased N (up
to ten EH pairs), the period of magic numbers for the total angular momentum of the
electrons and holes was equal to N as well. The results presented in Fig. 1 correspond to
the magnetic field value, near which occurs transition from one configuration of particles
to another. This transition is important to study persistent current oscillations and the
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fractional quantum Hall effect. At the value of magnetic field = 3, 2 T, a total energy
minimum was achieved for Ke = 3 and Kh = 3. When the magnetic field was increased,
the ground state became the one with Ke = 6 and Kh = 6.

Changing the angular momentum of the electrons and holes resulted in a jump in
the persistent current. Fig. 2 shows the dependence of persistent current of electrons and
holes on the magnetic field. The persistent current had an oscillatory form with almost
linear segments. Different segments corresponded to different values of Ke and Kh which
increased as the magnetic field increased. The first segment in Fig. 2 corresponded to the
values of Ke = Kh = 6, and for the subsequent segments values Ke and Kh, were equal to
9, 12, 15 and 18. The oscillation period decreased slightly as the magnetic field increased.
The amplitude of the oscillations decreased because with largeKe and Kh the diamagnetic
current compensated for the paramagnetic one.

Fig. 1. The total energy versus the total angular momentum of the holes
(N = 3, d = 2, B = 3, 2 T, me = mh = 0, 077m0). The points are connected
by lines for illustrative purposes

Fig. 3 shows the phase diagram for the transition from a state with Ke = Kh = 3
into the state with Ke = Kh = 6. The transition to a new state for small d was possible
only in very strong magnetic fields, and this value of the magnetic field increased along
with the mass of the hole. When the mass of the holes was doubled, a transition to a
new state occurred also with Ke = Kh, so the persistent current oscillation period of the
electrons and holes were equal (Fig. 4). It should be noted that the oscillation’s amplitude
of the persistent current was smaller for holes than for electrons, and the oscillation period
became longer than in case of me = mh.

4. Conclusion

Thus, the system of Kohn-Sham equations were solved numerically for two-dimen-
sional electrons and holes in a strong magnetic field. The total energy of the electron-hole
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Fig. 2. The persistent current versus the magnetic field (N = 3, d = 2,
me = mh = 0, 077m0)

Fig. 3. The phase diagram of transition from state ke = (0, 1, 2) and
kh = (0, 1, 2) to state ke = (1, 2, 3) and kh = (1, 2, 3) (N=3, me = 0, 077m0)
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Fig. 4. The persistent current versus the magnetic field (N = 3, d = 2,
mh = 2me, me = 0, 077m0)

system was calculated and a series of magic numbers were found for the total angular
momentum of the electrons and holes. Changes in the total angular moment of electrons
and holes were shown to lead to oscillations in the persistent current of electrons and
holes.

This work was supported by RFBR and Ministry of Education and Science of the
Russian Federation.
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Hexagonal shaped LaF3 nanocrystals (NC) doped by Nd3+ and Sm3+ ions were synthesized using a domestic

microwave oven. The powder XRD study confirmed that the crystalline size of the particle was approximately

20 nm (JCPDS standard card (32–0483) of pure hexagonal LaF3 crystals).The Transmission Electron Microscope

(TEM) analysis indicated the size of the primary and secondary particles were between 15–20 nm. The presence of

fundamental groups was verified by FTIR spectra. The synthesized nanocrystals were also studied for Non-Linear

Optical (NLO) properties. The Second Harmonic Generation (SHG) efficiencies of LaF3: Nd3+, Sm3+ containing

rare earth elements were found to be less than that of pure Potassium Dihydroxyl Phosphate (KDP) crystals.

Keywords: microwave radiation, hexagonal shape, luminescent properties, x-ray diffraction.

1. Introduction

In recent years, the fields of luminescence and display materials have undergone a
revival of sorts with the evolution of nano-sized luminescent particles, driven primarily by an
ever-increasing awareness of the unique physical and optical properties that nanometer-scale
particles have when compared to their identical bulk material analogs [1]. Studies on the
luminescent properties of lanthanide-doped nanoparticles have attracted a great deal of interest,
since they have utility in the following applications: phosphors in lamps and display devices [2],
components in optical telecommunication equipment [3], active materials in lasers [4], new
optoelectronics devices [5], up converters [6–8], magnetic resonance imaging (MRI) [9], and
biological fluorescent labels [10–12]. LaF3 nanocrystals are widely used as: lubricants, additives
in steel and metal alloys, electrode materials [13] and chemical- and biosensors [14]. LaF3

possesses low phonon energy, adequate thermal and environmental stability [15], and hence,
is an excellent host matrix [16–18] for investigating luminescence . Nanoparticles of LaF3

doped with other lanthanide ions, have been studied for their luminescent properties [19–23]. In
Several investigations were performed to investigate the optical properties of LaF3:Nd3+ [24] for
their possible use in optoelectronics devices. This paper presents a study of LaF3:Nd3+, Sm3+

nanoparticles synthesized in laboratory with a simple method utilizing microwave irradiation.
The nanoparticles synthesized in this manner have hexagonal shape and exhibit luminescence.

2. Experimental

LaF3: Nd3+ and Sm3+ nanocrystals were synthesized in an aqueous medium using
microwave irradiation for low power heating. The method was characterized by its simplicity
and cost-effectiveness. Water soluble LaCl3+NdCl3+ SmCl3 (1 unit) and NH4F (3 units) were
mixed to obtain a solution in 1:3 molar ratio [25]. A 10 ml solution was prepared with de-
ionized water in a 100 ml beaker using 0.064 mol LaCl3+NdCl3+SmCl3. To this, a 10 ml
solution of 0.576 mol NH4F was added in a dropwise manner via a funnel fitted with a stopper
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to control the addition rate. The whole set up can be placed in a conventional microwave oven
during reaction. The microwave oven was operated using the low power setting (in on-off mode
set at 30 sec) for 30 minutes. The low power range helps to avoid overheating and bumping,
thus improving the yield . A white ultrafine crystalline precipitate identified as doped LaF3

nanocrystals appeared almost instantly at the bottom of the beaker. The precipitate was washed
several times with de-ionized water, absolute methanol and acetone, and then dried it in the
microwave oven for approximately 15 minutes. The dried sample was then stored in sealed
tubes for further characterization.

LaF3: Nd3+ and Sm3+ nanocrystals were also prepared using methanol in place of
deionized water with the method described above.

3. Characterization

Powder x-ray diffraction (XRD) measurements were performed using a PANALYTICAL
X’PERT PROMPD diffractometer model. Transmission electron microscope (TEM) analysis
was performed t for different magnifications using a PHILIPS (CM 200). Fundamental groups
were verified by FTIR spectra using a Spectrum one: FT-IR Spectrometer. The fluorescence
spectrum was measured with a LS 45 luminescence spectrometer (Perkin Elmer Corp). NLO
studies, as measured by SHG efficiency, was obtained from the crystalline powder sample by
using the method of Kurtz and Perry.

4. Result and Discussion

The XRD results are shown in Fig.1 which indicated that LaF3: Nd3+Sm3+ nanoparticles
were well crystallized, and the patterns are in good agreement with hexagonal structure (Space
group: P3cl (165), Cell=0.7187×0.7187×0.735 nm3, α = β = 90 ◦, γ = 120 ◦) known for bulk
LaF3 (JCPDS card No. 32-0483) [26]. The calculated cell parameters a = b = 0.7126 nm and
c = 0.7255 nm for the LaF3: Nd3+Sm3+ nanoparticles, are smaller than those of undoped LaF3

nanoparticles (a = b = 0.7187 nm and c = 0.735 nm.
The decrease in the lattice parameters of LaF3: Nd3+ , Sm3+ nanoparticles can be

attributed to the smaller radius of Nd3+ ion (0.99 nm) and Sm3+ ion (0.96 nm) in comparison
to the La3+ ion (0.106 nm) [27–29]. This indicated that Nd3+ ions and Sm3+ ions were doped
into the LaF3 lattice and occupied the site of La3+ ions, with the formation of a LaF3: Nd3+,
Sm3+ solid solution. The broadening of diffraction peaks for LaF3: Nd3+, Sm3+ nanoparticles
is also shown by Fig. 1, which revealed the nanocrystalline nature of the samples. According
to the Scherrer equation, D = 0.90λ/β cos θ, where D is the average crystal size, λ is the x-ray
wavelength (0.15405 nm); θ and β being the diffraction angle and full width at half maximum
of an observed peak, respectively. After subtraction of the equipment broadening, the full width
at half maximum (FWHM) of the strongest peak (111) at 2θ = 27.9 ◦ helped to calculate the
average crystalline size of LaF3: Nd3+, Sm3+ nanoparticles as 15–20 nm.

The transmission electron microscopy (TEM) image in Fig. 2 showed that the particles
were well separated from each other. The nanocrystals had a hexagonal shape and a particle size
of 6–20 nm. When these nanocrystals were incorporated into the polymer matrix, these particles
were so small that the Rayleigh scattering was negligible. The selected area electron diffraction
(SAED) pattern in (Fig. 2 inset) showed three strong diffraction rings corresponding to the (002),
(111) and (300) reflections, which is in agreement with the hexagonal LaF3 structure [30],
suggesting that the original structure of LaF3 was retained even after the modification. The
particle sizes derived using TEM were in agreement with the values obtained from XRD studies.

Figure 3 has shown FTIR spectrum of the LaF3: Nd3+, Sm3+ nanocrystals. The charac-
teristic absorption peaks were observed in the 4000–500 cm−1 range. The broad absorption band
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FIG. 1. XRD pattern of LaF3: Nd3+, Sm3+ nanocrystals

FIG. 2. TEM image of Nd3+, Sm3+ doped LaF3 nanocrystals

at 3434 cm−1 can be attributed to νas (O–H) stretching and bending vibrations. The peaks at
2925 cm−1 and 2853 cm−1 correspond to the νas (C–H) group of the long alkyl chain [31–34].
The peak at 1632 cm−1 could be assigned to δ (H2O) bending vibrations from the residual
water, while the one at 1439 cm−1 can be assigned to the asymmetric (νas) and symmetric
(νas) bending vibrations of δ (O–H) group from methanol. Other absorptions can be assigned to
methanol and acetone as a result of their use in the preparation of the sample.

Nonlinear optics (NLO) is the branch of optics which studies the nonlinear interactions
of electromagnetic radiation and the medium through which it is propagated. The nonlinear
interactions arise when the medium responds in a nonlinear manner to the incident radiation
fields, this being characterized as a change in the wavelength frequency of the incident elec-
tromagnetic waves. Typically, these nonlinear interactions are observed only with very high
intensity (electric field) light. Second-harmonic generation (SHG) is a second-order nonlinear
phenomenon, whereby a fundamental wave is partially converted into a second-harmonic (SH)
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FIG. 3. FTIR spectrum of the of Nd3+, Sm3+ doped LaF3 nanocrystals

wave with twice the initial frequency. The experimental setup for SHG studies used a mirror
and a 50/50 beam splitter. A Q – switched Nd: YAG laser (1064 nm) was used with input
pulse energy of 6 mJ/pulse and pulse width of 8 ns which is incident on the LaF3 powder. The
particles were grained into fine powder and packed in the micro capillary tube after sieving.
The generation of the second harmonic (SHG) was confirmed by the emission of green radiation
(532 nm).

SHG is a key technology as frequency doublers of laser light. The second harmonic
generation (SHG) efficiency of the LaF3 doped Nd3+, Sm3+ nanocrystals was studied by using
modified version of the Kurtz and Perry [35] methodology with Potassium dihydrogen phosphate
(KDP) as the reference material. In comparison to the harmonic signal of 22 mV produced
from KDP, an SHG efficiency of 0.281 (6.2 mV) was recorded in de-ionized water and 0.513
(11.3 mV) for LaF3 doped Nd3+, Sm3+ in methanol. Less work has been done on SHG
efficiency.

5. Conclusions

Nanocrystals of LaF3: Nd3+, Sm3+ have been rapidly synthesized by chemical route
in an aqueous medium using domestic microwave oven at low power range. These hexagonal
lanthanide-doped nanocrystals had particle sizes varying from 15–20 nm, as confirmed by both
TEM and XRD studies. FTIR analysis was used for the identification of fundamental groups
present in the materials. The SHG efficiency of LaF3:Ln3+ (Ln3+: Nd3+, Sm3+) containing rare
earth elements was determined to be less than the value obtained for pure KDP crystals.
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Different carbon sources (e.g. hydrocarbons, oxygen containing organic compounds) were evaluated for their

use in the chemical vapor deposition (CVD) process of carbon nanotube (CNT) production with regards to their

efficiency and environmental safety. The effects of both the carbon source and gas feed rates on the yield of the

obtained CNT’s were determined. The data obtained indicate that intermediate species formed in gas-phase thermal

transformations of carbon sources play important roles in the CVD process of CNTs growth. Particularly, it is

supposed that ketene, which is an intermediate species in the thermal decomposition of acetone , is the immediate

source of carbon for CNTs growth in the CVD processes utilizing acetone as a carbon source.

Keywords: carbon nanotubes, CVD, source of carbon, acetone, ketene, mass yield, conversion.

1. Introduction

Carbon nanotubes (CNTs) are promising materials which have applications in various
technological fields. Due to improved technology and the increased scale of CNTs production at
present their cost has dropped to a level where the application of CNTs could be economically
viable in many areas. The large scale production and wide application of CNTs makes the
selection of raw materials important. Among the factors which should be considered when
selecting a carbon source are the yield and quality of the CNTs produced, the environmental
impact and the overall safety of the CVD process.

Hydrocarbons were most frequently used as carbon sources for the production of CNTs
by the CVD method at ambient pressure, however, there have been few articles published con-
cerning the analysis and relative efficiency of different hydrocarbon sources for CNTs synthesis
via the CVD process [1, 2].

Methane is the most readily available hydrocarbon, being the main component of “nat-
ural gas”, which is widely used as an energy source. The use of methane for CNTs production
has been amply documented [3–9]. The use of methane as a carbon source for CNTs synthesis
has two distinct disadvantages. First, only high purity methane is acceptable for this synthesis.
Ethane and propane, which usually are present in natural gas as admixtures, are much more
reactive than methane and can complicate the synthetic process, yielding non-reproducible re-
sults and low quality CNTs. Methane of high purity is relatively expensive, because cryogenic
temperature rectification and/or adsorption technologies are necessary for the refining of crude
methane. Secondly, methane usually demands higher temperature for conversion into CNTs
(850–1000 ◦C compared to 600–700 ◦C for higher alkanes and unsaturated hydrocarbons). This
is of minor importance for laboratory settings, however, for industrial applications, increasing
reaction temperature necessitates the use of more expensive construction materials and ther-
mal insulation; the durability of the construction drops because of increased thermal stresses;
problems arise from increased heat transfer by radiation, which is proportional to 4th power
of absolute temperature; consumption of energy increases. In spite of these disadvantages,
methane is still suitable for the generation of high quality single- and double-wall nanotubes
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(SWNTs and DWNTs) provided that appropriate catalysts and optimal technological regimes are
implemented.

Higher saturated hydrocarbons, such as propane, butane, and hexane have been used
in the synthesis of CNTs via the CVD process. For these hydrocarbons, the optimal reaction
temperature usually ranges from 600–700 ◦C. However, Ajayan et al. describe how long strands
of SWNTs were grown from n-hexane with floating catalyst (ferrocene + thiophene) at much
higher temperatures, 1100–1200 ◦C [10]. In several works, liquefied petroleum gas, consist-
ing of propane and butane (sometimes containing an admixture of sulfur-containing organic
compounds) was successfully used for the production of multiwalled CNTs [11–17].

Regarding the application of saturated hydr ◦Carbons in the CVD method of CNTs syn-
thesis, it is well known that saturated hydrocarbons at ca. 700 ◦C or above rapidly undergo a
series of non-catalytic gas phase free-radical reactions resulting in the formation of a complex
mixture of hydrogen, methane, ethylene, propylene, and higher saturated and unsaturated hy-
drocarbons [18]. With longer reaction times, heavy hydrocarbons (condensed aromatics) appear
in significant amounts.

When these facts are considered, the nature of the original saturated hydrocarbon seems
to be of minor importance when compared to the optimal reaction temperature. Due to the fast
thermal transformations of the starting hydrocarbons, the species which react with the catalyst of
CVD process may be the products, or intermediates of hydrocarbon pyrolysis. So, if n-hexane
was used by Ajayan et al [10] as the carbon source for obtaining long strands of SWNTs,
undoubtedly the n-hexane molecules were not the species directly reacting with the catalyst to
grow CNTs, because at 1100–1200 ◦C thermal transformations of n-hexane are extremely fast.
In all likelihood, one could obtain similar results by supplying the reactor with a gas mixture
containing methane, hydrogen, ethylene and other hydrocarbons.

Unsaturated hydrocarbons, such as acetylene, ethylene, and propylene have been fre-
quently used for CNTs production. It follows from analysis of published data that all these
hydrocarbons permit the generation of high quality carbon nanotubes, provided that optimal
catalysts and conditions were used. For instance, Hao et al utilized propylene (diluted with ni-
trogen) as the carbon source for large-scale fluidized-bed CVD process of CNTs production [19].

The published results from numerous studies and our data would seem to indicate
that the dilution of unsaturated hydrocarbons with an inert gas is necessary to retard their
cycloaromatization with the unwanted formation of heavy hydrocarbons. When these gas phase
reactions are not diluted, they tend to form tar-like products which condense on cold walls at
the reactor outlet. The longer the reactants are in the hot zone of the reactor, the more dilute
these hydrocarbons must be to avoid tar formation. Through experimentation, it was shown that
the unsaturated hydrocarbons listed above can be arranged in following order by their tendency
to give tar: acetylene > ethylene > propylene. Hence, from these findings, propylene appears
to be most suitable as a carbon source for the CVD process. Additionally, propylene can be
easily transported in a liquefied state at relatively low pressure (nearly 1 MPa), while ethylene
is transported in high pressure balloons.

Aromatic hydrocarbons (benzene, toluene, and xylene) were also studied as carbon
sources for CNTs production however, they do not seem to offer substantial advantages over
alkanes and alkenes and thus, were not widely used.

The principal disadvantage of using hydrocarbons for CNTs production (with exception
of methane) is the formation of harmful by-products such as condensed poly-nuclear aromatics.
Conversion of a carbon source to CNTs in any case does not reach 100%. Practically, conver-
sion to CNTs usually amounts 30–80% in CVD processes of multi-walled nanotube synthesis
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(MWNTs) and is much less (1–10%) in cases of SWNTs and DWNTs production. Thus, the
formation of harmful by-products is unavoidable even if optimal conditions are used.

Oxygen-containing organic compounds may be used as an alternative to hydrocarbons
for CNTs production. Among these, ethanol was the most widely studied [20–44]. Ethanol is
most suitable for obtaining SWNTs and DWNTs and less acceptable for MWNTs synthesis. In
SWNTs or DWNTs synthesis via CVD, the starting material (carbon source) is usually diluted
with inert gas (argon, nitrogen) to a volume content of ethanol vapor not more than several %.
Dilution of the carbon source, together with the application of a catalyst with low mass content
of catalytically active metals, favors the formation of thin nanotubes (SWNTs and DWNTs).
One of the pyrolysis products of ethanol is water. Water vapor in low concentrations favors
the formation of and increases the yield of both SWNTs and MWNTs [45–47]. Evidently, any
oxygen-containing compound, even CO2 [48] for instance, in low concentration should exhibit
the same effect because of the reversible nature of reactions of oxygen-containing organic
compounds in a hydrocarbon-containing atmosphere at high temperatures. However, if there is
too much water in the reacting gas mixture, the growth of nanotubes is suppressed, because at
high temperatures water reacts with carbon. Hence, ethanol is less suitable as a carbon source
for the generation of multi-walled carbon nanotubes because usually a more concentrated carbon
source is needed for efficient growth of MWNTs, and, if so, too much water is generated from
the decomposition of ethanol.

Other oxygen-containing organics, such as camphor [49] and phenol [50] have been
used as carbon source for CVD synthesis of carbon nanotubes, however, the advantages of these
compounds as carbon sources are uncertain.

Different alcohols and ketones were studied as carbon sources for CNTs CVD synthesis
and the highest quality nanotubes were obtained from acetone [51]. In view of this, acetone
appears to be a promising raw material for CNTs production.

The present work evaluated different organic compounds as carbon sources for the CVD
process of CNTs production.

2. Experimental

CNTs were obtained by the CVD method using a fixed bed laboratory reactor. A
horizontal quartz tube reactor (inner diameter 37 mm, length 1150 mm, volume of hot zone
nearly 0.5 L) was used in our experiments. Samples of catalysts were placed into the reactor
on a semi-cylindrical Graflex (flexible graphite foil) support. The feed rates of gases were
measured and regulated with a “MassFlow” (Bronkhorst HIGH TECH) and are given below at
standard conditions. A tubular ceramic furnace PT-1.2-70 was used for precision temperature
control. Mass yields of CNTs were calculated as ratio of mass of the crude product minus mass
of starting catalyst divided by mass of catalyst. It was found from SEM and TEM images that in
all cases the products were nanotubes without visible admixture of other particles. Conversion
of carbon compounds into CNTs was calculated in % from theoretical assuming that theoretical
yield corresponds to conversion of all carbon atoms of a starting compound into CNTs.

Following compounds were used as sources of carbon:

Liquefied propane-butane — technical grade (Russian standard);
Liquefied propylene — 99.95% purity;
Ethanol — 96% (water 4%);
Acetone — “Pure for analysis” (Russian standard);
Argon was used of 99.96% purity, hydrogen — 99.98%.
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Electron images of CNTs were recorded with using two-beam scanning electron mi-
croscopy complex Neon 40, Carl Zeiss. Raman spectra were obtained with using Integra
Spectra spectrometer.

3. Results and Discussion

In Fig. 1 and 2 there are plots of CNTs mass yield and propane-butane to CNTs con-
version on argon feed rate. Multicomponent metal oxide (Co,Mo)/MgO–Al2O3 was used as a
catalyst, the process of CNTs growing was carried out over 30 min at 650 ◦C. One can see that
at constant volume ratio of argon to propane-butane and at constant feed rate of propane-butane,
CNTs yield and conversion of propane-butane to CNTs decrease with increasing gas flow speed,
with a maximum in one case.

FIG. 1. Dependence of CNTs yield on argon feed rate. (Co,Mo)/MgO–Al2O3 cat-
alyst, 30 min, 650 ◦C. 1 — constant volume ratio of argon to propane-butane (1:1);
2 — constant rate of propane-butane (0.2 L/min)

A much more expressed maximum was observed for the dependence of CNTs yield on
propane-butane rate with (Fe,Co,Mo)/Al2O3 catalyst (Fig. 3, propane-butane not diluted with
argon).

The plots Fig. 1–3 can be explained if we assume that the species which directly
reacts with the catalyst is ethylene and/or propylene which is formed via free-radical thermal
transformations of propane and butane prior to contact with the catalyst. If the gas flow rate is
too high, the concentration of these reactive species and yield of CNTs decreases. Conversely,
low gas flow rates can also result in decreased CNTs production because of, (1) deficiency
of carbon source, and (2) further transformation (polymerization) of ethylene and propylene to
heavier hydrocarbons.

In Fig. 4 the dependence of CNTs yield on the flow rate of propylene diluted with argon
at constant volume ratio of argon to propylene (6:1) was determined using the same conditions
as in Fig. 3 (catalyst (Fe,Co,Mo)/Al2O3, 30 min, 650 ◦C). In this case, some decrease in the
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FIG. 2. Dependence of conversion of propane-butane to CNTs (% of theoretical)
on argon feed rate. (Co,Mo)/MgO–Al2O3 catalyst, 30 min, 650 ◦C. 1 — constant
volume ratio of argon to propane-butane (1:1); 2 — constant rate of propane-
butane (0.2 L/min)

FIG. 3. Dependence of CNTs yield on the propane-butane feed rate.
(Fe,Co,Mo)/Al2O3 catalyst, 30 min, 650 ◦C. Propane-butane not diluted with ar-
gon
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yield with increasing argon rate was also observed, however, the decrease in the yield was not
as drastic as in Fig. 3. These data indicate that in the CVD process with propylene, some gas
phase reactions also be occurring, but for now, it is difficult to identify them.

FIG. 4. Dependence of CNTs yield upon argon feed rate. (Fe,Co,Mo)/Al2O3

catalyst, 30 min, 650 ◦C. Constant volume ratio of argon to propylene = 6:1

The data given above prove that gas phase hydrocarbon transformations can play a
valuable and even critical role in the CVD synthesis of CNTs. Particularly, the time a gas
species remains in the hot zone of a reactor is of critical importance. Proper identification of
these transformations is valuable for adjusting the optimal synthesis of CNTs. These parameters
should be taken into consideration when designing the CVD reactor.

Inevitably carcinogenic heavy aromatics form as by-products when hydrocarbons are
used as raw materials for CNTs synthesis, therefore, some oxygen-containing organic com-
pounds, namely, ethanol and acetone, were studied as alternative sources of carbon.

Experiments with ethanol were conducted at 750 ◦C, which was found to be optimal
(by mass yield) for the catalyst used ((Co,Mo)/MgO–Al2O3). As it follows from Fig. 5 and
6, it is impossible to achieve a good mass yield of MWNTs together with good conversion of
ethanol into MWNTs. This is most likely due to the formation of large amounts of water via
the thermal decomposition of ethanol.

The thermal decomposition of acetone is principally different from that of hydrocarbons
and alcohols. The pyrolysis of acetone, which occurs at 500–700 ◦C, gives ketene in up to 80%
yield if the ketene is quickly removed from the heating zone via the following process:

CH3 − CO− CH3 → ĊH3 + CH3 − Ċ = O→ CH4 + CH2 = C = O.

The formation of ketene can occur either via a free-radical mechanism, as written above,
or as a heterogeneous reaction of acetone molecule on the Lewis acid catalysts (e.g., alumina).

Ketene is toxic, but, as an unstable gas, it quickly polymerizes with the formation of
diketene first, and then predominantly 3-acetyl-2-hydroxy-6-methyl-4H-pyran-4-one.
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FIG. 5. Dependence of MWNTs yields upon argon flow rate. Catalyst
(Co,Mo)/MgO–Al2O3, 750 ◦C, 30 min. The feed rate of argon is proportional
that of ethanol, 1 L/min argon (gas) at 40 ml/h ethanol (liquid)

FIG. 6. Dependence of ethanol conversion into MWNTs upon argon feed rate.
Catalyst (Co,Mo)/MgO–Al2O3, 750 ◦C, 30 min. The feed rate of argon is pro-
portional to feed rate of ethanol, 1 L/min argon (gas) at 40 ml/h ethanol (liquid)

Ketene reacts rather quickly with water to form acetic acid. Diketene is toxic liquid
which is insoluble in water, and as a result, reacts slowly with that medium. The last compound
is not harmful and is used for the impregnation of antibacterials onto foodstuff packing materials.
Due to high reactivity of ketene and its derivatives it is unlikely that they can remain in nature
for a long time and thus, are not likely to accumulate in living organisms, unlike condensed
poly-nuclear aromatics which are known to acumulate in organisms.
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FIG. 7. Dependence of CNTs yield from acetone on temperature. The catalyst is
(Co,Mo)/MgO–Al2O3. Feed rate of acetone (liquid) was 18.3 ml/h, argon (gas)
1 L/min, duration of synthesis 30 min

Thus, one can hope that the neutralization of acetone pyrolysis by-products, if it used
as a raw material for CNTs production, is simpler than sequestering poly-nuclear aromatics, the
by-products obtained from hydrocarbons.

A series of experiments were performed in a laboratory reactor in order to evaluate
possibility of using acetone for the CVD production of CNTs. Multicomponent metal oxide
(Co,Mo)/MgO–Al2O3 was used as the catalyst. The preliminary reduction of catalyst with
hydrogen (10–15 min) was essential for obtaining good yields of nanotubes when using acetone.
On contrary, in cases of hydrocarbons or ethanol, the prior reduction of this and other catalysts
was not required. Presumably, these hydrocarbons themselves quickly reduce the catalysts in
situ.

As shown in Fig. 7, the maximum yield of CNTs from acetone on this catalyst was
obtained at 700 ◦C. Subsequent experiments were conducted at this temperature.

The yield of acetone-derived CNTs passes through a maximum with increased argon
feed rate and decreases with increased substrate in the feeder gas (Fig. 8) as is the case for
CNTs synthesis from propane-butane. Fig. 9 shows that a similar dependence was observed
for the conversion of acetone into CNTs, but the maximum was observed only at a constant
feed rate of acetone. The conversion value at low argon feed rates is sufficiently high, which
proves the efficiency of acetone as a feedstock for production of carbon nanotubes. The optimal
combination of mass yield and the conversion of acetone to carbon nanotubes was observed at
an argon feed rate of ca. 0.3–0.5 L/min.

One can assume that ketene is an intermediate species involved in the growth process of
CNTs in this system, however, the decreases in yield and conversion with increased argon feed
rate in acetone-based syntheses is less pronounced than in cases of propane-butane systems.
Molecules of acetone may also be able to participate in the process of CNTs growth together
with ketene. In prior work [51] it was assumed that transient methyl radicals were the source
of carbon for CNTs growth in this system. However, in view of the very short lifetime of
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FIG. 8. Dependence of mass yield of CNTs from acetone on argon feed rate.
The catalyst (Co,Mo)/MgO–Al2O3, 700 ◦C, duration of synthesis 30 min. 1 —
constant feed rate of acetone, 18.3 ml/h (liquid); 2 — feed rate of acetone is
proportional to feed rate of argon, 18.3 ml/h acetone (liquid) at 0.5 L/min argon
(gas)

FIG. 9. Dependence of acetone conversion into CNTs on argon feed rate.
The catalyst (Co,Mo)/MgO–Al2O3, 700 ◦C, duration of synthesis 30 min. 1 —
constant feed rate of acetone, 18.3 ml/h (liquid); 2 — feed rate of acetone is
proportional to feed rate of argon, 18.3 ml/h acetone (liquid) at 0.5 L/min argon
(gas)
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FIG. 10. SEM images of CNTs obtained from acetone. Catalyst (Co,Mo)/MgO–
Al2O3. 700 ◦C, duration of synthesis 30 min. Argon feed rate 0.7 L/min (gas),
acetone 18.3 ml/h (liquid). Mass yield of CNTs is 39.5 g/g of catalyst

FIG. 11. SEM images of CNTs obtained from propylene. Catalyst
(Co,Mo)/MgO–Al2O3. 650 ◦C, duration of synthesis 30 min. Hydrogen feed
rate 1.2 L/min, propylene 0.2 L/min (gas). Mass yield of CNTs is 24.5 g/g
of catalyst

methyl radicals, their participation in this heterogeneous process of CNTs growth seems to be
less probable than the participation of ketene molecules.

Participation of free radical intermediates (“polycyclic free radical condensate”) is thought
to occur in the CVD process of CNTs synthesis from hydrocarbons [52]. In reality, the for-
mation of liquid, tar-like condensates or deposits on cold walls at the outlet of CVD reactor
was often observed. These condensates may be adsorbed on growing nanotubes, however, it
is open to question whether they are an intermediate or a by-product in the CVD synthesis of
CNTs. It should be noted that the cycloaromatization of unsaturated hydrocarbons can proceed
on the same catalysts at the same temperatures which are usually used for CNTs synthesis.
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In our investigations to obtain carbon nanofibers from acetylene (which is especially prone to
cycloaromtization reactions), condensates were predominantly formed on “bad” catalysts, when
the yields of CNTs were low.

The data obtained prove that acetone can be a suitable source of carbon for the produc-
tion of CNTs by the CVD method.

SEM images of MWNTs obtained using acetone and propylene on the same catalyst,
(Co,Mo)/MgO–Al2O3, are shown in Fig. 10, 11. CNTs obtained from acetone are less deformed,
which indicates higher quality. As is known, Raman spectra are often used for estimation of
disorder-order ratio of CNTs structure. The D/G ratio in Raman spectra for different samples of
MWNTs obtained from acetone in these experiments ranged from 0.60 to 0.76. This is close to
the D/G value of 0.67 found in prior work for high-quality MWNTs obtained from acetone on
a (Mn,Co)/zeolite catalyst [51].

4. Conclusions

Intermediate species, which are formed in gas-phase thermal transformations of hydro-
carbons, participate in the CVD process of CNTs synthesis. The temperature, flow rate and time
present in the reactor are critical factors determining yield of CNTs and conversion of a carbon
source into CNTs.

Acetone is a promising source of carbon for an environmentally-benign CVD process
for CNTs production. It is possible that ketene, which is an intermediate in the thermal decom-
position of acetone, participates in the CVD process of CNTs growth.
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The effect of the oxide-chemostimulator V2O5 and the inert component Al2O3 binary compositions on the thermal

oxidation of InP have been studied. The area of negative deviation of nanoscale oxide film thickness on InP from

the additive joint effect has been established with a minimum for a composition of 20% Al2O3 + 80% V2O5. A

decrease in the transit efficiency effect of V2O5 chemostimulator in composition with Al2O3 has been associated

with an intensification of the transformation of V2O5 into V2O3, which is not an oxygen transitor.

Keywords: indium phosphide, thermal oxidation, transitor, chemostimulator, vanadium oxides, nanoscale films.

1. Introduction

Mutual increase or decrease of chemostimulating activity by the cooperative influence of
two activator oxides have been observed during AIIIBV thermal oxidation [1,2]. The phenome-
non is due to the chemical interaction of the oxides and products of their transformations while
present in the solid and gas phases. Oxides may be introduced through the gas phase or directly
deposited on the surface of the semiconductor. The influence of non-chemical factors (size,
diffusion, surface, etc.) can be detected when the active oxide is introduced into the system via
the gas phase jointly with an inactive oxide, which is inert to both oxidizable semiconductor and
the first oxide. A linear relationship between the oxide film thickness on GaAs and the activator
oxide’s composition was discovered during thermal oxidation processes of GaAs with compo-
sitions of a chemostimulating oxide (Sb2O3, Bi2O3, MnO, MnO2, V2O5) and an inert oxide
(Al2O3) [3, 4]. The realization of such an additive dependence in practice allows one to adjust
the chemostimulator concentration and to create nanoscale films doped with precisely controlled
gas sensitive properties as shown with the GaAs example [3]. The chemostimulator leads to
accelerated oxidation of the semiconductor components on the transit mechanism [5], and the
inert oxide can affect both the conversion of oxide-chemostimulator and the above-mentioned
non-chemical processes. In addition, one can expect InP to exert an influence on the secondary
processes in the resulting film (e.g. formation of phosphate and changing the “polymer” struc-
tures [6] of formed phosphates). V2O5 is one of the most interesting chemostimulators, which is
capable of having both a transit and catalytic effect on AIIIBV thermal oxidations. This effect
is dependent upon the method of chemostimulator introduction [7–9].

The purpose of this research is to establish the interaction characteristics of oxide com-
positions V2O5 + Al2O3 and their roles in the processes of the thermal oxidation of InP.

2. Experimental

For these studies, monocrystalline polished FIE-1A (doped by Sn) n-InP(100) wafers
were used with a 300 K concentration of majority carriers no lower than 5×1016 cm−3. Before
thermal oxidation, the wafer surfaces were treated in H2SO4 (reagent grade, Russian State
Standard GOST 4204-77, 92.80%): H2O2 (analytical grade, Russian State Standard GOST
177-88, 56%): H2O = 2:1:1 etchant for 10 minutes and then rinsed repeatedly in bi-distilled
water. The oxide films were obtained by thermal oxidation in a horizontal quartz reactor with
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a diameter of 30 mm (flow system) furnace MTP-2M-50-500, pre-heated to 530 ◦C operating
temperature. The temperature in the reactor was controlled with an accuracy of ±1 ◦C (TRM-
10). The oxygen flow rate was 30 l/h.

Mixed oxide compositions were made using V2O5 and Al2O3 (analytical grade, speci-
fication TU 6-09-4093-88 and TU 6-09-426-75 respectively) powders with an average particle
size of 150–200 µm. After mechanical grinding in an Arden shaker for 15 minutes, each of
the powders was passed through a series of sieves with a mesh size of 200 and 150 microns.
The mass of each oxide present in a 0.2 g of sample was then calculated using the following
formulas:

mV2O5 =
0.2[(

1

XV2O5

− 1

)
MV2O5

MAl2O3

]
+ 1

, mAl2O3 =
0.2[(

1

XAl2O3

− 1

)
MAl2O3

MV2O5

]
+ 1

,

where X is the amount of V2O5 and Al2O3 in mole %. Samples were thoroughly mixed for at
least 3 minutes.

The activator composition was placed in a quartz container, covered by the InP wafer
with its working side facing the flow of activator vapor at a distance of 10 mm. The container
with the wafer and activator mixture was placed in the work zone of a furnace and kept in an
oxygen flow for 10–40 minutes. Oxide composition was changed every 10 minutes, in each
experiment a freshly prepared oxides composition was used.

The oxidation conditions were chosen to compare the results with those previously
obtained for GaAs with different chemostimulator compositions [3]. The optimal distance
between the surface of wafers and the mixed oxides composition was determined empirically
by the maximum value of oxidation acceleration when compared with the native InP thermal
oxidation and strictly controlled for all experiments.

The thickness of the oxide films were determined after every 10 minutes of oxidation
by laser ellipsometer LEF-754 (λ = 632.8 nm) with an absolute accuracy of ±1 nm. This
methodology (with additional oxidation) allowed measurement of the film thickness on the same
sample at different reaction times with a constant temperature and oxides mixture composition.
This excluded the uncontrolled errors associated with InP surface treatment (before thermal
oxidation) and changes in its properties from sample to sample.

Transformations in the oxides and their compositions was established by X-ray diffrac-
tion (XRD, X-ray diffractometer DRON-4, Co-Kα radiation, λ = 1.79021 Å). The elemental
composition of the oxide films on InP and distribution of component thickness was investigated
by Auger electron spectroscopy (AES, ESP-3 analyzer DESA-100, an accuracy of ±10%).
Surface morphology of the samples was measured by scanning tunneling microscopy (STM,
complex of nanotechnological equipment “UMKA”), the data were processed using the mi-
croscope software. A quantitative analysis of the elemental composition of thin films was
performed on CamScan (EPMA, ±0.1%).

3. Results and Discussion

The main reason for the nonlinear dependence of the oxide film thickness on the GaAs
surface on the composition of the mixture is the pronounced acid-base and redox interactions
of the oxides-chemostimulators in both the solid and gas phases [1]. Individual V2O5 and
Al2O3 powders and their compositions were annealed at 530 ◦C for 10 and 60 mins (conditions
corresponding to studied oxidation process of InP) in order to investigate the possibility of any
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TABLE 1. X-ray powder diffraction data for individual oxides and their compositions

Sample Annealing conditions Identified phases

Al2O3 530 ◦C, 10 minutes γ-Al2O3

V2O5 530 ◦C, 10 minutes V2O5

(Al2O3)0.8(V2O5)0.2 530 ◦C, 10 minutes γ-Al2O3; V2O5

(Al2O3)0.2(V2O5)0.8 530 ◦C, 10 minutes γ-Al2O3; V2O5; V2O3; V6O13

(Al2O3)0.5(V2O5)0.5 530 ◦C, 10 minutes γ-Al2O3; V2O5; V2O3

(Al2O3)0.5(V2O5)0.5 530 ◦C, 60 minutes γ-Al2O3; V2O5; V2O3

FIG. 1. The XRD pattern of composition 80% V2O5 + 20% Al2O3 annealed
at 530 ◦C for 10 minutes

additional interactions and transformations. The results of XRD analysis are shown in Tab. 1
and fig. 1.

According to the results of XRD, after 10 minutes of annealing, individual oxides have
not changed. The diffractograms of V2O5+Al2O3 compositions showed peaks corresponding to
V2O3 (peaks No. 4, 12 and 14, d = 2.722, 1.600 and 1.402, respectively), both for 10 min
annealing, and for 60 minutes. Consequently, the components of V2O5 and Al2O3 mixtures
react with one another, as shown in the partial conversion of V2O5 to V2O3.

Although, the joint phase and solid solutions were not detected for these annealing
conditions by XRD, however, according to [10], there should be bronze types α (AlxV2O5) and
ν (AlxV6O12), solid solution AlzV2−zO4 and bronze Al0.33V2O5 phases formed in the Al2O3–
V2O5–V2O3 system. The absence of these phases in our systems may be due to insufficient
duration and relatively low annealing temperatures.

In reactions performed at 530 ◦C over 10–40 minutes (fig. 2), it was shown that the
oxide film thickness on InP was dependent upon the oxide composition. Furthermore, the
addition of small amounts of Al2O3 to V2O5 resulted in a negative deviation from the additive
dependence with a minimum for a composition of 20% Al2O3 + 80% V2O5. This deviation
was reduced with increasing amounts of Al2O3 in the composition. Starting from 40% Al2O3,
there is an additive dependence between the oxide film thickness on InP and the composition
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of the oxide mixture. The same relationship was observed with negative deviation from linear
dependence of the oxide film thickness for the thermal oxidation of a semiconductor under the
influence of 20% Al2O3 + 80% MnO2 composition [4].

FIG. 2. Plots of the oxide films thickness grown on InP at 530 ◦C at 10, 20, 30,
40 minutes versus concentration

The relative integral films thickness (dR), defined as the difference between the thick-
ness d of the oxide layer on the InP surface actually achieved under the influence of the oxide
composition and the expected thickness calculated by the addition rule, assuming their inde-
pendent parallel influence. This characteristic, previously introduced for the interpretation of
similar processes [11], can quantify characterized non-linear effects during the thermal oxidation
of AIIIBV semiconductors in the presence of mixed oxide compositions (Fig. 3).

As shown on fig. 3, in a region with up to 40% concentration of Al2O3 there is a
negative deviation from additive dependence which increases with time. The thickness of the
oxide film is increased linearly when the content of Al2O3 was higher than 40%. This is
evidence of the additive effects of the composition of V2O5 + Al2O3 upon InP oxidation.

Since the composition of the activator influences the gas-phase InP thermal oxidation,
and transitional interactions can occur too, one should consider that a possible decomposition
and transformation of the corresponding oxides may occur during the experiments. Mittova et
al. found that for equilibrium conditions at 800 K, the percentage of V4O10 did not exceed
0.3% in the vapor phase above the V2O5(s) [12]. At 800 K, the vapor over V4O8 has a V4O10

content of about 0.06% and it decreased with increasing temperature. Under these experimental
conditions, which are far from equilibrium, the chemostimulator in oxide composition can be
in different phases . The relative amount of the chemostimulator will depend on the amount of
the second component. Transit opportunities for various forms of vanadium oxide during InP
thermal oxidation did differ (XRD, table 1). In the first approximation, they can be estimated
by changes in the equilibrium values of the Gibbs free energy of oxygen transit reactions at the
experimental temperature:
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FIG. 3. Relative integral oxide film thickness dR grown on InP at 530 ◦C at 10,
20, 30, 40 minutes as a function of the V2O5+Al2O3 composition

4/3In(s) + V4O10(g) → 2/3In2O3(s) + 2V2O4(s), ∆G800K = −589.2 kJ/mol; (1)

8/3In(s) + V4O10(g) → 4/3In2O3(s) + 2V2O3(s), ∆G800K = −597 kJ/mol; (2)

2In(s) + 3/10V4O10(g) → In2O3(s) + 12/10V(s), ∆G800K = −12.3 kJ/mol. (3)

Similar reactions for phosphorus are also accompanied by a significant negative change
of ∆G, comparable to that of the above.

V2O3 produced during the annealing of V2O5 + Al2O3 composition (Table 1), evaporates
at temperatures of about 1800 K accordingly to the reaction [4]:

V2O3(s) = VO2(g) + VO(g). (4)

The transfer of oxygen to indium from VO2 and VO is thermodynamically impossible
and therefore, these oxide forms cannot act as an oxygen transistor:

2In(s) + 3/2VO2(s) → In2O3(s) + 3V(s), ∆G800K = 793 kJ/mol, (5)

2In(s) + 3VO(s) → In2O3(s) + 3V(s), ∆G800K = 919 kJ/mol. (6)

The inclusion of these oxides in the film is also not possible because the temperature of
InP oxidation was far below the point where V2O3 evaporation occurs .

Al2O3 does not affect the oxidation process under experimental conditions due to ther-
modynamic restrictions; it is incapable of transferring oxygen to semiconductor components (its
evaporation becomes noticeable only at 2440 K [12]). Aluminum was not detected in the oxide
films grown on InP in the presence of V2O5 + Al2O3 compositions (EPMA data).
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STM data show a fairly homogeneous surface of oxide films formed on InP in the
presence of V2O5 + Al2O3 (height of the relief is in the range of 20–30 nm). The relief of
the surface is much more pronounced for films prepared during the thermal oxidation of InP
with directly pre-deposited V2O5 nanoislands (order of 60 nm [13]). A slight relief of the film
surface in case of exposure to the V2O5 + Al2O3 composition through the gas phase is the result
of evaporation of volatile phosphorus oxides during InP thermal oxidation (correlation with the
AES data). The height of the surface relief naturally increases with the oxidation time (fig. 4a
and 4b).

(a) (b)

FIG. 4. STM image and profile of surface of oxide films formed by thermal
oxidation of InP in the presence of composition 80% V2O5 + 20% Al2O3 at
530 ◦C at 10 (a) and 40 (b) minutes

The kinetic curves “oxide film thickness — oxidation time” were taken at a temperature
range of 500–550 ◦C (fig. 5) in order to establish the mechanism of InP thermal oxidation in
the presence of a V2O5 + Al2O3 mixture (60% V2O5 + 40% Al2O3). This composition lies in
a linear range, see fig. 3.

By processing the kinetic data using the equation d = (kτ)n [14], it was found that the
index n was 0.26, and the effective activation energy (EAE) was 219 kJ/mol. This value is
between the EAE of InP oxidation with V2O5 introduced via the gas phase (164 kJ/mol) and
native InP oxidation (273 kJ/mol). n < 0.5, implying that the process of thermal oxidation was
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FIG. 5. Log-log plots of the oxide layers thickness vs. time for the thermal
oxidation of InP in the presence of 80% V2O5 + 20% Al2O3 at 500 ◦C (1),
520 ◦C (2); 530 ◦C (3); 550 ◦C (4)

controlled by diffusion in the solid phase. The relative increase in the film thickness in the
presence of a chemostimulator composition compared with its own oxidation, was calculated as:

b =
∆d(V2O5+Al2O3)−InP −∆dInP

∆dInP
· 100%,

where ∆d is the change in the film thickness and is 15–20%. Thus, the transit nature [5] of InP
oxidation saved under the influence of V2O5 in the gas phase with addition of Al2O3.

According to AES data (fig. 6a) indium, phosphorus and oxygen were detected on the
surface of the film in the sample oxidized at 530 ◦C for 40 min in the presence of a composition
containing 30% V2O5 (linear region, see Fig. 2). For the components of the substrate contained
in the oxidized state, the highest oxygen content among of all the elements was at a depth of
15 nm from the surface.

The amount of vanadium was 5–6 atom % in the films on InP, obtained in the presence
of the composition with 80% V2O5, corresponding to the region of the negative deviation from
the additive dependence (fig. 3). Indium and oxygen were present on the surface, however,
the presence of phosphorus became noticeable from a depth of 20 nm, which was due to its
evaporation, probably in the forms of oxides (fig. 6b). The presence of vanadium in the film,
for which there is a negative deviation from the additive dR dependence, may arise from the
inclusion of transit-inactive forms of vanadium (e.g. VO2) in the growing layers of vanadium
oxide. A similar situation was observed for GaAs oxidation in the presence of a similar
composition of 80% V2O5 + 20% Al2O3, where it was shown by XRD that a negative deviation
of the oxide film thickness on semiconductor and that VO2 was present [3]. The absence of
aluminum in the films was confirmed by its inertness to InP thermal oxidation.

Negative deviation in the concentration dependence of the relative integrated film thick-
ness on InP (established by the addition of up to 40% Al2O3 to V2O5) may arise from the
change of the temperature range and the nature of chemostimulator’s ability to undergo self-
transformations. In this case, the dissociation of V2O5 to V2O3 was facilitated (V2O3 is not
transistor of oxygen). This weakening of the chemostimulating effectiveness is due to the in-
creased conversion to compounds of lower oxidative activity towards GaAs oxide, as evidenced
by Mn3O4 in the case of manganese oxides (II) and (IV) in compositions with Al2O3 [4]. In
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(a)

(b)

FIG. 6. AES depth profiles, obtained after 40 min of InP oxidation at 530 ◦C
in presence of compositions: (a) —30% V2O5 + 70% Al2O3; (b) — 80% V2O5 +
20% Al2O3

addition, the chemostimulating effect of vanadium oxide can be reduced due to possible inter-
actions between Al2O3 and V2O5, leading to the formation of aluminum vanadate. Although
vanadate in an annealed aluminum oxide composition is not found (XRD data), according
to [15], incongruent melting of AlVO4 at 760 ◦C, present in the system Al2O3 – V2O5, can be
obtained by heating a mixture of oxides Al2O3 and V2O5 at 500 ◦C.

Evidence for a transit mechanism of the process are: oxidation state of indium and
phosphorus in the films; the inclusion of vanadium; the relative increase in the film thickness
15% to 20% in the presence of V2O5 + Al2O3 composition; EAE value close to that of the
native oxidation of InP. In the case of the catalytic effect of V2O5 on InP thermal oxidation,
the EAE was almost an order of magnitude lower in comparison with the value for their native
oxidation [16]. The role of Al2O3 is to intensify the transition of V2O5 into V2O3. Al2O3

is a non-transistor of oxygen and is not included in the growing film on InP and reduces the
chemostimulating effect of vanadium oxide (V).
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4. Conclusions

The influence of the inert component Al2O3 on V2O5 chemostimulating action during
the thermal oxidation of InP in the presence of a mixture of these oxides in the gas phase was
identified. Negative deviation from linearity of the nanoscaled oxide film thickness on InP with
a minimum 20% Al2O3 + 80% V2O5 for the composition correlated with the transformation
of V2O5 into V2O3, which does not have the ability to act as an oxygen transit. Thus, Al2O3

which is inert to the process of InP oxidation (AES, EPMA) changes the temperature range and
the nature of V2O5 transformations. This is the ultimate reason for the deviation from linear
dependence of the oxide film thickness formed on InP.
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Fe3+ ion doped barium titanate (BT) nanopowders were synthesized by the sol gel route. The average size of
tetragonal bariun titanate (t-BT) powders lies in the range 16–40 nm. The specimens show ultraviolet (UV)
emission (peak at 376 nm) along with emission in violet, blue, green and yellow color. The blue band (peak
at 452 nm) is seen to grow significantly with annealing temperature. This band arises due to Ti3+ defects
which are stabilized by Fe3+ ions in BT specimens. The samples show two distinct Electron Paramagnetic
Resonance (EPR) bands of g-value around 4.11 and 1.98, which originated from Fe3+ ions and Ti3+ defects
respectively. A correlation between the photoluminescence (PL) and EPR band intensity, grown from same
species, was found.

Keywords: barium titanate, photoluminescence, nanoparticles.

1. Introduction

Pure Barium Titanate (BaTiO3, BT) and transition metal ion-doped BT have impor-
tant applications in electromechanical devices such as capacitors, transducers, thermistors,
actuators, humidity sensors etc [1-4]. BT also has interesting optical properties with po-
tential application in high-density optical data storage, laser power combining and optical
computing [5]. Of all the known defects in BT, iron is easily soluble and has a significant
effect on the optical properties of BT [6-8]. Katyar et al observed a structure-less visible
emission band in BT at 500 nm at low temperature revealing lower emission energy than
its band gap [9]. BT nanocrystals (nc-BT) show relatively enhanced photoluminescence
(PL) emission [9, 10]. Various reports were published to describe the origin of the visible
emission shown by BT [11-13]. It was reported that the emission is related to the charge
transfer between titanium and oxygen atoms. The luminescence from bulk BT was as-
cribed to the presence of self-trapped excitons (STE) within TiO6 octahedra, viz Ti3+−O−

STE [10]. Zhang et al established that the PL of BT is due to localized states promoted by
the intrinsic defect distribution (oxygen vacancy) [14]. Those states essentially decrease
the band gap energy of BT. Recently, a group has established that both five-fold and six-
fold oxygen-Ti coordination exist in amorphous BT systems, which is responsible for PL
in disorder materials [15-17]. Therefore, from the above discussions it seems that more
investigations are required in this field to understand the origin of the emission shown
by BT.

PL emission from an acceptor doped or Fe-doped BT system are of particular
interest in this work. Here, we report the emission from Fe3+-doped nc-BT powders. The
emission appears both in ultraviolet and visible range of wavelength. PL emissions have
correlation with electron paramagnetic resonance (EPR) signals shown by the specimens.
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2. Experimental

Iron ion doped BT ultrafine powder were synthesized by the sol-gel hydroxide
method using barium hydroxide [Ba(OH)2·8H2O, Merck], tetraisopropyl orthotitanate
[Ti(C3H7O)4, Merck] and iron(III) nitrate [Fe(NO3)3·9H2O, Merck] as starting materi-
als [18]. Here, the powders were doped with 2 mole% of Fe3+. The concentration of
the dopant was chosen within the solubility limit of Fe3+ in BT [19]. Ba(OH)2·8H2O
was dissolved in ethanol and glacial acetic acid (1:1 volume ratio) by stirring and heating
the solution at 50-70 ˚ C. After cooling the solution to room temperature a stoichiometric
amount of tetraisopropyl orthotitanate was added drop wise. Then, a calculated amount
of iron nitrate, prepared separately, was added to the above solution. The clear solution,
which was obtained after stirring for a few minutes, was allowed to gel at room tempera-
ture. The dried gel-powders were calcined at different temperatures between 400-700 ˚ C
for two hours in a tube furnace to obtain doped nc-BT powders. XRD patterns of the
specimens were recorded using Phillips powder Diffractometer. The microstructures of the
samples were investigated by a TEM of JEOL. A Perkin-Elmer luminescence spectrometer
was used to study the light emission from the samples. The EPR spectra were recorded at
an X-band frequency (∼9.43 GHz) with a Varian Associates spectrometer.

3. Results and discussions

Figure 1 shows X-ray diffraction patterns of 2 mole % iron ion doped BT powders
obtained by heating the gel-powders at different temperatures. We have calculated inter-
planar spacing (dhkl) values, corresponding to each of the diffraction peaks. Specimen
‘a’, gel-powders annealed at 400 ˚ C, shows a set of dhkl values that matches with an or-
thorhombic (o-BT-II) crystal structure (Pnma space group), with average lattice parameters
a=0.6435 nm, b=0.5306 nm, and c=0.8854 nm. The observed dhkl values are reproduced
with a standard deviation of ±0.0005 nm. The orthorhombic phase (o-BT-II) is struc-
turally different from conventional orthorhombic BT. A thorough analysis by the Rietveld
method was given in our previous reports [19, 20]. Specimens ‘b’ and ‘c’, heating the
gel-powders at 600 ˚ C and 700 ˚ C respectively, contain two sets of dhkl values. One set is
due to standard tetragonal BT phase and other set of dhkl values arise due to orthorhombic
crystal structure. A large fraction of the o-BT-II is promoted to t-BT at a temperature of
700 ˚ C via a surface diffusion limited o→t transformation process. The average diameter
(D) of the grains was determined from the FWHM values in the XRD peaks by using
Debye-Scherrer relation dXRD = kλ/β(θ)cos(θ), where λ is the wavelength of X-ray, β the
FWHM of the (200) peak, θ the diffraction angle and the constant k ≈1. The average
sizes of 16 nm and 40 nm were obtained for the t-BT samples annealed at 600 ˚ C and
700 ˚ C respectively.

The grain size of the nanocrystalline ceramics was also estimated using transmis-
sion electron microscope (TEM). A typical micrograph from specimen ‘c’ is shown in
Fig. 2a. The corresponding diffraction patterns are shown in Fig. 2b. There is a distribu-
tion of particle sizes in the specimens. The results estimated from TEM reasonably agree
with those obtained from XRD.

Figure 3 shows EPR spectra of the specimens after heating the powders at (a)
400 ˚ C, (b) 600 ˚ C, and (c) 700 ˚ C for 2 h in air. The samples show two distinct EPR
bands (Band I and Band II) of g-value around 4.11 and 1.98. The intensity of Band-II
increases by 55% as the sintering temperature rises from 400 ˚ C to 700 ˚ C. The positions
of the signals are not altered significantly. The reverse trend is observed for the Band I
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Fig. 1. XRD patterns for 2% Fe-doped BT nanopowders after heating a sol-
gel precursor at (a) 400 ˚ C and (b) 600 ˚ C (c) 700 ˚ C for 2 hr in air. A
close-up in the inset compares the shift in (101) peak of sample (b) and (c)

Fig. 2. A typical (a) TEM image and (b) Diffraction pattern taken from
specimen ‘c’ heat-treated at 700 ˚ C for 2hr. The diffraction rings in the
pattern (from center to edge) can be indexed as the (101), (111), and (002)
peaks of a tetragonal (P4mm) BT phase

signal, as its intensity is decreased by 58% with the same change in sintering temperature.
Thus, when the Band I signal is strong, the Band II signal is weak and vise versa. The
O−

i is a common EPR sensitive species (g ∼ 2) in oxides [21, 22]. A peak at g=1.97 was
reported in BT due to localized Ti3+ states [23]. In the present case, intensity of the signal
at g = 1.98 have increased with the annealing temperature and the doped specimens show
an extra EPR peak (g = 4.11). EPR studies of Fe3+ (3d5, S = 5/2) in the tetragonal phase
have been reported previously [24-26]. In a large number of Fe3+-containing materials, a
symmetric and isotropic line at g ≈4.0–4.2 as well as a line at g = 2.0 was observed. In our
case, the g-value at 4.11 indicates that the iron ions are trivalent and the site symmetry
is slightly distorted octahedral. Here, the Fe3+ occupies the Ti4+ sites which produce
distorted octahedral symmetry. This case produces a low symmetry site structure. As the
Fe3+ ions occupy the Ti4+ sites, EPR response of Fe3+ doped BT may be expected to exhibit
changes upon crystallization due to removal of distortion around various ions in the BT.
This argument is supported by our experimental observation where the signal intensity
of Band I decreases with annealing temperature. Band II that grows with annealing
temperature can originate either due to species Fe3+ or Ti3+. In the absence of Fe3+ ions,
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the same signal is eliminated with increased annealing temperatures. The appearance of
a few emission bands from the doped BT specimens, when excited properly, corroborates
the EPR results.

Fig. 3. EPR spectra for 2% Fe doped BT nanopowders after heating a sol-gel
precursor at (a) 400 ˚ C, (b) 600 ˚ C, and (c) 700 ˚ C for 2 hr in air

The emission spectra from the specimens, irradiated at 250 nm by a xenon lamp,
are shown in Fig. 4. The excitation energy was chosen from the excitation spectra of
the specimens which show an intense peak at 250 nm. The spectra are analyzed by
fitting with multiple Gaussian curves. A typical Gaussian fitting of PL spectrum from
the specimen ‘c’ is shown in Fig. 5. The composite specimens, ‘b’ and ‘c’, also show
same bands with different intensity level and shifted peak positions. The UV emission
peak shifts significantly to higher wavelengths with increasing annealing temperatures.
Typically the peak at 376 nm in specimen ‘a’ is shifted to 395 nm in specimen ‘c’. It
is evident from Gaussian fitting data that the band intensity of 421 nm and 619 nm line
decreases and other bands grow on annealing the powder at temperature as high as 600 ˚ C
or above. Among the bands, the growth of 452 nm line is distinct and significant.

The band gap of BT lies between 3–3.2 eV, as obtained from optical absorption edges
[27]. Thus, the energy corresponding to the 250 nm line makes a direct transition and
the UV emission band is assigned to a direct band gap transition. The band gap energy
of nc-BT has increased to 4.9 eV according to the excitation maxima. Luminescence
at ∼2.96 eV (421–424 nm) is caused by the transition from the near conduction band
edge to the valance band. It is argued that the electronic band structure of BT has a
low-lying narrow conduction bands resulting from defects [28]. In amorphous materials,
nonbridging oxygens (i.e. ones which are bonded to a single main group atom) participate
in ionic interactions to form a typical network like Ti-O. Crystallization into a single o-
or t-BT polymorph can lead to the elimination of defects or imperfections, particularly
of nonbridging oxygen of a TiO5 group, in which Ti is penta-coordinated by oxygen. A
decrease in the intensity of the 421 nm line, as observed experimentally, supports these
statements. The recombination process corresponding to the charge transfer from the
central Ti3+ to adjacent V +

0 states in the TiO5 groups leads to a luminescence peak
centered at 452 nm.
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Fig. 4. Photoluminescence spectra for 2% Fe doped BT nanopowders after
heating a sol-gel precursor at (a) 400 ˚ C, (b) 600 ˚ C, and (c) 700 ˚ C for 2
hr in air

Fig. 5. Photoluminescence emission spectra of the specimen heated at
700 ˚ C for 2 hr fitted with Gaussian curves

The energy interval (∼2.75 eV) between Ti3+(3d1)- and V +
0 states supports the

emission at a wavelength of 452 nm. Experimentally, the band is observed to grow con-
siderably with annealing at higher temperatures. If it is considered that EPR Band II
originates from Ti3+ species then a correlation between the PL band and EPR band inten-
sity is found. The intensities of both signals increase with higher annealing temperatures.
In that case, Fe3+ ions certainly play an important role in stabilizing Ti3+ defects in BT,
even samples sintered at higher temperatures. In amorphous and composite materials, a
large amount of “broken” surfaces or dangling bonds and color centers intrinsically exist
either in a distorted structure or a highly strained lattice (as in this example of o-/t-BT-
nanocrystals) and involve a series of Eem levels localized within the forbidden gap. They
very sensitively tailor the light emission in multiple bands at room temperature. The blue
emission at 485 nm (∼2.57 eV) is attributed to the intraband transitions from self-trapped
excitons [28, 29]. It is also evident from Gaussian fitting data that a prominent yellow
emission is centered at ∼2.38 eV (520–524 nm) and its intensity increases as the sintering
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temperature increases. The electrons’ polarons interact with holes, possibly trapped near
crystal defects or impurities, and form an intermediate state: self-trapped exciton (STE).
These self-trapped excitons contributed to the 485 nm and 520 nm emissions [10, 30].
The band at 620–600 nm is explained in terms of the transition from Fe3+ states to the
valence band of BT. The intensity of this band decreases with annealing temperature and
a correlation with EPR band I grown from the same species is found. The existence of
Fe3+ energy states in BT was earlier established from optical absorption data [8]. PL
measurements and optical absorption studies of nc-BT powders that are heat-treated under
different atmospheres would provide much useful information.

4. Conclusions

BT nanopowders doped with 2 mole % Fe3+ ions were synthesized by the sol
gel route. The gel-powders annealed at 400 ˚ C show orthorhombic BT (o-BT-II) crystal
structure. The o-BT-II phase begins to transform to t-BT on heating the specimens at
temperatures as high as 600 ˚ C. The average size of t-BT powders range from 16–40 nm.
The samples show two distinct EPR bands (Band I and Band II) of g-value around 4.11 and
1.98. The Band I signal (g=4.11) originates due to isolated Fe3+ ions in low symmetry site
at low temperatures. As the Fe3+ ions occupy the Ti4+ sites, the EPR response exhibits
changes upon crystallization due to removal of distortion around various ions in the BT.
Band II, which grows with annealing temperature, originates due to Ti3+ defects stabilized
by Fe3+. The specimens show UV emission (peak at 376 nm) along with the emission
in violet, blue, green and yellow color (421, 452, 485, 526, 619 nm). The redshift of the
UV emission band is primarily caused by quantum size effects. The blue band (452 nm)
is seen to grow with annealing temperatures due to Ti3+ defects which are stabilized by
Fe3+ in the doped specimens. A correlation between the PL band and EPR band intensity,
grown from same species, was found.
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Cis-[CoIII(tn)2(Rpy)Br]Br2, (R = 4-CN, H, 4-Bz, 4-Me, 4-Et, and 4-MeNH), in aqueous 2-propanol exhibit
varying adsorption characteristics and led to surface compound formation. UV (λ = 254) excitation of the
nano-TiO2//cobalt(III)-(Rpy) surface compound resulted in interfacial electron transfer (IFET) reaction. The
IFET has been found to be dependent upon the coordination environment of the complex, more precisely
due to the Rpy ligand. In addition, the proposed mechanism of the IFET reaction includes the formation of
a CoII ion implanted in nanocrystalline TiO2. This photoreduction was found to be solvent controlled. The
photoefficiency of the CoIIaq formation was spectrally analyzed simultaneously as CoII:TiO2 was isolated from
the photolyte solution. The isolated solid was subjected to FTIR, DRS, PXRD, and SEM-EDX instrumental
analysis. It is concluded that the removal of metal ion in the form of a complex is coordination structure
dependent, hence, seems more specific in removal efficiency and in doping the anatase lattice.

Keywords: surface adsorption, interfacial electron transfer reaction, cobalt doped nano-TiO2.

1. Introduction

Interfacial electron transfer (IFET) between sensitizer molecular adsorbates and
semiconductor materials has been a subject of intense research in recent years. Examples
include, among others, photocatalysis [1], surface photochemistry [2,3], dye-sensitized
solar cells (DSSCs) [4], organic semiconductor-based photovoltaics [5], and nanoscale
optoelectronics based on a single molecule or a small group of molecules [6]. This is
a fundamental process in surface chemistry, relevant to a broad range of practical ap-
plications, including effective mechanisms of solar energy conversion [7,8], photoelectro-
chemistry [9], artificial photosynthesis and imaging [10]. Despite its great technological
significance, IFET remains poorly understood [1,2] compared to electron transfer in homo-
geneous solutions [11].

At present, TiO2 is considered as the most promising photocatalyst because of
its low cost, nontoxicity, excellent stability, and high efficiency [12]. However, it can
be activated only through irradiation with ultraviolet (UV) light (4–5 % of solar light)
because of its large band gap of 3.0 eV to 3.2 eV [13]. Thus, many attempts have been
made to enhance the photocatalytic activity of TiO2 in the visible light range. Doping with
transition metals (Cr, Co, V, Fe, etc.) is one of the promising approaches [14]. Co(II)
is considered as one of the more promising candidates because of its effect in reducing
the electron–hole recombination rate and in shifting the absorption edge into the visible
light region. Co-doped TiO2 has shown high activities for degradation of acetaldehyde,
2-chlorophenol, and 2,4- dichlorophenol in aqueous solutions [15]. Transition metal-doped
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TiO2 photocatalysts are active under visible light irradiation. However, these materials
have certain disadvantages, such as thermal instability as well as low quantum efficiency
of the photoinduced charge carriers [16,17]. To overcome these drawbacks, considerable
effort has been exerted to modify the properties of transition metal-doped TiO2 using
nonmetal impurities [18]. In this work, the luminescence properties of anatase TiO2

samples doped with different amounts of Co2+ when were excited using a source with
energy (2.54 eV), well below the TiO2 bandgap, is reported. The effect of introducing
defects through the incorporation of Co atoms in the TiO2 lattice is discussed. With
this approach the electron–hole recombination, which is excitonic in nature, is not excited
because laser energies greater or on the order of the bandgap are required; instead, this
study is focused on the defects-related emission band observed by Sekiya et al. [19]
at 1.95eV (77 K). In our sol–gel samples, this band was observed at 2.02eV at room
temperature [20].

Understanding the photophysics of transition metal complexes attached to semicon-
ductor surfaces is essential for the design of artificial systems for solar energy conversion.
In particular, Cobalt(III)-pyridyl complexes have attracted a great deal of attention as a
promising class of compounds with long-lived charge-separated states and rich photochem-
ical properties. However, their electronic excitations and photoconversion mechanisms
remain only partially understood. This paper builds upon our recent work [21,22] and ad-
dresses the study of TiO2 nanoparticles sensitized with cis-[CoIII(tn)2(Rpy)Br]Br2 (where
R=4-CN, H, 4-Bz, 4-Me, 4-Et, and 4-MeNH) adsorbates. Our study includes the character-
ization of the electronic excitations, electron injection time scales, and IFET mechanisms
[23] IFET photoefficiency and photo degradation of 2-propanol. Here, we focus on TiO2

surfaces modified by Co(III)-pyridyl complexes attached by nitrogen linkers. Emphasis
is given to the characterization of the electronic excitations and injection time scales as
determined by the nature of the molecular adsorbates and the attachment modes.

2. Experimental

2.1. Materials and methods

CoCl2.6H2O (99%), R-pyridine (Rpy), ferric chloride, potassium oxalate, sodium
acetate, ammonium thiocyanate, nanocrystalline titanium dioxide (surface area = 200–220
m2/g and particle size = 25 nm) and DMSO-d6 (NMR solvent) were purchased from Sigma
Aldrich. 1,3-diamino propane (LR), pyridine, 1,10-phenanthroline and all other chemicals
were purchased from Himedia and SD. Fine Chemicals (India). All the solvents and 1,3-
diamino propane were purified by distillation and water was triply distilled over alkaline
KMnO4 in an all glass apparatus. Analytically pure crystals of cis-[CoIII(tn)2(Rpy)Br]Br2
adsorbates (where R = 4-CN, H, 4-Bz, 4-Me, 4-Et, and 4-MeNH) were synthesized by a
modified procedure [24] and recrystallized.

2.2. Instrumentation

Cobalt(III) complexes were photolysed using a 254 nm, 6 watt low pressure mer-
cury vapor lamp as the light source (Germicidal G4T5, 3H, model 3006) in a small quartz
immersion well (model 3210, 80 mL cap. Photochemical Reactors Ltd, UK). Electronic ab-
sorption spectral studies were undertaken on a double beam spectrophotometer (Shimadzu
2450, Japan) with integrating sphere attachment (ISR-2200). UV-vis diffuse reflectance
spectra (UV-vis DRS) were recorded in absorbance mode at room temperature in the
200–1000 nm range on a Shimadzu, (UV 2450) double-beam spectrophotometer equipped
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with integrating sphere attachment (ISR-2200) using BaSO4 as the reference. The instru-
ment is interfaced with a computer for data collection and analysis. Fourier transform
infrared (FTIR) spectra were recorded in the 4000–400 cm−1 range using a Thermo Nico-
let 6700 FTIR spectrophotometer using KBr wafer with resolution 0.1 cm−1. 1H NMR
measurements were made on a Bruker instrument; model Avance-II in 400 MHz Fourier
transform-nuclear magnetic resonance with DMSO-d6 solvent. PXRDs were collected on
an 800 W Philips (PANANALYTICAL, Almelo, The Netherlands) powder diffractometer
equipped with an etched glass plate sample holder by rotating anode diffractometer in
the 2θ range 10–80 ˚ with step size of 0.02 ˚ using Cu Kα (λ = 1.5406 Å) radiation to
determine the identity of any phase and their crystalline size. Surface morphology and
chemical mapping were examined by SEM (Hitachi, S-3400N microscope), operating at
0.3-30 kV. Microanalyses (energy dispersive X-ray analysis, EDX) were performed with
Thermo SuperDry II attachment of SEM.

2.3. Photocatalytic activity measurement

The photocatalytic activity of nano-TiO2 was evaluated by measuring the efficiency
of the reduction of the CoIII(tn)2(Rpy)Br2+ complex in neat water/aqueous 2-propanol so-
lutions under 254 nm light irradiation. The photoefficiency was calculated by estimating
photogenerated CoII by Kitson’s method [25]. Photoreduction was carried out in a reactor
vessel using a 254 nm low pressure mercury vapor lamp, which were housed in a fume
hood (Lab Guard), covered with black polythene sheet to prevent extraneous light. The
photoreactor is a double walled quartz vessel, in which, photolyte mixture (100 mg of
nano-TiO2 crystals in 80 mL of cis-CoIII(tn)2(Rpy)Br2+ (1.68 × 10−3 M) solution and
1M NaNO3) was taken in the inner jacket and cool water in the outer jacket. Prior to
irradiation, the suspension of the catalyst was achieved by ultrasonic treatment and contin-
ued magnetic stirring in the dark to attain cobalt(III) complex ion adsorption/desorption
equilibrium on the catalyst. The photolyte suspension was irradiated with 254 nm light
for defined periods (0, 2–16 min). About 4 mL aliquots were sampled and centrifuged
to remove the semiconductor particles and then spectrally analyzed. In order to dimin-
ish experimental error, experiments were repeated at least two-three times for the same
sample and the mean value was calculated. Photoefficiency of Co(II) formation in terms
of percentage, PE (%) was computed using the formula: PE (%) = [(At- Ai)/At] × 100
where Ai and At are the absorbances of the photolysed solutions initially and at definite
time interval ‘t’ respectively.

3. Results and discussion

3.1. Photocatalytic reduction of CoIII(tn)2(Rpy)Br2+

Cobalt(III)-Rpycomplex is a good UV light absorber, however, it decomposes on
exposure to light over a long period of time due to ligand to metal charge transfer (LMCT)
bands (λ =∼356 nm). Surprisingly, the addition of nano-TiO2 (anatase) provoked the com-
plex to degrade more efficiently and a higher amount of cobalt(II) was generated. Figure 1
depicts repetitive scan spectra of CoIII(tn)2(4-Etpy)Br2+ complex observed at defined irra-
diation time intervals; there is a blue shift in the absorption maxima at λ = 357 → 351 nm
and red shift at λ = 512 → 518 nm. The absence of an isosbestic point in the repeti-
tive scan spectra indicates the decomposition of the complex during the reduction process
suggesting, perturbation of the CoIII centre due to IFET. The photoefficiency of Co(II)
formation by TiO2 (e−cb/h

+
vb)/scavenger of CoIII(tn)2(4-Etpy)Br2+ is increased with respect
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to the concentration of 2-propanol and more active at higher concentrations in the pho-
tolytic solutions. This implies the observed photoefficiency (Table 1) for the formation of
CoII is a summation of the individual electron transfer reactions due to (i) excited nano-
TiO2: CoIII(tn)2(Rpy)Br2+ + nano-TiO2 + hν (λ = 254 nm) → CoII + products and (ii)
ligand to metal charge transfer transition in cobalt(III) complex: CoIII(tn)2(Rpy)Br2+ + hν
(λ = 254 nm) → CoII + products. However, the former path is predominant and requires
a thorough investigation.

Fig. 1. Repetitive scan spectra recorded for the photocatalysed CoIII(tn)2
(4-Etpy)Br2+ complex ion in nano-TiO2 suspension in neat water at various
time intervals: 0, 2, 4, 8, 12 and 16 min respectively. Complex concentra-
tion = 1.68×10−3 M, ionic strength = 1M NaNO3, pH ∼ 7 and at 298 K

In the case of photoreduction of CoIII(tn)2(Rpy)Br2+ complex with nanocrystalline
titania influence than that of polycrystalline titania. Nanocrystalline materials are single- or
multi-phase polycrystalline solids with a grain size of a few nanometers (1 nm = 10−9 m =
10 Å), typically less than 100 nm. Since the grain sizes are so small, a significant vol-
ume of the microstructure in nanocrystalline materials is composed of interfaces, mainly
grain boundaries, i.e., a large volume fraction of the atoms resides in grain boundaries.
Consequently, nanocrystalline materials exhibit properties that are significantly different
from and often improved over, their conventional coarse-grained polycrystalline counter-
parts [26]. In polycrystalline wide band gap oxide semiconductors such as ZnO and TiO2,
the photoconductivity (PC) has been observed to decay very slowly, over a period of many
hours to several days [27,28]. This slow decay is often referred to as ‘persistent PC’
and different possible explanations have been proposed [29-31]. In some cases, models
have been fitted to the experimental data for the determination of electronic parameters
of the materials, such as the energy distribution of charge carrier traps [32,33] Pho-
tocatalytic degradation studies of pollutants using either Co(II)-tetrasulfophthalocyanine
grafted on TiO2 via a silane reagent or polycrystalline TiO2 samples impregnated with
Cu(II)-phthalocyanine [32] were reported in the literature.
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Table 1. Photoefficiency P.E (%) of formation of Co(II) upon λ = 254 nm
irradiation of cis CoIII(tn)2(Rpy)Br2+ in aqueous 2-propanol at 298 K. ionic
strength 1M NaNO3, complex concentration = 1.68 × 10−3M

Rpy
PE (%) in water/PriOH(w/w)% pKa

value
100/0 95/5 90/10 85/15 80/20 75/25 70/30 of Rpy

4-CN
- 14±0.5 18±1.0 19±1.0 21±0.7 26±0.8 28±0.9 32±0.6

1.90poly-TiO2 16±1.0 17±0.5 21±1.0 24±0.8 29±0.7 31±0.6 37±0.5
nano-TiO2 17±0.7 20±0.9 24±0.5 29±0.8 31±0.6 37±1.0 41±1.4

H
- 15±0.8 21±0.7 29±1.0 34±0.5 38±1.4 40±0.9 42±1.2

5.25poly-TiO2 14±0.6 24±1.0 32±0.8 35±0.8 41±0.7 44±0.9 48±1.2
nano-TiO2 18±1.0 25±0.7 34±0.6 39±1.0 45±0.5 51±0.9 55±0.5

4-Bz
- 12±0.8 19±1.0 24±0.6 28±0.7 32±0.8 38±0.5 41±1.2

5.59poly-TiO2 16±0.6 23±0.8 28±1.0 30±1.4 34±0.5 38±0.9 49±0.8
nano-TiO2 18±0.6 21±0.8 29±0.7 31±0.5 36±1.0 44±0.9 57±1.4

4-Me
- 12±1.0 19±1.0 26±0.5 29±0.8 34±0.9 38±0.8 49±1.4

6.02poly-TiO2 17±1.0 23±0.5 29±0.6 34±0.8 37±0.9 45±0.9 52±0.7
nano-TiO2 19±0.7 26±0.5 33±1.0 38±0.6 46±0.8 54±1.4 57±0.9

4-Et
- 18±1.2 24±0.6 28±1.0 31±0.5 36±1.4 41±0.8 49±0.5

6.02poly-TiO2 19±1.0 27±1.0 32±0.9 37±0.8 45±0.5 48±0.8 53±1.4
nano-TiO2 21±0.6 28±0.5 35±1.0 39±0.9 49±0.8 58±0.5 64±0.7

4-MeNH
- 19±0.8 24±0.5 29±0.5 32±1.0 46±1.0 52±0.8 53±0.9

9.70poly-TiO2 23±0.7 28±0.8 32±0.5 38±0.6 49±1.0 58±0.9 61±0.5
nano-TiO2 26±0.8 31±0.6 37±0.7 44±0.5 54±1.0 63±0.9 69±0.8

3.2. Photo-oxidation of 2-propanol to acetone by 1H NMR

The photoreduction was systematically followed by NMR measurements which in-
dicate the growth of acetone peak progressively appearing in signal intensity as a function
of dosage of light [34]. Table 2 exhibits 1H NMR signals due to 2-propanol appearing at
δ = 1.0 to 1.1 ppm (-CH3) and δ = 3.8 to 3.93 ppm (-CH) before the initiation of photore-
duction and after defined irradiation periods. There is a steady growth of the signal due to
photo released acetone and the signal intensity increases with respect to the level of light
irradiation. That is, a new 1H NMR signal at δ = 2.04 ppm indicates the formation of
acetone and the signal strength (Table 2) increases considerably with increased irradiation
times [35]. In fact, the integrated intensity of the acetone signals gradually increase,
whereas the -CH and -CH3 (2-propanol) signals gradually decrease. The origination of
acetone is from the oxidation of 2-propanol resulting from the scavengingof valence band
holes by the alcohol: nano-TiO2 (h+) + (CH3)2CHOH → CH3COCH3.

3.3. Mechanism of photoinduced electron transfer reaction

It is apparent from Table 1 that excited nanocrystalline TiO2 shows better catalytic
activity, which critically depends upon the surface-substrate interaction. Surface affinity
of molecules/ions is a competing feature of the surface, therefore, formation of poly (or)
nano-TiO2//cobalt(III)-(Rpy) surface compound is inevitable. Therefore, an enhancement
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Table 2. 1H NMR data for the generator of acetone upon λ = 254 nm
irradiation of CoIII(tn)2(4-Etpy)Br2+ at 298 K in DMSO-d6. Photocatalyst
nano-TiO2, ionic strength 1N NaNO3, complex 1.86×10−3M. ‘A’ and ‘P’,
respectively, denote acetone and 2-propanol

Irradiating 2x -CH3(d) P -CH(m) P 2x
time (min) δ ppm δ ppm -CH3(s) A

δ ppm

0 0.98 0.99 3.72 3.73 3.75 3.61 3.78 3.79 3.81 -
8 0.98 0.99 3.72 3.73 3.75 3.76 3.78 3.79 3.81 2.02
16 0.98 0.99 3.72 3.73 3.75 3.76 3.78 3.79 3.81 2.02
45 0.98 0.10 3.71 3.73 3.75 3.76 3.77 3.79 3.80 2.02

in the photocatalytic reduction originates from (i) Rpy can modify the surface affinity of
CoIII(tn)2(Rpy)Br2+ ion with the nano-TiO2 surface and (ii) photoexcitation can prompt
the formation of microdomains in nano-TiO2 with characteristic hydrophobic/hydrophilic
behavior. Therefore, accumulation of adsorbate is varied, and hence, available for reduction.
In addition, charge relaxation/recombination processes of nano-TiO2 (e−, h+) pair are
altered due to the formation of compact nano-TiO2//cobalt(III)-(Rpy) surface compound,
(CoIIIad). Such processes provide a favorable negative charge potential for reduction of the
Co(III) center. Thus, the overall efficiency of heterogeneous photocatalysis is determined by
the adsorbate content and population/lifetime of the charge carriers for interfacial charge-
transfer processes [36,37]. Sixth ligand (Rpy) in CoIII(tn)2(Rpy)Br2+ with a hydrophobic
tail imparts variation in surface adherence of the complex ion on the surface of nano-TiO2,
however, the adsorption process is restricted by thermodynamic aspects. To rationalize
these observations, one must invoke a mechanism that incorporates several complementary
routes as given in eqs. (1-7).

Surface compound formation: nano-TiO2 + CoIII(tn)2(Rpy)Br2+ → nano-TiO2// (1)
CoIII(tn)2(Rpy)Br2+

Photoexcitation: nano-TiO2 + hν → nano-TiO2(e−, CB) + nano-TiO2(h+, VB) (2)
Charge trapping: (e−, CB) → (e−, tr) (3)

(h+, VB) → (h+, tr) (4)
Electron-hole recombination: (e−, tr)/(e−,CB)+ (h+,tr)/(h+, VB)→(e−,tr)+heat (5)
Electron transfer: nano-TiO2 (e−, CB)/ (e−, tr) + (CoIIIad) → CoIIsurf + CoIIaq (6)
Hole transfer: nano-TiO2(h+, VB)/ nano-TiO2 (h+, tr)+(CH3)2CHOH→CH3COCH3 (7)

Where (e−, tr) and (h+, tr) represent charge trapped surface states while CoIIIad,
CoIIsurf , and CoIIaq represent surface compound, surface implanted species and aqueous
species respectively. It is unlikely that the photoreduction of Co(III) proceeds through
multielectron process, but it should occur in one electron step. The predominant reduction
path of the metal centre is as given in eqs. 1-7 with a limited contribution from charge
transfer population states like: σ(N) → dσ*(Co) and σ(Cl) → Co.

3.4. pKa dependent photoreduction

In this investigation, a linear dependence of photoefficiency(%) of CoIII(tn)2(Rpy)
Br2+/TiO2 suspension with respect to the Rpyligand in terms of acidity constant (pKa)
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as shown in Figure 2 is observed. Linear regression analysis of PE% versus pKa yields
a slope indicating that electron donating groups in Rpy (pKa > 5.25) enhances photo
efficiency (%) and that electron withdrawing groups in Rpy (pKa = 1.90) reduces the
photo catalytic behavior. Therefore, it can be concluded that coordination environment of
the metal centre of a transition metal ion can greatly influence the photochemical character
of the complex.

Fig. 2. Linear plot of photoefficiency vs. pKa value of aryl amine (R) in
CoIII(tn)2(Rpy)Br2+; � absence of nano-TiO2, • presence poly-TiO2, and
� presence nano-TiO2 in 70/30 (w/w)% water/PriOH

It is interesting to note that the PE (%) of CoII generation is (i) linearly increasing
with 2-propanol content and (ii) showing some relationship with variation in the Rpy ligand
of the complex. This non-consistency can be attributed to nanoparticle (or polycrystalline)
surface//cobalt(III)-Rpy affinity and subsequent interfacial electron transfer. Accumulation
of cobalt(III) complex on the surface of nano-TiO2 to form a compact layer is mainly
dependent upon the blocking effect of Rpy due to electron withdrawing and electron
donating properties. Pellizzetti and co-workers showed a significant alteration in the
distribution of aromatic intermediates on the surface of TiO2 in their study [38]. Figure 2
shows photoefficiency vs pKa of the aryl amine of the Rpy ligand of six CoIII(tn)2(Rpy)Br2+

complexes. It is interesting that, within this limited set of complexes at least, there is an
obvious relationship between PE and the pKa value of the ligand. There is a reasonable
enhancement in the PE with aromatic ring electronic nature of the Rpy ligand, which
appears to asymptotically approach a limiting value.

3.5. Characterizations of cobalt-doped nano-TiO2

The isolated solids were subjected to spectral, macrostructural, microstructural,
and surface morphological analyses. Therefore, the irradiated CoIII(tn)2(Rpy)Br2+ with
nanocrystalline TiO2 were subjected to FTIR, DRS, PXRD and SEM-EDX analyses. The
experimental results yield the characteristic features on the inclusion of cobalt ion in
anatase lattice, which was confirmed by XRD patterns. XRD and SEM results revealed
that the particle size of Co-doped nano-TiO2 is enhanced as the result of the UV-light
irradiation method. Here, we focus on TiO2 surfaces modified by CoIII(tn)2(Rpy)Br2+
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complexes attached by nitrogen linkers. Emphasis is given to the characterization of
the electronic excitations and injection time scales as determined by the nature of the
molecular adsorbates and the attachment modes.

3.6. FTIR, DRS and powder X-ray difraction analysis of Co/nano-TiO2

Transmittance peaks observed between 450–600 cm−1 can be assigned to the
Ti-O-Ti bond as shown in Figure 3(A). Both pure and Co-doped nano-TiO2 showed a
characteristic band at 511 cm−1 corresponding to a Ti-O bond of the anatase phase. Ti-O
vibration tends to shift to lower energy regions with Co content in nano-TiO2. The DRS of
undoped anatase [39] showed 100% reflectance, and doped samples absorb more effectively
from 480–600 nm. Nano-TiO2 with low cobalt density absorbs at ∼563 nm, and the λmax

shifts towards ∼574 nm (Figure 3(B)). The red shift is attributed to the 3d Co2+ electrons
into the conduction band of nano-TiO2. The absorption spectrum of TiO2 consists of a sin-
gle broad intense absorption around 400 nm due to the charge-transfer from the valence
band (mainly formed by 2p orbitals of the oxide anions) to the conduction band (mainly
formed by 3d t2g orbitals of the Ti4+ cations) [40]. Pure TiO2 showed absorbance in the
shorter wavelength region while Co/TiO2 and the DRS results showed a red shift in the
absorption onset value in the case of Co-doped titania. The doping of various transition
metal ions into TiO2 could shift its optical absorption edge from the UV into the visible
light range, but no prominent change in the TiO2 band gap was observed [40].

Fig. 3. (A) Diffuse reflectance spectra, (B) FT-IR spectra and (C) PXRD
pattern of the pure nano TiO2 and x%Co:nano-TiO2

Figure 3(c) shows the X-ray diffraction patterns of the undoped and cobalt-doped
TiO2 samples. The nanocrystalline anatase structure was confirmed by (1 0 1), (0 0 4),
(2 0 0), (1 0 5) and (2 1 1) diffraction peaks [41,42]. The XRD patterns of anatase have
a main peak at 2θ = 25.2 ˚ corresponding to the 101 plane (JCPDS 21-1272) while the
main peaks of rutile and brookite phases are at 2θ = 27.4 ˚ (110 plane) and 2θ = 30.8 ˚
(121 plane), respectively. Therefore, rutile and brookite phases have not been detected
[43,44]. The XRD patterns didn’t show any Co phase (even for 5% Co/TiO2 sample)
indicating that Co ions were uniformly dispersed among the anatase crystallites. In the
region of 2θ = 10–80 ˚ , the diffractive peak shapes of pure TiO2 crystal planes are quite
similar to that of Co/TiO2 with different concentrations of Co. The XRD patterns indicate
pure anatase phase [45] form and confirm the absence of phase transformation to other
related crystalline phases like rutile and brookite. This indicates that only a small amount
of the elements are substituted into the Ti4+ sites, while interstitially incorporated Co(II)
cannot be discounted as shown in Figure 3(C).
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Table 3. The chemical content of cobalt doped TiO2 samples, recorded for
nano-TiO2/Co,x% prepared by UV sensitized photoreduction of (1.63×10−3

M) Co(tn)2(4-Mepy)Br2+ in water at various time interval of irradiation and
at 27 ˚ according to the Energy Dispersive X-ray analysis

Irradiation Abbreviation Content Weight % (atm. %)
Time(min) of Sample Ti O Co

- nano-TiO2 59.95 (33.33) 40.05 (66.67) -
0 nano-TiO2/Co,0.26 atm. % 60.05 (33.40) 40.32 (67.12) 0.26(0.12)
2 nano-TiO2/Co, 0.53 atm. % 51.29 (26.18) 48.17 (73.60) 0.53 (0.22)
4 nano-TiO2/Co, 0.68 atm. % 35.89 (15.86) 63.43 (83.90) 0.68 (0.25)
12 nano-TiO2/Co, 0.50 atm. % 30.66 (12.93) 68.85 (86.90) 0.50 (0.17)
16 nano-TiO2/Co, 0.71 atm. % 36.97 (16.49) 62.32 (83.25) 0.71 (0.26)

3.7. Surface Morphology of cobalt doped nano-TiO2

The morphology of the undoped TiO2 sample is shown in Figure 4, revealing that
the agglomeration of nanocrystals form particles or grains, which are expected to con-
tribute more grain boundary effects. The chemical compositions of undoped and doped
samples are very essential to know the exact concentration of the dopant (Co here) and
the defects. The EDAX spectrum of undoped TiO2 shows the presence of Ti and O
elements alone in the sample, confirming the absence of any impurities. The atomic per-
centage of Ti and O elements in undoped TiO2 sample is 59.95 and 40.05, respectively,
but actual stoichiometric atomic percentage of Ti is 36.97 and O is 62.32, which shows
oxygen deficiency in the undoped TiO2 sample. Likewise, all the doped samples show
oxygen deficiency. Table 3 gives the atomic percentage of Ti, O, and Co. SEM images
illustrate that the particles, which mainly belong to anatase phase, are loosely agglomer-
ated, spherical and a few hundred nm in size (Figure 4(A)). Homogeneous and continuous
surface structure with well dispersed spheres appear as the dopant density in Co/TiO2 is
increased (Figure 4(B)(C)).

Fig. 4. (A) SEM images and (B), (C) EDX spectra, mapping, line spectra of
pure nano-TiO2 and x%Co:nano-TiO2 particles
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4. Conclusion

We have demonstrated that cis-[CoIII(tn)2(Rpy)Br]Br2 complexes are photocatalyt-
ically reduced into CoIIsol. The photoreduction is found to be solvent dependent. The
photoproduced acetone illustrates the scavenging effect of isopropanol. The IFET reaction
mechanism is important to understand the functioning and construction of nano-TiO2 pho-
tocatalysed photochemical energy conversion systems. It is concluded that the removal
of metal ion, hence, seems more specific in removal efficiency and in doping the anatase
lattice.
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The density and Coefficient of Viscosity for Polyvinyl chloride/poly(methyl methacrylate) (PVC/PMMA)
blends in tetrahydrofuran at 303.15 K and 313.15 K were measured. These measured parameters were then
used to estimate few other related physical quantities like Huggin’s constants and the interaction parameters
μ and α proposed by Chee and Sun et al. to identify the molecular interaction arising in the mentioned
polymer blend solutions. The peculiar deviation confirms the structural changes in the solution of blends.

Keywords: viscosity, polymer blends, poly(methyl methacrylate), poly (vinyl chloride), molecular interac-
tion.

1. Introduction

Polymers play an important role in all branches of industry today. Many notable ad-
vances in technology have followed the exploitation of properties offered by new polymeric
materials like blends, composites, etc. Polymer blends are prepared by physical mixing of
two or more polymers. The resulting system often exhibits properties that are superior to
any one of the component polymers [1-5]. However, the manifestation of superior proper-
ties depends upon the miscibility of homo-polymers at the molecular scale. The miscibility
results in different morphology of the blends, ranging from a single phase system to two
phase or multiphase systems [2]. The basis of polymer-polymer miscibility may arise from
several different interactions, such as hydrogen bonding, dipole-dipole forces, and charge
transfer complexes for homo-polymer mixtures [1].The importance of polymer blending
has increased in recently, because of the preparation of polymeric materials with desired
properties, low basic cost and improved processability. Polymer blends are physical mix-
tures of structurally different polymers or copolymers, which interact through secondary
forces with no covalent bonding (Krause, 1978) and are miscible at the molecular level.
As stated above, several factors contribute to polymer–polymer miscibility, including the
aorementioned hydrogen bonding, dipole– dipole forces and charge transfer complexes for
homopolymer mixtures (Varnell & Coleman, 1981; Varenell, Runt, & Coleman, 1983; Woo,
Barlow, & Paul, 1986). There are several techniques for studying the miscibility of the
polymer blends (Cabanclas, Serrano, & Baselga, 2005; Crispim, Rubira, & Muniz,1999;
Jiang & Han, 1998; Patel, 2004; Ping, 1997). Some of these techniques are complicated,
costly and time consuming, hence it is desirable to identify simple, low cost and rapid tech-
niques to study the miscibility of polymer blends. Chee (1990) and Sun, Wang, and Fung
(1992) have suggested a viscometric method for the study of polymer–polymer miscibility
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in solution, while Singh and Singh (1983, 1984)) have suggested the use of ultrasonic
velocity and viscosity measurements for testing the same properties. Palladhi and Singh
(1994a, 1994b) have shown that the variation of ultrasonic velocity and viscosity with blend
composition is linear for miscible blends and non-linear for immiscible blends. Recently,
(Varada Rajulu, Reddy, and Ranga Reddy (1998) and Varada Rajulu, Siddaramaiah, and
Reddy (1998) have used ultrasonic and refractometric techniques to study the miscibility
of polymer blends.

2. Experimental

PVC (Chemplast Sanmar limited Chennai) and PMMA (grade LG 2 Sumitomo
chemical Singapore), tetrahydrofuran from Fisher Scientific were used after purification
by fractional distillation. A dilute polymer solution of 1% w/v was prepared for visco-
metric studies. Stock solutions of polymers and the blends of PVC/PMMA of different
compositions, 20/80, 30/70, 40/60, 50/50, 60/40, 70/30 and 80/20, were prepared in
tetrahydrofuran. Viscosity measurements at 303.15K and 313.15K were made using an
Ostwald viscometer. The total weight of the two components in the solution was always
maintained at 1 g/dL. Different temperatures were maintained in a thermostat bath, with
a thermal stability of ±0.05 K.

3. Results and discussion

Viscometry is a simple and effective technique for monitoring the interactions in
polymer blend solutions. From viscometric measurements, the relative and reduced viscosi-
ties of pure polymers and their blends were obtained. Figures 1 and 2 shows the Huggin’s
plots for the PVC/PMMA at 303.15 K and 313.15 K for different weight fractions of
polymer 1 and polymer 2 (W1: W2), respectively. The values of KH were determined by
extrapolation to infinite dilution of the Huggin’s plots and the values of ‘b’ are the slopes
of the plots. This has been compared by results obtained from calculation from Huggin’s
equation. The figure indicates the considerable higher slope variation for PVC/PMMA
blend compositions. This may be attributed to the mutual attraction of macromolecules in
solution, because of the increase of hydrodynamic and thermodynamic interaction. Hence,
the PVC/PMMA blend is found to be miscible. Below this critical concentration, a sharp
decrease in the slope is observed in the Huggin’s plot, because of the phase separation. To
quantify the miscibility of the polymer blends Chee (1990) [4] suggested that the general
expression for interaction parameter when polymers are mixed in weight fractions W1 and
W2 is as follows:

ΔB =
b− b̄
2w1w2

,

where b̄ = W1b11 + W2b22 in which, b11 and b22 are the slopes of the viscosity curves for
the pure components. The coefficient b is related to the Huggin’s coefficient KH as

b = KH [η]
2,

for ternary system, the coefficient b is also given by

b = w2
1b11 + w2

2b22 + 2w1w2b12,

where b12 is the slope for the blend solution. Using these values, Chee (1990) defined a
more effective parameter as follows:

μ =
ΔB

{[η]2 − [η]1}2 ,
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where [η]1 and [η]2 are the intrinsic viscosities for the pure component solutions. The blend
is miscible when μ � 0 and immiscible μ < 0.

The reduced viscosity data for the PVC/PMMA blends at different compositions at
303.15 K and 313.15 K have been recorded in tables 1 and 2 respectively. Recently, Sun et
al. (1992) have suggested a new formula for the determination of polymer miscibility as
follows:

α = Km− K1[η]
2
1w

2
1 +K2[η]

2
2w

2
2 + 2

√
K1K2[η]1[η]2w1w2

{[η]1w1 + [η]2w2}2
where K1, K2 and Km are the Huggins’s constants for individual component 1, 2 and the
blend respectively. The long-range hydrodynamic interactions are considered while deriving
this equation. Sun et al. (1992) have suggested that a blend will be miscible when α � 0
and immiscible when α < 0 .

Table 1. The reduced viscosity data for PVC/PMMA and their blends in
tetrahydrofuran at 303.15 K at different concentrations

Concentration Reduced viscosity of different composition (dl/gm)

(g/dl) 100/0 80/20 60/40 40/60 20/80 0/100
(PVC) (PMMA)

0.2 0.70892 0.54775 0.50596 0.41444 0.26903 0.24045
0.4 0.71498 0.61076 0.549721 0.41869 0.3072 0.24592
0.6 0.76668 0.61561 0.593481 0.44595 0.31992 0.25133
0.8 0.82374 0.68196 0.637241 0.45928 0.3378 0.25681
1.0 0.85206 0.71755 0.681002 0.4697 0.36366 0.28308

Table 2. The reduced viscosity data for PVC/PMMA and their blends in
tetrahydrofuran at 313.15 K at different concentrations

Concentration Reduced viscosity of different composition (dl/gm)

(g/dl) 100/0 80/20 60/40 40/60 20/80 0/100
(PVC) (PMMA)

0.2 0.62975 0.50467 0.46226 0.37212 0.25176 0.22441
0.4 0.66873 0.53613 0.48616 0.39112 0.27847 0.23009
0.6 0.7077 0.56759 0.51165 0.41013 0.30519 0.23577
0.8 0.74668 0.59905 0.53078 0.42913 0.33191 0.24145
1.0 0.78564 0.61095 0.55945 0.44814 0.35863 0.27543

The Huggins’s plots for the pure components (PVC and PMMA) and their blends at
303.15 K and 313.15 K are shown in Fig. 1 and Fig. 2 respectively. The figure indicates the
considerable higher slope variation for 80/20 and 60/40 PVC/PMMA blend compositions.
This may be attributed to the mutual attraction of macromolecules in Solution, because of
the increase of hydrodynamic and thermodynamic interaction. Hence PVC/PMMA blend
is found to be miscible, Below this critical concentration, a sharp decrease in the slope is
observed in the Huggins’s plot because of the phase separation.

Blends are miscible in all compositions except the (40/60) at both temperatures
mentioned above. Immisciblity of the blend (40/60) has been supported by the fact that
both interaction parameters μ and α were found to be negative at both temperatures. μ and
α parameters for the (60/40) blend at 313.15 K have been found to be slightly negative,
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Fig. 1. Plot of ηsp/C vs. concentration for PVC/PMMA/THF ternary sys-
tems at 303.15 K

Fig. 2. Plot of ηsp/C vs. concentration for PVC/PMMA/THF ternary sys-
tems at 313.15 K

Fig. 3. Effect of temperature on the interaction parameter μ and α of
PVC/PMMA blend in at 303.15 K and 313.15 K



292 Gautam kumar sah, Ashok kumar Gupta

Table 3. Interaction parameters and Huggins’s constants of PVC/PMMA
blends at 303.15 K

PVC/PMMA [η] KH μ α
100/0(PVC) 0.656462 0.4517727 - -

80/20 0.5146216 0.7798907 0.4575677 0.2949006
60/40 0.4622 1.0242064 0.5261955 0.492312095
40/60 0.39692792 0.472713180 -0.25565 -0.9242617
20/80 0.2527247 1.7430205 0.2102835 1.0213427

0/100(PMMA) 0.2261522 0.9569496 - -

Table 4. Interaction parameters and Huggins’s constants of PVC/PMMA
Blends at 313.15 K

PVC/PMMA [η] KH μ α
100/0(PVC) 0.590784 0.5582969 - -

80/20 0.481523 0.59053915 0.071553727 -0.0189689
60/40 0.4381608 0.6241702 -0.04432155 -0.0581165
40/60 0.353113 0.558296996 -0.10198976 -0.0310992
20/80 0.2250383 2.6379087 0.048943006 1.65734316

0/100(PMMA) 0.2067026 1.3546565 - -

approximately zero showing the miscibility to some extent. Fig. 3 shows the variation of
interaction parameters as a function of blend composition and temperature. The interaction
parameter α for blend (40/60) is highly negative at 313.15 K in comparison to that at
303.15 K. Variation of μ parameter, on the other hand, is less pronounced.

4. Conclusion

Viscometric method shows that the polymer blend of PVC/PMMA is found to be
miscible. It is also observed that temperature has no significant effect on the miscibility of
these blends except in the case of the (40/60) composition, considering the α parameter.
As it can be seen, interaction parameter (μ) has been found more satisfactory in dealing
with miscibility of blends at both temperatures. The above-mentioned techniques are
simple, low cost, rapid and efficient methods for determining the miscibility windows of
PVC/PMMA blends in solution.

References

[1] Stephen A.M., Kumar T.P., Renganathan N.G., Pitchumani S., Thirunakaran R., Muniyandi N.
Ionic conductivity and FT-IR studies on plasticized PVC/PMMA blend polymer electrolytes. J.Power
Sources, 89(1), P. 80-87 (2000).

[2] Subban R.H.Y., Arof A.K. Plasticizer interactions with polymer and salt in PVC–LiCF3SO3–DMF
electrolytes. Eur. Polym. J., 40(8), P. 1841–1847 (2004).

[3] Sun Z., Wang W., Feng Z. Criterion of polymer-polymer miscibility determined by viscometry. Eur.
Polym. J., 28(10), P. 1259–1261 (1992). Tang M., Liau W.R. Solvent effect on the miscibility of poly(4-
hydroxystyrene)–poly(ethylene oxide) blends. Eur. Polym. J., 36(12), P. 2597–2603 (2000).

[4] Chee, Sun et al., Sun Z., Wang W., Feng Z. Criterion of polymer-polymer miscibility determined by
viscometry. Eur. Polym. J., 28(10), P. 1259–1261 (1992).

[5] Wu W., Luo X., Ma D. Miscibility of the segmented polyurethane blends with chlorinated poly(vinyl
chloride). Eur. Polym. J., 35(6), P. 985–990 (1999).



Miscibility studies of PVC/PMMA blends in Tetrahydrofuran 293

[6] Zhao Y., Prud’homme R.E. A nonradiative energy transfer fluorescence spectroscopy study of poly
(vinylchloride)/poly (methyl methacrylate) blends. Polym Bull, 26(1), P. 101 (1991).

[7] Honeycutt J.D. A Theoretical study of tacticity effects on poly(vinylchloride) poly(methyl methacrylate)
miscibility. Macromolecules, 27(19), P. 5377–5381 (1994).

[8] Karlou K., Schneider H.A. DSC and PVT study of PVC/PMMA blends. J. Therm. Anal. Calorim.,
59(1–2), P. 59 (2000).

[9] Oh B., Kim Y.R. (1999). Evaluation and characteristics of a blend polymer for a solid polymer elec-
trolyte. Solid state Ionics, 124(1-2). P. 83–89.

[10] Ohno N., Kumanotani J. Synthesis and Physical Properties of Blends of Donor Polymers from 2-(p-
Dimethylaminobenzyl)-1,3- propanediol and Acceptor Polymers from 2-(3,5-Dinitrobenzyl)-1,3- propane-
diol: A New Phase Composed of Donor and AcceptorPolymers. Polym J., 11(12), P. 947–954 (1979).

[11] Singh R.P., Paladhi R. Miscibility and interaction studies on some aqueous polymer blend solutions by
ultrasonic and rheological techniques. J. Appl. Polym. Sci., 51(9), P. 1559–1565 (1994).

[12] Paul D.R., Newman S. Polymer blends, vol. 1. Academic Press, New York (1978).
[13] Pingping Z., Haiyang Y., Yiming Z. Viscosity behavior of incompatible poly(vinyl chloride)

(PVC)/polystyrene (PS) blends in various solvents. Eur Polym J, 35(5), P. 915–921 (1999).



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2013, 4 (2), P. 294–298

EFFECT OF ANCHORING ATOMS ON TRANSPORT
PROPERTIES OF A CARBON-DIMER BASED

MOLECULAR JUNCTIONS: A FIRST
PRINCIPLES STUDY

RM. Hariharan1, D. John Thiruvadigal1∗

1Centre for Materials Sciences and Nanodevices, Department of Physics
and Nanotechnology, SRM University, Kattankulathur-603203, India

∗john.d@ktr.srmuniv.ac.in

PACS 73.23.-b

The conductance of a molecular device is sensitive to the contact geometry between the molecules and the
probing electrodes. Combining the density functional theory calculations (DFT) for molecular electronic
structure with a non-equilibrium Green’s function (NEGF) method for electron transport, we calculate the
molecular conductance of carbon dimer connected between Au leads through two different anchoring atoms
Se and Te. The current-voltage characteristics and transmission spectra of two systems are studied. The
results exhibit that, depending on the anchoring groups and the subsequent different metal-molecule chemical
bonds, the current varies over more than four times of magnitude under the same bias. Furthermore, the
system exhibits negative differential resistance (NDR) effect, when anchored with Te atom. This emphasizes
the great importance of the anchoring groups in molecular devices.

Keywords: anchoring group effects, electronic transport, first-principle, I-V characteristics.

1. Introduction

Over the past decade, molecular devices have received significant attention due
to their great potential in the practical applications of atomic-scale circuits [1]. Many
interesting physical properties of molecular devices have been predicted theoretically and
verified experimentally, such as single-electron characteristics [2], negative differential
resistance (NDR) [3,4], molecular rectification [5], and field-effect characteristics [6], etc.

A basic goal in molecular electronics is to measure and control electron transport
through a molecule attached to two electrodes. To reach this goal, one must not only syn-
thesize molecules with the desired functionality, but also design proper molecule-electrode
contacts. This is because the contacts play a critical role in the electron-transport proper-
ties of molecules [7-9]. One way to optimize the molecule-electrode contacts is to select
the proper anchoring groups at the two ends of a molecule so that they can bind to the
electrodes and in turn, provide efficient electronic coupling between the molecule and the
electrodes. So, the key issue in such molecular electronic devices is to find suitable anchor-
ing groups and to construct contact structures that provide both stability and high contact
transparency [10]. Therefore, the extensive and profound understanding of these effects
in molecular devices is quite necessary. Using a combined density functional theory-non-
equilibrium Green’s function (DFT+NEGF) method, Zeng et al [11] performed transport
calculations on carbon dimer sandwiched between Au electrodes, with anchoring groups
of H, Cu and S.
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In this present work, we focus our concentration on the anchoring group effect
in molecular devices. Specifically, the transport properties of a carbon-dimer C2 cluster
sandwiched between two Au (111) electrodes were investigated. The anchoring groups
connecting the cluster and the electrodes are chosen as Se and Te respectively. Thus,
equivalently, we study the transport properties of two different molecules C2Se2 and C2Te2,
since both contain a C2 unit and they are all of a linear chain structure. The reason for
choosing selenium and tellurium as anchoring atoms because they serves as an efficient
alligator clip connection to Au other than sulfur [12,13].

Also, we show that asymmetric molecular junctions, such as carbon dimer with
appropriately chosen anchoring group, gives rise to I-V curve showing NDR effects.

2. Computation method

The simulation model adopted in this work is presented: a C2 molecule is sand-
wiched between two Au (111) bulk electrodes via different anchoring atoms. And in the
present work, the central sandwiched molecules are C2Se2 and C2Te2, which are all linear
and symmetrical molecules. The C–C and C–Se bond lengths in C2Se2 molecule and C–C
and C–Te bond lengths in C2Te2 molecule are obtained by fully optimizing the respective
molecules. For the left and right electrodes, we select a 3 × 3 unit cell in the x and y
directions to avoid the interaction between the molecules and their mirror images. The
terminating atoms of the molecules are located symmetrically at the hollow sites above the
Au (111) surface. By full optimization, we obtain the equilibrium distances between the
central molecules and the electrodes.

Our calculations are carried out using the Atomistix Toolkit (ATK 11.2.3 version)
[14] program which combines DFT and NEGF methods to simulate the transport properties
of two-probe systems. The exchange-correlation functional is described by the generalized
gradient systems. The exchange-correlation functional is described by generalized gradient
approximation (GGA) in the form of the Revised Perdew – Burke – Ernzerh (revPBE)
in the present calculations [2]. The valence wave functions are expanded by localized
numerical atomic orbital (LNAO), with the single zeta plus polarization basis set (SZP)
for Au element and the double zeta plus polarization basis set (DZP) for C, H, Se and Te
atoms. The Brillouin zone of the leads is sampled by 1 × 1 × 80 k points in the directions
of x, y and z (z is the electron transport direction), which is enough to produce the results.

In the NEGF theory, the transmission function T (E, V ) [15] of the system is the
sum of transmission probabilities of all channels available at energy E under external bias
voltage V :

T (E, V ) = Tr
[
ΓL (E, V )GR (E, V ) ΓR(E, V )GA(E, V )

]
where GR/A are the retarded and advanced Green’s functions, and coupling functions
ΓL/R are the imaginary parts of the left and right self-energies, respectively. Self-energy
depends on the surface Green’s functions of the electrode regions and comes from the
nearest-neighbor interaction between the extended molecule region and the electrodes.

The I-V characteristics of the two probe system can be obtained by using the
Landauer–Buttier formula [11], the current is the integration of the transmission function
over the bias window around the Fermi level:

I =
2e

h

µ2∫
µ1

T (E, V )[f(E − µ1)− f(E−µ2)]dE
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where T (E, V ) is the transmission function through the device at energy E and function
f(E − µ1/2 ) are the Fermi distribution functions of electrons in the left / right electrodes.
µ1/2 = µ± eV/2 are the chemical potentials of the left/right electrodes, with µ the Fermi
level of the electrodes in equilibrium and V the bias applied to the device.

3. Results and discussion

Fig. 1. The I-V characteristics of C2Se2 and C2Te2 molecules respectively

The I–V curves of two systems are presented in Fig 1. As can be seen from this
figure, the current for C2Se2 linearly increases with the voltage increasing from 0.0 V to
2.0 V, while the current of C2Te2 increases in the opposite direction, reaches maximum in
0.58V and drops to zero at 1.0 V. Further the current for C2Te2 rapidly increases from 1.0
V to 2.0V. This indicates evident NDR behavior, which can be clearly observed in the I–V
curve for C2Te2 system at zero bias range as shown Fig 1.

On the whole, the amplitude of the I–V curves of two different systems varies over
more than four times of magnitude. For example, when the bias is 1.5 V, the currents are
30,638 nA for C2Se2, and 1,36,254 nA for C2Te2 respectively. Obviously, NDR behavior
and the change in magnitude of current are originated from the contact atoms Se and Te
linked to the C2 cluster to the electrodes. Thus, it shows the importance of different linking
atoms which result in such a big difference of the currents through the same molecule
with different linking atoms.

In order to understand the difference in I-V characteristics of C2Se2 and C2Te2
systems, the transmission spectra of those systems at zero bias respectively are shown in
Fig. 2. As can be seen from figure 2, the transmission function of C2Te2, has very large
gap near the fermi level, the transmission spectrum in the zero bias window becomes
smaller and smaller, which results in NDR behavior. This NDR behavior may arise due
to the coupling between the Te molecule and electrodes. The transmission coefficient can
be related to the molecular orbitals which have been modified by the electrodes when
connected to different anchoring groups [16].

Thus when a Te molecule is connected to gold electrodes, the energy levels and
spatial distribution of molecular orbitals are modified due to the molecule–electrode inter-
action and leads to NDR behavior. NDR behavior is not reported in the earlier work on
carbon dimer by Zeng et al. with three different anchoring groups H, Cu and S [9].
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Fig. 2. The Transmission spectra of C2Se2 and C2Te2molecules at 0V respectively

Fig. 3. The Transmission spectra of C2Se2 and C2Te2molecules at 1V respectively

Whereas, the transmission function of C2Se2, has sharp peaks near Fermi level
which results in linear conductance of the molecule. The results show that the anchoring
group plays a crucial role in the NDR effect and the overall conductivity of molecular
junctions.

However, as can be seen from figure 3, with an increase in the bias, much trans-
mission energy enters into bias windows which results in the increasing of current for
C2Te2. For the C2Te2, there is a large platform around the Fermi level, so the current is
very big when the bias voltage is applied to the device. However, we hardly find any new
transmission entering into the bias window when the bias voltage is applied for C2Se2. So
a current progresses in the same way as that zero bias for C2Se2.
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4. Conclusions

Using the DFT+NEGF approach, the electron transport properties of molecular
junctions containing carbon dimer molecules with two different anchoring groups, Se and
Te, were calculated. The current in these two different systems varies by more than
four times of magnitude under the same bias range. Furthermore, the system exhibits
negative differential resistance (NDR) effect, when anchored with Te atom at zero bias
range. The results show that the anchoring group and the subsequent different metal-
molecule chemical bonds play a significant role in determining the overall conductivity of
the molecular junctions.
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