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The method for calculating any analytic matrix function by means of symmetric polynomials is presented.

The method of symmetric polynomials (MSP) is applied to the calculation of the fundamental matrix of a

differential equations system. The scaling method is developed for computation of the scattering matrix.

An analytical estimate of the scaling parameter, allowing the calculation of the matrix exponential with the

required reliability and accuracy is obtained. This parameter depends on the matrix order n, the value of

the matrix elements and layer thickness.
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1. Introduction

The dynamical theory of electron diffraction in crystals is based on the equations of
Howie-Whelan [1]. An analogous approach to X-ray diffraction is based on Takagi-Taupin
equations [2]. Calculation of multiple-wave diffraction in the crystalline layer thickness z on
these equations leads to the Cauchy problem

dΨ(z)

dz
= AΨ(z), Ψ(0) = Ψ0, (1)

where Ψ(z) — column matrix whose components are wave functions ψi(z), i = 1, 2, . . . , n;
A ≡ ∥∥aij∥∥ — matrix of order n; column matrix Ψ0 consists of n known ψi0.

The fundamental matrix S of the differential equations system (1) converts the wave
field Ψ(0) in the field Ψ(z) at a depth z: Ψ(z) = SΨ0. In the theory of diffraction S is known
as the scattering matrix.

If the crystal is perfect, the scattering matrix is defined as follows:

S = exp(Az) ≡ I + Az +
(Az)2

2!
+

(Az)3

3!
+ . . . , (2)

where I — unit matrix. If the coefficients aij of differential equations (1) are functions
of z, then one way to solve the problem (1) is the partition of the interval [0, z] on N
subdomains: [0 = z0, z1], [z1, z2], . . . , [zN−1, zN = z]. The number N should be large enough
so that A � Al = constl for any z ∈ [zl−1, zl], l = 1, 2, . . . , N, and the scattering matrix can
be approximated by the product: S =

∏1
l=N exp

(
Al(zl − zl−1)

)
.

Calculations of exp(Az) with the aid of the Lagrange-Sylvester [3], Becker [4], Newton
[5] formulas or matrix decomposition methods [6] requires the prior determination of the
matrix A eigenvalues λj, j = 1, 2, . . . , n. Another approach to the calculation of the matrix
exponential is based on the use of symmetric polynomials [7]. This method is applied in the
present work to calculate the scattering matrix.
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2. Method of symmetric polynomials (MSP)

According to the Cayley-Hamilton theorem, any matrix A ≡ ∥∥aij∥∥ of order n satisfies
its characteristic equation λn − σ1λ

n−1 + σ2λ
n−2 − . . . (−1)nσn = 0 , i.e.

An − p1A
n−1 − p2A

n−2 − . . .− pnI = 0 . (3)

Here we use the notations
pj = (−1)j−1σj, j = 1, . . . , n, (4)

I ≡ A0, and σi, i = 1, 2, . . . , n, — sums of principal minors of i-th order detA:

σ1 = a11 + a22 + . . .+ ann, σ2 =
∑
j>i

∣∣∣∣ aii aij
aji ajj

∣∣∣∣ , . . . , σn = detA . (5)

Conversely, as is known, σj are the elementary symmetric polynomials in the eigenvalues λj
of matrix A: σ1 = λ1+λ2+ . . .+λn, σ2 =

∑
l �=j λlλj, . . . , σn = λ1λ2 . . . λn. Therefore, any

function of the elementary symmetric polynomials σi is also symmetric in the eigenvalues λj
of the matrix A.

D e f i n i t i o n 1. Functions Bg(n) ≡ Bg(p1, . . . , pn) that satisfy the recurrence relations

Bg(n) =

⎧⎨
⎩

0, if g = 0, 1, . . . , n− 2,
1, if g = n− 1,
p1Bg−1(n) + p2Bg−1(n) + . . .+ pnBg−n(n),

(6)

are called symmetric polynomials of n-th order.

2.1. Representation of matrix functions by means of symmetric polynomials

As a result of equality (3) any integer power j > 0 matrix A can be expressed as a
linear combination of the first n powers A0, A, . . . , An−1:

Aj =
n−1∑
l=0

CjlA
l, (7)

where Cjl are functions of pi.

T h e o r em 1. If the matrix A is nonsingular, then the coordinates Cjl of the matrix Aj in
the basis A0, A, . . . , An−1 are represented by the formulas:

Cj0 = Bj+n−1(n)− p1Bj+n−2(n)− . . .− pn−1Bj(n),
Cj1 = Bj+n−2(n)− p1Bj+n−3(n)− . . .− pn−2Bj(n),
...

Cj(n−2) = Bj+1(n)− p1Bj(n),
Cj(n−1) = Bj(n),

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(8)

where j is any integer, and Bj(n) − symmetric polynomials of n-th order matrix A .
If detA = 0, then (8) determine the coefficients Cjl for j � 0.

Relations (8) is easily verified for j = 0, 1, . . . , n−1 and for other values of j formulas
(8) can be proved by induction.

C o r o l l a r y 1.1.

Cjl =
l∑

g=0

pn−l+gBj−1−g(n), l = 0, . . . , n− 1, where

{
j is any integer, if detA �= 0,

j � n, if detA = 0.
(9)
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Formulas (8) and (9) are equivalent in the sense that their right-hand sides are equal
to each other due to the recurrence relations (6).

C o r o l l a r y 1.2. Let f(ζ) be an entire function of complex variable ζ, then the function
f(A) of n-th order matrix A has the following representation

f(A) =
n−1∑
l=0

Al

[
αl +

l∑
g=0

pn−l+g

∞∑
j=n

αjBj−1−g(n)

]
, (10)

where symmetric polynomials Bj−1−g(n) of n-th order matrix A are defined by (6) and αl

— coefficients of the power series: f(ζ) =
∑∞

j=0 αjζ
j.

P r o o f. If f(ζ) is an analytic function on the whole complex plane, then the expansion
f(ζ) =

∑∞
j=0 αjζ

j remains valid when replacing the complex variable ζ on a square matrix

A: f(A) =
∑∞

j=0 αjA
j. We substitute in the last equality the expression of the matrix Aj

according to formulas (7) and (9). Equality (10) - is the result of this substitution.

�
Co r o l l a r y 1.3. For any n-th order matrix A and scalar z

exp(Az) =
n−1∑
l=0

(Az)l
1

l!

[
1 + l!

l∑
g=0

pn−l+g

∞∑
j=n

1

j!
Bj−1−g(n)

]
, (11)

where pg, g = 1, . . . , n, and Bj(n) are symmetric polynomials of matrix Az.

2.2. Estimation of symmetric polynomials modulus

The elementary symmetric polynomial σj is the sum of the principal minors of j-th
order determinant of the matrix A. The number of such minors is Cj

n. One minor of j-th
order contains j! terms, each of which is a product of the j matrix elements aij. We denote
by max |agl| the greatest value of the modulus of the matrix elements agl. Therefore, using
the definition (4), we obtain the following relations

|pj| � pjM =
n!

(n− j)!
(max |agl|)j , j = 1, 2, . . . , n. (12)

Th e o r em 2.

|Bj(n)| < n

2n− 1
xj−n+1, (13)

where

x = (2n− 1)max |agl| . (14)

P r o o f. Using (12) and definition (6), we obtain

|Bj(n)| =
∣∣∣∣∣

n∑
l=1

plBj−l(n)

∣∣∣∣∣ � p1M |Bj−1(n)|+ p2M |Bj−2(n)|+ . . .+ pnM |Bj−n(n)| �

� p1M

(
p1M |Bj−2(n)|+ p2M |Bj−3(n)|+ . . .+ pnM |Bj−n−1(n)|

)
+

+ p2M |Bj−2(n)|+. . .+ p(n−1)M |Bj−n+1(n)|+ pnM |Bj−n(n)| =

=
p21M + p2M

p1M

n∑
l=1

cl|Bj−1−l(n)| . (15)
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Here

cl =
plM

p21M + p2M

(
p21M +

p1Mp(l+1)M

plM

)
, l = 0, 1, . . . , n− 1; cn = pnM

p21M
p21M + p2M

.

Applying (12) we find:
p21M + p2M

p1M
=

2n− 1

n
p1M and

p1Mp(l+1)M

plM
< p2M . Consequently,

cl < plM , l = 0, . . . , n. These relations allow us to rewrite the formula (15) as follows

|Bj(n)| �
n∑

l=1

plM |Bj−l(n)| < x
n∑

l=1

plM |Bj−l−1(n)|. (16)

where x is defined by (14). The last inequality in (16) is recursive. Continuation of this
inequality gives: |Bj(n)| < xj−n

∑n
l=1 plM |Bn−l(n)| = p1Mx

j−n, which is equivalent to (13).

�
Rema r k. For matrix Az, where z some scalar, the inequality (13) remains valid, but the
parameter x is defined in this case by the expression

x = (2n− 1)max |aglz| . (17)

C o r o l l a r y 2.1.∣∣∣∣∣
∞∑

j=N

1

j!
Cjl

∣∣∣∣∣ < x−ln

(2n− 1)n−l+1

l∑
g=0

n!

(l − g)!(2n− 1)g

∞∑
j=N

xj

j!
<

<
xN−ln(N + 1)

(2n− 1)n−l+1N !(N + 1− x)

l∑
g=0

n!

(l − g)!(2n− 1)g
, if x < N + 1. (18)

3. Computation of the matrix exponential

According to relations (11) and (9)

exp(Az) � E (J) ≡ ∥∥eik(J)∥∥ =
n−1∑
l=0

(Az)l
[
1

l!
+ Cl(J)

]
, (19)

where J � n and

Cl(J) =
J∑

j=n

1

j!
Cjl =

l∑
g=0

pn−l+g

J∑
j=n

1

j!
Bj−1−g(n) . (20)

The approximation in (19) is replaced by the exact equality if J goes to infinity.
The calculation of the matrix exponential by formulas (19)-(20) can be performed

using the following algorithm.

1. First, the consecutive computations 1/(2!), . . . , 1/(J !) are done.
2. Powers of the matrix Az are computed from the second to n-th inclusive, and traces

of these matrices
sg = tr (Az)g, g = 1, . . . , n

are calculated.
3. Sequential calculation of the coefficient pg, defined by (4) can be performed by New-

ton’s formula [3]:

gpg = sg − p1sg−1 − . . .− pg−1sg, g=1, . . . , n.

In particular, p1 = s1, p2 = (s2 − p1s1)/2, p3 = (s3 − p1s2 − p2s1)/3, . . . .
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4. After that, the symmetric polynomials Bl(n) for l = n, n+1, . . . , J−1 are calculated
by recurrence formulas (6).

5. The calculation of the sums Σg ≡
∑J

j=n Bj−1−g(n)/(j!) for g = 0, 1, . . . , n− 1.

6. Substitution of the values which were found in the previous steps in the formula (19)
and calculation

exp(Az) = I[1 + pnΣ0] + (Az)[1 + (pn−1Σ0 + pnΣ1)] + . . .+

+ (Az)n−1

[
1

(n− 1)!
+ (p1Σ0 + p2Σ1 + . . .+ pnΣn−1)

]
.

3.1. Estimation of roundoff errors

Multiplication of numbers generates roundoff errors. Therefore, the accuracy of the
scattering matrix computations can be estimated by the number of multiplications which
are used in the calculations. The six steps listed above require for their implementation the
following number of multiplications, respectively: N11 = J − 1, N12 = n3(n − 1), N13 =
(n− 1)(n+ 2)/2, N14 = n(J − n), N15 = nJ − n(3n− 1)/2, N16 = n3 + n(n+ 1)/2. On the
whole N1 = (2n+ 1)J + n4 − n2 − 2− 3n(n− 1)/2.

For comparison, calculations according formula (2)

exp(Az) = I + (Az) + (Az)
(Az)

2
+ (Az)

(Az)

2

(Az)

3
+ . . .+ (Az)

(Az)

2

(Az)

3
· · · (Az)

J

require N2 = (n3 + n2)(J − 1) multiplications.
It is easy to verify that N1 < N2 if J > n. For these values of J , the computation

exp(Az) by the MSP generates a smaller roundoff error than calculations by formula (2).
Asymptotics of the ratio of N2 to N1 is characterized by

lim
J→∞

N2

N1

=
n3 + n2

2n+ 1
>
n2

2
.

3.2. Truncation error

Let us consider error caused by truncation of series

∞∑
j=n

1

j!
Bj−1−g(n) ≈

n+N∑
j=n

1

j!
Bj−1−g(n) ,

and substitution of exact formula (11) for (19).

D e f i n i t i o n 2. The relative truncation error of the matrix exponential is

ε(J) = max

∣∣∣∣eik(∞)− eik(J)

eik(∞)

∣∣∣∣ . (21)

Obviously

|eik(∞)− eik(J)| <
∣∣∣∣∣
n−1∑
l=0

(aikz)
l

l!

∣∣∣∣∣max

∣∣∣∣∣l!
∞∑

j=J+1

1

j!
Cjl

∣∣∣∣∣ , (22)

and

|eik(∞)| =
∣∣∣∣∣
n−1∑
l=0

(aikz)
l

l!

∣∣∣∣∣ |1 + T | >
∣∣∣∣∣
n−1∑
l=0

(aikz)
l

l!

∣∣∣∣∣ (1− |T |), (23)
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where

|T | =
∣∣∣∣∣
(

n−1∑
l=0

(aikz)
l

l!
l!Cl(∞)

)/(
n−1∑
l=0

(aikz)
l

l!

)∣∣∣∣∣ � max

∣∣∣∣∣l!
∞∑
j=n

1

j!
Cjl

∣∣∣∣∣ . (24)

For x < 1 from (18) and (24) it follows

|T | < xn−ln(n+ 1)(n− 1)!

(2n− 1)n−l+1n!(n+ 1− x)

n−1∑
g=0

n!

(n− 1− g)!(2n− 1)g
<

1

2
.

From this relation and (23) we find

|eik(∞)| >
∣∣∣∣∣
n−1∑
l=0

(aikz)
l

l!

∣∣∣∣∣ 12 > xn(n+ 1)(n− 1)!

(2n− 1)2 n!(n+ 1− x)
Σ , (25)

and from (22) and (18) —

|eik(∞)− eik(N + n)| < n!(N + n+ 2)xN+2

(2n− 1)2(N + n+ 1)!(N + n+ 2− x)
Σ . (26)

Here Σ =

∣∣∣∣∣
n−1∑
l=0

(aikz)
l

l!

∣∣∣∣∣
n−1∑
g=0

n!

(n− 1− g)!(2n− 1)g
.

Finally, substitution of expressions (25) and (26) in the definition (21) gives the proof
of the following theorem.

Th e o r em 3. If max |aglz| < 1/(2n−1), the relative truncation error ε(N+n) of the matrix
exponential exp(Az) satisfies the inequality

ε(N + n) <
n!(N + n+ 2)xN+1

(N + n+ 1)!(N + n+ 1)
,

where x is defined by (17).

3.3. Scaling exponent

Using the fundamental property of the exponential function expA = [exp(A/m)]m,
we represent the scattering matrix as follows: S = Xm, where

X �
n−1∑
l=0

(
Az

m

)l
1

l!

[
1 + l!

l∑
g=0

pn−l+g

n+N∑
j=n

1

j!
Bj−l−g(n)

]
, (27)

m - integer; pi = (−1)i−1σi; σi, i = 1, 2, . . . , n, and Bl(n) are elementary symmetric poly-
nomials and symmetric polynomials of n-th order of matrix (Az/m), respectively.

C o r o l l a r y 3.1. The relative truncation error of the matrix X calculation according to the

formula (27) ε <
n!(N + n+ 2)ξN+1

(N + n+ 1)!(N + n+ 1)
, provided that ξ = (2n− 1)

max |ajlz|
m

< 1.

Ex amp l e. Let the scaling factor m for matrix Az of order n = 4 is the smallest integer
satisfying the condition m � 10(2n− 1)max |ajlz|. In this case ξ < 0.1, and the calculation
by formula (27) with the value N = 2 gives the matrix X with a relative truncation error
less than 10−5.
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When m > n + 1, the most efficient way of calculating the matrix Xm, as shown
in [7], is to use the theorem (8):

Xm =
n−1∑
l=0

X l

l∑
g=0

(−1)n−l+g−1σn−l+gBm−1−g(n),

where σj and Bl(n) are symmetric polynomials of matrix X.

4. Conclusion

Among the dozens of techniques that were used to calculate the matrix exponential,
the method of symmetric polynomials (MSP) has significant advantages. One of the most
important of them - is carrying out calculations using analytical estimates. Another is that
these estimates do not depend on the eigenvalues of the matrix. Accuracy of the scattering
matrix S = exp(Az) calculation by the method of scaling is determined by the truncation
errors in the calculation of matrix X and roundoff errors in the computation of the matrix
Xm. MSP allows one to control the first error and minimize the latter.
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