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Extra-ordinary chemical and physical properties of carbon nanotubes (CNTs) also the success of large-scale production by a catalytic chemical vapor deposition method. It should be noted that lots of CNT-derived products are already in use and their viability strongly depend on their commercialization. We describe the synthesis techniques of various CNTs, and structural characterizations will be discussed, and finally their practical applications of these CNTs will be described from the industrial point of view as well as safety issue of CNTs.

Keywords: Carbon nanotube, Nanostructure, Chemical vapor deposition, Synthesis, Application.

1. Introduction

Carbon nanotubes (CNTs) have attracted lots of attention from scientists in various fields because they exhibit extraordinary physical and chemical properties due to their intrinsic nano-sized and carbon-based natures. Various synthetic methods for producing carbon nanotubes have been reported. The dominant process is to synthesize carbon nanotubes using a catalytic chemical vapor deposition (CCVD) method because this technique is a very effective tool for producing on a large scale and controlling the number of carbon shells, using nanosized iron particles that are dispersed on the substrate or a floating reactant technique [1-4]. Noticeably, highly crystalline and pure CNTs are commercially produced in a semi-continuous system through the right combination of the CCVD method and the subsequent high-temperature thermal treatment.

In this paper, firstly, the current usage of carbon nanotubes in energy storage devices as one of the important components of lithium ion secondary batteries is shown, and supercapacitor and fuel cell applications are demonstrated with a special emphasis on their morphology and texture [4]. The effectiveness of the addition of carbon nanotubes to both the cathode and anode electrode on the performance of lithium ion secondary batteries will be discussed [5]. Second, the application of CNTs as the electrode for supercapacitor will be described in terms of their pore size and distributions [6]. It is thought that the usage of nanotubes in the commercialized energy storage devices will only increase when considering the nature of our energy-oriented society. Third, the industrial usages of CNTs as multi-functional filler in rubber nanocomposites will be described. Finally, for successful developments of CNT’s, the safety and toxicity of carbon nanotubes are the most important issue [7-11]. By sharing the all information on risks [7-11] and benefits of the materials with everyone having a stake in their use, we are able to prove CNTs to be green and safe innovative materials, by the responsible productions and uses, as one of the 21st century’s leading materials.
2. Synthesis and structures of CNTs by CCVD method

Currently, it is well known that the CCVD method is most commonly used for the synthesis of single-walled CNTs (SWCNTs), double-walled CNTs (DWCNTs), and MWCNTs (Fig. 1) [12,13]. For example, SWCNTs were synthesized by the floating method, and the obtained SWCNTs were directly used to form CNT ropes. In 1988, the industrialization of MWCNTs began experimentally, and the supply of MWCNT samples began; to this day, the most frequently used catalyst in this synthetic method is iron. Now, many production systems for the industrial-scale synthesis of MWCNTs by various processes using the fluidization CCVD method as a basis have been established; MWCNTs have been industrialized in several countries, such as Germany, France, Japan, the US, Belgium, China, the UK and others. Depending on the intended use, there are several types, including as-deposited MWCNTs and those thermally treated at high temperatures (Fig. 1(b)). Since the 1990’s, basic and applied research and the development of single-, double- and multi-walled CNTs, have been accelerated, thus making carbon fibers (CFs) and these materials the leading causes for the worldwide interest in nanotechnology.

Fig. 1. TEM images of (a) four-walled CNT formed through catalytic effect of iron particles and (b) thermally treated MWCNT

An important factor required for the use of CNTs as a nanotechnology material is the precise control of growth for structures suitable for the required functions. By using the CCVD method, the number of layers, such as single, double, and multiwalled, as described above, can be controlled; we have succeeded in the synthesis of highly-pure DWCNTs with high structural perfection by the seeding method using an iron catalyst, that is, the CCVD method. Other major methods reported for DWCNT synthesis include high-temperature pulsed arc discharge [14] and thermal treatment of peapods, i.e., fullerenes encapsulated in SWCNTs [15]. Iron and cobalt particles, as well as molybdenum alloy particles, are primarily used as catalysts in the CCVD method, and in these methods, the catalyst particle size is precisely controlled on alumina and zeolite supports. We have developed a synthetic method for DWCNTs in which the reaction temperature and the catalyst particle size in particular were optimized using magnesium-oxide and iron catalysts [Fig. 2(a)] [16]. It is worthwhile to note that the high-purity DWCNTs had a small diameter almost equivalent to that of
SWCNTs, with a narrow diameter distribution. Furthermore, we could fabricate paper-like DWCNTs with high flexibility [16]. By thinning the film, the fabrication of a conductive transparent film is possible, [14] and the application of the film as a transparent and conductive film is expected. Additionally, DWCNTs have interesting adsorption characteristics; hydrogen is well adsorbed in nanospaces of DWCNTs [17]. Because the diameter of DWCNTs is approximately 1 nm, which is comparable to that of SWCNTs, it is expected that DWCNTs with properties arising from the double-wall structure will be utilized in electronic and energy device applications. It is even possible to form a hybrid double-wall structure in which only the electronic properties of the outer tube are changed to that of an insulator, by fluorinating the outer tube of the coaxial double wall yet maintaining the intrinsic physical and chemical properties of the inner tube [Fig. 2(b)] [18].

Figure 3(a) shows a TEM image of a DWCNT with a fluorinated outer tube. As shown in the figure, the shape of the DWCNT was unchanged by fluorination; the shape of the coaxial double-wall structure remains the same. From the Raman spectra acquired with three different laser lines (532, 633, and 785 nm), the Raman radial breathing mode (RBM), which is a vibration mode in the radial direction unique to CNTs, is selectively suppressed in the outer tube (< 200 cm⁻¹) owing to fluorination. Conversely, this vibrational mode is maintained in the inner tube (> 200 cm⁻¹) [Fig. 3(b)]. It is possible to observe the distribution of the chirality (geometrical helical structure) of semiconducting CNTs by photoluminescence (PL) measurement of DWCNTs. SWCNTs are well known to become
a metal or a semiconductor depending on the chirality, and Fig. 2(c) shows the PL map for pristine DWCNTs (without fluorination). The map shows the chirality distribution for the inner tube of DWCNTs; three strong PL peaks were ascribed to the inner tubes with chiralities (7, 6), (8, 4), and (7, 5). In contrast, Fig. 2(d) shows the photoluminescence map for fluorinated DWCNTs, where the signals corresponding to some chiralities disappeared after fluorination. On the basis of this finding, it was concluded that the electronic states of the inner tube are unaffected by fluorination of the outer tube, indicating that the electronic states of only the outer tube are selectively changed by fluorination. Namely, even when functionalization, such as the modification of a DWCNT with functional groups and the adhesion of metal catalysts, is carried out on the outer tube, the effects of functionalization on the structure and properties of the inner tube are very limited. An ideal property can be maintained in the inner tube because of the double-wall structure with high structural perfection, which is an advantage of DWCNTs when they are applied as a material in electronic devices and sensors, and as a composite material. This could be referred to as “DWCNT chemistry”.

**Fig. 3.** (a) TEM image of fluorinated DWCNT and (b) Raman spectra of pristine and fluorinated DWCNTs[19]

Due to their unique characteristic of a hollow core, DWCNTs have been considered as templates for metal nanowires, with the encapsulation of lanthanum (La) [19] and gadolinium (Gd) [20] atoms already having been reported. We produced nanowires by a one-dimensional alignment of molybdenum (Mo) and platinum (Pt) atoms inside the DWCNTs [21], aiming at the use of these atoms as new catalysts (Fig. 4). In particular, a unique application of DWCNTs, in which the outer and inner tubes have different functions, is expected; for example, the outer tube may be modified with functional groups to add functions and the inner tube with high structural perfection may be used as a conductive or semiconductive SWCNT. In the future, the exploration of methods of mass-synthesizing high-purity DWCNTs by the floating method and the development of their unique applications are expected. The research achievement on DWCNTs by Shinohara et al. [14] is noteworthy and the research on DWCNTs is one of the scientific fields in which Japan has taken a worldwide leading role.
3. Development of CNTs applications

CNTs were first practically applied because of their mechanical properties. Even when CNTs are subjected to a kneading process within a matrix, the integrity of the tube shape is maintained, which was not the case for conventional carbon fibers (CFs). Therefore, it is possible to add mechanical, electrical, and thermal conductive functions that are derived from a thin laminated graphene cylindrical structure with high structural perfection to various composite materials.

![Fig. 4](image)

**Fig. 4.** (a) Encapsulation of Mo atoms inside DWCNT and (b) its structural model[22]

MWCNTs have been practically used as an electrode additive in lithium-ion batteries (LIBs) from relatively early in their development, and have accumulated market achievements.[5] A MWCNT electrode additive has contributed to the improvement of LIB performance and great expectations are placed on plug-in hybrid cars and electric vehicles equipped with LIBs. Figure 4 shows a SEM image of LIB graphite anode to which MWCNTs have been added and are uniformly distributed among graphite particles. Depending on the proportion of MWCNTs added to the LIB anode graphite, the cycle life, namely the cyclability, of the battery is significantly improved; the cycle life increases with an increasing proportion of MWCNTs [5]. This improvement is considered to be due to the formation of a flexible conductive network between particles owing to the highest resiliency of MWCNTs resulting from their carbon nanostructure among various materials. Also, it is expected that the addition of CNTs will enhance the electrochemical performance of the LIB, such as rate capability. MWCNTs can also be used as an additive to the cathode of LIBs; the practical application of MWCNTs in this field is already under way. The contribution and application ranges of MWCNTs in power sources other than LIBs for portable electronic devices have been increasing. The use of MWCNTs in lead-acid batteries and electric double-layer capacitors is also strongly expected.

The advantage of the electric double-layer capacitor (EDLC) is considered to be its high discharge rate [18], thus making it applicable as a hybrid energy source for electric vehicles and portable electric devices [19]. EDLC containing carbon nanotubes in the electrode exhibited relatively high capacitances resulting from the high surface area accessible to the electrolyte [17,20,21]. On the other hand, the most important factor in commercial EDLC is considered to be the overall resistance on the cell system. In this context, carbon nanotubes and nanofibers with enhanced electrical and mechanical properties can be applied as an electrically conductive additive in the electrode of the EDLC. The addition of carbon nanotubes has been shown to result in an enhanced capacity at higher current densities, when compared with electrodes containing carbon black [22].
The applications of composite materials of various matrix resins, rubber, and metals using MWCNTs as a filler are being developed. Research on the practical use of MWCNTs, such as for containers used in semiconductor fabrication, automobile parts, and windmills for wind power generation, has been active. MWCNTs are expected to add new functions, e.g. as the third additive for the PAN-based CF composite material, in order to strengthen such as compressive strength. In addition, the composite of MWCNTs with aluminum is applied to a plate with high thermal conductivity. SWCNTs and MWCNTs are expected to have a high thermal conductivity of 3,000–6,000 W/mK at room temperature, which may open up new applications in the fields of metal composite materials used for electronic devices and the cooling of laser elements. Because of this, an advanced composite metal with a light density, comparable to that of plastics, can be expected.

Fig. 5. (a) SEM image of anode sheet containing MWCNTs in commercial LIB, and (b) cyclic efficiency of synthetic graphite, heat-treated at 2900 °C, as a function of weight percent, from 0 to 1.5V, with a current density of 0.2mA/cm²[5]

Fig. 6. (a) Downhaul devices in underground resources probing using rubber seals as a key component and (b) the distribution of temperature and pressure of the current oil wells, for example (Schlumberger Oilfield Review, 50-67, 1998)[23]
The technologies for oil development and exploration are used under harsh conditions; the temperature and pressure of oil wells are as high as 175 °C and 140 MPa, respectively. That pressure corresponds to the hydraulic pressure in the sea at a depth of 14,000 m. An innovative improvement of rubber functions was achieved through the use of a CNT composite rubber, as realized by the cellulated structure in which CNTs are dispersed in rubber matrices as if they are cell membranes [23]. An environmentally resistant rubber seal (CNT/fluoroelastomer (FKM) composite) with a sealing ability of 260 °C and 239 MPa, which far exceeds the current sealing ability (175 °C and 140 MPa, standard specification), has already been developed (Fig. 6) [23]. Thanks to this development, the drilling rate of raw oil is expected to significantly improve, contributing to the stable supply of oil resources.

The 21st century is called the century of water. Humans face water shortages and conflicts over the water supply because of rapid industrialization and population expansion. However, considerable amounts of water are being lost due to leaks; the leakage rate is the lowest at about 3% in Germany, but it is very high even in developed countries, for example, in the UK with over 20%, France with 30%, and the US with 20%. The predominant reason for such leaks is known to be the premature failure of rubber sealants (e.g., O-ring packing and gaskets) in valves by the presence of chlorine in tap water. There is a strong demand for developing a chemically and environmentally sustainable nanocomposite-rubber sealant to prevent such water leakage. The incorporation of the optimum surface-modified and high-crystalline carbon nanotubes allows rubber sealants to maintain their sealing properties without any distinctive degradation over a wide range of temperatures and environmental conditions for the expected lifetime. The addition of carbon black is generally known to improve strength, but deteriorate chlorine-resistance of the rubber composite. We have demonstrated that the surface-modified MWCNT-incorporated rubber composite exhibits outstanding resistance to chlorine (Fig. 7) [24], as well as excellent mechanical and thermal properties. Our developed MWCNTs-incorporated rubber nanocomposites are very promising as high-performance sealants to transport tap water and hot water (or steam) without water-leakage and chlorine-contamination, which can also contribute as a green technology to saving electric power in the water century.

The expected application areas of CNTs range widely. The commercialization of the PAN-based CFs started from fishing rods and golf clubs; then in approximately 10 years, it expanded to aerospace-related fields. Since then, the demand for carbon fibers in common industries has also been increasing. CNTs appear to be heading in a similar direction of development, and scientific support for the development of CNTs from fundamental to application fields is hoped for in the future.

4. Safety, responsible production and uses of CNTs

The development of CNT-related material technology should be based on the concept of “safety for success” and abide by the correct risk control, from the initial to the final processes of products, following the principle of “responsible production and application” [25-28]. It is important to establish and share international evaluation criteria developed for the complete safety and toxicity evaluation of CNTs; moreover, it is hoped that the development of the CNTs applications will be promoted further on the basis of such criteria. As Takagi et al. [7] reported, malignant mesothelioma was induced in mice in which CNTs had been intraperitoneally administered. Without question, we must pay special attention to all processes related to CNTs until a socially acceptable risk control system can be established. The practice of responsible production, application, distribution, and disposal should be carried out under a life-cycle assessment for the commercialization of CNTs. I hope that a leading
Fig. 7. Variations of the chlorine concentrations of chlorine solutions containing the carbon black (Current) - and multi-walled carbon nanotubes - incorporated rubber composites as a function of immersion time. The chlorine solution containing the current sample become opaque whereas there is no changes in the solution[24]

5. Conclusion

In this paper, we have shown the synthesis of CNTs by the CCVD method, and their practical applications in energy storage devices such as lithium-ion secondary batteries, supercapacitors, and as multi-functional filler in rubber nanocomposites. Finally, the safety studies of carbon nanomaterials were shown. By using the CCVD method, we are expecting improvements such as the precise control of chirality, the suitable and designed length control and synthesis efficiency of CNT. The advancement of the applied and basic science used to create innovative applications, performing biological safety evaluation that will encourage the social acceptance of CNTs, and the development of safe-controlled CNT structures are highly anticipated in the near future. Through these activities, CNTs will surely contribute to green innovations in the 21st century.
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We have fabricated low-defect graphene nanomeshes (GNMs) by using a non-lithographic method and observed large-amplitude ferromagnetism even at room temperature, only when pore edges of the GNMs were hydrogen-terminated. The observed correlation between the inter-pore spacing and magnetism and also magnetic force microscope observations suggest that it is attributed to polarized electron spins localized at the zigzag-type atomic structured pore-edges. The magnetic moment per edge dangling bond (∼0.3 µB) is also in quantitative agreement with two theories. Moreover, a spin pumping effect is found for fields applied in parallel with the GNM planes in few-layer ferromagnetic GNMs, while a magnetoresistance (MR) hysteresis loop is observed under perpendicular fields. The present ferromagnetic GNMs must also realize rare-element free, invisible, flexible, and ultra-light (wearable) magnets and spintronic devices, which can overcome environmental and material-resource problems.

Keywords: Graphene, Edges, Polarized spins, Magnetism, Spintronics, Flat band.

1. Introduction

Graphenes, a mono-atomic carbon layer, has attracted considerable attention from many viewpoints. A variety of electronic structures, physical phenomena, and applications have already been reported. However, there is one issue, on which little data have been experimentally reported. That is edge-based phenomena. There are two different kinds of edge atomic structures for graphenes. One is the so-called arm chair, while the other is zigzag. It is theoretically well-known that zigzag edges can produce a flat energy band, where electrons have infinite effective mass and, hence, localize, resulting in extremely high electronic density of states (EDOS); the so-called edge states. Due to the edge states, spin interaction is significantly induced. Then, electron spin polarization (e.g., (anti)ferromagnetism) can appear spontaneously [1–7,10–22,28–31].

In the case of a graphene nanoribbon (GNR), which is an one-dimensional strip line of graphene with edges on both longitudinal sides, the edge-based spin configuration is very complicated and thus, interesting [1–7]. Assuming perfect edges for GNRs without any defects allows the electron spins localized at zigzag edges [1,10] to be stabilized toward polarization (i.e., (anti)ferromagnetism) due to the exchange interaction between the two edges, which produces a maximum spin ordering in these orbitals as well as those in graphene nanomeshes (GNMs) with hexagonal nanopore arrays (Fig.1) [13,29], and in graphene nanoflakes [14]. This is similar to the case of Hund’s rule for atoms. Moreover, the spin configuration depends on different kinds of atoms (e.g., hydrogen (H) and oxygen (O)), which terminate edge carbon dangling bonds [3,31].

Conversely, assuming the presence of defects in the ensemble of carbon atoms (e.g., graphene flakes) yields a net magnetism, which is interpreted by Lieb’s theorem. It predicts the emergence of ferromagnetism by an increase in the difference between the number of removed A
and B sites ($\Delta_{AB}$) of the graphene bipartite lattice at zigzag edges [14, 29, 31]. The magnitude of the ferromagnetism increases with increasing values of $\Delta_{AB}$.

Moreover, many theoretical works have predicted spin-based phenomena realizable using graphene edges. For instance, a spin-filtering effect predicted that GNRs with antiferromagnetic spin alignment on two edges can transport only electron spins with the same moment, which can be controlled by applying electric fields [22]. Realization of (quantum) spin Hall effect (SHE) as topological insulator (TI) was also theoretically predicted by resolving double degeneration of edge spin bands (e.g., by introducing spin orbit interaction (SOI)) and controlling two spins with opposite moments existing in two different bands by applying electric fields [25–27]. Indeed, one group reported on the observation of SHE in dihydrogenated graphenes. Using a specified regist (MSQ) and irradiating electron beam with changing the amount of dose allowed dihydrogenation of the graphenes including edges. This resulted in the appearance of $sp^3$ hybridized orbitals and, hence, introduction of strong SOI and SHE. These are strongly expected to make possible novel spintronic devices.

No works, however, have reported experimental observation of magnetism and spin-based phenomena arising from graphene zigzag edges, although the observation of graphene
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edge-atomic structures has been carried out in some systems (e.g., in overlapped graphenes with Joule heating [15], GNRs [17–19], and GNMs with pore edges [20,21]). This is because edge-related phenomena are easily destroyed by disorder (damage, defects) introduced during the fabrication process (e.g., by lithographic methods). We have, therefore, developed two non-lithographic fabrication methods for graphene edges; i.e., (1) GNRs derived from unzipping of carbon nanotubes combined with air blow and three-step annealing [17] and (2) GNMs fabricated using a nanoporous alumina template (NPAT) [33]. In the present work, magnetism and spin-related phenomena are reported for GNMs made using the latter process.

2. Experimental results and discussion

2.1. Ferromagnetism arising from pore edges

(a) Sample fabrication

Low-defect GNMs with honeycomb-like arrays of hexagonal nanopores (Figs. 1(b) and 1(e)) were fabricated on a large ensemble of mechanically exfoliated graphenes (or CVD-synthesized graphenes on a SiC substrate) by using NPAT (Fig. 1(a)) [23] as an etching mask (Fig. 1(c)), following our previous method [33]. The NPAT, which consists of a honeycomb-like array of hexagonal-shaped nanopores, was fabricated by the anodic oxidation of a pure aluminum (Al) substrate (Al = 99.99%) using electrochemical methods with a carbon cathode [23]. Due to self-organization, a NPAT provides structure parameters (e.g., pore diameter \( \phi \) and interpore space \( w \)) with exceptionally high regularity and high reproducibility. After the formation, the NPAT with an area of 1 cm\(^2\) was detached from the Al substrate by alternating the polarity of the two electrodes. The detached NPATs were then placed onto the graphenes on Si(SiO\(_2\)) substrate as etching masks.

The thin-multilayer (< 10 layers) and monolayer graphene samples which were used as the base for formation of GNMs were extracted from bulk Kish graphite (Toshiba Ceramics) onto degenerately doped Si wafers with a 250-nm-thick SiO\(_2\) surface layer by means of mechanical exfoliation. Interference-induced color shifts in an optical microscope (3D-CCD), Raman spectroscopy, and cross-correlation with an AFM profile allowed us to identify the number of deposited graphene layers of all graphene flakes, which ranged from 1 to \( \sim \)10.

Using the NPAT as a mask, the assembled graphenes were etched by a carefully optimized low-power Ar gas (e.g., 200–600 V for 10–40 min) to avoid damage. We carried out the low-power etching step by step. After each 10 minute etching, we performed a FESEM (or AFM) measurement and checked for the formation of nanopores on the Si-substrate under the NPAT mask. Until the formation of nanopores on the Si-substrate was confirmed, we repeated the low-power etching. This is a very important process which avoids damaging the pore edges. The boundaries of nanopores are not aligned along the hexagonal carbon lattice of graphene in this process. Consequently, nanomesh of the NPAT was transferred to graphene. After formation of the GNM, the NPAT mask was entirely dissolved by a H\(_3\)PO\(_4\) solution or detached mechanically from the GNMs in some cases. Either method left no contamination remaining from the NPAT mask. Then, all multi-layer GNM flakes (i.e., except for monolayer GNMs), which existed under the NPAT, were entirely removed by the mechanical method (i.e, by plastic tweezers) one by one to measure the magnetization of only monolayer GNMs. After removing, the absence of the multi-layer GNM flakes was reconfirmed following the above-mentioned method.

All GNMs fabricated through these processes (including Figs. 2(c) and 2(f) sample) were annealed at 800 °C under high vacuum (10\(^{-6}\) Torr) for 0.5–3 days with constant gas pumping and, then, under hydrogen gas by a field-emission-type radical CVD system under greater than
1MPa pressure for at least for 3 hours for all the measurements. The first annealing is for
deoxygenation of the pore edges and recovering all damages and defects, while the second
annealing is for termination of the carbon atoms at the pore edges by hydrogen atoms.

The observation of the features shown in Figs. 2(b) and 2(e) were made after the
observation of the feature in Fig. 2(a), and subsequent annealing at 800 °C under high vacuum
(10^-6 Torr) for 3 days with constant gas pumping for dehydrogenation of the edges and, then,
under an oxygen atmosphere for 1 hour for oxidization of the pore edges. SQUID measurements
were carried out immediately after annealing.

Consequently, a large ensemble of monolayer GNMs with a total area \( \sim 4 \times 1 \text{ cm}^2 \)
was prepared for magnetization measurements (Fig. 2) (i.e., one sample consists of at least
4 substrates with monolayer GNMs. The total area does not include the area of the nano-pores.
The total number of measured samples was 11). In order to confirm the lack of contribution
from NPATs and Si-substrates, the magnetization of the Si-substrates assembled with only NPATs
(i.e., without GNMs) was measured as well as the NPATs for Figs. 2(c) and 2(f) (Si-sub + bulk
graphenes) and the absence of ferromagnetism was confirmed.

This method offers the following three significant advantages. (1) It gives less damage
and defects to the GNMs because of the non-lithographic method. (2) Moreover, the honeycomb-like
array of hexagonal nanopores can result in the formation of a large ensemble of GNRs and
pore edges with sufficient lengths (e.g., 40 nm in the present case), because the regions between
two pores can be GNRs and the presence of six boundaries of hexagonal pore among the
neighboring six pores produces six GNR (Fig. 1(e)). In the actual GNM, it is speculated that a
mixture of zigzag and armchair edges may exist in one GNR (one pore edge), as confirmed by
the STM observation [9]. Even in that case, a large number of GNRs in the present GNMs can

---

**Fig. 2.** Magnetization of monolayer GNMs with \( \phi \sim 80 \text{ nm} \) and \( W \sim 20 \text{ nm} \) for
(a)(d) hydrogen-terminated edges; (b)(e) oxygen-terminated edges; and (c)(f) bulk
graphene without pore arrays. DC magnetization was measured by a superconducting
quantum interference device (SQUID; Quantum Design). Magnetic fields
were applied perpendicular to GNMs. The vertical axes in panels (a) and (d) de-
note magnetic moment per localized-edge orbital, assuming mono-hydrogenation
of individual edge carbon atoms.
yield a large area of assembled zigzag-edge GNRs. This is extremely effective to detect small magnetic and electric signals arising from pore edges. (3) From a topological reason, when the atomic structure of one pore boundary is aligned with the hexagonal carbon lattice of graphenes (e.g., to zigzag), the other five pore boundaries can have the same edge atomic structure (e.g. zigzag).

In the present experiment, the pore-edge atomic structures could not been intentionally controlled to zigzag type unlike Ref. [20]. However, in Ref. [33], we indirectly proved the presence of zigzag atomic structure at the pore edges by observation of the small ratios of $D/G$ peak heights ($< 0.2$) in Raman spectroscopy, which were realized by reconstruction of edge atomic structure to a zigzag type by high-temperature annealing, in comparison with previous reports [20, 30]. Indeed, the presence of polarized spins in such H-terminated GNMs was confirmed in inter-pore regions and also at some pore edges by observations using magnetic force microscopy [33]. Moreover, the observed anomalous magnetoresistance (MR) oscillation turned out to be due to the presence of localized electrons at the pore edges in the H-terminated zigzag-type GNMs with $\sim 10$ layers [33].

(b) Magnetism due to H-terminated pore edges

The magnetization curve measured for the H-terminated monolayer GNM, which showed the low $D/G$ peak ratio values ($< 0.2$), is shown in Fig. 2(a). A ferromagnetic-hysteresis loop with large amplitude is clearly observed. In addition to this sample, three other samples with low $D/G$ peak heights in Raman spectroscopy exhibited similar ferromagnetism. In contrast, O-terminated GNMs exhibited a diamagnetism-like weak hysteresis loop (Fig. 2(b)). This is consistent with Ref. [6], which reported that the formation of a spin-paired C–O chemical bond drastically reduces the local atomic magnetic moment of carbon at the zigzag edge of GNRs and suppresses the emergence of ferromagnetism. Reference [6] reported that the formation of a spin-paired C=O chemical bond drastically reduces the local atomic magnetic moment of carbon at the zigzag edge of GNRs and suppresses the emergence of ferromagnetism. The disappearance of ferromagnetism in Figs. 2(b) and 2(e) is qualitatively consistent with this theory.

Bulk graphenes without any pores and those assembled with NPATs show few such features, even after $H_2$ annealing (Figs. 2(c) and 2(f)), implying no contribution of parasitic factors (e.g., defects, impurities) from bulk graphenes. Moreover, presence of less damage or impurities was reconfirmed in most of the bulk-graphene regions, because mechanically exfoliated bulk graphenes showed extremely low $D/G$ peak heights ($\ll 0.1$) and high 2D peak intensity in Raman spectroscopy. These results strongly suggest that the observed ferromagnetism is associated with polarized spins localized at the H-terminated zigzag-pore edges. The ferromagnetism observed at 2 K appears even at room temperature with a larger magnitude for the hysteresis loops (Fig. 2(d)). In Figs. 2(b) and 2(e), even the diamagnetism of graphene has mostly disappeared. One of the reasons is attributed to the formation of a nanopore array, because such an array drastically reduces the bulk graphene area available for the presence of loop currents which produce diamagnetism at the currently applied magnetic-field levels (i.e., corresponding to only GNRs with $W \sim 20$ nm between nanopores; Fig. 1(e)). The radius of the cyclotron motion for electrons is given by $R_c = (\pi n_s)^{1/2} (h/2\pi)/eB$. By observing the magnetoresistance (i.e., commensurability peak), we calculate $n_s$ to be $\sim (4 \times 10^{11})$ cm$^{-2}$ in the present GNMs. Based on this $n_s$ value, $R_c$ is calculated to be as large as $\sim 400$ nm, even for the largest applied magnetic field of 1000 gauss in Fig. 2. Indeed, this $R_c$ value is 20 times larger than $W \sim 20$ nm between the present nanopores, and it prohibits the emergence of loop currents for the formation of diamagnetism.
Figure 3 shows the correlation between the inter-pore spacing (corresponding to the width of the GNR, $W$; Fig. 1(e)) and the magnetization. The magnitude of the hysteresis loop was found to decrease with increasing $W$. In particular, the residual magnetization is inversely proportional to the $W$ value (inset of Fig. 3(c)). This result is qualitatively consistent with theories for the GNR model, according to which, the edge spin stability and ordering of a zigzag-edge GNR are determined by the exchange interaction between the two edges leading to vanishing of ferromagnetic edge spin ordering with increased $W$ [2, 5].

![Graph showing correlation between magnetization and inter-pore spacing](image)

**Fig. 3.** (a)–(c) Correlation of the magnetization with the mean inter-pore spacing $W$ of monolayer GNMs at $T = 300$ K. Mean pore diameter ($\phi \sim 80$ nm) was kept through all samples. For Figs. 3 (a)–(c), difference in magnetic moment between upper and lower curves of hysteresis loop at $H = 0$ (residual magnetization $B_r \times 2$) is $\sim 0.28 \mu_B$, $\sim 0.2 \mu_B$, $\sim 0.12 \mu_B$ and the loop width at zero magnetic moment (coercivity $H_c \times 2$) is $\sim 400$ gauss, $\sim 260$ gauss, $\sim 500$ gauss, respectively. Inset of (c); $B_r$ at 300 K as a function of $W$. (d) Magnetic force microscope image of a ferromagnetic GNM. CoPtCr-coated Si-probe was used for measurement with a tapping mode. Darker color means higher densities of polarized spins. In particular, the parts indicated by two arrows evidently show presence of pore-edge localized spins.

Such a correlation cannot be understood by ferromagnetism originating from the defects located only at the pore edges or in the bulk graphene between pores. In the former case, the ferromagnetism amplitude should be mostly independent of $W$, because defects are located only at pore edges. In the latter case, the ferromagnetism amplitude should increase with an increase of $W$, because the defect density increases. Consequently, we conclude that the observed ferromagnetism is not due to parasitic origins (e.g., defects, impurities) but should be truly attributed to H-terminated zigzag pore edges.

This is also consistent with magnetic force microscope (MFM) observations (Fig. 3(d)). Although the space resolution is poor, we can actually confirm the presence of high densities of polarized spins at the interpore regions and also some pore edges under slight magnetic fields. To date, approximately 50% of the samples, which include samples showing the low $D/G$ peak heights, have shown ferromagnetism.
As mentioned above, we could not intentionally form zigzag-type pore-edge atomic structure. Refs. [15] and [16], however, suggested that zigzag edges are the most stable chemically and that arm chair-based edges are reconstructed to zigzag after STM Joule heating for long edges of overlapped graphenes [15] and electron beam (EB) irradiation for pore edges [16].

Ref. [30] reported that edge chirality can be distinguished by the observation that the $I(D)$ for graphene edges were stronger (weaker) at the armchair (zigzag) edges. This is because the double resonance process, which induces the $D$ peak, can only be fulfilled at an armchair edge, when the one-dimensional character of the edge is considered. Indeed, Ref. [30] exhibited $I(D)/I(G)$ value $< 0.1$ for observation of zigzag edge of graphene flakes by using angle-dependent Raman spectroscopy with a polarized laser beam. This is qualitatively consistent with Fig. 1(e).

The low $I(D)/I(G)$ values are also qualitatively consistent with those reported for GNPAs in Ref. [20], whose hexagonal-pore boundaries are intentionally aligned along the carbon hexagonal lattice by specified method, resulting in the formation of pure zigzag pore edges.

There are three different edge structures: zigzag, armchair, and a mixture of the two. Because the possibility of the formation of each structure is basically equal ($\sim 33\%$), the value of $50\%$ for formation of a zigzag edge (samples 1–4) indicates that almost half of the edges for the case of the mixtures (i.e., $\sim 33\%/2 = \sim 17\%$), which are close to the behavior of a zigzag edge, can be reconverted to a zigzag edge by annealing (i.e., $\sim 33\% + \sim 17\% = \sim 50\%$). The remaining $50\%$ of the samples will have armchair edges or large-volume defects.

The stability may be simply understood by the difference in the number of carbon atoms bonded to two neighboring carbon atoms (dangling bonds) for zigzag edge (i.e., one such atom) and arm chair edges (two such atoms) [16]. After removal of such atoms, the arm chair edge requires twice as much energy as the zigzag in order to repair the removed atoms and, thus, becomes unstable. In our system, we carried out high-temperature annealing for narrow ($W \sim 20$ nm) GNRs (i.e., narrow inter-pore spacing). This might bring the energy similar to those in Refs. [15, 16] and cause the reconversion of edge atomic structures to zigzag.

However, this is strongly case-dependent. Edge reconstruction occurs under some conditions; e.g., electron beam (EB) irradiation during HRTEM observation (Ref. [16]), Joule heating by a STM probe (Ref. [15]), and high temperature annealing. Thus, the exact values of activation energy for cutting and reconstructing edge C-C bonds should be experimentally investigated and be determined as universal values in the future.

Currently, refs. [15] and [16] argue that the zigzag edge is the most stable and arm chair-based edges are reconverted to zigzag ones after EB irradiation for pore edges and STM Joule heating for long edges of overlapped graphenes, while “PRL 101, 115502” and “PRB 80, 073401” interestingly argues that 5–7 zigzag edge is stable after EB irradiation. These results may look controversial.

However, to the best of our knowledge and experience, 5–7 edge structures have been merely observed and reported to date, because they consist of peculiar polygons except for hexagon. Indeed, the “PRB 80, 073401” exhibited only very small parts of the edges. Thus, we don’t think that the 5–7 edge can stably exist within a long range along long edges like our hexagonal nanopore with a 40 nm length for one boundary. Moreover, 5–7 edge can be one of disordered edge structures and, hence, large $I(D)/I(G)$ ratios should be observed in Raman spectroscopy. This is not consistent with our results. Therefore, we concur with the argument put forth in refs. [15] and [16].

The observation of edge atomic structures is indispensable for present experiments. However, it is extremely difficult to do this at this time, because for HRTEM observation,
GNMs cannot be fabricated on a TEM grid, and for STM observation, the GNMs do not have a large enough conductivity for such measurements. The GNMs formed on Cu substrates may solve this problem for STM observations, because such a substrate provides a high conductivity, although the atomic edge structures may be affected by the Cu substrate.

(c) Theoretical discussion of edge magnetization values

Here, employing the GNR model, which assumes pure zigzag pore edges (i.e., without any defects) at all regions, allows one to estimate the magnetic moment of edge carbon atoms that contribute to the ferromagnetism observed in Fig. 2. Assuming that only edge dangling bonds have localized spin moments, the magnetic moment per edge dangling bond prior to H termination is estimated to be $(1.2 \times 10^{-23})/\mu_B = 9.3 \times 10^{-24} \sim 1.3\mu_B$, where $\mu_B$ is the Bohr magneton, as follows.

1. The total area of assembled bulk graphenes used for the pore array formation is 4 cm$^2$. (2) The area of one hexagonal unit cell with a pore is $S = 6(3^{-1/2}/2)(a/2)^2 \sim 4300$ nm$^2$, where $a = [80$ nm (pore diameter) + 20 nm (interpore spacing)]. (3) Thus, the total number of pores is $(4 \text{ cm}^2)/(4300 \text{ nm}^2) \sim 1011 [(1)\times(2)]$. (4) The total number of dangling bonds per hexagonal pore is $(40 \text{ nm})/(0.142 \text{ nm} \times 3^{1/2}) \times 6 = 166 \times 6 \sim 1000$. (5) The total number of edge dangling bonds of the GNM used for the SQUID measurement is 1014 $[(3)\times(4)]$.

Therefore, using (5), the saturation magnetization per edge dangling bond is estimated to be $1.2 \times 10^{-6}$ (emu) $\times 10^{-3}/10^{14} = 1.2 \times 10^{-23} (J/T)$. Thus, the magnetic moment per edge dangling bond is estimated to be $(1.2 \times 10^{-23})/\mu_B = 9.3 \times 10^{-24} \sim 1.3\mu_B$. This value is very large compared with previous theoretical predictions. Conventionally, GNRs with no H-termination of dangling bonds should show antiferromagnetism, theoretically. However, in the above estimation, the observed total magnetization was divided by estimated number of edge dangling bonds in the GNM, neglecting this theory. This led to the problem.

Next, after H annealing at high temperature, edge dangling bonds of a GNR are terminated by H atoms [3, 5–7, 9]. The following three types of H terminations are theoretically possible. (1) All edge dangling bonds are each terminated by one H atom on both -side zigzag edge. This provides a flat band for $2\pi/3 \leq k \leq \pi$ in the Brillouin zone. Electrons are well localized at the edges. (2) All the edge dangling bonds of one side are each terminated by two H atoms (so that the edge carbon atom becomes tetrahedrally coordinated; a bearded edge), while the opposite-side dangling bonds are terminated by a single H atom. The GNR provides a flat band for $0 \leq k \leq \pi$, resulting in a completely localized “on-bonding state” around the Fermi level ($E_F$). This leads to the spin polarization of all carbon atoms. (3) The double H atom termination of the zigzag-edge carbon atoms on both sides of a GNR provides a flat band for $0 \leq k \leq 2\pi/3$ and creates a modified zigzag edge.

The type of edge H-termination could not be observed in the present experiment. However, our case should correspond to case (1) for the following reason; the mono-H termination of the edge dangling bond decreases its magnetic moment to one $\mu_B$. The magnetic moment of one localized-edge $\pi$ orbital is, therefore, estimated to be as large as $(\sim 1.3\mu_B - 1 \mu_B) = \sim 0.3\mu_B$. This is in fairly good agreement with the theoretical contribution of the $\pi$-orbital state to the edge magnetic moment of $\sim 0.3\mu_B$ in a zigzag-edged GNR within the ferromagnetically ordered spin configuration [5].

We have estimated the edge magnetization based on a GNR model with zigzag edges, assuming the presence of perfect zigzag-pore edges at all parts of our GNMs. In contrast, even a small defect may still be present in actual pore edges. In order to elucidate the influence of such residual small-volume edge disorder on GNM magnetism, we performed systematic first-principles calculations of magnetic properties of quasi-GNR structures (Fig. 4(a), corresponding
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...to the inter-pore region) based on Lieb’s theorem [29], which assumes slight disorder at the upper edge. Interestingly, the ground state of quasi-GNR structure turned out to be ferromagnetic in Fig. 4(b). The calculated net magnetic moment follows Lieb’s theorem with local moments up to $0.2 \mu_B$/edge atom and depends on magnitude of the assumed edge disorder. These values agree fairly well with the value estimated from the GNR model. In order to determine which models are more relevant to the actual structures, observation of pore edge atomic structures is indispensable.

**Fig. 4.** Model and calculation result for net magnetism (Lieb’s theorem) (a) Structure of hydrogen-passivated quasi-GNR, which employs slight curvature (disorder) with $\Delta_{AB} = 1$ (the difference between the number of removed A and B sites of the graphene sublattices at zigzag edges) on the upper edge, used for first-principles calculations based on Lieb’s theorem. The dark and white atoms are carbon and hydrogen, respectively. (b) Calculated spin-density distribution of quasi-GNR for (a), which gives the edge magnetic moment of $0.2 \mu_B$ to the lower edge.

### 2.2. Novel spin-phenomena in few-layer ferromagnetic GNMs

Although we have reported spin polarization at the pore edges of monolayer GNMs in the present study, the GNMs didn’t show clear electronic features, because lithography was used for electrode formation on the monolayer GNM. This method introduced contamination and disorder to the pore edges. The resistivity of the GNMs was also very high.

In contrast, as mentioned above, we reported periodic MR oscillations arising from electrons localized at H-terminal pore edges in weak-ferromagnetic GNMs with $\sim$10 layers, when magnetic fields were applied perpendicularly to the GNMs layers [33]. The observed oscillation period proved that the electron orbit localizing at the pore edges produced the oscillation with a period, which is shorter than those caused by cyclotron-motion electrons due to applied fields. This result suggested that contamination and disorder exist only around the topmost surface or the sub-surface layers, while lower layers (e.g., the fifth layer) should have mostly no such influence. Thus, also in the present measurements, we measured MR behaviors of H-terminated GNMs with $\sim$5 layers. Although the magnitude of spin polarization at pore edges becomes weaker in the $\sim$5 layer GNMs compared with that of monolayer GNMs, the GNMs actually exhibited small-magnitude but evident ferromagnetism in magnetization measurements and proved presence of polarized edge spins [28].
Figure 5(a) and 5(b) show typical drain current ($I_{sd}$) vs. drain voltage ($V_{sd}$) and $I_{sd}$ vs. back-gate voltage ($V_{bg}$) behaviors for a $\sim 5$ layer ferromagnetic GNM, respectively. In Fig.5(a), a strong zero-bias anomaly was observed. That can be attributed to either a single electron charging effect in narrow GNR regions among the nano-pores or poor interface between the Au electrodes and the GNM. Figure 5(b) displays an n-type semiconductive behavior, also due to narrow inter-pore GNR regions, which can introduce energy band gaps [17]. Because the band gaps are attributed to confinement of electrons into the one-dimensional space of the inter-pore regions (i.e., GNRs) [17], it is consistent with the presence of zigzag pore edges.

(a) Spin pumping effect under parallel fields

Figures 5(c) and 5(d) show MR ($R_{xx}$) behaviors for two different-$W$-value ferromagnetic GNMs ($W \sim 30$ nm and $\sim 40$ nm) for inset of Fig. 5(a)-pattern under a constant current ($I_{sd}$) mode of a four probe measurement, when magnetic fields are applied in parallel with the GNM planes ($B_{//}$). They show saw-tooth like MR oscillations, in which the MR monotonically increases with increasing fields, while it abruptly drops at a critical field and starts to increase
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Fig. 5. (a)-(b) Typical $I_{sd}$ vs. $V_{sd}$ (a) and $I_{sd}$ vs. $V_{bg}$ (b) behaviors measured between electrodes 1 and 2 (inset) in a ferromagnetic GNM with $\sim 5$ layers. (a) exhibits an n-type semiconductive behavior due to the narrow inter-pore regions (i.e., GNRs) (Fig. 1(e)). Inset: SEM image of Hall pattern (six probes) formed on a GNM with $\sim 5$ layers. MR ($R_{xx}$) between electrodes 5 and 6 was measured under a constant $I_{sd}$ of 20 nA between electrodes 1 and 2. (c) (d) MR ($R_{xx}$) behaviors under parallel fields in different two samples with $\sim 5$ layers (i.e., $W \sim 30$ nm for (c) and $\sim 40$ nm for (d), $\phi \sim 80$ nm is common). $V_{bg}$ was set to $+20$ V. Arrows mean sequence of applied $B$ (e.g., from $-0.3$ T to $+0.3$ T or from $+0.3$ T to $-0.3$ T)
again in a repeated manner. In Fig. 5(c) for $W \sim 40$ nm, at $B < -0.05$ and $0.15 < B$, the oscillation periods are larger than those in two oscillations around $B = 0$. The periods for all oscillations are the same for increasing and decreasing $B$. In contrast, in Fig. 5(d) for $W \sim 40$ nm, the oscillation becomes ambiguous. We call this saw-tooth like MR oscillation as spin pumping effect. The effect means a repeated cycle of accumulation (increased number) of polarized spins and its abrupt emission (decreased number) at critical fields, depending on the applied fields. Such anomalous behaviors cannot be interpreted by any previous MR phenomena (e.g., ferromagnetic MR behavior, giant MR, tunnel MR, and spin valve effect).

In the present case, spin-polarized electrons localize at the pore edges under thermal equilibrium. However, under non-thermal equilibrium, caused by a constant current flow for Fig. 5(b), the flat bands at the pore edges are modulated and, thus, some of polarized edge-electron-spins don’t localize at the pore edges and can flow through bulk graphene regions amongst the pores. In our previous $\sim 10$-layer GNMs with $W \sim 20$ nm [33], the spin pumping effect was not observed under parallel fields, although MR oscillation arising from pore-edge localized electrons was found under perpendicular fields. This implies that enough inter-pore space $W$ for electron transport between electrodes is indispensable for the spin flow and detection of the spin pumping effect (Fig. 6).

One of the qualitatively possible interpretations for the spin pumping effect might be as follows. When the applied magnetic field increases, the number of accumulated polarized-spins increase at the pore edges. Moreover, other electrons, which are flowing in bulk graphene regions among the pores, also accumulate at the flat energy band of the pore edges. However, the accumulation of edge-polarized-spins saturate and the excess spins are abruptly emitted at a critical field, as parallel magnetic fields increase further, because the flat band is modulated in the GNM plane by increasing parallel fields, more or less. After the emission of the accumulated excess spins, the flat band partially recovers to near the initial condition and the pore edges can allow further accumulation of spins. Then, MR starts to increase again. In Fig. 5(d) with $W \sim 40$ nm, the oscillation becomes ambiguous as mentioned above. This is qualitatively consistent with decrease in the ferromagnetism amplitude shown in Fig. 3(c), that is, reduction of amplitude of polarized spins at the pore edges in monolayer GNMs. This suggests the presence of optimized $W$ values (e.g., 30 nm), which are most suitable for the appearance of a spin pumping effect. Large $W$ values weaken the magnitude of polarized spins at the pore edges, while small $W$ values obstruct spin flow between electrodes and make spin flow detection difficult (Fig. 6). Further clarification of the exact mechanism is expected in near future.

(b) Hysteresis loop in MR under perpendicular fields

More importantly, we confirm presence of a ferromagnetic-like MR hysteresis loop (Fig. 7), when a magnetic field is applied perpendicularly to the ferromagnetic GNM plane with $W \sim 30$ nm. Although the loop is not perfectly evident, it is somewhat reproducible. This observation can also be understood from polarized-spin transverse between electrodes due to the presence of enough interpore space as mentioned above (Fig. 6). This result is extremely important and is useful to realize all-carbon spintronic devices like magnetic semiconductors (e.g., (In, Mn), As). Indeed, this loop disappears when $V_{bg}$ is set to $-20$ V in Fig. 5(b). Thus, one can control the switching of the MR hysteresis loop by changing $V_{bg}$. This makes feasible spin memory devices despite the absence of magnetic atoms. Magnetic semiconductors cannot work at room temperature, while the present feature in ferromagnetic GNMs appears even at room temperature (Fig. 2(d)). It, therefore, must open a new door to magnetic-atom free spintronics to resolve present environmental and resource problems.
FIG. 6. Schematic top view of a GNM with current path. Under enoughly large $W$ (i.e., $> 30$ nm), electrons including pore-edge localized spins can transvers between electrodes because of the reduced pore scattering. Cyclotron-motion electrons also form a runaway orbit and transvers, when the diameter of the motion agrees with the unit cell diameter, $a$

FIG. 7. MR ($R_{xx}$) behaviors under perpendicular fields in the sample for Fig. 5(c) with $W \sim 30$ nm. $V_{bg}$ was also set to $+20$ V. Arrows mean sequence of applied $B$

3. Conclusion

In conclusion, we have successfully fabricated low-defect mono-layer GNMs by using a non-lithographic method (i.e., using NPATs as etching masks) and found the emergence of large-amplitude ferromagnetism even at room temperature, only when pore edges of the GNMs were H-terminated. The observed correlation between the inter-pore spacing and magnetism and also MFM observation supported that this was attributed to polarized electron spins localized at the zigzag pore-edges. The magnetic moment per edge dangling bond ($\sim 0.3\mu_B$) was also quantitatively in good agreement with theories for pure zigzag-GNR and also defected-GNR models (Lieb’s theorem). Moreover, a spin pumping effect was found for fields applied in parallel to the GNM planes in few-layer ferromagnetic GNMs, while the MR hysteresis loop was observed under perpendicular fields. The optimized inter-pore spacing was found to be useful for detection of evident spin pumping effect and the MR hysteresis loop as well.

As mentioned in introduction, spin-based phenomena in graphenes, which were once only predicted by theories [22,25–27], have now been observed experimentally. One experiment reported on the observation of a large spin diffusion current due to the large spin coherence in high-quality graphene on a hexagonal boron-nitride substrate [32]. The other experiment mentioned in its introduction a report on the observation of SHE in dihydrogenated graphenes
by possibly introducing strong SOI, although some questions still remain. These suggest that spin-based phenomena in graphenes are approaching new stages and also the observations of present edge-spin phenomena open a new door towards the creation of novel spintronic devices. The present ferromagnetic GNMs must also be rare-element free, invisible and flexible in order to be utilized in ultra-light (wearable) magnets and spintronic devices, which can circumvent environmental and material-resource problems.
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Two CF\(_3\) derivatives of C\(_{90}\), C\(_{90}(30)(\text{CF}_3)_{18}\) and C\(_{90}(35)(\text{CF}_3)_{14}\), have been isolated via HPLC from the products of a high-temperature trifluoromethylation of a C\(_{76}-C_{96}\) fullerene mixture with CF\(_3\)I. Their molecular structures were determined by single crystal X-ray crystallography using synchrotron radiation. The addition patterns of the new compounds are discussed in comparison with those of the corresponding chlorinated C\(_{90}\).
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1. Introduction

Compared to C\(_{60}\) and C\(_{70}\), the investigation of higher fullerenes has been hampered by their relatively low abundance in fullerene soot and due to the existence of cage isomers [1]. Structural characterization of pristine higher fullerenes is typically accomplished by means of \(^{13}\)C NMR spectroscopy, which provides information on molecular symmetries. However, identification of higher fullerenes by this conventional method is not unambiguous in many cases since several isomers may exhibit the same molecular symmetry [2,3]. An efficient alternative is chemical derivatization of higher fullerenes followed by isolation and structural characterization of the derivatives thus obtained, as exemplified by several examples for C\(_{76}-C_{96}\) [4-12].

C\(_{90}\) belongs to the group of higher fullerenes with magic (6\(n\)) number of carbon atoms, which usually possess higher abundance and richer isomerism compared to their neighboring members [13]. For C\(_{90}\), there are 46 topologically possible isomers obeying the Isolated Pentagon Rule (IPR) [1]. Experimentally, \(^{13}\)C NMR spectra of chromatographic C\(_{90}\) fractions were interpreted as showing the existence of five isomers of C\(_{2v}\), C\(_s\), C\(_2\), C\(_1\), and C\(_2\) symmetry [14,15]. A comparison between the experimental and theoretically predicted \(^{13}\)C NMR shifts allowed the establishment of most probable carbon cages, 28 (C\(_2\)), 30 (C\(_1\)), 32 (C\(_1\)), 35 (C\(_s\)), 40 (C\(_2\)), 45 (C\(_2\)) and 46 (C\(_{2v}\)), which are present in the C\(_{90}\) fractions [16]. X-ray crystallographic study of co-crystals of C\(_{90}\) from three HPLC fractions (obtained from arc-discharge of Sm\(_2\)O\(_3\)-doped graphite rods) with Ni\(^{II}\)(OEP) (OEP - octaethylporphirin) resulted in the structural confirmation of three isomers of pristine C\(_{90}\), 1 (D\(_{5h}\)), 30, and 32 [17,18].

A trifluoromethylated derivative of C\(_{90}\), C\(_{90}(\text{CF}_3)_{12}\), was suggested to contain C\(_1\)-C\(_{90}(32)\) cage on the basis of its \(^{19}\)F NMR spectrum [19]. X-ray crystallographic investigation of C\(_{90}\)Cl\(_n\)(\(n = 22, 24, 28, \) and 32) unambiguously confirmed the C\(_{90}\) cages nos. 28, 30, 32,
Herein, we report the synthesis, HPLC isolation, and X-ray structure elucidation of trifluoromethylated derivatives of two C\(_{90}\) isomers, C\(_{90}(30)(CF_3)_{18}\) and C\(_{90}(35)(CF_3)_{14}\). Addition patterns are discussed and compared with those of the corresponding chlorinated C\(_{90}\).

2. Results

A starting higher fullerene mixture (35-45 mg; MER Corp.) contained C\(_{76}\)–C\(_{96}\) fullerenes with the highest abundance of C\(_{84}\) and small admixtures of C\(_{60}\) and C\(_{70}\) [22]. The reaction with CF\(_3\)I was performed at 420 °C in a glass ampoule for 48 h, whereas the reaction at 560 °C (in a quartz ampoule) lasted only 1 h (see [23] for more details). In both cases, the trifluoromethylation products sublimed in the colder parts of the ampoules contained mixtures of fullerene(CF\(_3\))\(_{2n}\) derivatives with 2\(n\) in the range of 12 – 20 according to MALDI TOF mass spectrometric analyses (fig. 1).

The product obtained at 420 °C was subjected to a two-step HPLC separation in hexane (Buckyprep column, 10 mm i.d. × 250 mm, flow rate 4.6 mL min\(^{-1}\), monitored at 290 nm). The fraction collected at 13.5 min in the second HPLC step contained mainly a C\(_{90}(CF_3)_{18}\) species. Slow concentration of the solution afforded small orange crystals of C\(_{90}(CF_3)_{18}\)·1.5 Hexane, which have been investigated by single crystal X-ray diffraction using synchrotron radiation.

The sublimation product from the synthesis at 560 °C was first separated by HPLC in toluene at the same chromatographic conditions; the fraction eluted between 6.3 and 6.6 min was further separated using a toluene/hexane (1/1) mixture as the eluent. The fraction eluted at 19.4 min contained C\(_{90}(CF_3)_{14}\) species (fig. 2). Recrystallization from o-dichlorobenzene (o-DCB) afforded small red crystals. The crystal structure of C\(_{90}(CF_3)_{14}\)·2.5 (o-DCB) was determined by X-ray single crystal crystallography using synchrotron radiation.

Synchrotron X-ray data were collected at 100 K at the BL14.2 at the BESSY storage ring (PSF at the Free University of Berlin, Germany) using a MAR225 CCD detector. Crystallographic data along with some details of data collection and structure refinements are
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**Fig. 2.** Chromatographic isolation C\(_{90}(\text{CF}_3)_{18}\) (a) and C\(_{90}(\text{CF}_3)_{14}\) (b). The fractions collected are indicated by hatching (a) or arrow (b). Insets show mass spectra of the collected fractions. The compositions of C\(_{2m}(\text{CF}_3)_{2n}\) derivatives are given as 2\(m/2n\).

**Table 1.** Crystallographic data and some details of data collection and refinement for C\(_{90}(\text{CF}_3)_{18}\)
1.5Hexane and C\(_{90}(\text{CF}_3)_{14}\)
2.5(o-C\(_6\)H\(_4\)Cl\(_2\))

| Compound | C\(_{90}(\text{CF}_3)_{18}\)
1.5Hexane | C\(_{90}(\text{CF}_3)_{14}\)
2.5(o-DCB) |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>M(_r)</td>
<td>2452.34</td>
<td>2427.41</td>
</tr>
<tr>
<td>Crystal system</td>
<td>Monoclinic</td>
<td>Triclinic</td>
</tr>
<tr>
<td>Space group</td>
<td>(C2/c)</td>
<td>(P\bar{1})</td>
</tr>
<tr>
<td>(a) [(\text{\AA})]</td>
<td>47.661(4)</td>
<td>14.206(1)</td>
</tr>
<tr>
<td>(b) [(\text{\AA})]</td>
<td>22.404(2)</td>
<td>24.343(2)</td>
</tr>
<tr>
<td>(c) [(\text{\AA})]</td>
<td>16.352(1)</td>
<td>25.359(2)</td>
</tr>
<tr>
<td>(\alpha) [(^\circ)]</td>
<td>90</td>
<td>93.312(3)</td>
</tr>
<tr>
<td>(\beta) [(^\circ)]</td>
<td>97.516(6)</td>
<td>99.786(8)</td>
</tr>
<tr>
<td>(\gamma) [(^\circ)]</td>
<td>90</td>
<td>102.104(3)</td>
</tr>
<tr>
<td>(V) [(\text{\AA}^3)]</td>
<td>17311(2)</td>
<td>8410.0(11)</td>
</tr>
<tr>
<td>(Z)</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>(D_c) [g cm(^{-3})]</td>
<td>1.882</td>
<td>1.907</td>
</tr>
<tr>
<td>Crystal size [mm]</td>
<td>0.02×0.02×0.01</td>
<td>0.05×0.02×0.01</td>
</tr>
<tr>
<td>Detector; (\lambda) [(\text{\AA})]</td>
<td>MAR225 / 0.9050</td>
<td>MAR225 / 0.8856</td>
</tr>
<tr>
<td>Temperature [K]</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>(\theta) (max) [deg]</td>
<td>36.94</td>
<td>36.67</td>
</tr>
<tr>
<td>Refls collected / (R(\text{int}))</td>
<td>121922 / 0.051</td>
<td>122394 / 0.191</td>
</tr>
<tr>
<td>Data / parameters</td>
<td>17704 / 1712</td>
<td>33354 / 3099</td>
</tr>
<tr>
<td>(R_1) ([I \geq 2\sigma(I)]) / (wR_2) (all)</td>
<td>0.060 / 0.160</td>
<td>0.090 / 0.216</td>
</tr>
<tr>
<td>(\Delta \rho) (max / min) [e (\text{\AA}^{-3})]</td>
<td>1.107 / -1.265</td>
<td>0.391 / -0.426</td>
</tr>
</tbody>
</table>
presented in Table 1. The structures were solved with SHELXD and anisotropically refined with SHELXL. In the crystal structure of C\textsubscript{90}(CF\textsubscript{3})\textsubscript{18}·1.5Hexane, seven CF\textsubscript{3} groups and solvated hexane molecules are strongly disordered. In the crystal structure of C\textsubscript{90}(CF\textsubscript{3})\textsubscript{14}·2.5(\textalpha-C\textsubscript{6}H\textsubscript{4}Cl\textsubscript{2}), there are two crystallographically independent C\textsubscript{90}(CF\textsubscript{3})\textsubscript{14} molecules. One CF\textsubscript{3} group and three of six independent dichlorobenzene molecules are disordered. Crystallographic data are deposited under CCDC-917604 and -917603, respectively.

3. Discussion

Mass spectrometric MALDI analyses of trifluoromethylation products demonstrate the presence of C\textsubscript{90}(CF\textsubscript{3})\textsubscript{2n} species with 2\textit{n} ranging from 12 to 20, however, without information concerning the C\textsubscript{90} cage connectivity and CF\textsubscript{3} addition patterns. HPLC separation supported by subsequent MALDI MS analyses of separated fractions indicates the occurrence of several different C\textsubscript{90}(CF\textsubscript{3})\textsubscript{2n} isomers of the same composition whereas their assignment to specific C\textsubscript{90} cages remained unknown. Growing crystals from separated fractions followed by X-ray crystallographic structure determination using synchrotron radiation was successful in only two cases of C\textsubscript{90}(CF\textsubscript{3})\textsubscript{14} and C\textsubscript{90}(CF\textsubscript{3})\textsubscript{18}, which are the first examples of unambiguous structural characterization of CF\textsubscript{3} derivatives of C\textsubscript{90} fullerene (fig. 3).

![Fig. 3. Projections of the C_{90}(30)(CF_{3})_{18} (left) and C_{90}(35)(CF_{3})_{14} (right) molecules.](image)

An analysis of the carbon cage connectivities in two molecules reveals that they contain different C\textsubscript{90} cages, C\textsubscript{s}-C\textsubscript{90}(35) and C\textsubscript{1}-C\textsubscript{90}(30), respectively, i.e., the C\textsubscript{90} isomers, which have been already confirmed previously either in a pristine form (disordered C\textsubscript{90} (30) cage in co-crystals with Ni\textsuperscript{II}(OEP) [18]) or as chlorinated derivatives (both 30 and 35 isomers [21]). The description of molecular structures, their addition patterns, and comparison with corresponding chloro derivatives are convenient to perform using Schlegel diagrams (figs. 4 and 5).

In the C\textsubscript{1}-C\textsubscript{90}(30)(CF\textsubscript{3})\textsubscript{18} molecule, 18 CF\textsubscript{3} groups are attached to a C\textsubscript{1}-C\textsubscript{90} cage exclusively in positions of double hexagon junctions (DHJs), whereas positions of triple hexagon junctions (THJs) remain unoccupied (fig. 4). All cage pentagons contain one or two attached CF\textsubscript{3} groups. The stabilization of the addition pattern is achieved due to the formation of five isolated or partially isolated C=C bonds (av. bond length 1.33 Å) and one partially isolated benzenoid ring (av. C-C bond length 1.39 Å).

The previous X-ray crystallographic characterization of C\textsubscript{90}(30) fullerene derivative has been performed on the crystal, which contained both C\textsubscript{90}(30)Cl\textsubscript{22} and C\textsubscript{90}(28)Cl\textsubscript{24} molecules in the unit cell [20,21]. A comparison of the addition patterns of C\textsubscript{90}(30)(CF\textsubscript{3})\textsubscript{18}
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Fig. 4. Schlegel diagrams of C\textsubscript{90}(30)(CF\textsubscript{3})\textsubscript{18} (left) and C\textsubscript{90}(30)Cl\textsubscript{22} (right). Cage pentagons are highlighted with gray. Black triangles and circles denote attached CF\textsubscript{3} groups and Cl atoms, respectively. The isolated or partially isolated C=C bonds and benzenoid rings are also indicated.

and C\textsubscript{90}(30)Cl\textsubscript{22} shows their rather close similarity because of 16 of 18 attachments positions in the former molecule are also occupied in the chlorinated molecule. This results in the same location of three C=C bonds and the benzenoid ring on the C\textsubscript{90}(30) carbon cage. The differences in the addition patterns concern the attachment of some Cl atoms in adjacent (ortho) positions, which are less favourable for bulkier CF\textsubscript{3} groups. For the same reason, the maximum number of CF\textsubscript{3} groups attached to fullerene cages is only 20 (structurally confirmed for C\textsubscript{70}, C\textsubscript{84}, C\textsubscript{88}, and C\textsubscript{94}) [23-26], whereas several fullerene chlorides with 32-34 Cl atoms are known [27,28].

The addition pattern of C\textsubscript{90}(35)(CF\textsubscript{3})\textsubscript{14} of both crystallographically independent (but chemically identical) molecules is characterized by CF\textsubscript{3} attachment exclusively in positions of DHJs and the occupation of all twelve pentagons with CF\textsubscript{3} groups, while two additional CF\textsubscript{3} groups contribute to the formation of an isolated C=C bond (av. bond length 1.32 Å in two independent molecules) on the fullerene C\textsubscript{s}-C\textsubscript{90}(35) cage (fig. 5). Three partially isolated benzenoid rings are also present on the cage (av. C−C bond length 1.40 Å).

Fig. 5. Schlegel diagrams of C\textsubscript{90}(35)(CF\textsubscript{3})\textsubscript{14} (left) and C\textsubscript{90}(35)Cl\textsubscript{24} (right). Cage pentagons are highlighted with gray. Black triangles and circles denote attached CF\textsubscript{3} groups and Cl atoms, respectively. The isolated or partially isolated C=C bonds and aromatic substructures are also indicated.

The first crystallographic confirmation of the cage connectivity of C\textsubscript{90}(35) was reported for C\textsubscript{90}(35)Cl\textsubscript{24} and C\textsubscript{90}(35)Cl\textsubscript{28}, which possess rather similar chlorination patterns [20,21]. A comparison of the addition patterns in C\textsubscript{1}-C\textsubscript{90}(35)(CF\textsubscript{3})\textsubscript{14} and C\textsubscript{s}-C\textsubscript{90}(35)Cl\textsubscript{24} demonstrates their similarity due to 12 common attachment positions. However, due to a large number of attached Cl atoms, several additions in ortho positions are present in the
C$_{90}$Cl$_{24}$ molecule. Furthermore, all unoccupied carbon atoms on the C$_{90}$ cage are involved into isolated aromatic substructures or isolated C=C bonds. Usually, CF$_3$ and chloro derivatives of fullerenes show rather different addition patterns as can be exemplified by the comparison in pairs of C$_{70}$(CF$_3$)$_{16}$ [29] and C$_{70}$Cl$_{16}$ [30] or C$_{70}$(CF$_3$)$_{18}$ [31] and C$_{70}$Cl$_{18}$ [5].

4. Conclusions

Trifluoromethylation of a higher fullerenes mixture followed by HPLC separation, crystallization, and X-ray crystallographic structure determination resulted in the first molecular structures of CF$_3$ derivatives of C$_{90}$ fullerene, C$_{90}$(30)(CF$_3$)$_{18}$ and C$_{90}$(35)(CF$_3$)$_{14}$. The comparison of the addition patterns with those of the chlorides of the corresponding C$_{90}$ isomers revealed their close similarities, whereas some differences can be attributed to different sizes of CF$_3$ group and Cl atom as well as to different numbers of attached groups/atoms. It should be noted that C$_{90}$ isomers 30 and 35 belong to the energetically rather stable isomers according to theoretical calculations [16,32,33]. However, the cage connectivity of the most stable C$_2$−C$_{90}$ (45) still remains unconfirmed in any experimental report.
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A new clustered fullerene material \{C_{70}\}_n has been prepared and studied using UV/vis spectroscopy, dynamic light scattering and liquid-liquid extraction. The material was prepared from aqueous fullerene dispersions of C_{70} by ultracentrifugation. The dispersions were obtained via an ordinary solvent-exchange procedure. Liquid–liquid extraction of \{C_{70}\}_n from water to the organic phase without any extra reagents was observed for the first time. \{C_{70}\}_n fullerene solid material was made and characterized with transmission electron microscopy and differential scanning calorimetry.

Keywords: fullerenes, solid material, extraction properties, DSC.

1. Introduction

Currently, technologies exist for the production of new fullerene materials [1]. Unique properties of fullerenes find a number of applications in various branches of science and technology. Of much importance are their use for the immobilization and transport of medicines [2-4]. At both cellular and macro levels, their aqueous solutions (aqueous fullerene dispersions, AFDs) are powerful antioxidants that adsorb free radicals and prevent aging and various pathologies like cancer, cardiovascular diseases etc. [2, 5, 6]. Fullerene clusters of certain sizes may create an antiviral cell barrier as well [7, 8]. Preparation of hydrophilic fullerene-based nanomaterials is on demand. Such materials may be prepared from C_{70} and higher fullerenes rather than from C_{60} only. An approach to this is to make AFDs from the corresponding fullerene followed by the treatment of the resulting colloidal solution. However, the methods of characterization and analytical control over the properties of such novel AFD-based materials are not well-developed yet. Thus, the preparation and physicochemical studies of the materials based on C_{60}, C_{70} or higher fullerenes seems rather appropriate.

Thus, the aim of this study is to (i) improve the general procedure for preparing aqueous fullerene dispersions; (ii) to work out an approach for preparing a solid powdered material from fullerene C_{70}; and (iii) to carry out the physicochemical characterization of the prepared clustered material.

2. Materials and Methods

Commercially available fullerene C_{70} 99%+ (LLC “Neo Tech Production”, Russia) was used throughout. Chemically pure benzene and toluene (“Reachim”, Russia) and water (18.2 MΩ×cm) from a Milli-Q purification system (Millipore, France) were used. The investigations of dynamic light scattering (DLS) were made using a Malvern “Zetasizer nano ZS” instrument. Spectrophotometric measurements were made using a Varian Cary 50 spectrophotometer. Ultrasonic treatment was performed with a piezoceramic emitter without
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A DSC-30 TA Mettler Toledo differential scanning calorimeter was used to capture heating traces from 243 up to 313 K with a scanning rate of 5 K/min. High-resolution transmission electron microscopy (HRTEM) imaging was carried out using a JEM 2100F transmission electron microscope with accelerating voltage 200 kV.

AFD \( C_{70} \) was produced as reported elsewhere [9] with increased power of the sonication system, thus when increasing the quantity of fullerenes, the sonication duration is two weeks. The absorption spectra of AFD \( C_{70} \) completely matched the spectra described in [10, 11]. Aqueous solutions of fullerenes (Fig. 1) were prepared by the following procedure. A weighed portion of fullerene (0.5–0.6 g) was placed into a 200-mL volumetric flask, dissolved in 100 mL of toluene and sonicated for 2 h at 353 K; next, the solution was diluted to mark with toluene. Next, the prepared toluene solution was placed into a conic flask and 1 L of Milli-Q water was added, and the solution was sonicated for 14 days (12 h per day) at the maximum power setting of 0.3 kW at 353 K until complete evaporation of toluene (checked with LC/MS). Next, the solution was heated up for 30 min, and boiled for 15 min and filtered through a 0.45-\( \mu \)m microporous membrane filter. The concentration of fullerene (130 ± 1 ppm, \( n = 3, P = 0.95 \)) was measured by performing the total organic carbon analysis (TOC). The TOC analyzer was calibrated with a series of potassium hydrogen phthalate (KHP) samples with the 1-200 ppm range for carbon. The least square fit of TOC versus peak area gave \( c, \text{ppm}= (10.2 \pm 0.1) S_{\text{area}}, \text{a.u.}, P = 0.95, n = 7, r = 0.99863. \)

2.1. General procedure for preparing \( \{C_{70}\}_n \) fullerene material

Solid powered \( \{C_{70}\}_n \) materials were produced as follows. AFDs of \( C_{70} \) were concentrated by ultracentrifugation. The solution was centrifuged for 25 min at 30000 rpm (298 K). Next, mother liquor was decanted by injection syringe and concentrated quantity of AFD was heated up to fully evaporation at 378 K. The resulting absorption spectrum of AFD \( C_{70} \) is shown in Fig. 1.

![Absorption spectrum of prepared aqueous dispersions of fullerenes C_{70}](image-url)

**Fig. 1.** Absorption spectrum of prepared aqueous dispersions of fullerenes \( C_{70} \)
2.2. Liquid-liquid extraction AFD C to toluene

Toluene without any extra reagents was added to AFD C\textsubscript{70} at a volume ratio of 1 to 1. Next, we performed the ultrasonic treatment at the maximum power setting of 0.3 kW and 378 K for 2 h in a closed test tube to prevent toluene evaporation. Then, we centrifuged the suspension at 4000 rpm for 15 min. Finally, the absorbance spectra of aqueous and organic phases were registered and compared to a toluene solution of pristine C\textsubscript{70} fullerenes and original AFD C\textsubscript{70} (see Figs. 2 and 3).

2.3. Differential scanning calorimetry (DSC) traces

The samples studied were mechanical mixtures (~1 : 3 by weight) of the solid \{C\textsubscript{70}\}_n and the solvent (water or benzene), respectively. A sample of the tested substance was placed into a standard aluminum container and sealed. Calorimetric measurements were carried out at a heating rate of 5 K/min. A Ni-Au thermocouple was used as a detector of the heat flux. The temperature of the sample was measured by a platinum resistance thermometer. Pre-calibration was performed on the basis of data for the enthalpies of melting for indium, lead, and zinc. The calibration of the heat flux was carried out based on data for the enthalpy of melting of an indium standard sample. The enthalpy of melting of the samples studied was calculated from the squares of the corresponding peaks in the DSC trace. The temperature was measured with an accuracy of ±0.2 K.

2.4. DLS analysis and HRTEM

DLS particle size distributions and \(\zeta\)-potentials in AFD were measured with a 100 averages of 15 s scans to gain a histogram with the accuracy ca. 5%. The TEM specimens were prepared by dispersing the particle suspensions in ethyl alcohol onto TEM carbon-cupper grids and by exsiccation in vacuum at \(10^{-2}\) mm Hg.

3. Results and Discussion

3.1. Liquid-liquid extraction

For the first time, we observed the extraction of fullerenes from aqueous solutions to toluene with considerable distribution constant. This extraction distinguishes these experiments from previous reports for AFD C\textsubscript{60}, where direct extraction was not observed, and AFD C\textsubscript{60} has been transferred to the organic phase only after addition of an inorganic salt [12]. We compared the absorption spectra of C\textsubscript{70} extracted into toluene from AFD C\textsubscript{70} and that of pristine C\textsubscript{70} dissolved in toluene (Fig. 2) and those for the aqueous phase of AFD C\textsubscript{70} before and after a sonication treatment during the extraction (Fig. 3). The shapes of spectra in Fig. 2 fully match, and we did not observe any red or blue shifts between the pristine toluene solutions and that from the extraction procedure using \(dA/d\lambda\) and \(d^2A/d\lambda^2\) derivative spectrophotometry in the UV/vis range.

Next, we calculated the recovery of the fullerene from AFD using the absorption spectra of AFD before and after the extraction (Fig. 3), which averaged ca. 97 ± 2%, \((n = 3, \ P = 0.95)\). Based on these results, one may assume that the C\textsubscript{70} recovered from AFD is a monomer, not subjected to any chemical modification and C\textsubscript{70} clusters in AFD are weakly bonded associates of C\textsubscript{70} monomers covered by a hydrophilic shell.

3.2. DLS and HRTEM experiments

The size of AFD C\textsubscript{70} was found to be ca. 105, 140, and 160 nm respectively for number, volume and intensity size distributions (Fig. 4). Moreover, we carried out the
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Fig. 2. Absorption spectra of fullerenes \( C_{70} \) extracted from AFD (black solid line) and pristine fullerenes \( C_{70} \) dissolved in toluene (red dash line)

Fig. 3. Absorption spectra of AFD \( C_{70} \) before and after sonication treatment for 2 hours

measurements of \( \zeta \)-potential for AFD \( C_{70} \), which was estimated to be \(-40.8 \pm 0.9 \) mV, and a rather low polydispersity index (PDI) of 0.08 was calculated for a AFD concentration of 14.6 \( \mu \)M.

HRTEM data of the fullerene nanoparticles shows that the material is in fact clustered and shows spherical particles. HRTEM data for the target solid material (see Fig. 5) correlates well with above-discussed DLS data. Thus, we suggest that AFDs are not clumped together into large particles during the evaporation of the residual water. The particle size within the solid clustered material was found to be ca. 134 nm. The average number of \( C_{70} \) molecules in the cluster in terms of the spherical model was estimated at ca. \( 5 \times 10^5 \). The density of the cluster was assumed to be 1.7 g/cm\(^3\) as in the \( C_{70} \) crystal.

3.3. DSC experiments

Finally, we recorded thermal effects related to the melting of water or, in another case, of benzene in the samples studied (see 2.3). In both cases, two peaks were observed (Figs. 6 and 7) that we believe corresponded to the melting of water (benzene) in the bulk solvent and in the pores within the clustered \( \{C_{70}\}_n \) fullerene material. We assume that \( \{C_{70}\}_n \) is a powder consisting of nanoclusters similar to nanodiamond powders [13]. Such powders show reproducible porous structures that disperse the solvent. Nanoparticles have solvent-filled pores in the secondary structure, and the extra peak in the DSC trace from the low temperature side corresponds to the solvent melting in the pores. For comparison, DSC experiments were carried out for pristine fullerene \( C_{70} \) mixed with water or benzene. Pristine \( C_{70} \) does not form nanoclusters and the corresponding secondary structure. As expected, in both cases the single peak of melting of the bulk solvent was observed only (Figs. 8 and 9). The differences between two peaks of melting in Figs. 6 and 7, \( \Delta T_m \), are 1.0 \( \pm \) 0.4 K and 3.9 \( \pm \) 0.4 K for water and benzene, respectively. For a similar \( \{C_{60}\}_n \) material with water \( \Delta T_m \) was previously reported as equal to 2 K [1].

The Gibbs-Kelvin equation was used to calculate the diameters of the nanophase in pores. We obtained diameters of ca. 40 \( \pm \) 5 nm and ca. 30 \( \pm \) 5 nm for water and benzene, respectively. These values are in agreement, which suggests that two solvents occupy the
same voids within the secondary structure formed by C$_{70}$ aggregates. It is worth noting that solvents with different properties — water and benzene — interact with {C$_{70}$}$_n$ material in the same manner. Both solvents are dispersed onto the {C$_{70}$}$_n$ secondary structure. It is also noteworthy that benzene neither dissolves nor distracts C$_{70}$ aggregates formed in an AFD.

4. Conclusions

The study clearly demonstrated evidence for the formation of a new C$_{70}$ based material with unique properties. The material was produced in the form of aqueous fullerene
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Fig. 8. Typical DSC trace of pristine \( C_{70} \) with water. A single endothermic effect observed corresponded to the melting of bulk water

Fig. 9. Typical DSC trace of pristine \( C_{70} \) with benzene. A single endothermic effect observed corresponded to the melting of bulk water

dispersions and as a dry powder. In the first case, it was characterized using UV-vis spectra, dynamic light scattering and liquid-liquid extraction while in the second by means of differential scanning calorimetry and transmission electron microscopy. We observed liquid–liquid extraction of \( C_{70} \) from aqueous fullerene dispersions to monomeric solution in toluene with admissible recovery characteristics. The data obtained allows one to put forward a qualitative schematic structure for the \( C_{70} \) clusters in aqueous fullerene dispersions and in the powder. The developed procedure may be used to prepare clustered materials and aqueous fullerene dispersions for other members of the fullerene family.

Acknowledgments

This work was supported by the Russian Foundation for Basic Research, grants nos. 12-03-00653-a and 12-03-31569-mol_a and the Ministry of Science and Technology of Russian Federation, contract no. 16.740.11.0471 and by the grant for Leading Scientific Schools in Russia. We thank Dr. S. Savilov and his group at the scientific center of NanoChemistry and Chemistry of Atmosphere at the Department of Chemistry of MSU for HRTEM images. We thank P.I. Semenyuk at the A.N. Belozersky Institute of Physicochemical Biology of MSU for providing the DLS data.

References


FULLERENE FILMS WITH SUPPRESSED POLYMERIZING ABILITY

M. Yesilbas\textsuperscript{1*}, T. L. Makarova\textsuperscript{1,2}, I. Zakharova\textsuperscript{3}

\textsuperscript{1}Umeå University, 90187 Umeå, Sweden
\textsuperscript{2}Ioffe Physico-technical Institute, 194021 St. Petersburg, Russia
\textsuperscript{3}State Technical University, 195251 St. Petersburg, Russia
*merveyesilbas.my@gmail.com

\textsuperscript{1+}61.48.+c

Illumination of fullerene with visible light in the presence of oxygen leads to a transition of oxygen from triplet (ground) to singlet (excited) state where singlet oxygen is a long-lived reactive oxygen species. The effectiveness of fullerene as a singlet oxygen generator drastically decreases when fullerenes are condensed into a bulk material, mainly due to the polymerization ability. The ability of fullerene films to polymerize was studied for the C\textsubscript{60} fullerene films intercalated with tetraphenylporphyrine (TPP), CdS, CdTe, HNO\textsubscript{3} as well as the hydrogen plasma treated films. Raman spectroscopy was used for monitoring the polymerization process. The ability to polymerize was found to be tightly connected to the formation of charge-transfer (Wannier-Mott) excitons which are revealed in the absorption spectra and measured with the help of spectroscopic ellipsometry.

Keywords: Fullerene, CdS, CdTe, HNO\textsubscript{3}, tetraphenylporphyrine, hydrogen plasma, Raman spectroscopy, spectroscopic ellipsometry, polymerization.

1. Introduction

Molecular oxygen also known as dioxygen (O\textsubscript{2}) is a powerful oxidant which can destroy organic compounds quickly. Dioxygen in its ground state is present in triplet form (\textsuperscript{3}O\textsubscript{2}) which has a total spin of unity (S=1). Singlet oxygen (\textsuperscript{1}O\textsubscript{2}) is a long-lived reactive oxygen species resulting from spin-forbidden transition from the ground state to the excited state of O\textsubscript{2} where the total spin is zero (S=0), thus and providing its very reactive behavior \cite{1, 2}. Highly efficient production of \textsuperscript{1}O\textsubscript{2} proceeds in the presence of a photosensitizer dye by low-energy illumination. In the liquid phase, there have been many applications of singlet oxygen, however, in the gas phase the utilization of \textsuperscript{1}O\textsubscript{2} has been unexplored due to technical problems with the light stability of the photosensitizers. In particular, fullerenes promote the transition of molecular oxygen from a triplet to a singlet state in case of irradiation with visible light \cite{3} and this compound is then used to inactivate the viruses and bacteria \cite{4-6}, especially common in photodynamic therapy (PDT) \cite{7, 8}. The effectiveness of fullerene molecules as photosensitizers is limited by their ability to form polymeric structures.

Fullerene (C\textsubscript{60}) presents the f.c.c. structure with weak Van der Waals intermolecular bonds and can be transformed into different polymeric structures. The polymerization leads to a change in the structural, mechanical and electrical properties of pristine form of the C\textsubscript{60} \cite{9}. Fullerenes can be polymerized in three different ways: photopolymerization, pressure polymerization and intercalation of C\textsubscript{60} structure with a guest compound \cite{10}. In this work, the photopolymerization method was used, irradiating the thin C\textsubscript{60} films with visible light. In the so-called [2+2] cycloaddition, some of the double bonds on the molecule break up and linked to an adjacent molecule forming a 'cyclobutane ring' that consists four carbon atoms.
In the cycloaddition process, double bonds of adjacent molecules are oriented parallel and complete polymerization then leads to a decrease in the distance between the molecules to 9.1–9.2 Å from the value of 10 Å in the case of unpolymerized state [11, 12]. The creation of intermolecular bonds stops the rotation of molecule and lowers the symmetry, which can be detected in Raman spectroscopy. The high icosahedral (Ih) symmetry with a high Raman scattering cross section of C₆₀ enables Raman spectroscopy to be a very efficient tool for monitoring the polymerization. The formation of new bonds changes the mode positions of molecular vibrations, especially in A₆₇(2) also called ‘pentagonal pinch mode’ [9, 13]. There are several factors affecting the position of the A₆₇(2) mode, including polymerization and charge transfer. The calculations of Porezag et.al. [14] show that the A₆₇(2) mode, which is situated at 1469 cm⁻¹ in pristine C₆₀, should be linearly downshifted due to the number of polymer bonds, which was confirmed experimentally [15]. The calculated A₆₇(2) mode position for the different phases of C₆₀ due to calculation is shown in table 1.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Number of polymer bonds</th>
<th>A₆₇(2) mode position (cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pristine</td>
<td>0</td>
<td>1469</td>
</tr>
<tr>
<td>Dimers</td>
<td>1</td>
<td>1464</td>
</tr>
<tr>
<td>Orthorhombic</td>
<td>2</td>
<td>1459</td>
</tr>
<tr>
<td>Branched chains</td>
<td>3</td>
<td>1454</td>
</tr>
<tr>
<td>Tetragonal</td>
<td>4</td>
<td>1448</td>
</tr>
<tr>
<td>Rhombohedral</td>
<td>6</td>
<td>1407</td>
</tr>
</tbody>
</table>

Reference [9]

In the bulk form of C₆₀, an inter-molecular type of exciton exists which is also called the charge-transfer (CT) exciton. The formation of CT-excitons is a precursor to photopolymerization. The probability of exciton formation decreases when the guest molecules are intercalated in the voids of crystalline lattice in fullerene solids. Another way of preventing polymerization is the functionalization of fullerene molecules. The polymerization process on C₆₀ is illustrated in figure 1 where two hexagon bonds of the fullerene are presented as ‘active sites (6=6)’. In the figure 1, the polymerization of pristine C₆₀ in upper and hydrogen plasma treatment C₆₀ in lower part is presented. The figure 1 shows that hydrogen plasma treatment of C₆₀ protects the active sites (6=6) and thus prevents polymerization.

In this work, the polymerization process was monitored by Raman spectroscopy. Simultaneously, the formation of the CT-excitons in the C₆₀ was extracted from the absorption spectra measured by the spectroscopic ellipsometry.

2. Experimental Part

2.1. Methods of Production of Films

C₆₀ films were produced by using a quasi-closed volume vacuum evaporation technique. Films were prepared by discrete evaporation in a quasi-closed volume under a vacuum chamber pressure of 10⁻⁷ Torr. The semiconducting fullerene films were grown on glass substrates/ITO and silicon substrate. Then, the films were coevaporated with cadmium sulfide (CdS), cadmium telluride (CdTe), nitric acid (HNO₃) and tetraphenylporphyrin (TPP or H₂TPP) or treated in the hydrogen plasma discharge (C₆₀:H). The synthetic parameters for the films are given in table 2.
In hydrogen plasma treatment, the plasma chemical reactor, which is formed by a d.c. diode system with tungsten electrodes, was used operating a current density of less than 0.3 A/cm². The treatment was done at very low H pressure (p = 3–10 kP) and the films were on the periphery of the plasma discharge. The aim of producing hydrogen plasma treatment films in this experiment is to produce samples with very low concentration of hydrogen which means the hydrogen amount on attached fullerene is as small as possible and reducing pressure any more could lead to a quenching of the discharge.

2.2. Characterization of Films

A single grating Raman spectrometer (Renishaw 1000 Raman system) equipped with the three different lasers (514, 633 and 875 nm) and a CCD-detector was used for probing the polymerization. Measurements were performed at a wavelength of 514 nm with output power 1.8 mW. Scanning was done using an Olympus microscope attachment with 50x objective and the diameter of the focal spot approx 5 μm. Filters were used to reduce the performance to 10% and 1%, and the spectral data were independent of the laser power. The device collects the information from the central spot of 1 micrometer diameter. Taking into account that the laser operates on a fundamental transverse mode and emits a beam
that approximates a Gaussian profile, we estimate the power density in the central 1-μm spot at 10% laser intensity as 0.3 mW/mm². As a general rule, dimer formation requires the absorption of one photon in photo-induced polymerization of C₆₀ and a preferred range of fluences is 1 mW/mm² to 1000 mW/mm². A similar range of fluences can also be used for photo-assisted oxygen doping [16,17]. The spectral range for the films was determined from 200–1800 cm⁻¹ for 1st order, while the 2nd order spectra of the hydrogen plasma-treated films were probed from 2000–4000 cm⁻¹. The spectroscopic data for CT-excitons were obtained by rotating analyzer ellipsometer (J. A. Woollam Co., Inc. Ellipsometry Solutions, α-SE⁷⁹) which provided the spectral range between 380 nm to 900 nm. Ellipsometry presents an indirect technique which requires an evaluated fixed optical modeling with the experimental data. In our case, the semiconductor films presents the four-layer thickness where a layer of fullerene lies on the silicon substrate which has a native oxide and surface roughness. In turn, fullerene also has a surface layer with a certain roughness which effects the light reflection. The surface roughness value was measured by an Atomic Force Microscope and a value between 15–20 nm was obtained for several samples. Our films were modeled as a 3-layer thickness using EMA (Bruggeman Effective Medium Approximation) model.

3. Results and Discussions

3.1. Raman Spectroscopy

The A₂ (2) mode presents a fingerprint property for the polymerization process and is downshifted due to the number of polymer bonds occurring, as was previously mentioned in [17]. The peaks in the A₂ (2) mode region were fitted by Voigt lineshape using a program named (PeakFit⁴⁴ program, Version 4 for Win32). The A₂ (2) mode is a non-degenerate peak that cannot split. The appearance of the satellite presents the A₂ (2) derived modes which means the film polymerizes (Fig.2).

![Fig. 2. A₂ (2) modes (a) pristine C₆₀, (b) hydrogen treatment and CdS intercalated films](image-url)
In panel 1, comparison of $A_g$ (2) modes for pristine $C_{60}$ in (a), hydrogen-treated and CdS intercalated films in (b) are presented.

Pristine $C_{60}$ presents a peak at 1468 cm$^{-1}$, as well as $A_g$-derived modes at the positions of 1462, 1457 cm$^{-1}$ and 1450 cm$^{-1}$, corresponding to dimers and linear chains, and even the signs of two-dimensional polymerization respectively. The spectra in Fig. 2 (a) show that pristine $C_{60}$ strongly polymerizes under the laser light. In Fig. 2 (b), CdS intercalated and hydrogen treatment films presents less polymerized structure. Especially, hydrogen plasma treatment films serve the narrowest peaks in the vicinity of $A_g$ (2) mode. It can be concluded that hydrogen plasma treatment films provides the best results for preventing polymerization.

In our experiments, TPP and HNO$_3$ intercalated films showed the most split structure in the vicinity of the $A_g$ (2) mode region (Fig. 3). We believe, that in this case, the splitting is related to charge transfer processes between the fullerene matrix and the guest molecules.

Having found that hydrogenated films are the most resistant to polymerization, we further studied the aging effects and compared the spectra of freshly prepared hydrogenated films with the ones kept over 4 years under ambient conditions.

![Fig. 3. $A_g$ (2) mode positions of TPP and HNO$_3$ intercalated films](image)

The aging effects on the hydrogenated films in the 1$^{st}$ and 2$^{nd}$ order spectra were monitored by Raman spectroscopy. In the 1$^{st}$ order spectra shown in figure 4, the pristine $C_{60}$ film presents an unpolymerized peak at 1469 cm$^{-1}$ and a derived mode at 1461 cm$^{-1}$. The freshly hydrogenated plasma treated film shows one unpolymerized peak at 1469 cm$^{-1}$ but the aged hydrogenated film (2012) shows two peaks at 1463 and 1469 cm$^{-1}$ mode positions where the area of first peak is twice as large as the second one. It can be concluded that the ability to polymerize has been restored.

To further analyze the aging effects, the 2$^{nd}$ order spectra of the hydrogenated plasma treated films were probed. Although pristine $C_{60}$ has no spectral features in the 1800–4000 cm$^{-1}$ region, hydrogen plasma treatment of $C_{60}$ reveals its sleeping modes and enables
a rich spectrum. The observation of the second order spectra of the fullerene films is a phenomenon which requires the absence of a polymerized phase and can be reached by either cooling below the glass transition temperature or heating above 450 K; also strong laser intensity is required [18].

![Graph](image)

**Fig. 4.** Ageing effect on hydrogenated films in the vicinity of Ag (2) mode position

We were especially interested in the 2800–3000 cm$^{-1}$ spectral region, which is where C-H stretching vibrations are found, is also where the second order peaks interfere. We used a very low intensity laser (1.8 mW) at room temperature in our experiments. Figure 5 demonstrates that the spectral features in the 2800–3000 cm$^{-1}$ region are much stronger than in other regions depending on C-H stretching vibrations.

![Graph](image)

**Fig. 5.** The spectral region in 2800–3000 cm$^{-1}$ for C$_{60}$H (2008) film. This region is also reported as C-H stretching vibrations for C$_{60}$H$_{36}$ [16]
Additionally, spectral features have been preserved in samples aged for four years in this region only. As a final discussion, plasma treated samples presented the best results for suppression of the ability to polymerize when hydrogen was attached to the active sites of fullerene, the so-called 6=6 bonds. The absence of polymerization leads to the generation of a large number of second order peaks in the Raman spectra, which was confirmed and expressed in detail by Dong [18]. The plasma treated films were unstable, except in the C-H stretching region from 2800–3000 cm$^{-1}$.

3.2. Spectroscopic Ellipsometry

CT- excitons revealed in absorption spectra were measured with ellipsometry. The spectral features of the films were probed by comparison of the experimental and theoretical data. In the ellipsometry analysis, the films were modeled as a trilayer including a surface roughness of 200 Å. The ellipsometric model was constructed using both experimental and calculated data from the program and the spectra from which the film’s absorption coefficients were determined. Using the measured $\Psi$ and $\Delta$ ellipsometric parameters, an extinction coefficient was obtained and then the absorption coefficient was calculated by equation (1):

$$\alpha = \frac{4\pi k}{\lambda},$$

where $k$ is the extinction coefficient of the films. The results for the absorption coefficients are given in Figure 6.

![Absorption Coefficients of Films](image)

**Fig. 6.** The absorption coefficients of the films

According to Figure 6, the pristine C$_{60}$ film presents high transparency until 2.2 eV. Above 2.2 eV, a very strong absorption increase was observed, which is probably showing the absorption of excitons. The peak in 2.8 eV can be related to a CT- electron. The CdTe intercalated films gave weak absorbing properties in the 1.5–2 eV region, which may be a result of CdTe itself having an optical threshold at 1.5 eV. There is also one additional mechanism of absorption switch which is present at about 2.2 eV. However, CdS intercalated films displayed more transparency than CdTe films. The optical absorption of CdS films start
approximately at 2.74 eV (4500 Å). Additionally, C₆₀CdS films already begin to absorb at 2 eV, which may possibly be related to the created impurity levels in the molecular C₆₀ solids. The hydrogen plasma-treated film doesn’t provide any prominent absorption features in the investigated spectral range. The absorption features on the film likely depend on the Frenkel excitons and there are no signals related to CT-excitons. As a final result, it is noted that pristine C₆₀ film presents the highest absorption in the 2.5–3.5 eV region. The intercalated and plasma treatment films present more transparency. This phenomenon can be explained by the CT-exciton being formed in a pristine C₆₀ film, whereas it is suppressed in the intercalated films.

4. Summary and Conclusions

In this project, the CdS, CdTe, HNO₃, TPP-intercalated and hydrogen plasma-treated fullerene films were studied to determine their ability to generate singlet oxygen. As both polymerization and the generation of singlet oxygen require the triplet state of fullerene, we anticipated that mechanical isolation by the molecules such as weak charge transfer properties or dilute hydrogen functionalization can suppress the polymerization. Raman spectroscopy was used to monitor the polymerization process on the films. The A₂g(2) mode was found to split in all cases, except for freshly hydrogen plasma-treated films. The splitting in the A₂g(2) mode was very strong in HNO₃- and TPP- intercalated films. CdS and CdTe films also presented the features of A₂g(2) - derived modes, which were weaker than the pristine C₆₀ film. The absorption spectra for pristine C₆₀ film had a prominent spectral band linked to CT-excitons. The absorption in the CT-exciton band was much smaller for CdS and CdTe films, whereas it was totally absent in the investigated spectral range for plasma-treated films.
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Fullerene films with suppressed polymerizing ability


The influence of polymer-fullerene interactions and fullerene aggregation on the thermal stability of polymethylmethacrylate-fullerene C_{60} nanocomposite has been studied by means of thermal desorption mass-spectrometry and the UV-Vis absorption spectroscopy.

**Keywords:** fullerene, polymer, mass-spectrometry, UV-Vis electronic absorption, thermal stability.

**1. Introduction**

The properties of composite polymer-fullerene systems are influenced by the matrix-filler interactions and the extent of fullerene aggregation. Formation of the composites is implemented by co-dissolution of the components with subsequent film casting and solvent removal from the film. The introduction of the fullerene into the matrix is expected to change the properties of the material. In the majority of works devoted to nanocomposites, the main attention was paid to the influence of the highly dispersed filler on the strength of the material. In previous works (see, e.g., [1, 2] and references therein) the thermal stabilities of various polymer-fullerene systems were studied by means of thermal desorption mass-spectrometry (TDMS). TDMS permits to compare the thermal desorption (TD) spectra of the decomposition products of the neat polymer and the spectra of the composite. It was shown that the thermal desorption (TD) spectra of polymethylmethacrylate (PMMA)-C_{60} nanocomposite can differ from those of neat PMMA. In the current work, we compare the TD spectra of well-characterized neat PMMA with the TD spectra of a PMMA-C_{60} nanocomposite and with the character of thermally induced changes in the UV-Vis electronic absorption spectra of the composite.

**2. Results and discussion**

We used the radically polymerized PMMA (trade mark ACRYPET, Diapolyacrylate Co., Ltd, Japan) with molecular weight parameters of $M_n = 3.5 \cdot 10^4$, $M_w/M_n = 7.67$ as determined via gel permeation chromatography (Waters, USA, UV detector, Breeze software), fullerene C_{60} (“Fullerene Technologies”, St.-Petersburg, purity – 99.5 %) and highly pure toluene without further purification. PMMA-C_{60} blends were prepared by means of the co-dissolution of separately prepared C_{60} and PMMA toluene solutions. The rated concentration of the components was 5.81 g (toluene)/8.9 mg (C_{60})/29 mg (PMMA). The dissolution resulted in the formation
of a sediment. The real concentration of the components in the solution was, therefore, different from the initial one.

The solutions were cast onto the surface of a stainless steel foil-heater. Details of the TDMS experiments performed with the aid of the reflectron type MS are described elsewhere [1]. UV-Vis spectra were registered with a UV-1800 spectrophotometer in the 190–800 nm wavelength range, the slit thickness used was 1 nm. The films for UV-Vis measurements were prepared by casting PMMA or PMMA-C\textsubscript{60} solutions onto a quartz glass plate. Annealing of the samples was carried out at \(\sim\) 4 mbar in a Kendro Lab Products (Germany) vacuum oven.

The inset to Fig. 1 shows the full TD spectrum of MMA and the TD spectrum of toluene measured in TD experiments with the neat PMMA films cast from solution. It is seen that along with the main decomposition stage C, the decomposition pattern of PMMA contains two resolved low temperature stages (A and B) of MMA formation. Toluene removal from the film was almost completed at the onset of decomposition stage A. Stage C is interpreted to result from the dissociation of C-C bonds at random sites along the macromolecule. The low temperature stages (A and B) are usually interpreted to result from the decomposition of macromolecules initiated at defect sites along the chain [3]. The formation of the monomer in the low temperature range A can also be related to the depolymerization initiated at macroradicals, formed e.g. upon mechanical treatment or UV irradiation of the polymer [1, 4].

![Figure 1](image_url)

**Fig. 1.** Low temperature range of the TD spectra of MMA for neat PMMA (curve 1), composite system PMMA–C\textsubscript{60} after short, around 1 hour, (curve 2) and prolonged, around 24 hours, PMMA–C\textsubscript{60} co-dissolution (curve 3). Curve 4 is the TD spectrum of the sediment of PMMA–C\textsubscript{60} solution. The inset shows the full TD spectra of MMA for neat PMMA (thick line) and toluene (thin line). Arrows A, B and C show the characteristic features of TD spectrum of MMA (see text for details). Heating rate \(\sim\) 2 K·sec\textsuperscript{-1}.

Stage C for the composite does not differ from that of neat PMMA. As is seen from Fig. 1, the shape of TD stages A and B for the composite (curves 2, 3) differs strongly compared to that of the neat PMMA (curve 1). The shape of the spectra is determined by the preparation details of the composite film, e.g. by the duration of the initial solution preparation and the conditions of the drying of the films. Nonetheless, we can outline the characteristic features
of the TD spectral shape changes. The intensity of stage A tends to decrease in the case of the composite (curves 2 and 3) compared to neat PMMA (curve 1). Stage B tends to decrease and tail to lower temperatures nonmonotonically with regards to time of dissolution. In order to clarify the question regarding the thermally induced changes in the composite, we have registered UV-Vis spectra of the composite for different annealing regimes. The characteristic temperatures shown by thick vertical lines in Fig. 1 have been chosen. These temperatures are related to the conditions of partial and complete removal (see inset to Fig. 1) of the solvent from the films as well as to the temperatures related to decomposition processes initiated at different defect sites of the PMMA (stages A and B).

Figure 2 shows the electronic absorption spectrum of the as-prepared PMMA-C$_{60}$ composite film (curve 3). The spectra of C$_{60}$ in toluene (curve 1) and hexane [6] (curve 2) are given for reference. As is seen, the spectrum of the film resembles the spectrum of the neat C$_{60}$ in solution (quantity and the position of the band’s maxima, their line widths). The strong maxima in the hexane solution are attributed to the allowed transitions at wavelengths 211 nm (transition $8^1T_{1u} - 1^1A_g$), 256.6 nm ($6^1T_{1u} - 1^1A_g$), 328.4 nm ($3^1T_{1u} - 1^1A_g$) and more weak at 408.3 nm ($1^1T_{1u} - 1^1A_g$) with the vibronic structure at 404 nm and the broad weak band at 450–650 nm (vibronic structure of S$_0$ – S$_1$ transition) [5, 6].

![Figure 2: Electronic absorption spectra of C$_{60}$ in toluene (curve 1) and in n-hexane (curve 2) (taken from [6]). The absorption spectrum of the initial composite PMMA–C$_{60}$ (curve 3). The inset shows the blowed-up spectral range 380–620 nm.](image)

One can note only a slight red shift of the bands (∼ 4 nm for three strong bands) and their broadening. The only spectral change of qualitative character is the additional absorption in the 350–500 nm range. It is worth noting that the absorption maximum around 407 nm remains. From the above, we can conclude that no strong PMMA-C$_{60}$ bonds are formed of the type discussed, e.g. in [7] and the highly dispersed state of fullerene is preserved. Only
UV–Vis diagnostics of the PMMA–C$_{60}$ composite system and the kinetics . . .

Figure 3. Absorption spectra of the initial PMMA–C$_{60}$ film (curve 1), PMMA–C$_{60}$ composite film after heating up to 120 °C for 40 minutes (curve 2), after heating at 220 °C for 20 minutes (curve 3), after heating at 330 °C for 10 minutes (curve 5). Absorption spectrum of C$_{60}$ film (taken from [8]) at Al$_2$O$_3$ surface (curve 4). The inset shows the blowed-up spectral range 380–620 nm

additional absorbance in the 350–500 nm range can reflect the slight fullerene aggregation in the initial composite.

Figure 3 shows the absorption spectra of the initial PMMA–C$_{60}$ composite film (curve 1) prior to annealing, as well as the same film after annealing at 120 °C for 40 minutes (curve 2) and at 220 °C for 20 minutes (3). The absorbance spectrum (curve 4) of a neat fullerene C$_{60}$ film on a clean Al$_2$O$_3$ surface (taken from Ref. [8]) is additionally presented for comparison. Comparison of spectra 1 and 2 shows that they are similar. The decrease in the absorption in spectrum 2 is related to the changes in the film’s thickness at different sites over the substrate surface. Such similarity of the spectra remained upon heating to 180 °C. The similarity of the spectra enables us to conclude that heating does not result in the formation of strong bonds between fullerene and the polymer, thus the fullerene dispersion state is not altered upon heating up to 180 °C. Note that the absence of strong PMMA-C$_{60}$ interactions is in good agreement with the results of Near-edge X-ray absorption fine structure spectroscopy [2]. Therefore, the decrease in monomer formation intensity at stage A for the composite may not be related to the formation of the strong interactions between the components and can be explained by the changes in the macromolecular dynamics in the presence of well dispersed fullerene molecules [9].

After annealing at 220 °C (curve 3), the spectrum of the film is radically changed: a significant broadening and red shift of the absorption bands is seen. The absorption band at 407 nm disappeared, while a broad band in the 380–550 nm appeared. The spectrum of the film became similar to the spectrum of a neat C$_{60}$ film. From these observations, one can suggest that heating of the composite results in the aggregation of almost total amount of the fullerene molecules present in the film. Such strong aggregation of the fullerenes in the narrow temperature range may indicate the growth of the mobility of the fullerene molecules
in the matrix. Upon further heating to 330°C (curve 5), additional strong changes were noted in the spectra: the maxima were strongly broadened and red shifted, while the band at 400–550 nm grew strongly and a strong absorption appeared in the 550–800 nm region. These high temperature changes in the spectra for PMMA decomposition at random sites (stage C in the inset to Fig. 1) requires further detailed studies.

We have therefore given evidence for the absence of strong polymer-fullerene interactions and an increase in the aggregation of fullerene molecules upon thermal annealing of PMMA-fullerene nanocomposites over a broad range of temperatures. These observations suggest that the thermal decomposition pattern of the PMMA matrix may be related to the changes in the macromolecular mobility in the presence of fullerene molecules.
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TOWARD PACLITAXEL–[60]FULLERENE IMMUNOCONJUGATES AS A TARGETED PRODRUG AGAINST CANCER
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Two newly synthesized water-soluble conjugates of Paclitaxel with malonodiserinolamide-derivatized [60]fullerene (C₆₀-ser) undergo hydrolysis and release their medical payload under biological conditions. In vivo testing of one of these compounds in a murine model showed tumor volume reduction similar to the FDA-approved drug Abraxane, but without the associated weight-loss, indicating better tolerance of this new formulation.

Keywords: Fullerene, Paclitaxel, Cancer, Immunoconjugate.

1. Introduction

Paclitaxel is a clinically used anticancer drug, which acts by binding stoichiometrically and specifically to the β-tubulin subunit in the microtubules in cell nuclei, thus preventing cell division [1]. Paclitaxel dissolved in Cremophor EL, polyethoxylated castor oil, (Taxol®) is widely used to treat various types of cancer, including breast cancer and non-small cell lung cancer (NSCLC) [2]. Abraxane is a water-soluble formulation of Paclitaxel, bonded to albumin as a delivery vehicle; it received US FDA approval in 2005 for medical use, including the treatment of NSCLC [3].

Paclitaxel’s clinical use is primarily limited by its high non-specific cytotoxicity and its poor water solubility. Since there are many reports indicating that prolonged administration of higher Paclitaxel doses is poorly tolerated by patients because of myalgia and neurotoxicity [4–6], it is important to choose the right delivery vehicle for Paclitaxel which can mitigate these undesirable properties. [60]Fullerene, due to its antioxidant properties, was recently shown to serve as a possible prevention and treatment of various neurological diseases such as Parkinson’s disease, Alzheimer’s disease, senility, and schizophrenia, in which the role of free radical production has recently come into focus [7–9]. Thus, combining the water-soluble fullerene with Paclitaxel is a new strategy using the fullerene as a non-toxic transfection agent vector to deliver a chemotherapeutic prodrug to cancer cell nuclei.

Recently, we have shown that a fluorescently-labeled, biocompatible malonodiserinolamide-derivatized [60]fullerene (C₆₀-ser) is internalized within living cancer cells in association with serum proteins through multiple energy-dependent pathways. The labeled C₆₀-ser escapes endocytotic vesicles to eventually localize and accumulate in the nucleus of the cell through...
the nuclear pore complex [10, 11]. *In vitro* studies indicate a very low cytotoxicity for C₆₀-ser in cells. Together, these findings suggest that C₆₀-ser can serve as a potential delivery vehicle for therapeutic agents with intranuclear activity (DNA plasmids, drugs such as paclitaxel, gemcitabine, camptothecin, cisplatin, siRNA, transcription factors, epigenetic agents, etc) to treat cancer. Targeted delivery of these vehicles can be achieved by their binding with tumor-specific antibodies, due to the known affinity of water-soluble fullerenes for antibodies to form immun conjugates [12].

As part of our efforts to treat cancer with carbon nanostructure-mediated RF hyperthermia (including [60]fullerene) [13], here we report the syntheses of two new water-soluble conjugates of Paclitaxel with C₆₀-ser, 3 and 7, which are expected to undergo hydrolysis and release Paclitaxel under controlled conditions. The rationale behind this approach is 1) to facilitate the membrane transfer, both cellular and nuclear, of Paclitaxel due to the properties of the [60]fullerene moiety as a transfection agent [14], 2) to achieve selective delivery of Paclitaxel from a prodrug by esterase hydrolysis inside cancer cells, and 3) to achieve high water solubility of the Paclitaxel prodrug in comparison to Paclitaxel itself.

Cell culture and *in vivo* testing of these [60]fullerene-Paclitaxel conjugates have shown that both 3 and 7 have equal or superior efficacy to current Cremophor EL and Abraxane® Paclitaxel formulations, though they both will require further refinement to become clinically viable.

2. Results and Discussion

2.1. Synthesis and characterization of C₆₀-Paclitaxel conjugates

C₆₀-Paclitaxel conjugates 3 and 7 have been synthesized and purified according to the procedure briefly described below. The reaction scheme is shown in Fig. 1.

Proton nuclear magnetic resonance spectra were measured with a Bruker 400 MHz NMR spectrometer with tetramethylsilane as an internal standard. MS spectra for water-insoluble compounds were collected using a MS Reflex IV MALDI-TOF mass spectrometer and for water-soluble fullerene derivatives, by MS electrospray ionization time-of-flight (ESI-TOF) mass spectrometer, both instruments from Bruker Daltonics Inc (Fremont, CA).

1 (Paclitaxel-2’-poly(ethylene glycol) ester) was synthesized generally following the scheme outlined in [15]. In a typical experiment, 1 g (1.171 mmol) of vacuum-dried Paclitaxel was put into a 100 ml flask with 50 ml of dry triclene (1,1,2-trichloroethene) with 0.54 g (8.955·10⁻⁴ mol) of PEG600 carboxylic acid and 4-dimethylaminopyridine (DMAP, 0.3 g, 2.4 mmol) dissolved. The stirred solution was cooled with ice, and a solution of diisopropylcarbodiimide (iPrN=C=NiPr, 0.15 g, 1.171 mmol) in 1 ml of triclene was added. The reaction progress at RT was monitored by the dissolving of Paclitaxel. Flash purification on silica using a CH₂Cl₂–MeOH eluent system yielded 0.58 g of 1 (white solid, 0.041 mmol, 46%). MS Autoflex MALDI-TOF (positive ion mode): calculated masses = 1321.55 (n=8), 1365.58 (n=9), 1409.60 (n=10), 1453.63 (n=11), 1497.66 (n=12), 1541.68 (n=13), 1585.71 (n=14) Da; observed masses = 1322.736, 1366.754, 1410.789, 1454.808, 1498.844, 1542.902 Da [M+H⁺], 1388.827, 1432.827, 1476.859, 1520.893, 1564.968, 1608.990 Da [M+Na⁺]. NMR (CDCl₃, TMS reference): ¹H δ (ppm) = 1.109 (d), 1.177 (s), 1.223 (d), 1.643 (s), 1.671 (d), 1.808 (t), 1.931 (d), 2.043 (dd), 2.213 (d), 2.333 (s), 2.471 (t), 3.489-3.697 (m), 3.721 (dd), 3.746 (s), 4.013 (bs), 4.162 (dd), 4.262 (t), 4.244(s), 4.262 (t), 4.272–4.333 (m), 4.367 (dd), 4.433 (dd), 4.904 (d), 4.934 (d), 5.542 (q), 5.596 (s), 5.610 (s), 5.625 (s), 5.954 (d), 6.085 (t), 6.230 (s), 6.291 (s), 7.155 (t), 7.301–7.556 (m), 7.631 (q), 7.754 (d), 7.903 (d), 8.071 (d), 8.137 (d).
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Figure 1. The synthesis of C\textsubscript{60}–Paclitaxel conjugates 3 and 7 (n \approx 10). Reagents and conditions: (a) PEG-600 dicarboxylic acid, in CHCl\textsubscript{3}=CCl\textsubscript{2}, iPrN=C=NIpr, 4-dimethylaminopyridine, 36 h; (b) 1, EDC, MES hemisodium salt buffer (pH = 6.5), 15–30 min; (c) bis-(\beta\text{--}tert\text{--}butoxycarbonylaminoethyl) ester of malonic acid, CBr\textsubscript{4}, DBU, 3 h; (d) N,N\text{--}bis[2-(acetyloxy)-1-[(acetyloxy)methyl]ethyl]-malonamide, CBr\textsubscript{4}, DBU, overnight; (e) 1 M HCl in dioxane: H\textsubscript{2}O (99:1), 24 °C, 48 h; (f) 1, EDC, MES buffer (pH = 6.5), 4 h
3 (C_{60}-ser-Paclitaxel-2'-poly(ethylene glycol) ester) was synthesized by dropwise addition of 10.8 mg (0.005 mmol) of 2 in 400 ml of water (prepared and purified according to procedure given in [10]) to 7.9 mg (0.0055 mmol) of I, with 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDC, 1 mg, 0.006 mmol), and hydroxybenzotriazole (HOBt, 0.5 mg, 0.004 mmol, catalytic amount) in 10 ml of 1M MES hemisodium salt buffer (pH = 6.5), stirring for 30 min at RT. Then the product was extracted with 3×10 ml of chloroform, dried in vacuo, purified by HPLC (MeOH − water, Atlantis T3 column, 4 ml/min flow rate, Waters LC Module 1Plus) to afford 5.1 mg of product (29% yield). MicroTOF ESI (positive-ion mode): calculated masses = 3437.11 (n=8), 3481.14 (n=9), 3525.17 (n=10), 3569.19 (n=11), 3613.22 Da (n=12); observed mass = 3440.0, 3483.4, 3528.1, 3572.1 Da [M+], 3461.6, 3505.5, 3550.3 Da [M+Na]+, 3566.9 Da [M+K+].

4 (1′,1′-dicarboxylic acid di-(2-tert-butoxycarbonylaminocarbonyl-ethyl ester) 1,2-methano[60]fullerene) was synthesized in accordance with a known literature procedure [16]. 727 mg of C_{60} (1 mmol) was dissolved in dry toluene (500 ml) with 500 mg of CBr_{6} (1.5 mmol), with 585 mg (1.5 mmol) of malonic acid bis-(b-tert-butoxycarbonylamoeno) ester, prepared as described in [17]. The solution of 230 mg of DBU (1.5 mmol) in toluene was added within 30 min at RT, after which the reaction proceeded for 3 hours. The product was isolated via flash column chromatography using a toluene − ethyl acetate (9:1) eluent system. Yield was 455 mg (46%). MALDI-TOF MS (pos. ion mode): calculated mass = 1109.1, observed mass = [M+H]+ 1110.0. 1H NMR (CDCl₃, TMS ref., d (ppm) = 1.58 (s, 18H, C(CH₃)₃), 2.61 (t, 4H, CH₂OH), 4.59 (t, 4H, CH₂O), 5.11 (s, 2H, NH).

5 (3′,3′-di-(2-(tert-butoxycarbonyl)amino)ethoxy)carbonyl)- 3′′, 3′′′, 3′′′′, 3′′′′′ 3′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′′″...
buffer (pH = 6.5), stirred for 4 h at RT. The product was extracted with 3 × 10 ml of chloroform, dried in vacuo, purified by HPLC (MeOH – water, 5PYE column, 4 ml/min flow rate, Waters LC Module 1Plus) to afford 5.0 mg of product (40% yield). MicroTOF ESI (positive-ion mode): calculated masses = 4890.91 (n+n=19), 4934.97 (n+n=20), 4979.02 (n+n=21) Da; observed mass = 4891.3, 4935.4 [M+H⁺], 5002.6, 4958.3 [M+Na⁺].

### 2.2. Aqueous solutions of the C₆₀-Paclitaxel conjugates

Dissolution of 1, 3 and 7 in acidic or buffered solutions at pH=2.0 through physiological pH=7.4 resulted in the release of Paclitaxel, as expected. Half-lives, \( t_{1/2} \), were calculated assuming that hydrolysis reactions follow Michaelis–Menten kinetics, are shown in Table 1.

Solubilities in water were estimated using standard filtration at RT and the freeze-drying method: 15 ± 3 mg/ml (1); 380 ± 80 mg/ml (3); ≥ 250 mg/ml (7).

Water-soluble fullerenes tend to form aggregates in aqueous solution [19, 20]. Fig. 2 shows dynamic light scattering (DLS) data of a solution of 3 at 100 µg/mL, using a Malvern Zetasizer, Model Zen 3600 (He-Ne laser, 4.0 mW, 632.8 nm; Malvern Instruments Ltd, Malvern, Worcestershire, United Kingdom). As shown in the Figure, under these conditions the average hydrodynamic diameter of aggregated Compound 3 is ca. 240 nm.

![Aggregate size distribution in solution of 3](image)

**Fig. 2.** Aggregate size distribution in solution of 3 (Concentration: 100 µg/mL, average \( D_h \) = 244.5 nm, solution filtered using 0.45 µM PES membrane)

### 2.3. Materials, cell cultures and cell lines

Normal human pancreatic ductal epithelial (HPDE) cells and pancreatic adenocarcinoma cells Panc-1 and AsPC-1 were seeded in 96-well plate. After overnight incubation, the cells were treated for 72 h with 1 mM Paclitaxel alone or 7. C₆₀-ser, a similar unlabeled compound known...
TABLE 2. In vitro timed pulse cytotoxicity assay of Abraxane, Paclitaxel, and Compound 3 in Hep3B cells

<table>
<thead>
<tr>
<th></th>
<th>24 h. exposure timepoint</th>
<th>72 h. exposure timepoint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paclitaxel</td>
<td>7.94</td>
<td>10.31</td>
</tr>
<tr>
<td>Abraxane</td>
<td>21.5</td>
<td>5.40</td>
</tr>
<tr>
<td>Compound 3</td>
<td>3.58</td>
<td>1.02</td>
</tr>
</tbody>
</table>

to be a transfection agent [14], and untreated cells were used as controls. The cytostatic effect of treatment was determined by adding MTT (3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) salt solution in PBS, which is reduced to purple formazan crystals in living cells.

Results support the assumption that C$_{60}$-ser showed no cytotoxic effect on normal and cancer cells and can therefore be used as a delivery vehicle for Paclitaxel. A dose of 1 $\mu$M of Paclitaxel was toxic to all cells. Conjugate 7 is less cytotoxic toward cancer cells than Paclitaxel itself, as shown in Fig. 3. However, functionalization of C$_{60}$-ser with Paclitaxel to form 7 produced a Paclitaxel derivative that was more cytotoxic for normal HPDE cells than free Paclitaxel.

![Graph](image_url)

**Fig. 3.** Cytotoxic effect of Paclitaxel and Compound 7 for normal human ductal epithelial cells (HPDE) and malignant pancreatic cells (Panc-1 and AsPC-1). All cells received PTX at 0.2 M for 72 h. Cell viability was determined as a ratio to the untreated cells that were used as control.

Cytotoxicity studies of 3 performed on hepatocellular carcinoma cell line HEP 3B showed that efficacy increased significantly when compared with Paclitaxel alone or when the drug was conjugated with albumin (Abraxane) (Table 2).

2.4. *In vivo* cytotoxic activity of 3

Cells from the liver cancer cell line Hep3B which had been transfected with luciferase plasmid and green fluorescent protein were cultured according to the American Type Culture Collection (ATCC) guidelines for this cell line. Approximately 1.6 million cells in 10 $\mu$L of PBS were injected into mice orthotopically under the liver capsule for 29 female C.B-17 SCID mice (Taconic, Hudson, NY). After four weeks, tumor development was verified using luminescence imaging. The mice were injected with 25 mg/kg firefly D-luciferin in 100 $\mu$L saline and then
subjected to non-invasive bioluminescence imaging. After bioluminescence imaging confirmed tumor progression of hepatocellular carcinoma in all mice, animals were randomized in five groups of mice (6 mice/group): the first group received Paclitaxel (in Cremaphor EL), the second group received Abraxane, and the third group received Paclitaxel as Compound 3. The other two groups received either C60-ser alone or injections of saline and were used as controls. The C60-ser group had five mice instead of six.

All groups were weighed daily and given an IP injection of the appropriate dose of drug in a 100 µL sterile PBS dilution for five consecutive days. The Taxol group received 12.5 mg Paclitaxel/kg/day. The Abraxane and the Compound 3 groups received 30 mg Paclitaxel(equivalent)/kg/day. The dose administered for the Compound 3 group was calculated using the approximation that the prepared conjugate was 90% pure. The reason the Abraxane and Taxol groups received different doses of Paclitaxel was to achieve equal toxicity rather than equal molar doses, as Paclitaxel is more potent per quantity [21]. Based on the behavior of Abraxane, we assumed that the water-soluble conjugate would have a similar toxicity profile. The C60-ser group received 78 mg/kg/day. This dosage represents the molar equivalent of C60-ser for the Compound 3 group. Solutions of Taxol and Abraxane were prepared fresh daily. Compound 3 is susceptible to hydrolysis of the ester linkage so the solutions were prepared in advance, flash frozen, and thawed as necessary immediately prior to use.

At the end of the experiment, animals were euthanized and tumors were resected, weighed and preserved in formalin along with vital organs (kidney, liver and intestine). Results from this experiment are shown in Fig. 4. Compound 3 was equipotent to Abraxane. We noticed that the animals in the group receiving Abraxane tolerated the treatment less well than those receiving Compound 3. The average body weight of mice in this group decreased >10% (Fig. 5). Two mice from this group had to be euthanized due to morbidity signs. In this way, the length of the study could be maximized, while still allowing for statistical analysis. In contrast, mice that received Compound 3 showed no evidence of toxicity and did not lose body weight until the end of the study.

3. Conclusions

Currently, the development of the Paclitaxel-C60 conjugates included in this work (Compounds 3 and 7) serve as a contribution to the growing library of research utilizing fullerenes as therapeutic modalities. Compared to Paclitaxel and FDA-approved Abraxane, in vitro testing of Compound 3 yielded excellent results, showing 10× and 5× greater cytotoxicity than Paclitaxel and Abraxane, respectively. In vivo testing of Compound 3 in a murine model with orthotopic hepatocellular carcinoma showed tumor volume reduction similar to FDA-approved Abraxane, but without the weight-loss associated with present clinically approved formulations of Paclitaxel. This indicates the need for further studies of Compound 3 as a stand alone, water-soluble agent for the delivery of hydrophobic Paclitaxel. Good tolerance of Compound 3 in our studies implies that higher doses of it may be better tolerated than current clinical agents.

For Compound 7, with twice the amount of Paclitaxel, in vitro testing demonstrated promising cytotoxicity values, but lack of specificity prevented it from being tested in vivo.

Our results support previous findings that C60-ser is not toxic to cells and animals and is capable of altering the cytotoxic properties of a chemotherapeutic agent. We plan to investigate C60-ser conjugated to other anticancer agents to find out which class of prodrugs is most suitable for delivery via the C60-ser carrier vector.
Fig. 4. Average tumor weights in murine subjects after treatment (average with standard dev.)

Fig. 5. The change in average body weight of mice during treatment (average with standard dev.)
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MALDI LIFT-TOF/TOF mass spectra of fullerene C₆₀ and six of its derivatives, methano[60]fullerene carboxylic acid, its ethyl ester, diethyl methano[60]fullerene dicarboxylate, and three isomeric tetraethyl bis-methano[60]fullerene tetracarboxylates (compounds I–VII, respectively) as model analytes were recorded and discussed. This technique used in mass spectrometry for the first time is proposed for the characterization, structure elucidation, and non-target screening of fullerenes.

Keywords: Mass spectrometry, MALDI, LIFT-TOF/TOF mass spectra, fullerene derivative, reference mass spectra.

1. Introduction

Fullerene derivatives have clear theoretical and applied relevance [1] and, correspondingly, call for new developments in their analysis. These compounds have been routinely characterized by matrix-assisted laser desorption-ionization time-of-flight mass spectrometry (MALDI-TOF MS) [2–6]. However, the corresponding mass spectra may be rather complicated and may contain a number of analyte- and matrix-associated ion peaks, as well as ionized adducts and products of their decomposition. So, the identification of molecular ions or protonated analyte molecules may be hindered. There may also be cases of simple MALDI spectra, where only intense peaks of molecular ions present. Those are certainly insufficient for both substructure elucidation and identification of complex fullerene compounds. For this reason, characteristic fragment ions are also needed.

There have been two generation techniques of characteristic MALDI mass spectra of fullerenes. First, the instruments combining MALDI ion sources, CID cells, and different mass analyzers were used [3,5,7]. Second, the technique of post-source decay (PSD) was introduced having such disadvantages as long acquisition times for spectra and rather low fragmentation efficiency [8]. The PSD spectra were recorded for some fullerene compounds [6].

In this research, we propose to use the commercial technique of MALDI LIFT-TOF/TOF MS [8] as one choice to obtain clean product-ion spectra for a reliable characterization/identification of fullerene derivatives. The LIFT process (a) selects a ‘family’ of precursor and its product ions generated from laser-induced ionization and succeeding fragmentation and (b) additionally accelerates these ions to detect them. To the best of our knowledge, this is the first time that this mass spectrometry technique has been used for fullerenes.

In the report, MALDI LIFT-TOF/TOF mass spectra acquired for six fullerene derivatives: methano[60]fullerene carboxylic acid II, its ethyl ester III, diethyl methano[60]fullerene dicarboxylate (IV), three isomeric tetraethyl bis-methano[60]fullerene tetracarboxylates (V–VII), and also fullerene itself I as model analytes (see Table 1), will be briefly described and discussed.
Characterization of fullerene derivatives by MALDI LIFT-TOF/TOF mass spectrometry

TABLE 1. Fullerene derivatives

<table>
<thead>
<tr>
<th></th>
<th>Compound</th>
<th>Structural formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>II: (R_1=R_2=H)</td>
<td>(\text{II})</td>
</tr>
<tr>
<td></td>
<td>III: (R_1=C_2H_5, R_2=H)</td>
<td>(\text{III})</td>
</tr>
<tr>
<td></td>
<td>IV: (R_1=C_2H_5, R_2=CO_2C_2H_5)</td>
<td>(\text{IV})</td>
</tr>
<tr>
<td></td>
<td>V: (\text{V})</td>
<td>(\text{V})</td>
</tr>
<tr>
<td></td>
<td>VI: (\text{VI})</td>
<td>(\text{VI})</td>
</tr>
<tr>
<td></td>
<td>VII: (\text{VII})</td>
<td>(\text{VII})</td>
</tr>
</tbody>
</table>

2. Experimental

The fullerene I, purity of 99.7–99.8%, was obtained from NeoTechProduct (Saint-Petersburg, Russia). Compounds II–VII were prepared and purified by known methods described in the literature.

A 10 \(\mu l\) aliquot of the 0.02% and 0.002% w/v solution of every fullerene compound in toluene was mixed with a 10 \(\mu l\) 0.1% w/v solution of 2-[(2E)-3-(4-tert-butylphenyl)-2-methylprop-2-enylidene]malononitrile (DCTB, Sigma-Aldrich) in acetone. A 0.5 \(\mu l\) volume of the mixture was deposited onto an AnchorChip MALDI plate (Bruker Daltonics) for analysis.

MALDI MS and LIFT MS/MS spectra were obtained by means of UltrafleXtreme MALDI TOF/TOF mass spectrometer (Bruker Daltonics). MALDI-ToF spectra were acquired by 300–4000 shots in the positive and negative ion reflector mode at 1000 Hz UV laser frequency and 10–40% its power in a mass range from 400 to 1200–5000 Da. MALDI TOF/TOF spectra were composed from precursor ion peaks recorded at the above conditions to which were added product ion spectra acquired by 500–2500 shots in the corresponding ion mode at the same laser frequency and 14–35% power in a mass range from 40 Da to a parent ion mass.

This matrix [2] (common ones such as \(\alpha\)-cyano-4-hydroxycinnamic acid and 2,5-dihydroxybenzoic acid were also tested) and this MALDI plate, with special patches in the centers of spots, were of critical value to obtain ToF mass spectra with abundant molecular ion peaks.

3. Results and discussion

Mass spectra of compounds under consideration are given in Fig. 1 and in Table 2.

The ToF spectra were of a varied complexity. In most spectra, molecular ion peaks were the principal ones, with the rest of a few other peaks (Fig. 1c). The exclusion were mass spectra of the acid II, especially in positive mode, which consisted of a lot of peaks comparable in intensity to each other (Fig. 1a).

All our LIFT ToF/ToF spectra were of the same type, with molecular ions and series of product ions terminating mainly in \(C_{60}\) itself (Fig. 1b and d, Table 2). Fragmentation of the fullerene core was only observed in the case of I. Far lower mass fragments were very rare excluding the isomeric molecules V–VII (Table 2).

The LIFT spectra (Table 2) characterize all structural details of compounds II–VII, i.e. structure of addends bonded to the \(C_{60}\) core. Ester groups are eliminated as neutral species of \(CO_2C_2H_5\) and \(HCO_2C_2H_5\). There is no strong evidence to suggest that these are one-step
### Table 2. MALDI LIFT-TOF/TOF spectra. Principal ions

<table>
<thead>
<tr>
<th>Compound</th>
<th>Positive mode</th>
<th>Negative mode</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>I</strong></td>
<td>m/z (composition), %</td>
<td>m/z (composition), %</td>
</tr>
<tr>
<td>720 (M⁺)</td>
<td>696 ([M–C₂]⁺), 100%</td>
<td>720 (M⁻)¹</td>
</tr>
<tr>
<td></td>
<td>672 ([M–C₄]⁺), 6%</td>
<td>696 ([M–C₂]⁻), low peak</td>
</tr>
<tr>
<td><strong>II</strong></td>
<td>778 (M⁺)</td>
<td>778 (M⁻)</td>
</tr>
<tr>
<td>720 ([M–CO₂H]⁻)², 100%</td>
<td>733 ([M–CO₂H]⁻)², 100%</td>
<td></td>
</tr>
<tr>
<td>778 (M⁺)</td>
<td>720 ([M–CHCO₂H]⁺)³, 6%</td>
<td></td>
</tr>
<tr>
<td><strong>III</strong></td>
<td>806 (M⁺)</td>
<td>806 (M⁻)</td>
</tr>
<tr>
<td>778 ([M–C₂H₄]⁺), 100%</td>
<td>720 ([M–CHCO₂C₂H₅]⁻)³, 5%</td>
<td></td>
</tr>
<tr>
<td>734 ([M–C₂H₄–CO₂]⁺)³, 30%</td>
<td>733 ([M–CO₂C₂H₅]⁻)², 100%</td>
<td></td>
</tr>
<tr>
<td>733 ([M–CO₂C₂H₃]⁺)², 30%</td>
<td>805 ([M–CO₂H]⁻), 30%</td>
<td></td>
</tr>
<tr>
<td>720 ([M–CHCO₂C₂H₅]⁺)³, 5%</td>
<td>765 (7, 9%)</td>
<td></td>
</tr>
<tr>
<td><strong>IV</strong></td>
<td>878 (M⁺)</td>
<td>878 (M⁻)</td>
</tr>
<tr>
<td>804 ([M–HCO₂C₂H₅]⁺), 70%</td>
<td>760 ([M–CO₂C₂H₅–CO₂]⁻)³, 42%</td>
<td></td>
</tr>
<tr>
<td>778 ([M–2C₂H₄–CO₂]⁺), 5%</td>
<td>734 ([M–2C₂H₄–2CO₂]⁻)³, 8%</td>
<td></td>
</tr>
<tr>
<td>764 (?), 17%</td>
<td>733 ([M–C₂H₄–CO₂–CO₂C₂H₅]⁺)², 9%</td>
<td></td>
</tr>
<tr>
<td>720 ([M–CHCO₂C₂H₅]⁺), 12%</td>
<td>720 ([M–C(CO₂C₂H₅)₂]⁻)³, 100%</td>
<td></td>
</tr>
<tr>
<td><strong>V–VII</strong></td>
<td>1036 (M⁺)</td>
<td>1036 (M⁻)</td>
</tr>
<tr>
<td>991 ([M–CO₂H]⁺), 10–21%</td>
<td>963 ([M–CO₂C₂H₅]⁻), 5–9%</td>
<td></td>
</tr>
<tr>
<td>962 ([M–HCO₂C₂H₅]⁺), 70–72%</td>
<td>919 ([M–CO₂–CO₂C₂H₅]⁻), 2–3%</td>
<td></td>
</tr>
<tr>
<td>935 ([M–C₂H₄–CO₂C₂H₅]⁺), 4–6%</td>
<td>878 ([M–C(CO₂C₂H₅)₂]⁻), 23–38%</td>
<td></td>
</tr>
<tr>
<td>918 ([M–CO₂–HCO₂C₂H₅]⁺), 5%</td>
<td>758 (?), 10–16%</td>
<td></td>
</tr>
<tr>
<td>891 ([M–C₂H₄–CO₂–CO₂C₂H₅]⁺), 7–9%</td>
<td>720 ([M–2C(CO₂C₂H₅)₂]⁻)³, 100%</td>
<td></td>
</tr>
<tr>
<td>888 ([M–2HCO₂C₂H₅]⁺), 5%</td>
<td>112 ([C₆H₅O₂]⁻), 5–6%</td>
<td></td>
</tr>
<tr>
<td>878 ([M–C(CO₂C₂H₅)₂]⁺), 100%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>804 ([M–C(CO₂C₂H₅)₂–HCO₂C₂H₅]⁺), 7–8%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>748 ([M–4C₂H₄–4CO₂]⁺), 8–10%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>733 ([M–C(CO₂C₂H₅)₂–C₂H₄–CO₂–CO₂C₂H₅]⁺)², 4%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>720 ([M–2C(CO₂C₂H₅)₂]⁺)³, 77–80%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

¹Insignificant fragmentation at the set experimental conditions. ²C₆₀H₄⁻. ³C₆₀⁺. ⁴Intensity of the isotope peak of the ion with one less mass unit is subtracted.
processes. In concurrent reactions, carboxylate and ethyl groups were removed individually in the form of \( \text{CO}_2 \) and \( \text{C}_2\text{H}_4 \), respectively. The presence of geminal carboxy ethyl groups in compounds IV–VII was correlated with the formation of \([\text{M-C(CO}_2\text{C}_2\text{H}_5)_{2}])^\pm\) fragments. The fullerene core of the molecules was observed as the ion with \( m/z \) 720 (C\text{60}).

We did not find any significant difference between the spectra of regioisomers V–VII. Probably, a common intermediate is formed in the course of fragmentation of these compounds, which leads to the same product ions. Mass spectral discrimination between these fullerene derivatives calls for a special search for appropriate technique/method.

There are the distinct differences between the spectra of positive and negative ions (see Table 2). First, positive spectra contain more abundant peaks of different ion compositions. Second, some negative ion types are not available in positive spectra and \textit{vice versa}. For example, peaks of fragments formed by means of elimination of ethylene molecules are more intensive in positive than negative spectra (see Table 2). Then, even- and odd-electron ions are present in spectra. The odd-electron ions dominate, especially in the case of positive ions: they account for an average of 3/4 of the peak intensity sum.
4. Conclusion

The MALDI LIFT-TOF/TOF technique known for its efficiency in proteomics, has been shown to provide single-type product-ion spectra of fullerene derivatives, enabling their characterization, structure elucidation, and non-target screening. This mass spectrometry technique used for fullerenes for the first time is suitable for building reference libraries of product-ion mass spectra [9] in the cases of these and other fullerene compounds.
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Excitation processes and transport of recoiled and secondary electrons generated in fullerite and metal films under photons and electron irradiation were studied by computer simulation. Studied processes resulting in polymerization of fullerite were considered as the basic ones in formation of a pixel in electron nanolithography with fullerite film as an electron-beam resist. Reliability of the computer model and the important role of secondary electrons in the process of pixel formation were confirmed by comparison of the sizes of the calculated secondary electron swarm and the experimental cluster-pixel obtained previously. The photoelectron yield dependence on the incident photon’s energy was also obtained with the same computer model for metal foils which can be used as a radiation strip-detector.
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1. Introduction

Studying primary and secondary electron transport in metal films and in fullerites is important both for improving the efficiency of strip detectors [1] and for better understanding the mechanisms of fullerite modification and pixel formation by electron nanoprobe in high resolution electron beam lithography with fullerite as an electron beam resist [2–6]. Computer simulation of the transport for all electrons generated in fullerite C_{60} under irradiation of primary electrons in the keV-energy range has been developed in the framework of the Monte-Carlo model [4, 5]. A possible important role for secondary electrons in the formation of lithographic images is assumed to be in the process of formation of the minimal image in the form of a point (pixel) by the electron nanoprobe in a fullerite C_{60} film [5]. The developed computer model was also applied to describe the charge accumulation in metal strip detectors [1]. In this paper, the developed computer model was applied in two cases: first, to obtain information about photoelectron yield and charge accumulation needed for strip detector design and second, to clarify the role of secondary electrons in pixel formation in a fullerite C_{60} film by comparing the model results with experimental data.

2. Model and experimental details

According to [4, 5], the computer model included the Monte-Carlo method for both electron transport description using the cross-sections for electron-atom elastic collisions with carbon (or nickel) atoms as well as for impact ionization. To describe photo-ionization, we have translated Penn’s model [7] for electrons with full energy loss and have taken into account surface plasmons. All simulations were managed by the developed program packages. The program works as follows: electrons generated by ionization of atoms, in turn, trigger a number
of collisions, which can also lead to the emergence of the next generation of electrons, etc. Once the particle has passed the distance \( l \), distributed by the law \( e^{-l/\lambda} / \lambda \), where \( \lambda \) is the mean free path length, it dissipates via one of the interaction processes. The probability of the i-th process by which scattering a particle in a given state is equal \( \sigma_i / \sigma_{tot} \), where \( \sigma_i \) is the corresponding cross section and \( \sigma_{tot} \) is the sum of those cross sections. In the evolution cascades, a crucial role is played by the collision’s probability, thus only the largest cross sections in the above energy range were considered.

Modeling the irradiation processes by photons with 0.1–15 keV energy showed that photons also generate a swarm of secondary electrons. The number of these electrons is proportional to the number of photons and their energy satisfies the photoeffect law. The probability of photoelectron generation decreases exponentially in the target depth, and their further transport is determined only by interaction with the target. The principal distinction between photon and electron collisions with the targets atoms was well traced in the simulation. One photon is absorbed only once, creating a high-energy electron, and then it no longer interacts with the target. An electron with the same energy undergoes a huge number of collisions with the target atoms, and can transfer energy in a wide range, hence it can modify the target properties in the large volume. Numerous inelastic collisions between secondary electrons and carbon atoms in fullerite lead to creation of chemical bonds between fullerens and finally to fullerite polymerization [5]. Secondary electrons near the foil surface can escape and thereby enhance the sensitivity of a metal-strip detector.

Modeling the electron transport in fullerite C\(_{60}\) has been performed using previously described experimental conditions [6] to compare the calculated and experimental data. A film with a thickness of 200–400 nm was grown by evaporation of high-purity soot onto the Si-substrates. Then, the film was irradiated by an electron nanoprobe with diameter less than 10 nm in a set of points to create a hidden image in the form of point clusters due to polymerization of irradiated areas. The energy of the irradiating electrons was 15 keV. Then, the irradiated film with a latent image was developed in chloroform. Irradiation and visualization of samples after development were made by a Scanning Electron Microscope [6].

Modeling the photo-irradiation processes was oriented to the experiments performed with a new kind of X-ray sensor that can potentially be used as an X-ray beam position monitor. It has been developed at the Kiev Institute for Nuclear Research and has been tested on the B16 beamline [8]. The sensitive part of this device is a nickel foil divided into four quadrants which are independently measured using four channels of a 4-channel low current monitor. Measurements have been performed to characterize the performance of the device as an X-ray Beam Position Monitor (XBPM) by reading the photocurrent emitted from the foils.

### 3. Results and discussion

The computer model was first applied to the relatively simple problem of photoionization yield description. Fig. 1 demonstrates the energy dependence of photoionization yield for a 50 \( \mu \)m nickel foil obtained in [8] (dashed curve) and in our simulation (solid curve). The low yield scale (of about \( 10^{-3} \)) is a result of high target density which reduces the secondary electron mean free path. Therefore, the calculated maximal radial deviation of secondary electrons was as low as 60–80 nm, which restricts the number of electrons leaving the nickel film. The minimum in the \( h\nu = 8–10 \) keV photon energy range is conditioned by the 8.3 keV nickel atomic level. Its excitation results in essential photon loss. Therefore, the number of electron-hole pairs, generated mainly by photons in conductivity zone, decreases along with the photoionization yield. Comparison of simulation and experimental data [8] shows satisfactory agreement of calculated and experimental data and the validity of the proposed model.
The fullerite film used in the experiment [6] was not thick enough to absorb irradiating (primary) 15 keV electrons. Therefore, the majority of primary electron-atom collisions followed by secondary electron generation and collisions takes place in the Si-substrate, which is confirmed by Fig. 2. This figure shows the calculated radial distribution of the density of all inelastic electron-atom collisions induced by 15 keV primary electrons in fullerite film and Si-substrate. We assume that every inelastic electron collision which transfers more than 2 eV to the fullerene electron system can excite it, and therefore, with some probability, create a chemical bond between two neighboring fullerenes. Therefore, the inelastic collision density can be considered a measure of the polymerization rate. In inelastic collisions, electrons with sufficient energy (more than about 8 eV) can also generate new secondary electrons. The energies of the majority of secondary electrons do not exceed several eV. Therefore, their inelastic cross section is very small and lifetime is very large. By this reasoning, the low-energy secondary electrons penetrate from silicon substrate back into the fullerite film. One should consider the substrate as an intensive source of low-energy electrons which can essentially enhance the polymerization of a fullerite film and enlarge the size of lithographic pixel in it. Note, that the radial distribution of inelastic secondary electron-atom collisions in the above-mentioned nickel foil, induced by the 15 keV photons, is similar to the one shown in Fig. 2, but the number of collisions is nearly three orders of magnitude less.

Figure 3 shows the radial distribution of the fullerite film-based inelastic electron-atom collision density for two groups of electrons: the low-energy group (2–10 eV) and the high-energy group (10 eV -E), where the energy of primary electrons E was 15 keV and 10 keV, respectively. One can see that the collision density for low-energy electrons does not radically exceed that for high energy ones near the beam axes (in several times only). But away from the primary beam area, collisions associated with low-energy electrons qualitatively dominate by many orders of magnitude, due to their huge numbers. Modeling showed that the effect of secondary electron generation by the substrate is smaller for the 10 keV beam, and it diminishes in energy due to a shortening of the penetration depth of the primary electrons. At the low
beam’s energy, the secondary electrons are generated near the surface and can thus leave it immediately.

The role of secondary electrons and the substrate is more important in the case of photo-irradiation. The fullerite film is considered to be transparent for 15 keV photons. Therefore, practically all secondary electrons are formed in deeper layers of the Si-substrate. However, as is shown by our calculations, the electrons penetrate into fullerite film from the substrate. In addition, the collision density induced by photons is much smaller in fullerite film because secondary electrons are generated in deeper substrate layers.

The results of computer simulation for electron transport under irradiation of a 15 keV electron nanoprobe represented in Fig. 2 and 3 allow qualitative explanation of the corresponding experiment [6] – see Fig. 4. In this experiment, compound carbon clusters, consisting of a large disk-shaped cluster with small point-cluster superimposed on the top in the center, were formed.

![Fig. 3](image-url)  
**Fig. 3.** Radial distributions of the inelastic collisions of all electrons with energy > 10 eV and energy < 10 eV with atoms. Primary electron energy is 10 and 15 keV

![Fig. 4](image-url)  
**Fig. 4.** Carbon clusters formed in the 300 nm fullerite film on the Si-substrate by a nanoprobe with energy 15 keV [6]. Cluster radius is about 1.5 microns
The simulation data qualitatively confirms the assumption that small clusters in the center are formed mainly by the high-energy electrons, while the large disk cluster is originated due to the polymerization under a swarm of low-energy secondary electrons. However, the radius of the disk-shaped cluster ($\sim 1500$ nm) is much larger when compared to the secondary electron radial distribution obtained in the simulation ($\sim 350 – 400$ nm). While this result may seem incongruous, there is an explanation. One more effect should be taken into consideration to explain the larger size for the experimental pixel. It is a modification of fullerite properties ( polymerization) during irradiation. Creation of new chemical bonds in a completely polymerized area is impossible. This fact can be considered by gradually reducing the inelastic electron collisions cross section and by correspondingly increasing the electron mean free-path during irradiation. Then, more of the secondary electrons from the cluster area may be transported to the cluster periphery, resulting in a radical increase of the polymerization rate there and thus enlargement of the cluster radius. This effect has been simulated and it was determined that the maximal and average spreads of low-energy electrons increase in dependence on the reduction of the relative inelastic cross section. It was shown that electron spread can reach the experimental radius value $R = 1500$ nm at one third of the initial cross section which corresponds to the creation of a majority part of the possible polymeric bonds.

4. Conclusions

Simulation using the developed computer model confirms the assumption [3, 6] that low-energy secondary electrons play an important role in fullerite polymerization and pixel formation in electron lithography with fullerite as an electron beam resist. The total contribution of secondary electrons to this modification can exceed 90%, and their radial deviation (the pixel radius) can be one to two orders of magnitude larger than the radius of the primary electron beam. A new mechanism for the radical increase of the pixel radius is suggested. This implies a long distance spread of the low-energy secondary electrons with reduced energy losses due to gradual polymerization of the irradiated area. The photoionization yield of metal foils is also caused due to secondary electron transport. A dependence of the nonmonotonous yield upon photon energy was observed and properly described by the modeling.
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Carbon nanotubes (CNTs) are ideal candidates as electrode materials for neuronal stimulation and monitoring devices such as microelectrode arrays (MEA). They provide a high charge injection limit without significant Faradic reactions and carbon nanotube electrodes have a high surface area to volume ratio. Flexible MEAs typically consist of thin conductors buried in a flexible insulator such as polyimide, where the actual contact areas have been opened by dry etching of the polyimide. CNTs are positioned in these contact areas by a low temperature (350 °C) chemical vapour deposition process from a catalyst which was deposited on the contact in the polyimide recess. To overcome poisoning of the catalyst by outgassing from the sidewalls of the polyimide trenches even at such low temperatures, a pre-treatment of the catalyst in an ammonia atmosphere for 15 min at 40 mbar and 350 °C was introduced. CNT growth on identical structures made from polyimide and silicon is compared in order to identify the relevant issues affecting growth.
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1. Introduction

Since the first report on carbon nanotubes (CNTs) by Iijima in 1991, CNTs are becoming more and more important for applications, e.g. as electrode materials, in field emitter devices or in sensors. Carbon nanotubes (CNTs) are ideal candidates as electrode materials for neuronal stimulation and monitoring devices such as microelectrode arrays (MEA). They provide a high charge injection limit without significant Faradic reactions \cite{1} and carbon nanotube electrodes have a high surface area to volume ratio. Flexible MEAs \cite{2} typically consist of thin conductors buried in a flexible insulator such as polyimide, where the actual contact areas have been opened by dry etching of the polyimide. The objective in this work is to fabricate CNT-carpets on the surface of such contacts in a polyimide recess such that the CNTs form the actual interface to the living matter.

CNTs are often grown by chemical vapor deposition (CVD) or plasma enhanced CVD (PECVD) processes, which typically require temperatures around 700 °C. Such growth temperatures are too high for polymers like polyimide. We and others \cite{3, 4} have previously shown that it is possible to grow CNTs at temperatures below 400 °C on flat substrates, however, these processes failed when trying to grow CNTs in a polyimide recess. A prime candidate for the cause of this failure is the outgassing of carbonaceous gases \cite{5–8} from the polyimide sidewalls of the recesses before and during growth, since in earlier experiments on flat substrates, it was already shown that this can poison the catalyst. Therefore, in experiments on nearly identical
CVD growth of carbon nanotubes with a Ni catalyst in a polyimide trench

2. Experiments

2.1. Sample preparation

Initially, a glass substrate was spin-coated for 30 s with an adhesion promoter (VM-652 or diluted VM-651 from HD Micro Systems). Afterwards the polyimide precursor (PI 2611, HD-Micro Systems) with a thickness of 5 \( \mu \text{m} \) was spin-coated (500 rpm for 5 s, then 4000 rpm for 30 s) onto it. The polyimide was then soft baked on a hot plate at 90 °C for 90 s, followed by 90 s at 150 °C. The final imidization process was performed under \( \text{N}_2 \) flow at a pressure of 0.4 MPa with a temperature ramp rate of 4 °C/min from room temperature to 330 °C – 350 °C. The final temperature between 330 °C and 350 °C was then held for 30 min. After that, the sample was gradually cooled to room temperature. These steps were performed twice in order to achieve a final polyimide thickness of 10 \( \mu \text{m} \).

These polyimide substrates were cut into 1 cm × 1 cm pieces and spin coated (2000 rpm/ramp 20/30s) with a photo-resist (ma-P 1275, Micro-Resist-Technology) with a total thickness of 11.1 \( \mu \text{m} \). After a soft bake at 80 °C for 5 min, the sample was exposed for 150 s in a UV mask aligner (Karl Suess MJB3) and developed for 1 min (ma-D 331, Micro-Resist-Technology). As a pattern, an array of 30 \( \mu \text{m} \) diameter circular electrodes was used. Then, the polyimide was etched by reactive ion etching (RIE) with oxygen at 100 W plasma power and a pressure of 0.1 mbar. The resist could be used as an etching mask, because the etching rate of the resist was about 160 nm/min, while the etching rate of the polyimide was about 260 nm/min. The depth of these etched trenches was varied from 1 \( \mu \text{m} \) to 5 \( \mu \text{m} \) in 1 \( \mu \text{m} \) increments. Afterwards, the etching mask was removed with acetone in an ultrasonic bath for 1 min and rinsed with isopropanol.

In order to pattern the catalyst, a new layer of resist (ma-P 1215, Micro-Resist-Technology) with a thickness of 1.5 \( \mu \text{m} \) was spin-coated, soft baked at 90 °C for 90 s, exposed for 21 s and developed (ma-D 331) for 50 s. Afterwards, 10 nm Ti, 40 nm TiN as a diffusion barrier and 2 nm Ni as a catalyst were sputtered onto the sample and lift-off was performed in acetone. For this second exposure, the same electrode pattern was used, but it was aligned with an offset with respect to the first structure in order to produce catalyst areas inside the trenches as well as on the top of the polyimide surface. This was done in order to compare between the growth on the catalyst inside a trench and on the top surface.

In addition, nearly identical silicon structures were produced. To this end, ma-P 1275 with a thickness of 11.1 \( \mu \text{m} \) was again used as an etching mask. The silicon was etched in an RIE process with a gas mixture of 15 % \( \text{O}_2 \), 50 % \( \text{SF}_6 \) and 35 % Ar at 120 W plasma power with a pressure of 0.05 mbar. In this case, the etching rate of silicon amounted to about 230 nm/min. After removing the etch mask and cleaning the silicon samples in a 300 W oxygen plasma for 5 min, the catalyst dots were patterned the same way as on the polyimide structures.

2.2. Growth studies

In [4], we found that the optimum growing process had the following conditions: 5 mbar pressure, 5 min growing time, with a gas ratio of 1:1 (\( \text{NH}_3: \text{C}_2\text{H}_2 \)). In addition, it was also found that the polyimide is outgassing carbon containing gases during the heating process, such as \( \text{CO}_2 \) and \( \text{CH}_4 \) [5–8]. This outgassing is poisoning the catalyst before CNT growth can start, so it is necessary to pre-treat the sample with \( \text{NH}_3 \) at 3.2 mbar as an etching gas [4]. Optimal pretreatment times were found to be 45 – 60 min at 450 °C and 75 – 90 min at 350 °C. In the
following experiments, growth on silicon samples was performed without any pretreatment, while the polyimide samples were pretreated according to the above-described procedure.

As presented in Fig. 1, no significant difference in the growth behavior on silicon was found, whether the CNTs grew on top of the surface or in the trench of the sample. The CNT height is shown as an average of 3 measurements with respective error bars.

**Fig. 1.** CNT growth on Si. The grey dots are CNT heights in the trenches, the black dots are CNT heights on top of the surface of Si

CNTs grown on polyimide, however, showed a clear tendency to be shorter when growing inside a polyimide trench than when growing on the top surface (Fig. 2). No significant dependence of the CNT height on the depth of the trenches could be observed. It seems that the polyimide itself is influencing the growth process, as described in [4].

From this difference in growth behavior between Si and polyimide, we conclude that the sample geometry is not responsible for the low CNT growth inside the polyimide trenches. The mean free path of acetylene at 5 mbar at 350 °C is around 40 µm, which is nearly 10 times more than the depth of the trenches and since we are only dealing with height/width aspect ratios of less than 1/6, there should be no significant geometry effect on the precursor supply. In order to investigate whether the open sidewalls in the polyimide trenches were responsible for the reduced CNT growth, new samples were fabricated where the sidewalls were also covered with catalyst. This was achieved by sputter-coating the sample with the Ti/TiN/Ni catalyst stack immediately after the first lithography and reactive ion etching step. Lift-off was then performed with the first photo resist mask which was left after the etching. After pretreatment in NH₃ at 3.2 mbar for 45 min, CNTs were grown using the process developed in [4], namely 5 min at 450 °C and 5 mbar pressure at a gas ratio of 1:1 NH₃:C₂H₂. Fig. 3 shows the result of such a growth experiment exhibiting regular growth of CNTs on the bottom of the trench as well as on the sidewalls.

This result indicates that the open polyimide sidewalls could be responsible for reduced growth in a trench with uncovered walls. While on flat substrates, catalyst poisoning by
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Fig. 2. CNT growth on Polyimide. The grey dots are CNT heights in the trenches, the black dots are CNT heights on top of the surface of Polyimide.

Fig. 3. A 3 µm deep trench in polyimide overgrown with CNTs.

Outgassing of carbonaceous gases such as CO₂ or CH₄ from the polyimide before growth was even started could be prevented by pretreatment in NH₃ for 45 min at a pressure of 3.2 mbar at reaction temperature. This procedure was obviously not sufficient in the case of polyimide trenches. Even increasing the pretreatment time to 2 h did not improve CNT growth. Therefore, the pretreatment pressure was increased to 20 mbar and 40 mbar. After a pretreatment at 20 mbar a slight improvement of CNT growth in the trenches was observed, but it was still significantly reduced compared to the top surface and rather long pretreatment times were necessary (see grey symbols in Fig. 4). At 40 mbar, the CNTs in the trenches have nearly the same height as the CNTs on the surface. In addition, at this higher pressure the pretreatment time could be...
reduced to 15 min at 350 °C. Obviously, a more efficient protection of the catalyst and possibly passivation of the sidewalls is achieved at this higher pressure.

2.3. Results

From the results of the growth experiments described above, we conclude that the difficulties in growing CNTs inside a polyimide trench were not caused by a too short mean free path of the acetylene molecules at 5 mbar, possibly resulting in a precursor depletion during the process, but rather by the behavior of the polyimide during the heating process itself, as described in [5–8]. The additional outgassing surface of the sidewalls can poison the catalyst in the trenches significantly more than on the surface. When the trench sidewalls were covered with the diffusion barrier and catalyst, no growth difference between the surface and the trenches was observed. Pretreatment for 15 min with NH\textsubscript{3} at an increased pressure of 40 mbar before CNT growth was sufficient to prevent catalyst poisoning at 350°C, also for open sidewalls, resulting in normal CNT growth.
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The generation of higher harmonics of carbon nanotubes interacting with femtosecond laser pulses was investigated. The analysis was conducted on the basis of quantum kinetic equation for the π-electrons involved in the inside of the band and inter-band transitions. The dynamics of the electromagnetic pulse, depending on the parameters of the problem, were studied.
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1. Introduction

This paper investigates the dynamics of femtosecond pulses propagating in carbon nanotubes (CNTs). Significant progress in the synthesis of new mesoscopic structures and their great promise for use in nanoelectronics and optics has led to increased research in this area. The unusual manifestation of nonlinear optical properties of these materials when interacting with strong electromagnetic fields was expected. Theoretical and experimental studies predict that the strong nonlinear response is inherent in metal clusters [1–3], fullerenes [4–6], carbon nanotubes and composites based on them [7, 8]. In particular, the generation of higher harmonics, previously observed in noble gases [9,10], has been predicted for mesoscopic structures. Moreover, a distinctive feature of the CNT is a strong selectivity of their high harmonic spectrum. A theoretical study of the nonlinear response of isolated nanotubes by intense laser radiation was studied in this work. A full quantum-theoretical approach to the one-electron approximation in the tight-binding model was used.

2. Statement of a problem

2.1. Kinetic equations

We consider an infinitely long single-walled carbon nanotube oriented along the z axis and irradiated normal to the axis of the ultra-short pulse with a natural frequency ω₀, polarized to this axis: E(r) = e_z E_z (x,y) (e_z is the unit vector along the z axis). CNTs are considered as a single-layer graphene sheet which is scrolled into a cylinder. We take into account only π-electrons, suggesting that their motion can be described in the tightly-bound approximation [11, 12]. CNT radius is much smaller than the wavelength of the field, which allows us to neglect the spatial inhomogeneity of the field in the tubes.

Following [13] in the one-electron approximation, the Schrödinger equation becomes:

\[ i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m_0} \Delta \psi + [W(r) - e(E \cdot r)] \psi. \] (1)

Neglecting the harmonic solution of (1) can be written as:
\[ \psi = \sum_{l,p} C_l(p)\psi_l(p,r), \]  
\hspace{1cm} (2)  

where \( l \) is the set of quantum numbers characterizing the state of \( \pi \)-electrons with a given quasi-momentum. \( \psi_l(p,r) = \hbar^{-0.5} \exp (\frac{ipr}{\hbar}) u_{l,p}(r) \) are the Bloch functions with an amplitude \( u_{l,p}(r) \), which is periodical to an arbitrary vector lattice \( a: u_{l,p}(r+a) = u_{l,p}(r) \). Here \( a = n_1a_1 + n_2a_2, n_1, n_2 \) are the integers, \( a_1, a_2 \) are the elementary vectors of the graphene hexagonal lattice.

The dispersion law for zig-zag CNTs can be written in the following form \[14\]:
\[ \varepsilon_s(p) = \pm \gamma_0 \sqrt{1 + 4 \cos(ap) \cos(\pi s/m) + 4 \cos^2(\pi s/m)}, \]  
\hspace{1cm} (3)  

where \( s = 1, 2, \ldots, m \), \((m, 0)\) is type of CNT, \( \gamma_0 \) is the hopping integral (2.7 eV), \( a = 3b/2\hbar \), \( b = 0.142 \text{ nm} \) is the distance between the adjacent carbon atoms.

From equations (1) and (2) with the spectrum of nanotubes:
\[ \hat{H}_0 = \begin{pmatrix} 0 & H_{12}(p) \\ H_{21}(p) & 0 \end{pmatrix}, \]  
\hspace{1cm} (4)  

which can be rewritten in the tightly-bound approximation as:

\[ H_{12}(p) = -\gamma_0 \sum_{j=1}^{3} \exp \left( \frac{i\tau_j}{\hbar} \right), \]  
\hspace{1cm} (5)  

where \( \tau_j \) is the vector connecting the atom to its nearest neighbors. For density matrix elements taking into account \( F = \Re(\rho_{cv}); \Phi = \Im(\rho_{cv}); \rho = \rho_{cc}, \rho_{cv} \) is the density matrix, \( \omega \) is the transition frequency, is the electron charge, we can obtain the following expression:

\[ \begin{align*}  
\frac{\partial \rho}{\partial t} + eE_z \frac{\partial \rho}{\partial p_z} &= 2 \frac{e}{\hbar} E_z R_{ab} \Phi, \\
\frac{\partial F}{\partial t} + eE_z \frac{\partial F}{\partial p_z} &= \omega \Phi, \\
\frac{\partial \Phi}{\partial t} + eE_z \frac{\partial \Phi}{\partial p_z} &= e \frac{E_z R_{ab}}{\hbar} (2\rho - 1) - \omega F, \\
R_{ll'p} &= \frac{i\hbar}{2} \int_{\Omega} \left( u_{l,p}^* \frac{\partial u_{l',p}}{\partial p_z} - \frac{\partial u_{l,p}^*}{\partial p_z} u_{l',p} \right) d^2r. 
\end{align*} \]  
\hspace{1cm} (6)  

The integration domain is the volume \( \Omega \) of two-dimensional unit cell.  

The initial conditions are following:
\[ \rho_{t=0} = F_0(\varepsilon_c(p_z, s)); F_{t=0} = \Phi|_{t=0} = 0. \]  
\hspace{1cm} (7)  

This means that at room temperature, the electrons are distributed according to the equilibrium Fermi distribution with zero chemical potential \( (\mu = 0) \).

The boundary conditions reflect the periodicity of solutions in the space of quasi-momentum (similar for \( F \) and \( \Phi \)):
\[ \rho \left( t, \frac{\sqrt{3} \pi}{\omega_{cv} a} \right) = \rho \left( t, -\frac{\sqrt{3} \pi}{\omega_{cv} a} \right). \]  
\hspace{1cm} (8)
3. Electric current in nanotube

A quantum-mechanical operator of current density can be written in the following form [13]:

$$\hat{j}_z (r) = -\frac{i e \hbar}{2m_0} \left( \frac{\partial}{\partial z^\prime} \delta (r - r^\prime) + \delta (r - r^\prime) \frac{\partial}{\partial z^\prime} \right).$$  \hspace{1cm} (9)

Total current density was decomposed into two components: $$\hat{j}_z = j_z^{(1)} + j_z^{(2)}$$, where intraband transitions is responsible for:

$$j_z^{(1)} = 4 \frac{e}{(2\pi \hbar)^2} \int_{1ZB} \frac{\partial \varepsilon_c (p)}{\partial p_z} \rho (t, p) \, d^2p,$$  \hspace{1cm} (10)

and inter-band:

$$j_z^{(2)} = 8 \frac{e}{(2\pi \hbar)^2} \frac{\hbar}{\bar{\hbar}} \int_{1ZB} \varepsilon_c (p) R_{cv} (p_z, s) \Phi (t, p) \, d^2p.$$  \hspace{1cm} (11)

We take into account that $$\rho_{vv} + \rho_{cc} = 1$$ and $$\varepsilon_v = -\varepsilon_c$$.

Choosing the gauge field, $$E = -\frac{1}{c} \frac{\partial A}{\partial t}$$, (where is the light velocity in a vacuum). We need to change the momentum to a generalized momentum: $$p \rightarrow p - \frac{e A}{c}$$, so:

$$\begin{bmatrix} \Phi \\ F \\ \rho \end{bmatrix} = \hat{x} \begin{bmatrix} p - \frac{e A}{c} \end{bmatrix} \begin{bmatrix} \Phi \\ F \\ \rho \end{bmatrix}.$$  \hspace{1cm} (12)

Then, equation (5) takes the following form with the replacement $$\rho - 0.5 \rightarrow \rho$$:

$$\begin{cases} 
\rho_t = -\frac{2}{c} A_t R \Phi, \\
F_t = \omega \Phi, \\
\Phi_t = -\frac{2}{c} A_t R \rho - \omega F.
\end{cases}$$  \hspace{1cm} (12)

The matrix of the system coefficients can be written as:

$$\hat{x} = \begin{bmatrix} 0 & 0 & A \\
0 & 0 & \omega \\
A & -\omega & 0 \end{bmatrix}.$$

Where the notation: $$A = -2e^{-1} A_t R$$ and according to the approximation described in [15–19]:

$$e^{\hat{x} \hat{t}} = I + \hat{x} \left( 1 + \frac{(A^2 - \omega^2)^2}{3!} + \frac{(A^2 - \omega^2)^4}{5!} + \ldots \right) + \hat{x}^2 \left( \frac{1}{2!} + \frac{(A^2 - \omega^2)^2}{4!} + \frac{(A^2 - \omega^2)^4}{6!} + \ldots \right),$$

$$j_z^{(1)} = 4 \frac{e}{(2\pi \hbar)^2} \int_{1ZB} \frac{\partial \varepsilon_c (p - \frac{e A}{c})}{\partial p_z} A (t)^2 \sum_{k=0}^{\infty} \frac{(A (t)^2 - \omega (p)^2)^k}{(2k + 2)!} \frac{1}{(1 + \exp (-\varepsilon_c (p) / k_B T))} \, d^2p,$$

$$j_z^{(2)} = 8 \frac{e}{(2\pi \hbar)^2} \frac{\hbar}{\bar{\hbar}} \int_{1ZB} \frac{-2A (t) \varepsilon_c (p - \frac{e A}{c}) R_{cv} (p)}{(1 + \exp (-\varepsilon_c (p) / k_B T))} \sum_{k=0}^{\infty} \frac{(A (t)^2 - \omega (p)^2)^k}{(2k + 1)!} \, d^2p.$$
where \( k_B \) is the Boltzmann constant, \( T \) is the temperature.

The Maxwell equations for the dielectric non-magnetic medium can be written as following [16]:

\[
\frac{\partial^2 A}{\partial x^2} + \frac{2N_0 a}{c} \frac{\partial^4 A}{\partial t^4} - \frac{2N_0 b}{c} A + \frac{4\pi}{c} (j_1 + j_2) - \frac{1}{c^2} (1 + 4\pi\alpha) \frac{\partial^2 A}{\partial t^2} - \frac{12\pi\eta}{c^4} \frac{\partial^2 A}{\partial t^2} \left( \frac{\partial A}{\partial t} \right)^2 = 0, \tag{13}
\]

where \( A \) is the vector-potential, \( P_L = \alpha E \) is the polarization, \( P_{NL} = \eta |E|^2 E \) is the nonlinear part of polarization, \( t \) is the time. We consider a simple model, where the polarization vector is parallel to the vector \( E \) is the electric field of light wave, \( N_0, a, a_1, \ldots, b, b_1, \ldots \) are the empirical constants of medium dispersion [17].

4. Numerical analysis and results

Equation (13) was solved numerically [20]. Boundary conditions took on a Gaussian form with one field- (14a) and two field oscillations (14b):

\[ F I G. \ 1. \ Time \ dependence \ of \ the \ electric \ field \ at \ various \ space \ points \]
\[ a) \ x = 0.1 \cdot 10^{-5} \ m; \ b) \ x = 0.2 \cdot 10^{-5} \ m. \ (A) \ two \ field \ oscillations; \ (B) \ one \ field \ oscillation \]
\[ A(0, t) = Q \cdot e^{-(ut)^2/\gamma}, \]
\[ \frac{dA(0, t)}{dx} = \frac{2Qut}{\gamma} e^{-(ut)^2/\gamma}, \]
\[ A(0, t) = Q \cdot e^{-(ut)^2/\gamma} \sin(ut), \]
\[ \frac{dA(0, t)}{dx} = \frac{2Qut}{\gamma} e^{-(ut)^2/\gamma} \sin(-ut) + Q \cdot e^{-(ut)^2/\gamma} \cos(ut), \]

where \( Q \) is the pulse amplitude, \( u \) is the pulse velocity, \( \gamma^2 = 1/(1 - u^2/A^2) \).

The evolution of the electric field during its propagation in the sample is shown in Fig. 1.

It can be seen from this dependence that when the propagation distance increases, pulses drift away from each other. Moreover, in the case of two field oscillations, the amplitude of the main peak is stable, and in the case of one oscillation there is a decrease in the main pulse amplitude and an increase in the trailing pulse. This can be attributed to the dispersion characteristics of the medium.

The dependence of the electric field on the initial pulse amplitude is shown in Fig. 2. As expected, low-amplitude pulses propagate almost without distortion and exhibit only the dispersion spread. However, pulses with high amplitudes exhibit a larger distortion caused by both the interference of the edge pulse and the specific form of the medium’s nonlinearity.

Figure 3 demonstrates that the dispersion constants have a great influence on the electric field (and the effect of the b constant is manifested much more strongly compared to the constant a). In our opinion, this effect is due to this type of dispersion reducing the linear response of the system to an external field.

Thus, based on the results of numerical calculations, one can draw the conclusion that the pulse propagation is determined primarily by the dispersion characteristics of the medium, as well as the process of establishing a balance between the dispersion and interference effects of the wave front.

**Fig. 2.** Time dependence of the electric field at various initial amplitudes of the pulse \((x = 0.2 \cdot 10^{-5} \text{ m})\): a) \( Q = 1 \text{ a.u.} \); b) \( Q = 2 \text{ a.u.} \) (the case of two field oscillations)
**FIG. 3.** Time dependence of the electric field at various dispersion constants \((x = 0.1 \cdot 10^{-5} \text{ m})\): a) \(b = 0.001\) a.u; b) \(b = 0.005\) a.u. (the case of two field oscillations)
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The object of this work is to research the interaction of carbon nanotubes with organic molecules containing 
the diphenylether fragment in order to identify new properties for the obtained compounds. 
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1. Introduction 

Closed surface structure of carbon (fullerenes and nanotubes) shows a number of specific properties suitable for use it as a sort of materials and treat it as objects of interesting physical and chemical systems [1]. At the present time, nanotubes (or tubulenes) have changed from exotic objects to become the subject of large-scale physical and chemical research. Their unusual properties have become the basis of many challenging technical solutions. Now, nanotubes are the materials with a wide array of practical applications, the subject of commercial production, marketing and research. The outstanding feature of carbon nanotubes is their unique adsorption characteristics. The greatly curved surface of nanotubes (compared with a flat layer of graphite) can adsorb sufficiently large and heavy molecules including naturally-occurring organic molecules on its surface. Modern medicine development advances a need for new materials, one of which may be carbon tubulenes. Nanotubes with the drug substances deposited on their surface may be used to deliver drugs into infected human organs, followed by excretion of the tube from the human body. This should increase the effectiveness of existing drugs [2]. 

2. The conduct of the calculations 

In this study, we will discuss the model of adsorption for organic molecules on the surface of carbon nanotubes. Many biologically active substances have heterocycles present in their structure. In these studies, a pair of model compounds were selected as biomolecule mimetics 1-(3-phenoxyphenyl)butane-1,3-dione and 2-(3-phenoxybenzoyl)cyclohexanone – both diketones containing the diphenylether fragment, which are new structures, characterized by high levels of similarity to known drugs, the absence of toxic properties in the model compounds, and a wide range of pharmacological properties which should be of practical and research interest to those in the medical field [3]. Software package Gaussian was used to build the model and calculations were performed using the MNDO scheme. Selection of this scheme was made for the following reasons: the method has worked well for calculations of molecules and solids; the error of the method is small compared to all previously known semi-empirical
The semi-empirical research of the adsorption of biologically active molecules . . .

schemes; low cost of computer computation time; the method is most effective for today’s personal computers. Particular spatial configuration of molecules and their basic geometric characteristics were identified as a result of this research. The calculations were performed using the molecular cluster. To do this, the model of a single-walled zigzag type nanotube (0,5) diameter $r = 4.5 \text{ Å}$ was used. The molecular tubulene clusters contained 96 carbon atoms; the dangling bonds at the boundaries were closed by pseudoatoms (these were selected as hydrogen atoms). Several connection options have been considered for adsorbed biologically active molecules:

- for the 2-(3-phenoxybenzoyl)cyclohexanone molecule, a single-center connection to the CNT surface was considered (Fig. 1);
- for the 1-(3-phenoxyphenyl)butane-1,3-dione molecule, a multicenter interconnection of two centers was considered (Fig. 2).

![Fig. 1. The interaction of the molecule 2-(3-phenoxybenzene)-cyclohexanone with a carbon nanotube](image1)

![Fig. 2. The interaction of the molecule of 1-(3-phenoxyphenyl)-butan-1.3-dione with a carbon nanotube](image2)

The calculations were conducted in the medium of toluene as a solvent. The process was modeled as follows: a molecule was brought nearer to the outer surface of the carbon nanotubes in a stepwise fashion (0, 5) along a perpendicular drawn to the surface of the carbon
atom of the selected molecular cluster selected handset (in increments of 0.1 Å). The maximum convergence was chosen on the distance of 0.85 Å.

3. Inference

The calculations allowed us to construct profiles for the potential energy surface adsorption processes for the case of a single-site interaction mentioned above. The graph (Fig. 3) shows that there is an energy minimum on the distance between atomic systems at 2.3 Å, which corresponds to the Van-der-Waals force between tubulenes and the molecule, i.e. the so-called physical adsorption. The adsorption energy is $E = -10.42$ eV in this case. However, it is clear that being in this state, the molecule can also move into a more stable position, having overcome the potential barrier equal to 0.79 eV, i.e. a molecule of 2-(3-phenoxybenzoil)cyclohexanone ceases to interact with the surface of the carbon nanotube.

![Graph showing the surface profile of the potential energy of interaction between molecules of 2-(3-fenoksibenoil)-cyclohexanone with the surface of the carbon nanotube ‘zig-zag’ (0.5)](image)

Theoretical calculations show that under these conditions (chosen sorption center, design scheme, etc.) the physical adsorption of a biologically active molecule on the surface of the tube was considered. It will be necessary to carry out future calculations with varying conditions and to conduct experiments to determine the means by which the chemical adsorption of organic molecules containing diphenylether fragment occurs on the external surface of the carbon nanotubes.
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This paper studies the sensor activity of carboxyl-modified single-walled carbon nanotubes (zig-zag, armchair type) to atoms and ions of alkali metals Na, Li, K. The mechanism of the carboxyl binding to the open border of the semi-infinite carbon nanotube is investigated. Calculations of the interaction processes between the sensor and sample alkali atoms and alkaline ions are performed. The process of scanning a sample surface site with atoms of metals under consideration is modeled and the functional carboxyl group chemical activity is defined. The research is performed by the MNDO method within the framework of the molecular cluster model and DFT method.
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1. Introduction

In recent years carbon nanotubes have been regarded as a material of wide potential application, a commercial product and a subject of marketing research [1-7]. Their unique quasi-1D structure and extended curved $\pi$-bonding configuration define the nanotubes’ remarkable structural, electronic and mechanical properties. Besides the above described characteristics, nanotubes possess high sorption activity [8], and owing to this valuable feature they can act as an effective adsorbent of various particles and, consequently, have a great potential for the development of chemical and biological sensors based on their sensitivity to their chemical environment [9,10]. It has been reported that devices with boundary modified carbon nanotubes can be successfully used as sensors. For example, an atomic force microscope with a specially selected functional group located at the end of the cantilever tip [11] can function as a sensor and is suitable to investigate the chemical composition of a sample surface. S.S. Wong, E. Joselevich et. al. [11] report that carboxyl-modified carbon nanotubes have been fabricated experimentally. Theoretical simulations [12-14] demonstrate that carboxyl-modified carbon nanotubes are sensitive to ethanol, and the gases NO, and NO$_2$.

We assume that the potential of modified nanotubes’ application as sensors is not limited to gases and can be suitable to detect other elements, for example, metals. Before [15] we investigated the mechanism of the carboxyl group binding to the open border of the semi-infinite carbon nanotube. In the present paper we performed calculations to study its sensitivity to atoms and ions of some alkali metals. Finally, we simulated the scanning process of a sample surface site and studied the functional group sensor activity to atoms of alkali metals.
2. The interaction mechanism between single-walled carboxyl-modified carbon nanotubes and atoms of alkali metals

We investigated the mechanism of interaction between some alkali atoms (potassium, sodium, lithium) and the boundary oxygen and hydrogen atoms of the carboxyl group – COOH on the border of carbon nanotube of (6, 0)-type (Fig. 1a) or (6, 6)-type. The process was simulated by an incremental approach when sample atoms moved to the O or H atoms of the functional group (Fig. 1b). The energy curves of the “nanotube + COOH - metal atom” system are presented in Fig. 2, 3, where each curve shows a minimum corresponding to the formation of bonds at certain distances. Analysis of the binding energies revealed that all the curves are characterized by barrier-free nature. Table 1 shows the main characteristics of Li, Na, K binding process to the boundary atoms (oxygen and hydrogen) of the carboxyl group that modifies the open border of the (6, 0) or (6, 6) carbon nanotubes. The obtained results allowed us to draw the following conclusion: since the interaction distances corresponding to the minimum on the interaction energy curves are long, there exists a weak van der Waals interaction between the atoms of the functional group and metal atoms. This is a very important result confirming that the designed sensor can undergo multiple uses without being destroyed.

Thus, the obtained results proved the possibility of interaction between the boundary atoms of the carboxyl group and atoms of sample alkali metals.

3. Sensor properties of the carboxyl-modified carbon nanotube

We investigated the sensor properties of (6, 0) and (6, 6) carbon nanotubes modified by carboxyl group to sodium, potassium, lithium atoms and their ions Na⁺, K⁺, Li⁺. We studied the process of scanning the surface with an atom (or ions) to be initialized, and defined the functional group activity to the sample element. The process was simulated by incremental approach of a metal atom (or ion) to the functional group. The atom followed
Fig. 2. The energy curves of interaction between the nanotube (6,0) modified by carboxyl group (-COOH) and atoms of alkali metals: (a) between atoms of metals and the hydrogen atom in the group; (b) between atoms of metals and the oxygen atom in the group

Fig. 3. The energy curves of interaction between the nanotube (6,6) modified by carboxyl group (-COOH) and atoms of alkali metals: (a) between atoms of metals and the hydrogen atom in the group; (b) between atoms of metals and the oxygen atom in the group

the path parallel to the modified border of the nanotube (Fig. 1c). The interaction energy curves (Fig. 4, 5) showed that the nanotube with the functional group is chemically sensitive to atoms and ions of sample metals: each curve has a characteristic minimum that indicates the formation of interaction between an atom (or an ion) of metal and the carboxyl group (co-called sensor interaction). It has to be pointed out that the minimum on each curve is located nearly beyond the boundary oxygen atom of the carboxyl group (-COOH). The sensor interaction distances and sensor interaction energies are shown in Table 2. The results obtained from the calculations demonstrate that modified carbon nanotubes can be used as sensors for specific elements and radicals that can be experimentally detected by the change in the potential of the sensor system based on the nanotube with the functional group.
Table 1. The main characteristics of Na, Na\(^+\), K, K\(^+\), Li, Li\(^+\) binding process to the boundary O and H atoms of carboxyl-modified carbon nanotube (6, 0) and (6, 6), where \(r_{\text{int}}\) — interaction distance between a metal atom and the O (or H) atoms of carboxyl group, \(E_{\text{int}}\) — interaction energy (MNDO and DFT methods)

<table>
<thead>
<tr>
<th>Atomic bonds</th>
<th>(r_{\text{int}}, \text{Å})</th>
<th>(E_{\text{int}}, \text{eV (MNDO)})</th>
<th>(E_{\text{int}}, \text{eV (DFT)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon nanotube (6, 0)-type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K – O</td>
<td>1,9</td>
<td>-3,98</td>
<td>-4.30</td>
</tr>
<tr>
<td>K – H</td>
<td>2,1</td>
<td>-2,70</td>
<td>-1.04</td>
</tr>
<tr>
<td>Li – O</td>
<td>2,5</td>
<td>-5,44</td>
<td>-4.39</td>
</tr>
<tr>
<td>Li – H</td>
<td>2,0</td>
<td>-5,89</td>
<td>-4.62</td>
</tr>
<tr>
<td>Na – O</td>
<td>2,2</td>
<td>-4,23</td>
<td>-3.21</td>
</tr>
<tr>
<td>Na – H</td>
<td>1,8</td>
<td>-3,03</td>
<td>-1.77</td>
</tr>
<tr>
<td>Carbon nanotube (6, 6)-type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K – O</td>
<td>2,1</td>
<td>-1,62</td>
<td>-1.83</td>
</tr>
<tr>
<td>K – H</td>
<td>2,1</td>
<td>-1,62</td>
<td>-1.45</td>
</tr>
<tr>
<td>Li – O</td>
<td>1,9</td>
<td>-2,14</td>
<td>-2.53</td>
</tr>
<tr>
<td>Li – H</td>
<td>2,1</td>
<td>-0,79</td>
<td>-1.96</td>
</tr>
<tr>
<td>Na – O</td>
<td>2,3</td>
<td>-2,48</td>
<td>-1.68</td>
</tr>
<tr>
<td>Na – H</td>
<td>1,9</td>
<td>-1,32</td>
<td>-1.33</td>
</tr>
</tbody>
</table>

Fig. 4. The energy curves of interaction between atoms (ions) of metal and boundary atoms of the functional carboxyl group of (6,0) carbon nanotube obtained by modeling the scanning process, a distance of 0 Å corresponds to a point beyond the hydrogen atom: (a) for metal atoms K, Li, Na, (b) for metal ions K\(^+\), Li\(^+\), Na\(^+\)
Sensor properties of carboxyl-modified carbon nanotubes

FIG. 5. The energy curves of interaction between atoms (ions) of metal and boundary atoms of the functional carboxyl group of (6,6) carbon nanotube obtained by modeling the scanning process, a distance of 0 ÅA corresponds to a point beyond the hydrogen atom: (a) for metal atoms K, Li, Na, (b) for metal ions K⁺, Li⁺, Na⁺

Table 2. The main characteristics of the interaction process between the carboxyl-modified nanotube (6, 0) and (6, 6) and Na, Na⁺, K, K⁺, Li, Li⁺ obtained from scanning the surface, where \( r_{s-int} \) - sensor interaction distance, \( E_{s-int} \) - sensor interaction energy, MNDO method

<table>
<thead>
<tr>
<th>Atom/ion</th>
<th>( r_{s-int} ), Å</th>
<th>( E_{s-int} ), eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbon nanotube (6, 0)-type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>2.5</td>
<td>-1.77</td>
</tr>
<tr>
<td>K⁺</td>
<td>2.8</td>
<td>-1.76</td>
</tr>
<tr>
<td>Li</td>
<td>3.0</td>
<td>-0.93</td>
</tr>
<tr>
<td>Li⁺</td>
<td>3.0</td>
<td>-1.63</td>
</tr>
<tr>
<td>Na</td>
<td>3.0</td>
<td>-0.64</td>
</tr>
<tr>
<td>Na⁺</td>
<td>2.6</td>
<td>-1.73</td>
</tr>
<tr>
<td>Carbon nanotube (6, 6)-type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>2.5</td>
<td>-2.20</td>
</tr>
<tr>
<td>K⁺</td>
<td>2.5</td>
<td>-1.47</td>
</tr>
<tr>
<td>Li</td>
<td>2.5</td>
<td>-0.50</td>
</tr>
<tr>
<td>Li⁺</td>
<td>2.5</td>
<td>-0.76</td>
</tr>
<tr>
<td>Na</td>
<td>2.2</td>
<td>-0.99</td>
</tr>
<tr>
<td>Na⁺</td>
<td>2.2</td>
<td>-0.23</td>
</tr>
</tbody>
</table>

4. Conclusion

This paper studies sensor properties of carboxyl-modified single-walled “zig-zag” and “arm-chair” carbon nanotubes to atoms and ions of alkali metals Na, Li, K. Calculations of the interaction processes between the sensor and sample alkali atoms and alkaline ions are performed. The research is performed by the MNDO method within the framework of the molecular cluster model and DFT method. The interaction energy curves showed that the nanotube with the carboxylate functional group is chemically sensitive to atoms and ions of sample metals: each curve has a characteristic minimum that indicates the formation of
interaction between an atom (or an ion) of metal and the carboxyl group (co-called sensor interaction). The performed theoretical studies prove the possibility of developing a sensor that responds to the presence of ultra-low quantities of materials and has a big potential for its application in chemistry, biology, medicine, etc.
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The paper presents theoretical research into vacancy formation in two types of boron-carbon nanotubes BC\textsubscript{n}, where n = 3. The research was performed using the MNDO method within the framework of an ionic-embedded covalent-cyclic cluster model, molecular cluster model and DFT method. We found that when a V-defect (vacancy) is introduced in a boron-carbon nanotube, the band gap of the defective tubules increases. This means that physical properties of materials can be purposefully changed by introducing defects. Vacancy migration along the atomic bonds in the tubule was simulated and vacancy transport properties were studied. It was found that the defect migration along different bonds actually represents the process of carbon or boron ions hopping between their stable states on the nanotube surface.

**Keywords:** Boron-carbon nanotubes, Vacancy, Activation energy, Vacancy migration, Semi-empirical methods of investigation.

1. Introduction

Liquid conductors commonly used in batteries and accumulators possess obvious drawbacks, namely short cycle life, low energy capacity and besides they are prone to leakage and spillage [1]. Structures with ionic conductivity can substantially extend cycle life of batteries since they can function both as electrolytes and electrodes simultaneously.

However, one of the main challenges we face when implementing the ionic conduction mechanism is that the size of an ion is often comparable to a distance between the sites of the crystal lattice, which explains why transport of charged ions similar to that one in metals almost never occurs in crystal structures. Therefore, to design a class of solid-state structures with ionic conductivity we need new materials with conduction properties that can be modified by using different methods. Recent studies have found that carbon nanotubes (CNTs), whose properties and conductive characteristics can be designed by applying different modification methods, can be successfully used as a material for ionic conduction. In [2] the results of research into the mechanism of ionic conductivity in single-walled CNTs with cylindrical symmetry are presented.

However, carbon cannot be regarded as the only element capable of forming nanotubular forms. Papers [3-7] theoretically predict and describe the formation of boron carbide nanotubes. The authors conclude that the calculated 1:3 ratio of boron and carbon in them is a clear sign that BC\textsubscript{n} type tubular structures, where n = 3 are formed. This finding seems to be promising for research into electron and energy characteristics of boron carbon BC\textsubscript{3} tubules as well as ionic conductivity in them similar to that one displayed by carbon nanotubes. This paper presents the results of computer simulation of ionic conductivity in two types of BC\textsubscript{3} nanotubes (6, 0) by applying the MNDO method [8] within the framework of molecular and ionic-embedded covalent-cyclic cluster models.
2. Electronic structure of BC$_3$ nanotubes with a vacancy

In our previous work [9] we investigated geometric and electronic characteristics of monolayers in quasi-planar hexagonal boron carbide (BC$_3$ plane), the structure of which can be of two types that differ by mutual orientation of B and C atoms. We denote them as A and B to have an accurate identification in the text. Boron-carbon BC$_3$ nanotubes of small diameter (3 – 10 Å) were fabricated by rolling from the relevant segments of quasi-planar exagonal boron carbide. The extended unit cells (supercells) of A and B types BCNT (6, 0) are shown in Fig. 1. The calculations were performed using the semi-empirical MNDO method within the model of the ionic-embedded covalent-cyclic cluster [10] and ab initio DFT [11]. The studies found that these structures are stable with bond lengths between the atoms equal to 1.4 Å. We calculated the strain energy $E_{\text{str}}$ values as the difference between specific energy values in quasi-planar boron carbide and those in the corresponding nanotubes. Dependence of strain energy values on the tubule diameter indicates that nanotube formation by rolling BC$_3$ plane is highly probable for boron carbide BC$_3$ of both types, since the strain energy values drop when the diameter of a tubule is increased (Fig. 2). For nanotubes of A-type tubule (n, 0) are most likely to form, where n = 6, 8 and 10. The band gap in the BCNT of the selected types allowed us to assign them to a class of narrow-gap semiconductors with conductivity independent of the diameter. This stability of conducting properties makes boron-carbon nanotubes very attractive for nanoelectronics.

We studied the electronic structure of A and B type BC$_3$ nanotubes (6, 0) (Fig. 1) with a vacancy (V-defect) using the MNDO method within the framework of the molecular cluster model. For the calculations we selected clusters in the form of a supercell consisting of four layers. The circumference of the system was geometrically closed. The distance between the nearest atoms was equal to 1.4 Å. The choice of the molecular cluster model was determined by the fact that the process under consideration is local. To eliminate the influence of boundary effects, the V-defect was located in the middle of the cluster. Two types of defects were considered: 1) V$_B$ defect, when a boron atom is removed from the structure, 2) V$_C$ defect, when a carbon atom is removed from the structure.

Our purpose was to study the process of vacancy formation on the BC$_3$ nanotubes surface and its influence on their geometric and electronic structure. To model this process, a boron or carbon atom was removed from the surface of the nanotube in 0.1 Å increments until its separation. We optimized geometric parameters for the atoms in the vicinity of the defect. The atoms in the vicinity of the vacancy had three degrees of freedom, which allowed them to move from their equilibrium positions in the process of simulation. Analysis of the tubule structure in the vicinity of defect showed that atoms on the surface do not change their positions and do not display any movement in the direction of vacancy location.

The results of calculations for the main electron energy characteristics of the selected boron-carbon nanotubes are presented in Table 1. The energy values for defect formation was calculated using the formula:

$$
E_d = E_{\text{BC}_3} - (E_{\text{str}} + E_x),
$$

where $E_{\text{BC}_3}$ — the energy value of an ideal BCNT, $E_{\text{str}}$ — the energy value of the structure with a vacancy $E_x$ — the energy value of carbon or boron, respectively. It was found that in A-type of BC$_3$ nanotubes, the formation of a V-defect by breaking off a boron or carbon atom is possible, which may be proved by negative activation energy values on the curve. Positive activation energy values obtained from the calculations for B-type of BC$_3$ nanotubes show that the process of defect formation is unlikely to take place on this type of tubule surface. This fact can be explained by lower stability of BC$_3$ nanotubes of B-type compared
Migration processes on the surface of carbon nanotubes

Fig. 1. The extended elementary cell of the BC$_3$ nanotube (6, 0): a) A-type of mutual orientation of C and B atoms; b) B-type of mutual orientation of C and B atoms.

Fig. 2. Dependence of strain energy $E_{str}$ on the diameter ($d$) of BC$_3$ tubule (n, 0) of A and B types calculated by the methods a) MNDO, b) DFT with those of the A-type. Therefore, we shall further consider the A-type boron-carbon nanotube.

Table 1. Energetic characteristics of nanotubes with a vacancy

<table>
<thead>
<tr>
<th>Type of a tubule</th>
<th>Type A with $V_c$ defect</th>
<th>Type A with $V_B$ defect</th>
<th>Type B with $V_c$ defect</th>
<th>Type B with $V_B$ defect</th>
<th>Flawless nanotube, type A</th>
<th>Flawless nanotube, type B</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{homo}$, eV</td>
<td>-7.21</td>
<td>-6.15</td>
<td>-8.03</td>
<td>-6.23</td>
<td>-7.37</td>
<td>-6.09</td>
</tr>
<tr>
<td>$E_{lumo}$, eV</td>
<td>-4.67</td>
<td>-3.84</td>
<td>-4.73</td>
<td>-4.52</td>
<td>-6.16</td>
<td>-6.02</td>
</tr>
<tr>
<td>$E_d$, eV</td>
<td>-0.83</td>
<td>-3.43</td>
<td>5.97</td>
<td>10.72</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\Delta E_g$, eV</td>
<td>2.54</td>
<td>2.31</td>
<td>3.30</td>
<td>1.71</td>
<td>1.21</td>
<td>0.07</td>
</tr>
</tbody>
</table>
Analysis of the electron and energy structure of tubules with vacancies and flawless tubules allowed us to come to the following conclusions. Introduction of $V_B$ and $V_C$ defects into a nanotube of A-type causes changes in the position of the highest occupied and lowest unoccupied molecular orbitals ($E_{\text{homo}}$ and $E_{\text{lumo}}$). In both cases, a significant increase in the band gap in comparison with the value of $\Delta E_g = 1.21$ eV for flawless boron-carbon nanotubes $(6, 0)$ is observed. We should point out that the values of the band gap obtained by applying the molecular cluster model turn out to be much larger than the ones obtained from calculations when using other more precise methods. However, we think that this model is convenient and efficient for the study of local processes, to which the formation of a single defect can be attributed. Single electron energy spectra (Fig. 3) show differences between nanotubes with $V_B$ and $V_C$ defects and a flawless nanotube.

![Figure 3](image-url)

**Fig. 3.** Single electron energy spectra of BC$_3$ nanotube $(6, 0)$ type A: 1 – flawless structure; 2 – structure with $V_C$ defect; 3 – structure with $V_B$ defect

3. **Vacancy transport properties**

Further, we investigated energy characteristics of defect migration on the surface of boron-carbon nanotubes. We considered two types of movement for two chemically inequivalent valence bonds between neighboring atoms that we denoted as I and II: I - when one bond lies on the fracture face of the nanotube, and the other two (II) lie symmetrically on either side of the fracture. They are not equivalent because of the tubule structural features that are discussed in detail in [2]. Vacancy transfer along the above described chemical bonds was modeled by using incremental approach of a neighboring carbon (or boron) atom along the virtual C-V or B-V bond to the site of vacancy location. Thus, the surface atom of the nanotube had two degrees of freedom, which allowed it to move within the surface and freely deviate from it. The geometrical parameters of the other two B and C atoms nearest to the vacancy were fully optimized during the calculation. Therefore, it seemed that the vacancy moved in a direction reverse to the atom migration.

Incremental method allowed us to build energy curves for vacancy transfer process and calculate activation energies ($E_a$) of the process. The curves (Fig. 4) are qualitatively similar: they have two energy minima corresponding to a stationary position of the vacancy on the tubule surface. The energy barrier between the minima have heights of 2.38 eV and 3.44 eV on migration paths I and II, respectively. We identify the barrier with activation energy of the defect. By comparing the activation energies for boron-carbon and carbon nanotubes
(6, 0) we found that the activation energy of the defect in BCNT of BC$_3$ type is 1 eV lower than that one in CNTs [2] for both migration paths. This means that the mechanism of ionic conductivity in the BC$_3$ nanotubes is energetically more favorable compared with that one in carbon nanotubes, so BCNTs with predicted conductivity might find application in nanoelectronics.

![Image](image_url)

**FIG. 4.** The energy curves for defect transfer (vacancy transfer) in BC$_3$ nanotubes (6, 0) type A: a) path I of defect transfer; b) path II of defect transfer

We investigated the vacancy formation mechanism in boron-carbon BC$_3$ nanotubes (6,0) of A and B types that differ by mutual orientation of boron and carbon atoms. The obtained activation energies showed that the formation of defects on the B-type BCNT surface was energetically unfavorable and, probably, can lead to the destruction of a tubular structure. We found that introduction of V-defects (vacancy) in the boron-carbon nanotube causes an increase in the band gap of the defective nanotubular structures. This means that physical properties of materials can be purposefully changed by introducing defects. Defect migration follows the paths along different bonds and actually represents the process of carbon or boron ions hopping between their stable states on the nanotube’s surface.
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UTILIZING OF THE MEDIUM-ENERGY ION SCATTERING SPECTROMETRY FOR THE COMPOSITION INVESTIGATION OF GRAPHENE OXIDE FILMS ON SILICON SURFACE
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The possibilities of Medium-Energy Ion Scattering (MEIS) spectrometry combined with ion channeling for the estimation of the composition of single layer graphene oxide films and produced graphene layers deposited on the surface of standard silicon substrates was investigated. It was found that the oxygen amount in the natural surface silicon oxide ranges from 2-8 times the possible oxygen content in a graphene oxide layer. This causes difficulties in the estimation of the oxygen concentration in graphene oxide deposited on such substrates. The proposed method of preliminary single hydrogen cathode surface processing in electroplating bath leads to the significant decrease of surface layer oxygen content which results in an increase in the accuracy of reduced graphene oxide composition estimation.

Keywords: graphene oxide, silicon oxide, Rutherford Backscattering Spectrometry.

The main obstacle in the creation of graphene-based field-effect transistors is the band gap absence in this material [1]. The latest studies showed the possibility of controlled bandgap width graphene layers production by means of thermal reduction of graphene oxide films on Si surface [2]. In this process, the evaluation of the graphene film composition, as well as the estimation of the bandgap width dependence and carrier mobility, on the remaining oxygen concentration becomes the experimental task of particular importance.

We investigated the possibilities of Medium-Energy Ion Scattering (MEIS) spectrometry combined with ion channeling in order to estimate the composition of near-surface layers of crystalline silicon as well as of graphene oxide films deposited on the surface of silicon substrates. MEIS, being a modification of Rutherford Back Scattering (RBS) spectrometry, differs from the latter by the possibility of achieving extremely high depth resolution in the elemental analysis of near-surface layers due to the utilization of high energy resolution electrostatic analyzers. For current work conditions (scattering of H$^+$ ions having the initial energy of 96 keV in silicon) the depth resolution was on the order of 1 nm. Using an aligned (channeling) spectra measurement regime, in which the probe ion beam direction was coincident with the low-index crystalline axis one (in our case it was <100> direction) made it possible to decrease dozens of times, relative to “random” regime, the signal of ions, back scattered from the bulk of single crystal silicon substrate, keeping the signal from amorphous layers. That resulted in a significant increase in the accuracy for the estimation of carbon and oxygen atom content and their depth distribution.

Oxygen content measurements were carried out for the natural oxide substrates, whereas for ”substrate plus graphene oxide” structures, measurements were made to determine the carbon and oxygen contents and their depth distributions.
Fig. 1. The energy spectra of H\textsuperscript{+} ions having the initial energy of 96 keV back scattered from pure silicon with natural surface oxide. Circles — aligned regime, triangles — “random” regime, solid curves — the result of computer simulation. Insert — the depth distribution of oxygen

Fig. 1 shows the energy spectra of H\textsuperscript{+} ions, back scattered from the sample of a single silicon crystal with natural oxide. Arrows point to the energies of ions, back scattered from silicon (86 keV) and oxygen (80 keV) atoms of the sample surface. Solid lines are the result of computer simulation for “random” and aligned measurement regimes. Hereafter (e.g. Fig. 3), the aligned spectra simulation of near-surface layers took into account only the signal from silicon of the oxide layer, ignoring that of so called “surface peak” of ion scattering on pure silicon, and that is the reason for the discrepancy in the 84-86 keV region. Comparison of the spectra shows that the accuracy of the signal detection, corresponding to ion back scattering on oxygen in the aligned regime is significantly higher because the background bulk silicon signal is approximately suppressed nearly 20-fold. The computer simulation made it possible to determine the whole oxygen amount in natural oxide; in this particular case it was 16×10\textsuperscript{15} atoms/cm\textsuperscript{2}.

The “protacted” back (low energy) oxygen peak front (energies 77-80 keV) indicates a gradual oxygen concentration decrease from the surface to deeper layers. The depth dependence of oxygen concentration is shown in the insert in Fig 1. It is interesting to note, that the same phenomenon was observed in [3], devoted to MEIS investigation of artificially created oxide layers on silicon surface.

The oxygen content in the investigated substrates was found to range from 6×10\textsuperscript{15} to 19×10\textsuperscript{15} atoms/cm\textsuperscript{2}. For comparison, it should be noted that if the carbon atom content in the graphene oxide layer is 3.8×10\textsuperscript{15} atoms/cm\textsuperscript{2} and each carbon atom accounts for a single oxygen atom (it corresponds to maximal oxidation rate), the tight to carbon oxygen monolayer must also contain 3.8×10\textsuperscript{15} atoms/cm\textsuperscript{2}. This means that the oxygen of the natural oxide significantly affects the accuracy when estimating the oxidation rate. In order to reduce the oxygen content, the single hydrogen cathode surface processing in electroplating bath
Fig. 2. The energy spectra of $\text{H}^+$ ions having the initial energy of 96 keV back scattered from silicon substrate before (1) and after (2) the processing in electroplating bath.

Fig. 3. The energy spectra of $\text{H}^+$ ions having the initial energy of 96 keV back scattered from graphene oxide layer, deposited on the silicon substrate. Circles — experiment, solid line — the MEIS computer simulation for the structure, schematically depicted in the insert Var.A, dashed line — the same for the structure depicted in Var.B insert.
was applied. In Fig. 2 the MEIS substrate spectra before (1) and after (2) this processing are shown. The oxygen contents were found to be \(16 \times 10^{15}\) atoms/cm\(^2\) and \(8 \times 10^{15}\) atoms/cm\(^2\), respectively, i.e. the processing used halved the amount of oxygen in the surface oxide layer.

The MEIS aligned spectrum of sample having the structure “silicon substrate with the natural oxide plus graphene oxide layer” is shown in Fig. 3. Circles depict experimental results, while lines show the computer simulation for two modeling structures: solid — for one schematically depicted in Var.A insert and consisting of silicon, its oxide and graphene. With the help of computer simulation, the carbon and oxygen contents were found to be \(7 \times 10^{15}\) atoms/cm\(^2\) and \(10 \times 10^{15}\) atoms/cm\(^2\), respectively. It is important to note, that all three fore fronts (high energy) of silicon, oxygen and carbon calculated peaks coincided with experimental ones. Dashed curve shows the result of modeling of the structure, depicted in Var.B insert, where the oxygen monolayer of \(\sim 4 \times 10^{15}\) atoms/cm\(^2\) laying above the graphene film was added. In this variant, the essential discrepancy was observed for all fore fronts, leading one to conclude that there is no covering oxygen layer, at least of the amount, similar to that of the complete monolayer. Comparison of the simulated and experimental spectra demonstrated the high MEIS sensitivity to graphene’s oxidation rate.

Accordingly, the described investigations allow one to draw the conclusion that MEIS-based diagnostics, when applied to the solving of silicon-graphene structures synthetic problems, is rather promising and can give much pertinent information.
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Graphene films were synthesized by the low-pressure no flow CVD on polycrystalline nickel catalyst films grown by the self-ion assisted deposition technique at different biases. Graphene films were transferred to a SiO2/Si substrate using PMMA. The graphene grown on Ni films with bimodal grain size distribution and weaker (111) texture had higher thickness uniformity and a lower number of graphene layers. The graphene grown on Ni films with a monomodal grain size distribution and stronger (111) texture had lower thickness uniformity and a higher number of graphene layers. The transport properties of the graphene films were investigated with the aid of Hall measurements.

Keywords: Graphene, CVD Synthesis, Electronic properties.

1. Introduction

Among various carbon nanostructures, graphene as a single atom two-dimensional (2D) sp2 hybrid carbon sheet shows unique properties for fundamental research [1–4] and promising applications in condensed-matter physics, electronics, and materials science. The interest in graphene-based structures has increased tremendously after the empirical discovery of graphene sheets in 2004 [5].

It is highly desirable to develop reliable synthesis techniques to fabricate graphene films. Recently we have developed a method to grow graphene films by low-pressure no flow CVD using thin Ni films deposited on SiO2/Si substrates. As was shown earlier, the quality and uniformity of graphene films strongly depend on the structure of Ni films [6–9].

The graphene growth mechanism during CVD consists of several stages. The first is decomposition of a carbon containing precursor. The second is diffusion of carbon into bulk Ni, and the third is segregation and precipitation of carbon onto the Ni surface. If Ni films contain numerous defects, such as grain boundaries, triple junctions and dislocations which are good sinks for impurities, then carbon accumulates at these sites during the segregation stage leading to the formation of multilayer graphene [6–9].

As we showed in previous works [10,11], the self-ion assisted deposition (SIAD) technique is a powerful method for control of microstructure of thin metal films. Due to the self-ion bombardment, high purity films are obtained during deposition.
2. Experimental

The Ni films were deposited by the self-ion assisted deposition technique on oxidized Si(100) substrates at 0 and $-5$ kV biases. High purity Ni (99.9999%) was used as a source. The vacuum during deposition was about $10^{-6}$ torr. During deposition, the accelerating voltage was held at 0 or $-5$ kV. The thickness of the films was about 0.38 $\mu$m. After Ni deposition substrates were placed in a quartz tube reactor, which was pumped down to a pressure about $10^{-6}$ torr and then inserted into a preheated to 950 $^\circ$C furnace. When the samples were heated to the reaction temperature, acetylene was admitted into the quartz tube up to a pressure of 0.4 torr for 5 s and then pumped out and the quartz tube reactor was extracted from the furnace.

X-ray diffraction (XRD) spectra were measured before and after graphene growth with a Bruker D8 DISCOVER diffractometer.

Crystallographic texture of the tested films was performed by orientation imaging microscopy [12, 13] using a field emission scanning electron microscope (FESEM). Electron backscatter diffraction (EBSD) technology was used for obtaining diffraction patterns over a regular array for each film examined. Inherent in the orientation imaging technique is complete crystallographic information that describes the spatial arrangement of texture and microtexture.

Transfer of the resulting graphene was done with the aid of poly(methyl methacrylate) (PMMA) that was spincoated on the surface of the graphene film to serve as a support. The PMMA/graphene layer was detached from the substrate by wet-etching of the Ni film with a 1 wt% aqueous solution of hydrochloric acid and then manually laid on the target substrate (SiO$_2$/Si). The PMMA was finally removed by exposure to acetone in vapor and then liquid form.

Raman spectra and mapping images of graphene films were measured with a Renishaw Raman microscope using a 633 nm excitation wavelength.

Hall measurements were performed to investigate transport properties of graphene films. Hall bar structures were fabricated using standard photo lithography and oxygen plasma etching.

3. Results and discussion

XRD spectra were collected from as-deposited Ni films and from Ni films after graphene synthesis (Fig. 1). The XRD spectra of as-deposited films showed strong Ni (111) peaks and weak Ni (200) peaks. Intensity of Ni (111) peak for the $-5$ kV film was stronger than that for the 0 kV film. Intensities of the Ni (111) and Ni (200) peaks increased in both films after graphene growth.

Figure 2 contains a representative orientation image of 0 and $-5$ kV Ni films after graphene synthesis. We observed that the Ni films deposited at $-5$ kV bias were strongly (111) textured. The average grain size was about 1 $\mu$m. Ni films deposited at 0 kV bias had (111) oriented grains and a noticeable fraction of (100) oriented grains. A bimodal grain size distribution was observed in the films. In a matrix of rather small grains (about 1.5 $\mu$m), a few larger grains (4–6 $\mu$m) were found.

Figure 3 shows back scattered electron images of the graphene films grown on Ni films deposited at 0 and $-5$ kV biases. Darker contrast corresponds to a thicker graphene films. It is seen that graphene film grown on the $-5$ kV Ni substrate consists of a larger number of layers.

In Raman spectroscopy graphene is typically characterized by a D-peak near 1300 – 1350 cm$^{-1}$, a G-peak near 1580 cm$^{-1}$ and a 2D-peak near 2600 – 2700 cm$^{-1}$ [14]. The relative intensities and the widths of the G and 2D peaks give us possibilities to judge about the number of layers in graphene films. Raman spectra were collected from graphene films grown on 0 and $-5$ kV biased Ni films and transferred to SiO$_2$/Si(100) substrates. The sharp peaks are
Investigation of structure and transport properties of graphene...

Fig. 1. a) XRD spectra collected from an as-deposited Ni film and b) from Ni films after graphene synthesis. Curves (1) correspond to films deposited at 0 kV bias and curves (2) correspond to films deposited at −5 kV bias.

Fig. 2. Orientation images of the Ni films deposited at 0 (a) and −5 kV (b) bias obtained after graphene synthesis.

indicative of the crystallinity of the films and the plot shows several distinct peaks, one at about 1582 – 1588 cm\(^{-1}\) (G peak) and the other at about 2650 – 2670 cm\(^{-1}\) (2D peak). The peak at around 1582 cm\(^{-1}\) is attributed to sp\(^2\) phonon vibrations. The 2D peak is used to confirm the presence of graphene and it originates from a double resonance process that links phonons to the electronic band structure. A peak occurring at about 1320 – 1350 cm\(^{-1}\) (D band) indicates phonon scattering at defect sites and impurities. Spectra collected from graphene films, for the most part, show single Lorentzian lineshape and narrow linewidth.

Figure 4 contains a representative Raman spectra of transferred graphene films grown on 0 and −5 kV Ni films. The spectrum from graphene grown on the 0 kV Ni film (Fig. 4a) presents typical features for monolayer graphene: the \(I_{2D}/I_G\) intensity ratio is \(\sim 1.85\), and the full width at half-maximum (FWHM) of the 2D band is \(\sim 65\) cm\(^{-1}\). Small D and D’ peaks (near 1620 cm\(^{-1}\)) indicates that some defects such as grain boundaries, vacancies and impurities are contained in the graphene film. The spectrum corresponding to graphene grown on the −5 kV Ni film (Fig. 4b) has a noticeable upshift of \(\sim 15\) cm\(^{-1}\) in the 2D band, as well as a broadening of the 2D band line width (\(\sim 30\) cm\(^{-1}\)) that can be fit with four or more Lorentzian peaks. The \(I_{2D}/I_G\) intensity ratio is \(\sim 0.65\), and the FWHM of the 2D band is \(\sim 95\) cm\(^{-1}\).
is known that the 2D peak position exhibits an upshift with an increased number of graphene layers, and the fitting of the 2D peak with two or more Lorentzian peaks is a signature of multilayer graphene. The $I_{2D}/I_G$ intensity ratio is smaller than one, which also is characteristic of multilayer graphene [15–17].

Raman spectra were collected from both types of graphene films over 2000 $\mu$m$^2$ area. The $I_{2D}/I_G$ values were then extracted from the spectra. Fig. 5 show the $I_{2D}/I_G$ contour maps for graphene grown on 0 and $−5$ kV-biased Ni films (a and b, respectively), on an oxidized silicon substrate. Nearly 74% of Raman spectra collected from the graphene grown on 0 kV bias Ni films shows the hallmark of monolayer/bilayer graphene and about 25% indicates multi-layer graphene. Graphene films grown on $−5$ kV bias Ni films demonstrated only about 33% of monolayer/bilayer character, while 67% was multi-layer graphene. Thus, the graphene grown on Ni films with a bimodal grain size distribution and weaker (111) texture had higher thickness uniformity and lower number of graphene layers. Conversely, the graphene grown on Ni films with a monomodal grain size distribution and stronger (111) texture had lower thickness uniformity and a higher number of graphene layers.
The transport properties of Ni-supported graphene films deposited at 0 kV bias were investigated. The most direct and precise method to measure the mobility is the Hall measurement. The sheet resistance ($R_s$) of the graphene was measured at 900 Ohm/square from the four probe method. Subsequently, the Hall mobility is derived from:

$$\mu = \frac{\partial R_{xy}}{\partial B}/R_s,$$

where $B$ is the magnetic field perpendicular to the Hall bar plane. The measurement was taken at 4.2 K and the Hall mobility was about 1200 cm$^2$/V·s. Thus, the film had p-type conductivity. The carrier density was about $10^{13}$/cm$^2$, determined from:

$$n_{Hall} = \frac{1}{eR_{Hall}}.$$

The relatively lower mobility of the graphene is attributed to the nonuniformity of the film quality and the poor adhesion with substrates, damages of the graphene during transfer to the target substrate, and the residual resist and impurities on the surface of the graphene.

4. Conclusion

Graphene films were synthesized by the low-pressure no flow CVD on polycrystalline nickel films. Ni films were deposited by the self-ion assisted deposition technique at 0 and $-5$ kV biases. 0 kV Ni films possessed bimodal grain size distribution and weaker (111) texture. The graphene grown on that films with a bi-modal grain size had higher thickness uniformity and predominately consisted of a mono- or bilayer film. Ni films deposited at $-5$ kV bias had smaller grain size and stronger (111) texture. The graphene grown on these films had lower thickness uniformity and a higher number of graphene layers.
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Naturally-occurring nanostructured graphites from silicate magmatic rocks, which are rare, were characterized using electron microscope and X-ray spectroscopy. This graphite consists of porous carbon, nanographite layers, micro- and nanotubes. The porous carbon is classified as macroporous matter with a small amount of mesopores. Evidence for the unusual properties of porous carbon are given: nanographite layers are created at the exposed surface of sample and the nanotubes occurs in the bulk of porous carbon.

Keywords: Porous carbon, Nature nanostructured graphite, Graphene, Microtubes, Nanotubes, Magmatic rock.

1. Introduction

Over the past 30 years the understanding about the properties of carbon has increased considerably, due to the study of fundamental physical and chemical properties of laboratory-produced synthetic nanomaterials. Thus, along with well-known allotropic forms of condensed carbon, allotropes with zero dimensionality (0-D) - fullerene [1], graphene (2-D-allotrope), micro- and nanotubes (1-D-allotrope) [2] have been discovered. It should be noted, relative to the last allotrope, that pioneer investigations of 1-D-structures were published in 1952 [3] by domestic (Russian) inventors. The publications mentioned above have attracted an enormous amount of attention from the scientific community, as expressed by an increased number of theoretical and experimental investigations, searching of nanotechnology-based solutions, synthetic methods for different carbon morphologies and organized assemblies of them. In addition, the emphasis for research of sp²-connected carbon nanostructures has changed direction over time, from fullerene followed by nanotubes to graphene and porous carbon. Porous carbon is used for battery electrodes, catalyst supports, supercapacitors, immobilization of biomolecules as well as adsorption agent of molecules in liquid phase, in water purification processes. The last usage is an old one, dating to 2000 B.C. in ancient Egypt at that [4]. However, the exclusive properties of porous carbon are not limited to the above-mentioned range of applications. In this paper, based on phenomenological data about natural graphite extracted from magmatic rock, we report here about porous carbon as a basic element that combines 1D and 2D nanostructures in 3D-superstructures.

The synthesis of sp²-hybridized carbon nano- and microstructures is carried out in both laboratory and industrial scale setups. Although numerous reviews [5, 6, 7, 8 et al.] display widely varying synthetic methods, all have a common conceptual design consisting of: heating (plasma, laser, microwaves, electric arc, thermal heating), carbon-bearing precursor
(methane, acetylene etc.), commonly presence of metal catalysts (Fe, Ni, Co etc.), relatively short experiment time (ranged between minutes and tens of hours) and severely controlled timing.

Generally, artificial synthesis of carbon nanostructures is carried out under low pressure conditions (less than atmospheric pressure). A few works [9] report details about high-pressure (500 MPa) synthesis of such carbon nanostructures. These facts indicate the wide range of acceptable pressures to form carbon nanostructures.

It is unlikely that all these “man-made” conditions are fulfilled in a natural environment. Single cases of sp\(^2\)-hybridized carbon nano- and microstructures are detected in geological samples [10], thus confirming the partial appearance of the above-mentioned factors required for synthesis in combination with currently unknown “natural” nanotechnology specificities. Identifying of these specificities is a very important problem and a solution to this problem demanded primarily investigation of natural sp\(^2\)-hybridized carbon structures (microtubes, porous carbon, graphene and nanographite layers) and combinations thereof.

2. Materials and methods

The exotic needle-shaped form of graphite was first discovered and described in the graphite-palagonit globular leukogabbro of Verhmetalnahskaya stratified trap intrusions in the Siberian platform [11]. The amount of graphite in leukogabbro reaches 3-5%. Graphite occurs in the form of globules in rock. The size of the globules varies from 0.5 mm to 1.5–2 cm. Under the microscope, small globules have the shape of a sphere or an ellipsoid, while large globules have an amoeba-shaped form. The morphology of globules is determined by the fringe of dense graphite on its periphery. The outer surface of each globule is smooth, while the interior has brush needle-like crystals of graphite. In the central parts of multi-layer graphite globules, needle accretions of graphite in the form of a sea urchin are found. Mesostasis in the graphite globules is presented by palagonite, amphibole, clinopyroxene, ilmenite and apatite. This paper presents data on the morphological features of natural carbon aggregation and micro-and nano-carbon structures.

In order to investigate in detail the morphology, texture and structure of graphite particles, they were separated from a silicate rock by numerous “soft” decomposition of samples in hydrofluoric acid followed by hand sampling and an additional chemical purification process. Initially, graphite particles remain in rocks until, under stressed conditions, they are removed by rock decomposition. The graphite materials under investigation, therefore, occur as individual fragments.

The obtained samples were characterized using the following: optical microscope, scanning electron microscopy TSCAN and X-ray microprobe analysis with the energy (EDX) and wave (WDX) dispersion (LEO1430VP equipped with EDX OXFORD and MEBAX-micro), Jobin Ivon Raman spectrometer T6400 (excitation radiation \(\lambda = 514.5\) nm, Ar+-laser) equipped with optical microscope and Finnigan MAT-253 mass spectrometer equipped with Elemental Analyser EA 1112 and GasBench II (the precision is ±0.2%).

3. The structure and morphology of nanostructured assembly

The series of scan-images (figures below) make possible the detailed study of the structure, texture and morphology of the inner and outer parts of different graphite particle fragments of graphite particles. Graphite particles characterized by 3D-regularity are composites consisting of elementary nanostructures: nano- and microtubes (1D-regularity), nanographite layers (2D-regularity) and porous carbon. These structures have a certain order with regards to each other as shown in scan-image of globule (fig. 1A and 1B).
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Fig. 1. Scan-image of nature nanostructured graphite fragments: A) – globule, B) – crust, C) fragment of nanostructured graphite. Symbolic notations: 1 – micro- and nanotubes; 2 – porous carbon; 3 - wrinkle nanographite layer

Outer surface (3), an organized nanographite layer, is the boundary surface between a rock and graphite particle. The surface morphologies of the graphite formations under investigation here are given in detail in [12]. Here, it should be noted that the cleavage (“wrinkle”) character of a particle surface is usually explained by a difference in the thermal expansion coefficients of nanographite and the carrier rock.

There is a contact between nanographite layer and porous carbon in the inner part (2). Micro- and nanotubes “grow out” of porous carbon, as shown in fig. 1A and 1B. This is a typical phenomenon in studied natural nanostructured graphites. The series of scan-images (figure 2) illustrate graphite particle portions- porous carbon - micro- and nanotubes and makes their relationship more clear. Figure 2A exhibits a scan-image of a planar graphite particle covered by a micro- and nanotubes “forest” on the one side (about 500 tubes per square mm) and nanographite layer on the other side (not shown in the figure). Porous carbon is situated between the microtube base and nanographite layer. The appearance of a secondary nanographite layer (3), situated over micro- and nanotubes, is a feature of this sample. On the basis of microscopic observations, it may be concluded that this layer was extended along the full surface of planar structure, but only a part of it remains after sample preparation procedures.

Radial structures 4 (fig. 2A), composed of small porous carbon round sectors and radially extended multilayer nano- and microtubes (fig. 2B) attract special interest. The existence of such structural combinations indicated a feature of “natural” nanotechnology not previously mentioned in the literature relating to the laboratory synthesis of nanostructures, as far as we know. Structural binding of porous carbon and nano- and microtubes is an important element of the natural nano- and microtube formation model.

There are cylindrical hollow tubes 5 (fig. 2B) in the central part of porous carbon round islands (4, fig. 2A). It should be mentioned that hollow tubes with diameters varying from units to tens of microns were observed in porous carbon layers of natural nanostructured graphite. This can be considered as fluid and solution conductors [12, 13]. The walls of the hollow tubes are nanographite layers 7 (fig. 3A). The formation of fluid-conducting tubes with nanographite incrustation in porous carbon is an unusual fact that undoubtedly attracts the attention of nanotechnology investigators because of the realization of a graphene synthetic method different from previously known techniques [14].

The data described above exhibit quite a constructive role for porous carbon, due to its properties in naturally nanostructured graphite formation process. The properties of

**Fig. 2.** Scan-image of flat nanostructured graphite fragment. A – overview; B – fluid-conducting canal within the frame of the porous graphite and radially expended micro- and nanotubes; C – porous graphite surface - multiplied image of square dashed line sector of fig. 2B; E – porous graphite surface - multiplied image of square dashed line sector of fig. 2C. Symbolic notations: (1, 2, 3 - look at fig. 1), 4 – porous carbon round islands, 5 – fluid-conducting cylindrical hollow tube, 6 – fragments of nanographite layers.

Poros carbon can be partially revealed from the scan-images series shown in fig. 2B, 2C and 2E. It is obvious that porous carbon consists of numerous disorderly linked wrinkle fragments of nanographite layers. There is a strong linking between fragments of nanographite layers plane and nanographite sheet borders due to their chemical activity. It is impossible to estimate the pore size of samples under investigation quantitatively, but it is possible using visual evaluation of fig. 2C and 2E to distinguish sufficiently large pores (around 50 nm) that are attributed to the porous and macroporous (i.e. multimodal) materials, according to supposition of Dubinin [15], which was subsequently accepted by IUPAC [16].

**Fig. 3.** A – scan-image of complex combination of the fluid-conducting canal, porous carbon, micro- and nanotube and wall of fluid-conducting canal composed of nanographite layer; B – nanotube wrapped in microtube; C – microtubes linked by nanotube. The microtube helix is due to chirality.

Along with porous carbon, an easily-discernible nanotube with diameter of about 100 nm or less wrapped in a segment of microtube is shown in fig. 3A. The nanotube is located along the axis line of microtube. Such a complex combination of micro- and nanotubes is the most that natural specimens feature as may be seen in the numerous scan-images. There are three interesting features in this picture: 1 – microtubes (with the diameter more than 100 nm) were more subject to destruction than nanotubes. This point can be explained by the expanded linear size of nanotubes in comparison with microtubes.
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that are illustrated by fig. 3B and 3C. The stated interpretation is in accordance with the nano-physical data: strength increases with decreasing linear size; 2 – the 100 nm limit, in this case, is a natural border for the 1-dimensional carbon structure, mechanical properties exchange, as well as an amazing border that divides the nano-world from the micro-world [17]; 3 – there is a difference between the nano- and microtube interaction with porous carbon, as is clearly shown in fig. 2B. The base of the microtubes only contact the porous carbon, while nanotubes penetrate into the porous carbon. In spite of the morphological unity of micro- and nanotubes, the last point indicates that there are different formation mechanisms for each of these structures.

The formation of nanotubes is quite acceptably explained by a vapor–liquid–solid (VLS) mechanism [18]. The main points of VLS-mechanism are the decomposition of carbon-bearing phase in the raw material, diffusion of elemental carbon to metallic catalyst, saturation of the catalyst surface by carbon and structurization of nanotube. The component composition of nanostructured graphite was investigated using EDC and SR XRF [13]. It exhibits a relatively high content of Fe in carbon matrix, reaching 2 wt. %. The SR XRF data showed the presence of platinum (∼10 ppm) in studied nanostructured graphites, as well as the Fe catalyst of the VLS-mechanism and is able to initiate nanotube formation. Subsequent increasing of the nanotube radius may be conceptually explained by another mechanism: carbon deposition according to vapor-grown carbon fibers (VGCF) model [19]. Many of the process details for this model must be specified. In order to understand the mechanism of porous carbon formation, additional investigations are necessary.

In addition to electron microscopy and elemental analysis, the natural nanostructured graphite was characterized by Raman spectroscopy. This widely-applicable method has been used recently to characterize graphite formations (including different nanostructures such as nanographite ribbons, carbon nanotubes and fullerenes [20]). It should be noted that since this is a non-destructive analysis, the same specimen may be used in subsequent analyses. Moreover, it is even possible to estimate the temperature of graphite formation in geological objects using Raman spectroscopy [21].

The recording of the signal was conducted using a multi-channel detector with backscattering geometry and an unconditioned orientation of the sample. Figure 4 shows examples of typical Raman spectra for observable nanostructured graphites. There are three significant peaks in these spectra. The Raman peak at 1580 cm$^{-1}$, referred to first order spectrum, is specified by a one-backgroud process of Raman dispersion and is due to a doubly-degenerate symmetry component $E_{2g}$ of the Brillouin zone. This band is always present in graphite spectra and marked as $G$. Simultaneously, it should be noted that this band is typical in all spectra of sp$^2$-hybridized carbon compounds.

The Raman band at 1352 cm$^{-1}$, marked in fig. 4 as $D_1$, is usually explained by the presence of defects in the sample, and in the case of graphite, by boundary defects, such as ragged carbon bonds. While the $D_1$ peak is quite intense there is a low intensity peak $D_2$, appearing at the long wavelength end of peak $G$. Substantially, peak $D_2$ should be considered as a “shoulder” of the $G$ peak. The spectra of highly-oriented pyrolytic graphite (HOPG) exhibit a low intensity of peak $D_1$ in comparison with peak $G$. This is considered as a criterion of significant graphite crystallite grain size. The table demonstrates relations $R_1 = D_1/G$ of the investigated graphites. The $R_1$ values range from 0.02 to 0.2, seemingly indicating a high level of graphite crystallinity.

In order to quantitatively evaluate the degree of crystallinity for carbonaceous matter using Raman spectra data, the formalism depicted in [21] was used. Calculation were performed using the relation $R_2 = I_{D1}/(I_G+I_{D1}+I_{D2})$, where $I_G$, $I_{D1}$ and $I_{D2}$ — are squares
Fig. 4. Raman spectra of nature nanostuctured graphites

Table 1. Raman spectra parameters of nanostructured graphites from magmatic rocks

<table>
<thead>
<tr>
<th></th>
<th>$R_2$</th>
<th>$R_1$</th>
<th>Peak position $D_1$ (cm$^{-1}$)</th>
<th>Peak $D_1$ width (cm$^{-1}$)</th>
<th>Peak position $G$ (cm$^{-1}$)</th>
<th>Peak $G$ width (cm$^{-1}$)</th>
<th>Crystallite size $L_a$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>nt1</td>
<td>0.0408</td>
<td>0.024</td>
<td>1359.8</td>
<td>26.9</td>
<td>1583.0</td>
<td>15.29</td>
<td>~2000</td>
</tr>
<tr>
<td>nt2</td>
<td>0.1916</td>
<td>0.08</td>
<td>1358.3</td>
<td>53.1</td>
<td>1583.1</td>
<td>17.77</td>
<td>~230</td>
</tr>
<tr>
<td>nt3</td>
<td>0.2385</td>
<td>0.107</td>
<td>1357.0</td>
<td>66.4</td>
<td>1582.3</td>
<td>20.32</td>
<td>129</td>
</tr>
<tr>
<td>nt4</td>
<td>0.3069</td>
<td>0.186</td>
<td>1355.6</td>
<td>64.9</td>
<td>1580.2</td>
<td>24.51</td>
<td>96</td>
</tr>
</tbody>
</table>

of $G$-, $D_1$- and $D_2$-peaks accordingly. The table presents that as $R_2$ increases, the full width at half-height for the $D_1$ and $G$ peaks increase, as well as the in-plane crystallite size $L_a$. It is notable that the least defective sample with minimal $R_1$ value had a significant crystallite size that may be found in HOPG graphites [22]. There is a peak at 2700 cm$^{-1}$ in the short-wave end of the Raman spectrum for the sample. In the case of Bernal’s packing and low number of layers (less than 10), the parameters for this peak (position, intensity, peak form) are currently widely used in the characterization of nanostructured carbon as well as in the estimation for the number of graphene layers. This peak in the upper spectrum of fig. 4 is not symmetrical and it is similar in form to graphite. The bottom spectrum, on the basis of numerous publications, apparently demonstrates the occurrence of a significant number of nanographite layers in a sample (more than 10). The temperatures for graphite globules formation, calculated using a previously-reported method [21], indicated a range from 470 to 700 °C. Moreover, geological data allows one to estimate the pressure of formation for graphite globules (about 100–200 MPa), which is less than the formation pressures for artificial carbon nanostructures [9].

4. Conclusion

The results presented in this paper demonstrate that 3D-graphite formation occurs under exclusive geological conditions. These unique structures consist of porous carbon and sp$^2$-like hybridized carbon nanostructures (micro- and nanotubes). The porous carbon is the
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key structure of nanostructured graphite because: 1 - nanographite layer formation occurs at the surface of the porous carbon; 2 - nanotube formation occurs within the porous carbon.

References

THE INFLUENCE OF THE AMBIENT CONDITIONS ON THE ELECTRICAL RESISTANCE OF GRAPHENE-LIKE FILMS

D. M. Sedlovets, A. N. Redkin
Institute of Microelectronics Technology and High-purity Materials, Russian Academy of Science, Chernogolovka, Russia
sedlovets@iptm.ru, arcadii@iptm.ru

PACS 81.05.ue

Since the discovery of graphene, researchers are not only interested in monatomic layers of carbon, but also in multilayered graphene structures named graphene-like films, which can be used, for example, as sensors. An understanding of the relationship between the growth conditions and the ability of the films to respond to certain gases, the ability to obtain films with desired properties and the ability to operate their sensor properties at the synthesis stage – are all of utmost scientific interest. In our study, we considered these issues. Synthetic conditions are not the only factors that affect the properties of the graphene-like films. In this work, we show that the electrical resistance also depends upon ambient conditions. Depending on the gas present in the environment, the resistance of the films can be changed. It follows from these results that we obtained carbon films possessing a selective sensitivity to ethanol vapor.
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1. Introduction

Since the discovery of graphene, the attention of many scientists has been focused on the study of this unique material. However, researchers are not only interested in the monatomic layer of carbon, but also in multilayered graphene structures, named graphene-like films and used, for example, as sensors. Graphene-based sensors, described in the literature, work on various principles: like field-effect transistors [1,2], surface acoustic waves [3,4], quartz crystal microbalances [5], micro electromechanical systems [6, 7], conventional semiconducting metal oxides combined with graphene [8,9]. However, most of the reported gas/vapor sensors mainly operate in the resistive mode [10–12]. This sort of sensor is easy to fabricate and provides the possibility of direct measurement. Because the method of fabrication is based on a change in the electrical conductivity of the material during the interactions with gases, to understand the effect of different factors on the electrical resistance of such films is of great practical value. However, to understand the relationship between the growth conditions and the ability of films to respond to certain gases, and thus to obtain means to fabricate films of desired properties and to control their sensor properties at the synthesis stage – are of utmost scientific interest. These issues were the object of our study.

Earlier, we reported the method of obtaining graphene-like films by pyrolysis of ethanol vapor. This is a simple, low-cost and scalable approach, which excludes the use of flammable gases. At high temperatures (900 – 1000 °C), the pyrolysis of ethanol allows one to obtain carbon films not only on a catalytic metal surface, but also on dielectric substrates. It was found that the final properties of samples can be controlled by changing the growth conditions: for example, the sheet resistance decreased with increasing reaction temperature, while an increase in the synthesis duration led to a reduction of the sheet resistance [13].
The influence of the ambient conditions on the electrical resistance of graphene-like films

Table 1. Sensitivities to some gases of the samples obtained at various synthesis temperatures on different substrates

<table>
<thead>
<tr>
<th></th>
<th>CH₄</th>
<th>C₂H₄</th>
<th>H₂</th>
<th>C₂H₅OH</th>
<th>i-C₃H₇OH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000 °C (Cu)</td>
<td>0.13 %</td>
<td>–</td>
<td>–</td>
<td>2.75 %</td>
<td>0.16 %</td>
</tr>
<tr>
<td>900 °C (Cu)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>2.11 %</td>
<td>0.75 %</td>
</tr>
<tr>
<td>800 °C (Cu)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.72 %</td>
<td>0.94 %</td>
</tr>
<tr>
<td>1000 °C (quartz)</td>
<td>0.01 %</td>
<td>0.06 %</td>
<td>–</td>
<td>3.25 %</td>
<td>0.05 %</td>
</tr>
<tr>
<td>900 °C (quartz)</td>
<td>0.03 %</td>
<td>0.08 %</td>
<td>1.3 %</td>
<td>13.7 %</td>
<td>2.1 %</td>
</tr>
</tbody>
</table>

Reaction conditions are not only the factors affecting the properties of the graphene-like films. In this work, we show that ambient conditions can influence a film’s electrical resistance. Depending on the gas present in the environment, the resistance of the films can vary. This fact led us to test these films as sensors.

2. Experimental technique

The experimental setup consisted of an airtight quartz vessel connected to a controlled gas flow system, and a rigidly fixed sample coupled with a measuring device. The gases used were: hydrogen, carbon monoxide, methane, ethylene as well as ethanol and isopropanol vapors. In the last case, the airflow was bubbled through the liquid reagent so that the concentrations of ethanol and isopropanol vapors were about 2 and 1.5 percent by volume, respectively. The resistance was measured directly between two contacts positioned on top of the sensing graphene films. For this purpose, two copper strips were deposited by vacuum evaporation.

The procedure was as follows: previously the vessel was ventilated with a certain gas for 1 hour to establish stationary conditions. Thus, the concentration of gases, except ethanol and isopropanol vapors, was 100%. A sample was quickly placed in the vessel and a change in the sensor resistance with exposure to the interacting gas/vapor was studied (sensitivity and response time were measured directly). Then, the sample was quickly taken out in air and a recovery time was registered.

The samples used in the experiments as sensors were obtained by pyrolysis of ethanol under the following conditions: reaction temperature was varied from 800 – 1000 °C, quartz and metal foil were used as substrates.

3. Results and discussion

It was determined experimentally that there was no film response upon exposure to carbon monoxide. Sensitivities of the samples obtained at various reaction temperatures on different substrates to other gases are given in Table 1. These values were estimated as changes in the materials resistance upon interaction with different gases, using the equation (1).

\[ \text{Sensitivity} = \frac{(R_{\text{max}} - R_0)}{R_0}, \]  

where \( R_{\text{max}} \) and \( R_0 \) – maximum resistance of the response and initial resistance, respectively.

The sensitivity values were negligible (about 1% or much less) for all gases except ethanol vapor. So, we can assume that our sensors exhibit a high selectivity for ethanol vapor. The result is of great practical value, because a lot of sensors usually respond to a number of different gases. A better chemical affinity can be achieved by functionalization of
graphene [14,15]. Because films obtained by pyrolysis of ethanol vapor contain carboxyl groups on the surface [16], the good chemical selectivity of our sensors is evidently due to this fact.

The efficiency of graphene sensors was recently found to be improved by increasing their surface area [17]. In our case, this is easy to achieve, because the size of the films we obtained is only limited by the size of the reactor. Furthermore, with our technique, thin carbon films can be directly grown onto almost any dielectric substrate (as long as it can be heated up to the growth temperature and not subjected to strong thermal expansion). Generally, films formed on quartz substrates possess a higher sensitivity than structures obtained on copper foil. Perhaps this can be explained by the inevitable damage of the films during transfer.

Figure 1 shows changes in response for the last sample towards a mixture of $\text{C}_2\text{H}_5\text{OH}$ vapor with air. The response time was determined to be 10 minutes. As follows from the insert in Fig. 1, the sensor possesses good recover ability.

\[
\begin{align*}
&\text{Fig. 1. The time response of the electrical resistance } R \text{ to the exposure to ethanol vapor for the sample obtained at 900 } ^\circ \text{C on a quartz substrate. Insert: dynamic changes in response of the sensor during an “in/out” cycle (one step of cycle = 10 min)}
\end{align*}
\]

4. Conclusions

We show that a relationship exists between the growth conditions and the ability of films to respond to certain gases. But the synthetic conditions are not the only factor influencing the properties of graphene-like films. Their electrical resistance also depends on the ambient conditions. Selective sensitivity of different samples to some gases of various concentrations was studied. The obtained results suggest that the proposed method is highly promising for obtaining carbon films, which possess a selective sensitivity to ethanol vapor.

A more detailed study of the sensor characteristics (including a detection limit) of the films in relation with their synthesis conditions will be the subject of future investigations.
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The current paper describes the effects caused by uniaxial tension of a graphene molecule in the course of the mechanochemical reaction. Basing on the molecular theory of graphene, the effects are attributed to both mechanical loading and chemical modification of the edge atoms of the molecule. The mechanical behavior is shown to be not only highly anisotropic with respect to the direction of the load application, but greatly dependent on the chemical modification of the molecule edge atoms, thus revealing the topological character of the graphene deformation.
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1. Introduction

Topochemical reactions have been studied since the nineteenth century (see [1] and references therein). The first stage of the study was completed in the late 1920’s [2] and then, a renewed interest in them appeared after the 1970 publication of the Woodward and Hoffmann monograph devoted to the conservation of orbital symmetry [3]. Since then, topochemical reactions have become an inherent part of not only organic, but inorganic chemistry, as well. Readers interested in this topic are referred to a set of comprehensive reviews [1, 4-7]. The current state of the art in this field can be exemplified by the direct structural understanding of the topochemical solid state photopolymerization reaction [8].

Currently, we are witnessing the next pulse, stimulating investigations in the field, which should be attributed to the appearance of a new class of spatially extended molecular materials, such as $sp^2$ hybridized carbon nanostructures. Obviously, the main members of the class such as fullerenes, nanotubes, and numerous graphene-based species are absolutely different from a formal topology viewpoint. Thus, fullerenes exist in the form of a hollow sphere, ellipsoid, or tube consisting of differently packed benzenoid units. Carbon nanotubes are present predominantly in cylindrically packed units. In graphene, the benzenoid units form one-atom-thick planar honeycomb structure. If we address the common terms of the formal topology, namely, connectivity and adjacency, we have to intuitively accept their different amounts in the three species listed above. In turn, the connectivity and adjacency determine the ‘quality’ of the C-C bond structure of these species, thus, differentiating them by this mark. Since non-saturated C-C bonds are the main target for chemical reactions of any type, one must assume that identical reactions, involving the bonds, will occur differently for different $sp^2$-hybridized carbon-based nanostructures. Therefore, one may conclude that the spatially extended $sp^2$-hybridized carbon-based nanostructures present not only peculiar structural chemicals, but a class of species for which the formal and empirical topologies
overlap. For the first time, results, presented in [9, 10], have revealed this tight interconnection in terms of molecular quantum theory. Not only fullerenes, but carbon nanotubes and graphene (their fragments) have been considered at the molecular level. The obtained results are related to the computational study of the intermolecular interaction between fullerene $C_{60}$ and one of the other addends, among which there are both $sp^2$-hybridized carbon nanostuctures and monoatomic species. The intermolecular interaction lays the foundation of any reaction so that its topological peculiarities may evidence a topochemical character of the reaction being studied. However, since the ‘quality’ of the C-C bonds is the most sensitive point of the inherent topology of the $sp^2$-hybridized carbons, external actions, such as mechanical deformation, on the bonds should obviously result in particular topological effects that accompany the relevant intramolecular reactions. The current paper is devoted to the discussion of such reactions that are represented by the mechanochemical one related to the uniaxial tension of a graphene molecule.

2. Uniaxial tension of graphene as a mechanochemical reaction

Below we will consider a particular topological effect caused by the influence of both the loading direction and the graphene molecule edge termination on the inherited topology of the molecule. Graphene deformation, under external mechanical loading, is extremely sensitive to the state of the edge atoms and makes it possible to disclose the topological nature of this sensitivity.

Recently, a new approach has been suggested to describe graphene deformation, based on considering the failure and rupture process of graphene as the result of a mechanochemical reaction [11-14]. A similarity between the mechanically induced reaction and the initial chemical ones, first pointed out by Tobolski and Eyring seventy years ago [15], suggested the use of a well developed quantum-chemical approach of the reaction coordinate [16] in the study of atomic structure transformation under deformation. First applied to the deformation of poly(dimethylsiloxane) oligomers [17], the approach has revealed a high efficacy in exhibiting elastic, plastic, and superplastic regions of the oligomer uniaxial tension, disclosing the mechanism of its failure and rupture. This has been successfully applied recently for the description of the uniaxial tension of both graphene [11, 12] and graphane [13] molecules, thus positioning itself as a significant part of the molecular theory of graphene [18].

The main point of the approach concerns reaction coordinate definition. When dealing with chemical reactions, the coordinate is usually selected among internal ones (valence bond, bond angle or torsion angle) or is presented as a linear combination of the latter. Similarly, mechanochemical internal coordinates (MICs) are introduced as modified internal coordinates, defined in such a way as to be able to specify the considered deformational modes [17, 19]. Thus, uniaxial tension and contraction are described by linear MICs similar to valence bonds. In the case of tensile deformation, the benzenoid pattern of graphene sheets and a regular packing of the units predetermined the choice of either parallel or normal MICs orientation with respect to the chain of C-C bonds. In rectangular nanographene sheets and nanoribbons, the former orientation corresponds to tensile deformation applied to the zigzag edges (zigzag mode) while the latter is attributed to the armchair edges (armchair mode). The MIC configurations of the two tensile modes of the (5,5) nanographene (NGr) molecule are presented in Fig.1. The molecule lays the foundation for previously performed computational experiments [11-14] and presents a rectangular fragment of a graphene sheet that is cut along zigzag and armchair edges and contains 5 benzenoid units along each direction. The deformation proceeds as a stepwise elongation of the MICs with increments of $\delta L=0.1\text{Å}$, so that the current MIC length constitutes $L = L_0 + n\delta L$, where $L_0$ is the initial
length of the MIC and \( n \) counts the number of the deformation steps. The right ends of all the MICs are fixed so that these dark colored atoms are immobilized while the atoms on the left ends of MICs move along the arrows providing the MIC successive elongation, once excluded from the optimization, as well. The relevant response force is calculated as the energy gradient along the MIC, while the atomic configuration is optimized over all of the other coordinates under the MIC constant-pitch elongation. The results presented in the paper were obtained in the framework of the Hartree-Fock unrestricted (UHF) version of the DYQUAMECH codes [20] exploiting advanced semiempirical QCh methods (PM3 version [21]).
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**Fig. 1.** Six mechanochemical internal coordinates of uniaxial tension of the (5,5) NGr molecule for two deformation modes. \( F_1, F_2, F_3, F_4, F_5, F_6 \) are forces of response along these coordinates. Dark atoms fix the coordinates ends.

The corresponding forces of response \( F_i \) applied along the \( i^{th} \) MICs are the first derivatives of the total energy \( E(R) \) over the Cartesian coordinates [17]. When the force calculation is completed, the gradients are re-determined in the system of internal coordinates in order to proceed further in seeking the total energy minimum by the atomic structure optimization. Forces \( F_i \) are used afterwards for determining all the required micro-macroscopic mechanical characteristics, which are relevant to the uniaxial tension, such as the total force of response \( F = \sum_i F_i \), the stress \( \sigma = F/S = \left( \sum_i F_i \right)/S \), where \( S \) is the loading area, the Young’s modulus \( E = \sigma/\varepsilon \), where both stress \( \sigma \) and the strain \( \varepsilon \) are determined within the elastic region of deformation.

3. **Computational results**

Thus arranged computations have revealed that a high stiffness of the graphene body is provided by that one of the benzenoid units. The anisotropy of the unit mechanical behavior in combination with different packing of the units either normally or parallel to the C-C bond chains lays the ground for the structure-sensitive mechanism of the mechanical behavior of the object that drastically depends on the deformation modes [11-13]. The elastic regions of tensile deformation for both (5, 5) NGr and nanographane (NGra) molecules are extremely narrow and correspond to the first few steps of the deformation. The deformation, as a whole, is predominantly plastic and dependent on many parameters, among which, the most important is the chemical composition of the molecule edge atoms [14].
The equilibrium structures of the (5, 5) NGr molecule before and after uniaxial tension, which was terminated by the rupture of the last C-C bond coupling two fragments of the molecule, are shown in Fig. 2. Looking at the picture, two main peculiarities of the molecule deformation should be notified. The first concerns the anisotropy of the deformation with respect to two deformational modes. The second exhibits a strong dependence of the deformation on the chemical composition of the molecule edge atoms. As mentioned above, the deformation anisotropy of graphene has been attributed to the mechanical anisotropy of the constituent benzenoid units [11, 12]. The dependence of the deformation on the chemical modification of the framing edge atoms has been revealed for the first time.

Before deformation and after deformation:

\begin{itemize}
  \item \textbf{zigzag} mode
  \item \textbf{armchair} mode
\end{itemize}

\textbf{Fig. 2.} Equilibrium structures of the (5,5) NGr with different chemical modification of edge atoms before and after completing tensile deformation in two modes of deformation. Bare edges (top); H$_1$-terminated edges (middle); H$_2$-terminated edges (bottom)

As seen in Fig. 2, the deformation behavior is the most complex for the naked molecule. The mechanical behavior of the (5, 5) NGr molecule is similar to that of a tricotage sheet when either the sheet rupture has both commenced and been completed by the rupture of a single stitch row (\textit{armchair} mode) or the rupture of one stitch is ‘tugging at thread’ the other stitches that are replaced by still elongated one-atom chain of the carbon atoms (\textit{zigzag} mode). In the former case, the deformation is one-stage and is terminated on the 17\textsuperscript{th} step of the deformation. In contrast, the deformational mode \textit{zigzag} is multi-stage and consists of 250 consecutive steps with an elongation of 0.1\textAA at each step [11, 12]. The formation of the one-atom chain under zigzag-mode tension of the naked graphene piece has been supported experimentally [22].
Quite unexpectedly, the character of the deformation seems to be strongly dependent upon the chemical substitution at the molecule edges. As seen in Fig. 2, the addition of one hydrogen atom to each of the molecule edge atoms does not change the general character of the deformation: it remains a tricotage-like one, so that there is still a large difference between the behavior of zigzag and armchair modes. At the same time, the number of the deformation steps of the zigzag mode reduces to 125.

Even more drastic changes for this mode are caused by the addition of a second hydrogen atom to the edge (Fig. 2). Still, the armchair mode is quite conservative while the zigzag one becomes practically identical to the former. The tricotage-like character of the deformation is completely lost and rupture occurs at the 20th step.

Figure 3 presents a set of the ‘stress-strain’ relations that fairly well highlight the differences in the mechanical behaviors of all the three molecules. Table 1 presents the Young’s moduli that were defined in the region of the elastic deformation. As seen from the table, the Young’s moduli depend on the character of the edge atom chemical modification. As shown in [13], elastic properties of extended molecules such as polymers [17, 23] and nanographenes [13] are determined by dynamic characteristics of the objects, namely, by force constants of the related internal vibrations. Since benzenoid units provide the determining resistance to any deformation of the graphene molecules, the dynamic parameters of the stretching C-C vibrations of the units are mainly responsible in the case of the uniaxial tension. Changes in the Young’s moduli mean that there are changes in the force constants (and, consequently, frequencies) for these vibrations. The latter are attributed to the G-band of graphene that lays the foundation of a mandatory testing of any graphenium system by the Raman spectroscopy. In numerous cases, the relevant band is quite wide which might indicate the chemical modification of the edge zone of the graphene objects under investigation.

Since the deformation-induced molecule distortion mainly concerns basal atoms, such drastic changes in the deformation behavior point to a significant influence of the chemical state of the edge atoms on the electronic properties in the basal plane. The observed phenomenon can be understood if it is suggested that: 1) both the deformation and rupture of the molecule is a collective event that involves the electron system of the molecule as a whole; 2) the electron system of the graphene molecule is highly delocalized due to valuable correlation of the odd electrons; and 3) the electrons correlation is topologically sensitive because the chemical termination of the edge atoms so strongly influences the behavior of the entire molecule. The latter has turned out to be the reality, indeed. The topography of the atomic chemical susceptibility transformation over the molecule’s atoms is presented elsewhere [25].

4. Topological character of the odd electron correlation in graphene

The performed computations have revealed that the correlation of the studied molecules’ odd electrons changes quite remarkably in the course of the deformation. This result can be illustrated by the evolution of the total number of effectively unpaired electrons $N_D$ during the deformation. The $N_D$ value is a direct characteristic of the extent of the electron correlation [18], on one hand, and the presents molecular chemical susceptibility [24], on the other. Changes in $N_D$ reveal deformation-induced changes in the molecule chemical activity induced by deformation.

Figure 4 presents the evolution of $N_D$ for the three studied molecules. Since breaking each C-C bond causes an abrupt change in $N_D$, a tooth-like character of the relevant dependences related to the zigzag mode of the molecule with the naked and H-terminated
edges is quite evident. One should draw attention to the $N_D$ absolute values as well as to their dependence on both the chemical modification of the edge atoms and the deformational modes. Evidently, the chemical activity of the molecules drastically changes in the course of the mechanically induced transformation. This changing is provided by the redistribution of the C-C bond lengths caused by the mechanical action. This action combines the positions of both basal plane and edge atoms into the a single whole and is topologically sensitive. Therefore, the redistribution of the C-C bonds over their lengths causes changes in the topological ‘quality’ of individual bonds.

5. Conclusion

Data presented in the current paper undoubtedly show that chemical modification of the graphene molecule’s edge atoms has a great impact on its mechanical behavior. This feature results from the significant correlation of the molecule’s odd electrons followed by
their conjugation over the molecule. Thus, the transition from the naked molecule, characterized by the maximal correlation of the odd electrons, to the molecule with the single- and double-hydrogen-terminated edges is followed by a considerable suppression of the correlation related to the edge atoms in the former case and a complete zeroing of the latter in the second case. As it turns out, the changes are not local and strongly influence the electronic structure in the basal plane, where the main deformation process occurs, causing a redistribution of the C-C bonds over their lengths, thus, changing ‘the quality’ of the bonds and providing the topological character of the deformation processes in graphene.
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The chief aim of this paper is to derive the matrix element of electron-phonon interaction in graphene as a function of phonon wave vector. The tight binding model, harmonic crystal approximation, and deformation potential approximation were employed for obtaining the matrix element. Required microscopic parameters are available in the current literature. This technique allows the most precise derivation of the electron-phonon matrix element in graphene based on the semiempirical models. Scattering of electrons from the Dirac point is considered as most important. The 2D plots of the e-ph matrix element absolute value as a function of the phonon wave vector for in-plane modes are given as a result. These plots show the high anisotropy of the e-ph matrix element and singularities in high symmetry points. The results are in agreement with the long-wavelength approximation.
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1. Introduction

Electron-phonon interaction can affect transport properties of extremely pure graphene [1,2] and consequently its investigation is important for creating electronic devices based on graphene layers, particularly thermoelectric devices [3,4]. Raman spectroscopy is one of the most comprehensive techniques for studies of graphene [5,6] and double resonant Raman peaks are footprints of electronic and vibrational properties of the crystal. This encourages the research of electron-phonon interaction in graphene. The knowledge of vibrational properties, electron wave functions and deformation potential in total can lead to derivation of the electron-phonon matrix element.

2. Harmonic crystal approximation

Graphene is a two dimensional crystal with a honeycomb lattice of carbon atoms. One of the alternatives for the unitary cell is rhombic one. It contains two atoms in basis: A and B types. They have different directions of the chemical bonds, which causes their inequivalence. Reciprocal lattice for the two-dimensional hexagonal crystal is also hexagonal lattice, which is in addition rotated over 60 degrees. Brillouin zone carries symmetrical properties of the crystal and consequently it must be hexagon-shaped. To specify the position of each atom, one can write $R(u, s) = R_u + r_s$, where $R_u$ is the position of unitary cell in crystal and $r_s$ is the position of atom of $s$ type in the unitary cell.
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The vibrational properties of graphene can be described on the basis of the harmonic crystal approximation [7]. This method starts from the Newton’s second law for each atom in crystal:

\[ m \ddot{x}_\alpha(u, s) = -\sum_{u', s', \beta} \Phi_{\alpha \beta}(u - u', s, s') x_\beta(u', s'), \]

where \( x_\alpha(u, s) \) is the \( \alpha \) component of displacement of the \( s \) type atom in the \( u \) cell, and \( \Phi_{\alpha \beta} \) are interatomic force constants. The infinite system of the classical motion equations after substitution are:

\[ x_\alpha(q, u, s) = \frac{1}{\sqrt{m}} w_\alpha(q, s) \exp(iq \cdot (u, s) - i\omega(q)t) \]

reduces to the eigenvector problem:

\[ \omega^2(q) w_\alpha(q, s) = \sum_{s', \beta} C_{\alpha \beta} \left( \begin{array}{c} q \\ s \\ s' \end{array} \right) w_\beta(q, s'), \]

for the dynamical matrix \( C_{\alpha \beta} \) that is defined as:

\[ C_{\alpha \beta} \left( \begin{array}{c} q \\ s \\ s' \end{array} \right) = \frac{1}{m} \sum_{u', s'} \Phi_{\alpha \beta}(u - u', s, s') \cdot \exp(iq \cdot (u, s) - i\omega(q)t)). \]

It is useful to introduce the vector \( W_s(q) = (w_x(q, s), w_y(q, s))^T \). Eigenvalues for the dynamical matrix give squared frequencies for phonons of different phonon modes and eigenvectors represent corresponding directions and phases of atomic displacements. For a crystal with 2 atoms in its basis, the dynamical matrix dimensions are 6 by 6. But out of plane modes can be separated, and therefore, the in-plane modes can be described by a 4 by 4 dynamical matrix. Interatomic force constants utilized to construct the dynamical matrix are available in current literature [8–12]. The density-functional theory (DFT) is used in [10] to obtain the interatomic force constants for neighbors, up to twentieth, and we use here these data as the most complete.

3. Derivation of electron-phonon matrix element

The wave functions of electron with wave vector \( k \) in graphene can be written as

\[ \psi_k(r) = \frac{1}{\sqrt{N}} \sum_{u,s} C_u(k) \varphi(r - R_u - r_s) \cdot \exp(i(k \cdot (R_u + r_s))). \]

Coefficients \( C_u(k) \) define the true Hamiltonian eigenstates with wave vector \( k \), and \( \varphi(r) \) is the atomic wave function. Most of important optical and electronic properties of graphene are defined by the bands that appear as a result of interaction between electrons from \( \pi \) orbitals of carbon atoms. Consequently, \( \varphi(r) \) here is close to the \( \pi \) orbitals.

The phonon is a wave of atomic displacements from their equilibrium positions and consequently it causes a deviation potential from the potential of unperturbed crystal. It leads to the possibility of electron scattering on corresponding perturbation. For small atomic displacements, the perturbation potential is directly proportional to these displacements. Thereby, one can write the scalar product of atomic displacement and gradient of the certain potential in the following expression:
\[
\delta V_q(r) = \sum_{u',s'} (W_{s'}(q) \cdot \nabla V(r - R_{u'} - r_{s'})) \cdot \exp(iq(R_{u''} + r_{s''})).
\] (6)

In the hard ion approach the potential of an atom is assumed to be rigid and consequently in relation (6) \( V \) is directly the potential of the atom that is used to calculate band structure in the material, e.g. to construct tight-binding matrix elements in the tight binding model. Indeed, the form of atomic potential changes when the atom is displaced and it leads to the concept of deformation potential. In [13], the deformation potentials in nanotubes and graphene were studied on the basis of \textit{ab initio} calculations.

The Electron-phonon matrix element defines the process of electron scattering with wavevector \( k \) into the state with wavevector \( k' \) on introduced potential:

\[
M_{e-ph}(k \rightarrow k' = k + q) \equiv M_{e-ph}(k, q) = \int dr \psi_{k'}^\dagger(r) \delta V_q(r) \psi_k(r).
\] (7)

Basic formulae for calculation of the electron-phonon matrix element are given in [13] in clear form, and where possible, designations from [13] are used. However, in [13], the authors mainly investigate nanotube transport properties and do not give the electron-phonon matrix element as a function of the wave vector or represent 2D plots of \( M_{e-ph} \). For instance, the precise Raman spectra calculation requires such information.

After substitution of relations (2), (5), and (6) to (7) one obtains:

\[
M_{e-ph}(k, q) = \sum_{u,s} \sum_{u',s'} C_{s'}^\dagger(k')C_s(k) \times \\
\exp(i(R_{\Delta u} + r_s) - i(k + q)R_{u'} + iq(R_{\Delta u''} + r_{s''})) \cdot (W_{s'}(q) \cdot g(s'; \Delta u, s; \Delta u'', s'')) \right.
\] (8)

where

\[
g(u'; \Delta u, s; \Delta u'', s'') = \\
\int dr \left[ \varphi^\dagger(r) \nabla V(r - (R_{\Delta u''} + r_{s''} - r_{s'})) \varphi(r - (R_{\Delta u} + r_s - R_{s'})) \right].
\] (9)

Fig. 1 represents relative positions of atoms that figures in the integral in relation (9).

Fig. 1. Diagram illustrating the structure of terms in the expression for the deformation potential.

As was mentioned previously, the relevant electron states in graphene are the result of \( \pi \) orbital interactions. Due to the geometry of the \( \pi-\pi \) bond, the energy of interaction
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between carbon atoms changes significantly only if atoms are displaced along the bond axis. Mathematically it means that the direction of the potential gradient lies along vectors between atom \(s'\) and its neighbors. Also, only interactions between nearest neighbors are dominant. Consequently, the two types of terms appear. The first one is so-called off-site term, where \(\Delta u = 0\), \(s = s'\):

\[
g(s'; 0, s'; \Delta u'', s'') = \frac{\mathbf{R}_{\Delta u''} + \mathbf{r}_{s''} - \mathbf{r}_{s'}}{|\mathbf{R}_{\Delta u''} + \mathbf{r}_{s''} - \mathbf{r}_{s'}|} \cdot \lambda(|\mathbf{R}_{\Delta u''} + \mathbf{r}_{s''} - \mathbf{r}_{s'}|),
\]

This corresponds to perturbation of the diagonal terms of Hamiltonian. The second type are on-site terms, where \(\Delta u'' = 0\), \(s'' = s'\) or \(\Delta u'' = \Delta u\), \(s'' = s'\):

\[
g(s', \Delta u, s; 0, s') = \frac{\mathbf{R}_{\Delta u} + \mathbf{r}_{s} - \mathbf{r}_{s'}}{|\mathbf{R}_{\Delta u} + \mathbf{r}_{s} - \mathbf{r}_{s'}|} \cdot \alpha(|\mathbf{R}_{\Delta u} + \mathbf{r}_{s} - \mathbf{r}_{s'}|),
\]

\[
g(s', \Delta u, s; \Delta u, s) = -\frac{\mathbf{R}_{\Delta u} + \mathbf{r}_{s} - \mathbf{r}_{s'}}{|\mathbf{R}_{\Delta u} + \mathbf{r}_{s} - \mathbf{r}_{s'}|} \cdot \alpha(|\mathbf{R}_{\Delta u} + \mathbf{r}_{s} - \mathbf{r}_{s'}|).
\]

They define the off-diagonal perturbation of the Hamiltonian. Numeric values of \(\alpha\) and \(\lambda\) are given in [13].

4. Results and discussion

Electrons near the Fermi level make the main contribution to the transport phenomena in graphene. Due to the shape of electron dispersion, these electrons have a wave vector lying near the Dirac point (K point or conical point) of the Brillouin zone. Visible light can excite electron hole pairs also in the region of the Dirac point only. Consequently, scattering of electrons from the Dirac point of the Brillouin zone attracts most interest.

Fig 2. shows the absolute value of electron-phonon matrix element as a function of the phonon wave vector \(\mathbf{q}\) for TA, LA, TO and LO modes. Initial electron wave vector \(\mathbf{k}\) corresponds to the Dirac point (\(\mathbf{k} = (4\pi/3a_0, 0)\)). High anisotropy of the electron-phonon matrix element is detected. Patterns obey \(D_3h\) symmetry, which is strictly necessary for the Dirac point of Brillouin zone in graphene. The directions in Brillouin zone and segments of hexagonal Brillouin zone with high and low values of the electron-phonon matrix element tolerably match to the ones from [14]. In [14], the authors used density-functional perturbation theory (DFPT) to calculate the electron-phonon matrix element, but the details of their calculations are unfortunately very brief.

Next, there are estimations [15] of the matrix element of scattering of electron in Dirac point within the long wave length approximation. For small phonon wave vectors \(\mathbf{q}\), the following behavior was indicated:

\[
M^{TA,LA}_{e-ph} \sim q, \\
M^{TO,LO}_{e-ph} \sim \text{const}.
\]

It can be seen that the obtained results agree well with estimations from [15].

Introduced derivation of the electron-phonon matrix element is based on the most complete and full sets of microscopic material parameters, and thus, it provides the most precise semiempirical approach at this point. The results obtained can be used for improvement of Raman spectra calculation. Taking into account the high anisotropy of the electron-phonon matrix element is also important for investigation of the electron drag by phonons in graphene.
Fig. 2. Absolute value of electron-phonon matrix element for TA, LA, TO, and LO modes as a function of wave vector. The initial state of the electron corresponds to the Dirac point. Lighter areas correspond to larger values of matrix elements.
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This study presents the results of quantum-chemical simulation of $\text{H}_2\text{O}$, $\text{NH}_3$, $\text{PH}_3$, and $\text{CH}_4$ molecules and their fragments adsorption onto graphene nanoclusters with different types of grain boundaries. We describe the molecule adsorption states on graphene and estimate the absorption energy characteristics. It is shown that the presence of grain boundaries changes the geometric and electronic parameters of graphene, and can lead to a physical adsorption and chemisorption of molecules without dissociation, unlike in orderly graphene. Dissociative chemisorption of molecules on the grain boundaries is accompanied by some significant changes in the geometric, electronic, and energy state of graphene. The features of the energy change differences for the HOMO-LUMO of graphene with the chemisorbed dissociation fragments can be used to identify the gas molecules on graphene by their electronic spectra.
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1. Introduction

The discovery of graphene, the first truly two-dimensional crystal, and the study of the remarkable electronic properties of this promising nanoscale structure has caused a huge increase in the interest of carbon nanomaterials. Mostly, studies have focused on electronic transport phenomena in graphene and its applications in carbon-based electronics. There is also interest in the mechanism of interaction between the adsorbed particles and line defects on the graphene surface in connection with the possible use of polycrystalline graphene as a material for chemical sensors [1]. Dislocations, grain boundaries, and other topological defects in graphene are the subject of recent experimental and theoretical studies [2-5]. However, at present, their structure and properties remain poorly investigated.

2. Calculation Techniques

In this paper, we studied the adsorption of molecules and radicals on a graphene surface containing grain boundaries with different $\theta$ misorientation angles and concentration of dangling bonds. The modeling was performed using the MNDO semiempirical techniques included in the MOPAC 2009 software package [6], as well as ab initio Hartree-Fock methods of the PC GAMESS software package [7]. $\text{C}_{132}\text{H}_{28}$, $\text{C}_{143}\text{H}_{29}$, $\text{C}_{91}\text{H}_{23}$, $\text{C}_{73}\text{H}_{21}$, and $\text{C}_{119}\text{H}_{29}$ graphenes with a (1.0) intergranular boundary were constructed as a model, and $\text{C}_{97}\text{H}_{24}$, $\text{C}_{102}\text{H}_{28}$ containing more complex grain boundaries with misorientation angles $\theta=16^\circ$. The boundaries were formed by polygons located in the 7-5-6-6-7-8-5 and 4-7-5-8-4-10-5 sequence. Figures 1,2 illustrate the fragments of clusters with inter-granular boundaries. The boundaries, consisting of a set of various polygons, lead to a change in the graphene sheet topology:
it bends forming a ridge along the boundary. The $\alpha$ angle between the adjacent grains was about 30-35 and 40-45 degrees for the C\textsubscript{97}H\textsubscript{24} and C\textsubscript{104}H\textsubscript{26} clusters respectively. A similar graphene sheet curvature was obtained by the authors of [2] to simulate the grain boundaries using molecular dynamics. The misorientation angle $\theta$ in [2] was from 0 to 30 degrees, the $\alpha$ angle varied in a wide range of 0–85$^\circ$, but values of $\alpha$ between 20$^\circ$ and 40$^\circ$ occurred most frequently.

In the adsorption simulation for each molecule, we considered various positions as adsorption centers: carbon atoms at the grain boundary; over the carbon polygons centers on the boundaries; and over the C-C bonds. The interaction of molecules and radicals with dislocation defects, graphene grain boundaries can lead to physical adsorption and chemisorption, and that may cause a change in the electrical, physical, and chemical properties of graphene. The binding energies ($E_b$) of the adsorbed molecules were calculated as the difference between the sum of the pure graphene total energy ($E_g$) and isolated molecule energy ($E_{mol}$), and the total energy of a “graphene - adsorbed molecule” system ($E_{syst}$):

$$E_b = (E_g + E_{mol}) - E_{syst}$$

3. Results and Discussion

3.1. The adsorption of molecules on graphene containing a (1.0) boundary

Such violations of the graphene crystal lattice as the occurrence of adjacent 5- and 7-gons can lead either to the appearance of point defects like the Stone-Wales -type defects [8], or to the formation of dislocations [5]. The (1.0) dislocation defect is characterized by a Burgers vector:

$$\vec{b} = m\vec{a}_1 + n\vec{a}_2, \quad m = 1, n = 0,$$

and an insert of a graphene material strip (the strip is limited by the dotted lines in Figure 1a). The sequence of (1.0) dislocation defects aligned along one axis describes a defect like a (1.0) grain boundary having a wedge-shaped graphene insert and the angle of:

$$\theta = \theta_1 + \theta_2 = 2\arcsin\left(\frac{||\vec{b}_{(1,0)}||}{2d_{(1,0)}}\right),$$

where $\vec{b}_{(1,0)}$ is Burgers vector, $d_{(1,0)}$ is the distance between the (1.0) dislocations cores.

The lengths of the C-C bonds at the (1.0) boundary take the values of 1.39-1.52 Å, which differ significantly from the lengths of C-C bonds for orderly graphene (1.42-1.44 Å). There were changes in the values of the bond angles. Changes in the bond geometry led to the distribution of charge between the carbon atoms, a positive charge is localized on the heptagon carbon atoms, while a negative charge is localized on the pentagon carbon atoms. Although the charge distribution is insignificant, it can affect the adsorption properties of graphene with linear defects. In ordered graphene, the change on the carbon atoms is missing. For ordered graphene with a (1.0) boundary, the HOMO-LUMO width decreases, while for ordered graphene with the same number of carbon atoms, $\Delta E_{HL} \sim 5.49$ eV, for the C\textsubscript{132}H\textsubscript{28} cluster with a (1.0) boundary $\Delta E_{HL} =3.70$ eV.

Analysis of the H\textsubscript{2}O, PH\textsubscript{3}, NH\textsubscript{3} and CH\textsubscript{4} adsorption calculation results proved that the physical adsorption states are almost identical to those of ordered graphene, the values of the binding energy of molecules to graphene being 51, 39, 41, and 16 meV. That is, the changes in the electronic state of the graphene with grain boundaries are insufficient for significant changes in the molecules’ binding energy during the act of physical adsorption.
Chemisorption on the (1.0) graphene grain boundary requires that the \( \text{H}_2\text{O}, \text{PH}_3, \text{NH}_3, \text{and CH}_4 \) molecules dissociate into fragments. The chemisorption induces significant changes in the geometric, electronic, and energy state of graphene. For example, the value of the energy difference between the HOMO-LUMO (\( \Delta E_{HL} \)) increases, and there is a transfer of charge from graphene to the chemisorbed fragments of the dissociated molecule.

The adsorption sites selected for the water dissociation fragments affects the system parameters. The minimum energy is in the system where the -H and -OH groups are chemisorbed respectively on the carbon atoms of the pentagon and the heptagon on the boundary (Figure 1c). There is the second water molecule physically adsorbed on the (1.0) boundary. The second molecule is held at the surface, forming a hydrogen bond with the oxygen atom of the -OH fragment chemisorbed on the (1.0) boundary. The binding energy is 0.47 eV.

The charge transfer in the case of -OH and -NH\(_2\) radical chemisorption is -0.115 and -0.085 e, these particles act as acceptors, while -PH\(_2\) and -CH\(_3\) fragment chemisorption does not result in the “particle-graphene” charge redistribution (Table 1). For all the chemisorbed molecules, the binding energy value for the fragments calculated using formula (1) is about 1 eV, which is significantly less than the sum of the heats of adsorption for -H and the -OH group on graphene. Thus, following the results obtained in [9], the heat of adsorption of hydrogen on the ordered graphene is \( \sim 5 \) eV. Obviously, the total energy of the “graphene-adsorbed fragments” system increases due to the formation of dangling bonds of some carbon atoms and the tension in the graphene lattice. It is noticed that the \( \Delta E_{HL} \) value for the chemisorption of different fragments of the molecule dissociation take different values. This feature can be used to identify the molecules of gases on graphene in the electronic spectra.
Table 1. Geometric, electronic, and energy parameters of the $C_{132}H_{28}$ graphene cluster (Figure 1) containing the (1.0) boundary with adsorbed fragments of dissociation of water, phosphine, ammonia, and methane

<table>
<thead>
<tr>
<th>Molecule, XH$_n$</th>
<th>Graphene atom bonded to (XH$_{n-1}$) $\text{Å}$</th>
<th>Graphene atom bonded to (H) e</th>
<th>$^1$R(C-X), $\text{Å}$</th>
<th>Q(XH$_{n-1}$), e</th>
<th>Q(C), e</th>
<th>$\Delta$ (E$_{HL,\text{ads}}$), eV</th>
<th>$E_b$, eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>H$_2$O</td>
<td>C4</td>
<td>C1</td>
<td>1.46</td>
<td>-0.115</td>
<td>+0.139</td>
<td>+1.51</td>
<td>0.81</td>
</tr>
<tr>
<td>PH$_3$</td>
<td>C6</td>
<td>C4</td>
<td>1.98</td>
<td>+0.030</td>
<td>-0.013</td>
<td>+1.75</td>
<td>0.73</td>
</tr>
<tr>
<td>NH$_3$</td>
<td>C2</td>
<td>C1</td>
<td>1.51</td>
<td>-0.085</td>
<td>+0.101</td>
<td>+1.47</td>
<td>0.94</td>
</tr>
<tr>
<td>CH$_4$</td>
<td>C2</td>
<td>C5</td>
<td>1.58</td>
<td>+0.026</td>
<td>+0.023</td>
<td>+1.58</td>
<td>1.14</td>
</tr>
</tbody>
</table>

$^1$R(C-X) is C-X interatomic distance, $X$ is O,P,N,C; Q(X$_{n-1}$) is charge on radicals, Q(C) - charge on graphene atom bonded to (XH$_{n-1}$), $\Delta$ (E$_{HL,\text{ads}}$) = E$_{HL,\text{ads}}$ - E$_{HL,\text{clean}}$ is the difference between the energy values $E_{HL,\text{ads}}$ for the cluster with an adsorbed molecule and $E_{HL,\text{clean}}$ for the clean cluster.

3.2. Adsorption of molecules on graphene containing a boundary with a misorientation angle of $\theta = 16^\circ$

The ideal grain boundaries formed by pentagon-heptagon pairs have been observed in experiments [2]. However, the boundaries between the grains with random orientation are most common. These boundaries can be rough, corrugated or protruding, and have some dangling bonds and other active adsorption sites. Due to this, it is interesting to research the structure and properties of grain boundaries with an arbitrary crystallographic orientation via quantum chemistry techniques. The structure of grain boundaries has been studied in [3,4] using a transmission electron microscopy technique. Statistical analysis showed that the most frequent misorientation angles included were near 0 and 30$^\circ$, and in the intermediate values of 13–17 degrees. In this study, we investigated the adsorption properties of the grain boundary separating the areas with a misorientation angle $\theta=16^\circ$. The corresponding crystallographic directions in different grains were positioned symmetrically relative to the boundary.

![Fig. 2. Fragments of clusters containing grain boundaries for $\theta=16^\circ$: $C_{97}H_{24}$, a top view (a), $C_{104}H_{26}$, a top view (b) and a side view (c)]
The calculations in this study showed that the C-C bond lengths at the boundary with \( \theta = 16^\circ \) vary from 1.34–1.58 Å, wider than at the (1.0) boundary. The charges on the atoms are distributed in a complex manner from -0.07 to +0.10 e, and for each of the clusters, the maximum positive charge is localized on the atoms with only two nearest neighbors. The authors of [2] discovered that the addition of hydrogen atoms to similar atoms leads to the maximized heat adsorption. In [10], to simulate water adsorption onto the diamond surface with a vacancy defect, the authors found a metastable state in which the molecule, without losing its integrity, is chemisorbed onto the surface. The oxygen atom thus forms a bond with the carbon atom initially having two nearest neighbors and a dangling bond. In this regard, it is of interest to find these bound states that do not require pre-dissociation at the grain boundaries of polycrystalline graphene.

In this study we found a bound state of a water molecule, which forms a C-O chemical bond (Figure 3a). However, the molecule can also join the cluster surface with the formation of a weak hydrogen bond (Figure 3b). Subsequent water molecules can be attached to the first molecule, thus forming chains along the graphene sheet surface (Figure 3c). The binding energy per molecule for such a chain is bigger than for the first molecule. The bound state was also found for an ammonia molecule (Figure 3d). We also observed a dissociation of the molecule as it approached the surface atoms, where a positive charge of +0.094 e was initially localized on the (C\(_{97}\)H\(_{24}\) cluster) and +0.023 e on the (C\(_{104}\)H\(_{26}\) cluster). The dissociation results are plotted in Figure 3e. Two molecules can join the adsorbed radical NH\(_2\) to form the hydrogen bonds (Figure 3f). These calculation results are shown in Table 2.

A CH\(_2\) radical is chemisorbed on the surface to form a double bond with one carbon atom (Figure 4a) and single bonds with two carbon atoms (Figure 4b). In the state shown in Figure 4b, a significant positive charge of Q=+0.12 e is localized on the attached radical, and the \( \Delta E_{HL} \) value significantly decreases (by 0.46 eV).
The adsorption properties of polycrystalline graphene

Table 2. Calculation results of the geometric, electronic, and energy parameters for graphenes interacting with H₂O, NH₃ molecules and CH₂ radical (to Figure 3,4)

<table>
<thead>
<tr>
<th>Molecule, XHₙ</th>
<th>¹Pₜₜₛ₋₀ₙ</th>
<th>R(C-X), Å</th>
<th>Q(XHₙ₋₁), e</th>
<th>Q(C), e</th>
<th>∆(ΔE₉₅₉₃), eV</th>
<th>Eₖ per molecule, eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₂O, covalent bond C-O</td>
<td>1.49</td>
<td>1.49</td>
<td>+0.335</td>
<td>-0.041</td>
<td>-0.37</td>
<td>0.41</td>
</tr>
<tr>
<td>H₂O, hydrogen bond C-H</td>
<td>0.05</td>
<td>2.04</td>
<td>-0.043</td>
<td>+0.006</td>
<td>-0.04</td>
<td>0.26</td>
</tr>
<tr>
<td>H₂O, four bound molecules</td>
<td>0.09</td>
<td>1.89</td>
<td>-0.064</td>
<td>-0.01</td>
<td>-0.12</td>
<td>0.36</td>
</tr>
<tr>
<td>NH₃, covalent bond C-N</td>
<td>0.83</td>
<td>1.50</td>
<td>+0.506</td>
<td>+0.011</td>
<td>-0.45</td>
<td>1.35</td>
</tr>
<tr>
<td>NH₃, a dissociation on the C₅₇H₂₄ cluster</td>
<td>1.24</td>
<td>1.37</td>
<td>+0.068</td>
<td>+0.219</td>
<td>+0.24</td>
<td>2.50</td>
</tr>
<tr>
<td>NH₃, a dissociation on the C₁₀₄H₂₆ cluster</td>
<td>0.95</td>
<td>1.49</td>
<td>-0.074</td>
<td>+0.111</td>
<td>+0.48</td>
<td>4.27</td>
</tr>
<tr>
<td>NH₃, three bound molecules</td>
<td>1.77</td>
<td>1.29</td>
<td>+0.328</td>
<td>+0.243</td>
<td>-0.16</td>
<td>1.44</td>
</tr>
<tr>
<td>CH₂, a double bond</td>
<td>1.92</td>
<td>1.31</td>
<td>-0.003</td>
<td>+0.014</td>
<td>+0.10</td>
<td>7.87</td>
</tr>
<tr>
<td>CH₂, two single bonds</td>
<td>0.99</td>
<td>1.48</td>
<td>+0.120</td>
<td>+0.194, -0.011</td>
<td>-0.46</td>
<td>3.63</td>
</tr>
</tbody>
</table>

¹Pₜₜ₄₋₀ₙ is bond order between the C and X atoms.

Fig. 4. CH₂ radical adsorption result, forming a double bond (a) and two single bonds (b)
4. Conclusion

These calculations enable one to conclude that H$_2$O, PH$_3$, NH$_3$ and CH$_4$ molecules are chemisorbed on the (1.0) grain boundary in graphene only in case of dissociation into fragments. The dissociation fragments’ chemisorption increases the HOMO-LUMO energy difference values for (∆E$_{HL}$) graphene. The ∆E$_{HL}$ dependence on the type of adsorbed molecules can be used to create gas sensors.

For more complex grain boundaries, separating the areas with a misorientation angle of $\theta = 16^\circ$, with dangling bonds and other active adsorption sites, physical and chemical adsorption of molecules is possible without their dissociation into fragments. The activation energy of molecular and dissociative adsorption and the molecule-surface binding energy depend on the type of molecule, on the position of the adsorbing center, the number of adsorbed particles in the immediate vicinity, and the distance to the neighboring adsorbed particle. The simulation studies showed that molecules such as H$_2$O and NH$_3$ can form a chemical bond on the graphene surface containing a grain boundary with $\theta=16^\circ$ misorientation angles, without prior dissociation. In chemisorption states on graphene, the H$_2$O molecules show the acceptor properties, while the NH$_3$ molecules possess the donor properties. The CH$_2$ radical is chemisorbed on the surface to form some strong chemical bonds, wherein there can be a charge transfer of up to +0.12 e.
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The propagation of ultra-short optical pulses in a thin film created by graphene grown on a boron nitride was considered, taking into account non-linear medium characteristics. Electron conduction in such a system described with a long-wave effective Hamiltonian for the low temperatures media. The electromagnetic field is taken in the framework of classical Maxwell equations. Dependence of the pulse shape on the initial pulse amplitude and the parameters of the linear and nonlinear polarization is shown.
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1. Introduction

Recently, the number of studies on boron nitride-supported graphene has increased [1–8]. Primarily, this is due to graphene’s unusual properties [9]. Note that boron nitride has a similar hexagonal lattice to graphene, as well as the fact that the ionic character of interatomic bonds in the hexagonal boron nitride (h-BN) leads to the absence of surface-based ‘dangling’ covalent bonds and charge trapping [8]. As found in [8], the roughness of graphene on h-BN is much smaller than that of graphene on SiO2, and charge fluctuations are two orders of magnitude weaker. In general, the electronic characteristics of graphene on h-BN are almost the same as that of free graphene. Thus, to explore graphene on a substrate is much easier and more convenient [8].

The evolution of an ultra-short optical pulse propagating in a double-layer structure of graphene – boron nitride in non-magnetic environments would be revealed taking into account the nonlinear polarization of the medium.

2. Basic equations

We considered a layer of graphene on a substrate of boron nitride. The Hamiltonian we have chosen, in a long-wave approximation, can be written in matrix form as:

\[
H(k) = \begin{pmatrix}
0 & k^* & 0 & t \\
k & 0 & 0 & 0 \\
0 & 0 & \Delta & f^* \\
t & 0 & f & -\Delta \\
\end{pmatrix},
\]

where \( t \) is the electron overlap integral between the layers of graphene and boron nitride; \( \Delta \) is the band gap for boron nitride; \( k = v_{FG}(k_x + ik_y) \), \( v_{FG} \) – is the Fermi velocity for graphene;
$k_x, k_y$ – are the electron pulse components: $f = v_{FBN} (k_x + ik_y)$; $v_{FBN}$ – is the Fermi velocity for boron nitride.

The Hamiltonian (1) can be rewritten using a block matrix structure [10]:

$$H(k) = \begin{pmatrix}
0 & k^* & 0 & t \\
k & 0 & 0 & 0 \\
0 & 0 & \Delta & f^* \\
t & 0 & f & -\Delta
\end{pmatrix} \equiv \begin{pmatrix}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{pmatrix}.$$

In the case of a large band gap in boron nitride compared to the electron’s energy, a long-wave approximation can be considered. This makes it possible to write the effective Hamiltonian analogously to bigraphene [10]:

$$H_{eff} \equiv H_{11} - H_{12}^{-1} H_{21} = -\frac{1}{t} \left( \frac{\Delta}{-\frac{1}{t} f k} - \frac{1}{\frac{1}{t} k^2} \right).$$

The Hamiltonian (2) is easily diagonalized, which gives the electronic spectrum:

$$\varepsilon(k_x, k_y) = \frac{1}{2} \Delta \left( 1 - \frac{v_{fg}^2 (k_x^2 + k_y^2)}{t^2} \right) + \sqrt{\left( 1 + \frac{v_{fg}^2 (k_x^2 + k_y^2)}{t^2} \right)^2 + \frac{4 v_{fg}^2 v_{fnb}^2 (k_x^2 + k_y^2)^2}{\Delta^2 t^2}},$$

where $v_{fg}, v_{FBN}$ – the Fermi velocity of electrons for graphene and boron nitride, respectively.

According to quantum-mechanical laws, the presence of an external electric field $E$, directed along the $X$ axis, the Coulomb gauge can be chosen in the following form: $E = -\frac{1}{c} \partial A/\partial t$.

It is necessary to replace the momentum with a generalized momentum: $p \rightarrow p - \frac{e}{c} A (e$ is the electron charge). In this case, the effective Hamiltonian (2) can be rewritten as:

$$H = \sum_{p, \sigma} \varepsilon \left( p - \frac{e}{c} A(t) \right) a_{p, \sigma}^+ a_{p, \sigma},$$

where $a_{p, \sigma}^+$, $a_{p, \sigma}$ – are the creation and annihilation operators of electrons with quasi-momentum $p$ and spin $\sigma$. The vector-potential $A$ is considered as $A = (0, 0, A(x, t))$.

Maxwell’s equations for polarization of the medium can be written as [11]:

$$\frac{\partial^2 E}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2 E}{\partial t^2} + \frac{4 \pi}{c} \frac{\partial j}{\partial t} = \frac{4 \pi}{c^2} \frac{\partial^2 P}{\partial t^2}.$$

Here, we neglect the laser beam diffraction in directions perpendicular to the beam propagation axes. In Eqn. (5), $E$ is an electric field of light wave, $P = \alpha E + \beta |E|^2 E$ – is a polarization of the medium, $t$ is a time, $c$ is a speed of light in a vacuum. There is a simple model for the medium nonlinearity when the polarization vector is considered to be parallel to $E$.

We write the expression for the current density:

$$j_0 = e \sum_{p, \sigma} v_s (p - \frac{e}{c} A(t)) \langle a_{p, \sigma}^+ a_{p, \sigma} \rangle,$$
where \( v_s(p) = \frac{\partial \varepsilon_s(p)}{\partial p} \), and brackets denote averaging with the nonequilibrium density matrix \( \rho(t) \): \( \langle B \rangle = \text{Sp}(B(0)\rho(t)) \).

Further, we consider the case of low temperatures, when the sum (6) contributes only a small area in momentum space near the Fermi level. Therefore, we rewrite the expression for the current density in the form:

\[
\mathbf{j} = e \int_{-\Delta}^{\Delta} \int_{-\Delta}^{\Delta} dp_x dp_y v_y \left( p - \frac{e}{c} A(x, t) \right).
\]

The range of pulses integrated in (7) was determined from the particles number equality:

\[
\int_{-\Delta}^{\Delta} \int_{-\Delta}^{\Delta} dp_x dp_y = \int_{-\Delta}^{\Delta} \int_{-\Delta}^{\Delta} dp_x dp_y \langle a_{p_x-p_y}^+ a_{p_x-p_y} \rangle.
\]

3. The results of numerical simulation

Equation (5) was solved numerically using a direct finite-difference cross-like scheme [12]. Steps by time and coordinates were determined using standard conditions of stability, strides of finite-difference scheme were halved serially, until the solution did not change in the eighth sign. The initial conditions were chosen as an ultra short optical pulse consisting of a single oscillation of the zero-width field, respectively, that can be specified by setting the potential \( A \) as:

\[
A(x, t) = Q \exp\left(\frac{(x - vt)^2}{\gamma} \right),
\]

\[
\gamma = (1 - v^2)^{1/2},
\]

where \( Q \) is the amplitude, \( v \) is the initial ultra-short pulse velocity on the sample input. This initial condition corresponds to the fact that the sample is fed an ultra-short pulse, consisting of a single oscillation of the electric field. The values of energy parameters are expressed in \( \Delta \) units. The resulting evolution of the electromagnetic field propagating along the sample is shown in Fig. 1.

The amplitude of the pulse decreased when the linear polarization of the medium gradually increased. This fact can be interpreted as the pulse spending part of its energy on medium polarization.

The pulse behavior presented in Fig. 1 concerns the presence of dispersion, which leads to a broadening of the optical pulse, as well as non-linearity in the same equation, thus leading to a ‘narrowing’ of the pulse. The competition between these two terms leads to a deformation of the initial pulse shape and rise to its stable form.

More clearly, the effects associated with nonlinear pulse appear at the front and lead to the formation of additional peaks and the broadening of the pulse which can be explained by an imbalance between dispersion and nonlinearity in the system. This is clearly seen in Fig. 3. The dependence of the electric field pulse on the magnitude of the medium’s nonlinear polarization is shown in Fig. 3.

As can be seen in Fig. 3, involving non-linear polarization leads to the appearance of a wave front for the second maximum. As in the case of linear polarization, the initial pulse amplitude decreases, which is to be expected.
FIG. 1. Time dependence of the electric field: a) solid line – $\alpha = 0.0$; b) dotted line – $\alpha = 0.3$; c) dashed line – $\alpha = 0.5$, the nonlinear polarization is absent. Time, a.u. is time $3 \cdot 10^{-16}$ s.; electric field a.u. is $10^7$ V/m.

FIG. 2. Time dependence of the pulse form for different cases of pulse amplitude value: a) solid line – $Q = 2$; b) dotted line – $Q = 3$; c) dashed line – $Q = 5$. Time and electric field a.u. as in Fig. 1.

4. Conclusion

As follows from the obtained results, the stable ultra-short optical pulses can undergo propagation in hexagonal boron nitride-supported graphene in a medium with nonlinear polarization.

By increasing the initial pulse amplitude, the wave front is broadened, and there is a second pulse of lower intensity. This effect may be useful in the development of hybrid devices based on the effect of light interaction with graphene electrons.
Fig. 3. Time dependence of the electric field on time taking into account the nonlinear polarization of the medium: a) solid line – $\beta = 0.03$; b) dotted line – $\beta = 0.4$; c) dashed line – $\beta = 0.6$ the dispersion is almost zero, $\alpha = 0.01$. Time and electric field a.u. as in Fig.1.
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In the current paper, synergistic compositions of detonation nanodiamond (DND) particles in the form of aggregates and fully deagglomerated 5nm particles were used as additives to 10W40 and 5W30 oils, correspondingly. Ring-on-disk and block-on-ring tribological tests were performed under high load conditions (300N and 980N) using friction pairs with different relative hardness. Significant reduction of wear was observed for the HRC25/HRC25, HRC25/HRC50 and HRC30/HRC60 steel/steel friction pairs, while for the HRC60/HRC60 steel and HRA86/HRC24 hard alloy/steel friction pairs increased wear took place. It was concluded that use of ND in lubricants under high load conditions should be approached cautiously taking into account absolute and relative hardnesses of the friction surfaces.
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1. Introduction

Over the last few years, interest in applications of nanoparticles as lubricant additives (nanolubricants) has steadily grown due to the demonstrated reduction of friction and wear with the use of nanoparticles-containing lubricant formulations [1]. Carbon-based ultrafine additives play a special role among nanomaterials due to their high biocompatibility [2] providing reduced environmental impact effect. Studies of lubricating compositions with detonation nanodiamond (DND) and detonation soot (a mixture of DND particles with different forms of sp\textsuperscript{2}-bonded carbon) [3–5] as additives have demonstrated their positive impact on the performance of lubricant compositions, often superior to other nanoparticle fillers.

While the positive effect of DND additives on the lubrication properties of oils has been demonstrated [3–7] and a variety of hypotheses of DND tribological action are considered, in order to optimize additive composition and expand the range of applications of DND nanolubricants, mechanisms of DND action need to be further elucidated and clearly linked to the operational conditions of tribological tests (characteristics of friction surfaces, load, rotational speed, composition of lubricant, etc.). In the current work, we have focused on understanding of the role of friction surfaces properties, particularly relative hardness of the friction pairs. In the earlier work by Zhornic et al. [5], modification of Litol-24 lubricant with detonation soot
reduced wear of steel-steel friction pairs with hardness 20–25 HRC by approximately 30-fold and for the steel pairs with hardness 30–40 HRC by 5-fold, correspondingly. However, for the steel with hardness 62–65 HRC, the wear was increased ~1.14 times. The authors attributed the increased wear of the friction pairs with an initial hardness \( \geq 60 \) HRC in the presence of detonation soot to the brittle fracture of the surface layer originating from increased stress concentration due to hard nanodiamond particles embedded on the surface. The [5] concentration of the detonation soot in the lubricant, though, was relatively high, ~1 wt.%. Since the authors used as is detonation soot, it can be assumed that the average agglomerate size was typical for detonation soot, a few hundred nanometers.

In the current paper, synergistic compositions of detonation nanodiamond (DND) aggregates as well as deagglomerated 5nm particles [9] were used with molybdenum dialkyldithiophosphate and zinc dialkyldithiophosphate as additives to 5W30 and 10W40 oils. The DND concentration was varied between 0.01 and 0.05 wt%. Block-on-ring tribological tests were performed using steel\steel block and ring samples with HRC30/HRC60 and HRC60/HRC60 relative hardness, correspondingly. In the disk-on-ring test steel\steel friction pairs with hardness HRC25\25, HRC25\50 and a hard alloy (WC)\steel friction pairs with hardnesses HRA86\HRC24 were used. In the comparative tests with or without DND additives, a significant reduction of wear or, on the contrary, an increase in wear took place, depending on the hardnesses of the friction pairs. It can be concluded that use of ND in lubrication of friction pairs tested under high load conditions and in the presence of hard surfaces should be approached cautiously, even when using fully deagglomerated 5 nm detonation ND particles.

2. Experimental

In the current work, agglomerates of the detonation ND particles with 100 nm average particle size (DND synthesized by NPO Altai) as well as deagglomerated DND were used. Deagglomeration of DND was done using attrition bead milling [9], resulting in particles with 4.6 nm average volumetric size in DI water as measured via a dynamic light scattering technique using a Malvern Instruments tool. The trade name of this DND produced at NanoCarbon Research Institute is NanoAmando. Stable transparent colloidal dispersions of DND in PAO oil (PAO-6) have been formulated using a special polyfluorinated surfactant [10]. Dispersion of the DND in the oil was assisted by ultrasonic treatment. An example of stable colloidal suspension of 20 nm DND in PAO oil with excellent dispersivity was illustrated earlier [8]. DND-based additives were used in combination with other synergistic additives [8], such as organic molybdenum and zinc additives, molybdenum dialkyldithiophosphate (MoDDP) and zinc dialkyldithiophosphate (ZDDP). Additive compositions were prepared with same concentration of synergistic additives, either pure MoDDP (called ND/M) or MoDDP in combination with ZDDP (called ND/M/Z).

The commercial oils for testing were the 5W30 (Semi-Synthetic) – Mobil Super API SN engine oil and Lukoil Standard 10W40 API SF/CC mineral oil. Mixing of the DND-based additives with commercial oils was done in 1:30 and 1:60 proportions. Testing of the DND-based additive performance in 5W30 Mobil Super oil was done using a block on ring test apparatus, UMT-3, produced by CETR, USA. A block from SAE 01 tool steel with hardness HRC=30 or HRC=60 and flat friction surfaces with roughness 0.2 \( \mu \)m rms were used. The stainless steel ring had a hardness HRC=60 and roughness 0.3 \( \mu \)m rms. The rotational velocity was 200 rpm and the load was 300 N. This set of experiments was done at an average temperature of 75–80 °F and 45–50% humidity. Samples were purified with IPA after the tribotests for further analysis. Scar profiles were measured using an Alpha-Step IQ stylus-based surface profiler. Roughness maps and roughness were measured using a Zygo NewView 5000
3D optical profiler. Roughness was measured at 5 points along a scar (ring surface) and averaged. At every point, the roughness was measured over a distance of 50 \( \mu \)m. Tribological experiments were performed using a special tribology tester (ring-on-disk module) with two carbon steels and stainless steel (austenite steel 12Kh18N10T) - hard alloy (WC, HRC= 74–76). The rotational velocity was 200 rpm and the load was 980 N, 5 hour test. Measurements of mass wear of the friction pairs were performed in this set of experiments.

3. Results and discussion

The 5 nm ND in 5W30 Mobil oil experiments were performed for 2 friction pairs of the stainless steel samples, which are designated below as H30/H60 (‘soft on hard’) and H60/H60 (‘hard on hard’) surfaces. The H30/H60 pair tests were performed for three ND-based additives (ND/M/Z at 1:30 and 1:60 dilutions in Mobil and ND/M at 1:60 dilution). The H60/H60 pair tests were performed for the composition that showed the best results in the test for the H30/H60 pair. All results were compared to the reference samples ran for pure Mobil oil without ND-based additives. For 100nm ND in 10W40 Lukoil oil, experiments were done for 1 composition of the ND-based additive, ND/M at 1:60 dilution. Details are provided below.

3.1. Tribological characteristics for the H30\H60 friction pair

Fig. 1a presents the friction coefficient as a function of time for H30 block over H60 ring for pure Mobil 5W30 oil and for the oil with DND-based additive (ND/M/Z at 1:60 dilution in Mobil). When using a ND-based additive, an improvement in the COF of 10% was observed in a 5 hour test. Modest reduction in the COF was accompanied by a significant reduction in wear. The scar area for the pure Mobil 5W30 samples was 1.777 \( \mu \)m\(^2\), while for the sample tested with DND additive, it was about half that value: 980 \( \mu \)m\(^2\). Scar profiles obtained with a stylus profilometer are presented in Fig. 1b. The scar profile was smoother for the sample treated with the DND additive, as compared with pure Mobil oil (Fig. 1b). Fig. 2 illustrates optical micrographs of the scars in the block samples as well as roughness maps of the scar in a block and ring surface after 5hr tests for tests run with pure Mobil oil and Mobil oil with ND-based additive. The 3-D topographical maps of the ring surfaces and the scars formed during tests using pure Mobil oil and Mobil oil with DND additive demonstrate a more pronounced topological uniformity for the surfaces of samples treated with the DND additive. Measurements averaged over 5 data points are also provided in Fig. 2, and clearly demonstrate that the presence of DND provides a significant polishing effect: the rms of the scars on the block and ring surfaces tested with the DND additive are about 28% and 37% lower, correspondingly, than the roughness of the scars and rings observed in experiments performed with pure oil.

Table 1 summarizes measurements of COF, wear and roughness for the samples tested with different type and concentration of the synergistic additives to ND. As can be seen from the table, a mixture of MoDDT and ZDDP in combination with 5 nm ND provides more pronounced resistance to wear than a combination of the ND and MoDDP. The combination of ND and ZDDP was not tested, since a residue appeared in the mixture a few days after preparation.

Combinations of ND and MoDDP and ND\MoDDP\ZDDP were transparent and colloidally stable for at least 1 month (time of observation).

3.2. Tribological characteristics for the H60\H60 friction pair

Figure 3a presents the friction coefficient as a function of time for H60 block over H60 ring for pure Mobil 5W30 oil and for the oil with DND-based additive (ND/M/Z at 1:60
Fig. 1. Friction coefficient as a function of time (a) and scar profiles in the block (b) for H30 block obtained in the 200 rpm/30 kg 5 hrs block-on-ring tests for pure Mobil 5W30 oil and for the oil with DND additive.

Fig. 2. Microscopy images (10× zoom) (left) and roughness maps of the scar in a block and a ring after 5hrs tests at 30 kg load and 200 rpm for pure Mobil 5W30 oil (top) and its dilution with ND/M/Z additives for the H30 block over H60 ring test (‘soft on hard’ surfaces). Dimensions of the roughness maps are 0.72 mm × 0.54 mm.

dilution in Mobil). COF in a test with oil containing ND-based additive was by 4% higher in comparison with COF for pure oil. An increase in the COF was accompanied by a significant increase in wear. The scar area for the pure Mobil 5W30 samples was 525 µm², while the sample tested with the DND additive had a scar area about twice that level, 1190 µm². Scar profiles obtained with a stylus profilometer are presented in Fig. 3b; they were rough for both samples. Fig. 4 illustrates optical micrographs of the scars in the block samples as well as the roughness maps of the scar in a block and ring surface after 5 hrs for tests run with pure Mobil oil and Mobil oil with the ND-based additive. The 3-D topographical maps of the ring surfaces and the scars formed during tests using pure Mobil oil with the DND additive demonstrate that the presence of DND significantly increased the roughness when hard steel surfaces were sliding against each other at the high external load used in these experiments (300 N). This observation was also confirmed by the increased roughness values for both the ring and the scar in the block for the sample tested with a ND additive, as compared to the test using pure Mobil
Table 1. Samples composition, hardness of the friction pair (block/ring) and tribological characteristics of the tests (scar width and depth \((W \times D)\), scar area, average COF (AvgCOF) and COF at the end of the 5 hrs test (End COF))

<table>
<thead>
<tr>
<th>Sample</th>
<th>Composition</th>
<th>Scar ( W \times D ) (scar area, ( \mu m^2 ))</th>
<th>AvgCOF &amp; (End COF)</th>
<th>RMS Scar/Ring</th>
</tr>
</thead>
<tbody>
<tr>
<td>H30/H60</td>
<td>Pure Mobil</td>
<td>( 722.78 \times 3.68 ) (1777)</td>
<td>( 0.1086 \pm 0.00266 ) (0.1065)</td>
<td>( 0.214 \pm 0.040 ) / ( 0.240 \pm 0.039 )</td>
</tr>
<tr>
<td>H30/H60</td>
<td>ND/M/Z 1:30</td>
<td>( 655.14 \times 2.92 ) (1264)</td>
<td>( 0.106 \pm 0.01167 ) (0.092)</td>
<td>( 0.165 \pm 0.031 ) / ( 0.141 \pm 0.043 )</td>
</tr>
<tr>
<td>H30/H60</td>
<td>ND/M/Z 1:60</td>
<td>( 627.89 \times 2.53 ) (980)</td>
<td>( 0.1005 \pm 0.0117 ) (0.090)</td>
<td>( 0.152 \pm 0.050 ) / ( 0.147 \pm 0.031 )</td>
</tr>
<tr>
<td>H30/H60</td>
<td>ND/M 1:60</td>
<td>( 748.01 \times 3.90 ) (1892)</td>
<td>( 0.09365 \pm 0.0158 ) (0.089)</td>
<td>( 0.150 \pm 0.017 ) / ( 0.222 \pm 0.033 )</td>
</tr>
<tr>
<td>H60/H60</td>
<td>Pure Mobil</td>
<td>( 339.18 \times 0.74 ) (525)</td>
<td>( 0.09674 \pm 0.00205 ) (0.0978)</td>
<td>( 0.120 \pm 0.030 ) / ( 0.236 \pm 0.022 )</td>
</tr>
<tr>
<td>H60/H60</td>
<td>ND/M/Z 1:60</td>
<td>( 539.05 \times 1.89 ) (1190)</td>
<td>( 0.1045 \pm 0.00255 ) (0.102)</td>
<td>( 0.381 \pm 0.034 ) / ( 0.272 \pm 0.011 )</td>
</tr>
</tbody>
</table>

Fig. 3. Friction coefficient as a function of time (a) and scar profiles in the block (b) for H60 block obtained in the 200 rpm/30 kg 5 hrs block-on-ring tests for pure Mobil 5W30 oil and for the oil with ND/M/Z additive.

3.3. Wear characteristics for the steel\steel and hard alloy\steel friction pairs

Table 2 illustrates results of the wear tests for the friction pairs composed of materials with different composition and hardness. The following friction pairs were tested: carbon steel St45 (normalized versus normalized) HRC 25/25; carbon steel St45 (normalized versus quenched) HRC25/50; stainless steel (austenite steel 121810) HRC24 versus hard alloy (WC, 15%Co), HRA86.

A significant increase in wear can be seen from the Table 2 for the hard alloy WC in the test with oil containing ND additive.

4. Conclusion

Nanodiamond-based additive for lubricants is now available as a commercial product. Current tests indicate that application of ND-based additives need to be used with caution when
Nanodiamond-based oil lubricants on steel-steel and stainless steel . . .

**Figure 4.** Microscopy images (13× zoom) (left) and roughness maps of the scar in a block and a ring after 5 hrs tests at 30 kg load and 200 rpm for pure Mobil 5W30 oil (top) and its dilution with ND/M/Z additives for the H30 block over H60 ring test (‘hard on hard’ surfaces). Dimensions of the roughness maps are 0.53 mm × 0.4 mm

**Table 2.** Wear characteristics of rings and disks in the 5 hrs tests with and without ND additives in the 10W40 oil at 200 rpm and 980 N load in the disk-on-ring test.

<table>
<thead>
<tr>
<th>Sample (ring/disk)</th>
<th>Ring pure oil, wear, mg</th>
<th>Ring oil+ND, wear, mg</th>
<th>Disk pure oil, wear, mg</th>
<th>Disk oil+ND, wear, mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRC 25/25</td>
<td>0.04</td>
<td>0.03</td>
<td>0.035</td>
<td>0.015</td>
</tr>
<tr>
<td>HRC 25/50</td>
<td>0.01</td>
<td>0.005</td>
<td>0.015</td>
<td>0.005</td>
</tr>
<tr>
<td>HRC24/HRA86</td>
<td>0.005</td>
<td>0.0</td>
<td>0.013</td>
<td>0.028</td>
</tr>
</tbody>
</table>

taking into consideration the hardness of the friction surfaces. While in the ‘hard on soft’ steel-steel friction pairs NDs provide significant reduction in wear and demonstrate a polishing effect, in the ‘hard on hard’ steel friction pair and in the hard WC alloy the abrasive nature of NDs plays a role and results in increased wear of the sliding surfaces. A possible mechanism can be incorporation of ND particles into the hard surface and playing a role of high stress concentrators [5]. However, a detailed mechanism for this phenomenon requires further studies.
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Thermal transformations of naphthalene (C\textsubscript{10}H\textsubscript{8}), octafluoronaphthalene (C\textsubscript{10}F\textsubscript{8}) and their binary mixtures at 8.0 GPa have been investigated by X-ray diffraction, Raman spectroscopy, scanning and transmission microscopies. As a result, the pronounced synergistic effect of fluorine and hydrogen on mechanisms, \( p, T \) parameters and products of pressure-temperature-induced transformations of carbon-containing systems has been established. Simultaneous presence of fluorine and hydrogen gives rise to significant reduction of the temperature thresholds (TT) for carbonization, graphitization and diamond formation in C\textsubscript{10}H\textsubscript{8} – C\textsubscript{10}F\textsubscript{8} mixtures in comparison with the TT values for pure C\textsubscript{10}H\textsubscript{8} and C\textsubscript{10}F\textsubscript{8} at the same pressure. This synergistic effect manifests itself also in the simultaneous presence in the products of transformation of both nano- and micrometer-sized diamond fractions. The reasons of formation of different diamond fractions in the products of binary mixture treatment are discussed in this work.

Keywords: High pressure, High temperature, Transformations, Nanocarbon materials.

1. Introduction

Comparative studies of pressure-temperature-induced transformations of naphthalene (C\textsubscript{10}H\textsubscript{8}), fluorographite (CF\textsubscript{1.1}), and their binary mixtures have led to the observation of a synergistic effect for fluorine and hydrogen on the mechanisms, \( p, T \) parameters and products of the transformations of binary mixtures of hydrocarbons and fluorocarbon compounds relatively to transformations of pure compounds [1]. Along with a significant decrease in the \( p, T \) parameters for the initiation of carbonization, graphitization and diamond formation in binary mixtures relatively to transformations of pure hydrocarbon and fluorocarbon compounds, a synergistic effect results in a considerable increase in the content of nanosize graphite and diamond phases in the products of binary mixture transformations. This finding is particularly attractive from an application standpoint, since it presents additional opportunities for the synthesis of pure and doped nanosize modifications of graphite and diamond with fine-tuned properties. However, the mechanistic nature of the nanosize carbon phase formation remains a subject for discussion. In the present work, we have attempted a more detailed investigation of the synergistic effect on processes of nanosize carbon phase formation in the products of reactions using hydrocarbon-fluorocarbon mixtures, which has been exemplified by two structural analogs, naphthalene and octafluoronaphthalene.
2. Experimental section

Naphthalene (Chemapol) and octafluoronaphthalene (Alfa Aesar) have been used as starting hydrocarbon and fluorocarbon materials, respectively. Homogeneous 1:1 mixtures of C\(_{10}\)H\(_8\) – C\(_{10}\)F\(_8\) were prepared by thorough grinding of weighed amounts of powdered starting materials in an agate mortar. Samples of heterogeneous C\(_{10}\)H\(_8\) – C\(_{10}\)F\(_8\) mixtures appeared as two-layer compacts made from two separately compacted pellets of pure naphthalene and octafluoronaphthalene.

Tablet-shaped samples (5 mm diameter, 4 mm height) of starting materials were placed into a graphite heater and then treated in the ‘Toroid’ high pressure apparatus under a pressure of 8.0 GPa and different temperatures up to 1500 °C. Isothermal exposure times were kept at 20 seconds. Samples of high pressure states were quenched under pressure and recovered at ambient conditions, and then characterized by X-Ray diffraction, Raman spectroscopy, scanning (SEM) and transmission (TEM) electron microscopies. X-ray diffraction patterns of powder samples were recorded on an INEL CPS 120 diffractometer using Co K\(_\alpha1\) radiation source. Microscopy characterization of the samples was carried out on SEM Ultra plus (Carl Zeiss) and TEM JEOL JEM-1230 microscopes.

3. Results and discussion

XRD patterns for the starting C\(_{10}\)H\(_8\), C\(_{10}\)F\(_8\) and products of their treatment under 8.0 GPa pressure and different temperatures are shown in Fig. 1. This figure also presents XRD patterns of the samples produced by pressure – temperature treatment of the homogeneous C\(_{10}\)H\(_8\) – C\(_{10}\)F\(_8\) binary mixture.

XRD data show that active stages of octafluoronaphthalene carbonization at 8.0 GPa proceeded at considerably lower temperatures than naphthalene, which maintained its thermal stability up to \(~\)600 °C. According to Fig. 1, two broad peaks at 30.5 and 50.5 °, which

![XRD patterns](image)

Fig. 1. XRD patterns of pristine C\(_{10}\)H\(_8\), C\(_{10}\)F\(_8\) and products of their treatment under pressure 8.0 GPa and different temperatures in the form of individual compounds (left and right panels) and homogeneous binary mixture (middle panel) (G – graphite, D – diamond)
are related to three-dimensional (002) and two-dimensional (10) reflexes of weakly-ordered graphite-like materials, already appeared in the diffractogram of the C_{10}F_8 transformation products at a temperature of 500 °C. These peaks indicate the formation of small fragment packings of graphene planes. In the case of naphthalene, similar states of carbon are formed at temperatures of 700 – 800 °C. Further increasing treatment temperature resulted in an acceleration of the graphitization processes, which caused growth in the linear sizes and the three-dimensional ordering of graphene layers. This was shown on the diffractogram by an intensity increase and narrowing of the (002) main reflex and splitting of the two-dimensional (10) reflex into two three-dimensional (100) and (101) graphite reflexes. In the case of C_{10}F_8, the formation of fairly crystalline graphite was noted at a temperature of ∼ 900 °C, while for naphthalene, this occurred at ∼ 1000 °C.

According to SEM data, graphite particles produced from C_{10}H_8 exhibit an oval shape, while those produced from C_{10}F_8 show a mostly polygonal form. Another special feature of the C_{10}F_8-produced material, is that besides the micron size graphite particles, which are the main product of naphthalene treatment, some amount of weakly-ordered nanosize carbon phase, not observed in the products of C_{10}H_8 transformations, was present.

X-Ray data shown on Fig. 1 indicate that the temperature threshold for initial diamond formation in the pure naphthalene-based system is 1300 °C. For C_{10}F_8, the formation of diamond was not observed at all within the studied temperature range (up to 1500 °C).

In the case of homogeneous binary mixtures of C_{10}H_8 and C_{10}F_8, the mechanisms for thermal transformations of these compounds are essentially modified by the combined influence of volatile fluorine-containing destruction products of C_{10}F_8 on the processes of naphthalene carbonization and hydrogen-containing decomposition products of C_{10}H_8 on the processes of octafluoronaphthalene carbonization, respectively. This resulted in a significant reduction of the temperature thresholds for main transformation stages, observed for individual C_{10}H_8 and C_{10}F_8. So, according to Fig. 1, the formation of graphite in the binary system at 8.0 GPa was already observed at 800 °C, while diamond was formed at 1000 °C.

SEM images of diamonds, produced by the treatment of naphthalene and homogeneous C_{10}H_8 – C_{10}F_8 binary mixture (Fig. 2), show that diamonds obtained from pure C_{10}H_8 (Fig. 2a), appear as 5 – 40 micron monocrystals. The distinctive feature of the diamonds produced from a homogeneous C_{10}H_8 – C_{10}F_8 mixture, is that along with the micron size diamond fraction typical for naphthalene transformation, it also contains a considerable amount of nanosize diamonds appearing on Fig. 2b,c as shapeless agglomerates of nanoparticles.

**Fig. 2.** SEM images of diamond materials obtained by treatment of naphthalene at 8.0 GPa and 1300 °C (a) and homogeneous mixture of C_{10}H_8 – C_{10}F_8 at 8.0 GPa and 1100 °C (b, c), taken at low magnification (b) and high magnification (c)
At first glance, the formation of two different size diamond fractions via the thermobaric treatment of organic compounds may have a purely thermodynamic explanation, according to which, the nano- and micron-size fractions of diamond can be considered as primary and secondary fractions during diamond formation. Indeed, according to $p, T$ diagram of carbon [2], the formation of diamond from graphitization products at 8.0 GPa from 1000 – 1300 °C occurs within the $p, T$ region of diamond stability, at a significant distance from the graphite-diamond equilibrium line. It is worth noting that the temperature of graphite-diamond phase equilibrium at 8.0 GPa is equal to $\sim 2500$ °C. That is, it can formally be said that in this case, diamond formation takes place at high degrees of overcooling. The realization of phase transition under such conditions enables the emergence of a large number of seeds for the new phase, and accordingly, the formation of a significant amount of nanodiamonds during the first stage of graphite-diamond phase transformation. However, since diamond is a higher density material than graphite, the formation of the primary diamond fraction is accompanied by a pressure drop in the reaction zone. As a result, the coordinates of the phase transition point on the $p, T$ diagram become shifted towards the phase equilibrium line. Accordingly, the final stages of diamond formation occur under $p, T$ parameters being much closer to the graphite-diamond phase equilibrium line. This matches the conditions favorable for the growth of a larger, micron size diamonds which can be considered as a ‘secondary’ transformation product. By taking into account that the degree of overcooling for the system during diamond formation from a binary $C_{10}H_8 – C_{10}F_8$ mixture is 300 °C higher than for the case of pure naphthalene, this can be suggested as a possible explanation for the elevated content of the nanosize diamond fraction present in the products of reactions using hydrocarbon and fluorocarbon mixtures as compared to pure hydrocarbons.

However, no notable quantities of nanodiamond have been detected among the products of $C_{10}H_8$ transformations, for which the degree of overcooling of the system relative to the temperature of the graphite-diamond phase equilibrium at 8.0 GPa was also quite high (\~ 1200 °C). This allows one to assume that the formation of nanodiamonds from binary mixtures can be related to the difference in fractional composition of intermediate carbon states formed during carbonization and acting as direct precursors for diamond formation from $C_{10}H_8$ and $C_{10}H_8 – C_{10}F_8$ mixtures.

Since the relationship of the carbonization product to a particular starting component of the mixture cannot unambiguously be established for samples made from homogeneous mixtures, studies of the structure-morphology differences of $C_{10}H_8$ and $C_{10}F_8$ carbonization products have been carried out using samples of their heterogeneous mixtures, which consisted of two individual pellets of naphthalene and octafluoronaphthalene.

SEM images taken of the contact region in the sample of heterogeneous mixture (Fig. 3), treated at 8.0 GPa and 950 °C, clearly show differences in the morphology of the carbonization products of naphthalene and octafluoronaphthalene formed during thermal transformations of these compounds in a joint fluorine-hydrogen-containing environment. Flat-shaped graphite particles with lateral sizes of 0.5 – 1.0 microns (Fig. 3a,b) are major reaction products of $C_{10}H_8$. Unlike $C_{10}H_8$, the ultradispersed 10 – 20 nm nanoparticles (Fig. 3b,c), built from two-dimensional states of carbon, become a major component of $C_{10}F_8$ reactions under the considered conditions. The obtained data show that thermal transformations of the binary $C_{10}H_8 – C_{10}F_8$ mixture under high pressures and temperatures of $\sim 900 – 1000$ °C are indeed accompanied by the formation of nano- and micron-size fractions of carbon which can serve as precursors for the formation of nano- and micron-size diamond fractions. It is interesting
Synergistic influence of fluorine and hydrogen on processes of thermal transformations

**Fig. 3.** SEM images of the products of thermal transformations of $C_{10}H_8$ (a,b) and $C_{10}F_8$ (b,c) taken from the region of contact area in the $C_{10}H_8 - C_{10}F_8$ heterogeneous mixture treated at 8.0 GP and temperature of 950 °C

to note that the micron-sized graphite and diamond fractions mainly originate from naphthalene carbonization products, while nano-size fractions were formed from octafluoronaphthalene carbonization products.

Thus, these results lead one to conclude that the main reason for the simultaneous formation of nano- and micron-size fractions of carbon materials in thermal transformations of different hydrocarbon-fluorocarbon mixtures at high pressures is the difference in the fractional compositions of the hydrocarbon- and fluorocarbon-based carbonization products under conditions of binary mixtures.
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The high specific surface area of carbon nanowalls (CNWs) makes them an attractive catalyst support material or electrode material for energy storage devices (e.g. supercapacitors, Li-ion batteries). Secondary nucleation processes (formation of secondary nanowalls on the surface of pre-grown primary structures) play an important role in CNWs growth. It can significantly increase CNW film surface area, but at the same time be a limiting step for the production of films with an open pore structure. Both of these factors may be important for the applications mentioned above. In this work, we discuss possible mechanisms of secondary nucleation during CNW growth in the plasma of a direct current glow discharge. We also demonstrate a novel multi-step synthesis process with controllable secondary nucleation rates at different stages, which is an effective way to modulate CNW film morphology and produce films with desirable surface area and porosity.
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1. Introduction

Carbon nanowall (CNW) films consist of graphite sheets standing almost vertically on the substrate and forming self-supported network of wall structures. Their unique structural properties such as high specific surface area and high aspect ratio make them useful for a number of different applications such as electrochemical devices (e.g. supercapacitors, Li-ion batteries [1]), catalyst support [2], and field emitters [3]. The potential use of CNWs in applications demands the ability to produce films with adjusted morphological properties, and this requires an understanding of their growth mechanisms. The most popular method for CNWs synthesis is chemical vapor deposition (CVD) in hydrocarbon-containing plasma of MW, RF, or DC discharge [4].

In this work, we continue our investigation of CNWs growth in the plasma of a DC glow discharge on substrates placed at the anode. Previously, we demonstrated that the distinctive feature of this method is the possible catalyst-free nucleation of conic-shaped carbon nanotubes (CNTs) upon CNWs and additionally, we proposed phenomenological models for CNWs and CNTs nucleation and growth [5]. Here, we focus our attention on the secondary nucleation (SN) process that forms secondary nanowalls (SCNWs) on the surface of pre-grown primary structures. This plays an important role in CNWs growth and can significantly increase CNW film surface area but at the same time it can be a limiting step for producing films with open pore structure. Both these factors may be important for electrochemical and catalyst support applications. We discuss possible mechanisms of
Secondary nucleation on nanostructured carbon films in the plasma during CNWs growth in the plasma of a DC glow discharge. We also demonstrate a novel multi-step synthesis process with controllable SN rates at different stages, which is an effective way to modulate CNW film morphology and produce films with desirable surface area and porosity.

2. Experimental

CNWs were synthesized via DC plasma enhanced CVD in a mixture of methane and hydrogen. Polished $p$-doped 400 $\mu$m thick Si (100) wafers with an area of 1 cm$^2$, were used as substrates and placed at the anode. Si wafers were previously ultrasonically treated in a diamond powder suspension for 5 min to assist the carbon film nucleation, then washed in distilled water and dried. Gas supply was realized with mass flow controllers, methane and hydrogen flow ratio defined their relative concentrations in gas mixture. Discharge current was controlled by a DC generator. Temperature was measured with a thermocouple connected to the bottom of Mo substrate holder. Typical experimental conditions were as follows: methane concentration 8–15%, hydrogen flow 10 l/h, pressure 150 Torr, discharge voltage and current 670 V and 0.6–0.9 A, respectively, and substrate holder temperature 680–800 $^\circ$C (note that temperature of the substrate top surface was 150–200 $^\circ$C higher). The duration of CNWs deposition was varied in from 20–35 min. After deposition, samples were studied by means of SEM (Carl Zeiss Supra 40 system) and Raman spectroscopy (Renishaw InVia).

3. Results and discussion

Fig. 1 (a) shows a typical CNW film, grown using the process described above at 700 $^\circ$C. The Raman spectrum of such a film (Fig. 2 (a)) presents three well-distinguished peaks at 1350 cm$^{-1}$, 1575 cm$^{-1}$ and 2700 cm$^{-1}$ (D-, G- and 2D-mode, respectively) and is typical for graphite materials. The ratio of the D and G mode intensities is usually used to evaluate film crystallinity. A typical $I(D)/I(G)$ value was 0.6, revealing a sufficient number of defects in the CNWs structure. The shape and FWHM of the 2D mode doesn’t depend on the presence of defects and is related to the number of graphene layers and their stacking order in the graphite structure. Analyzing the data presented in previous literature [6], we conclude that our CNWs consist of 10–15 graphene layers stacked in a turbostratic (disordered) manner. Previously, we suggested phenomenological model for CNWs nucleation and growth which considered nucleation of CNWs as a result of overlapping of horizontal graphite layers formed on the substrate surface at the early stage of growth [5]. Once nucleated, CNWs grow due to direct attachment of neutral hydrocarbon radicals to active sites at the edge of the CNW via hydrogen abstraction reactions.

Synthesis at higher temperature (800 $^\circ$C) is accompanied by catalyst-free growth of conical CNTs upon CNWs top edges (Fig. 1 (b)). Previously we showed that probable mechanism of their nucleation is folding of CNWs under high temperature in the presence of structural defects while their subsequent growth is mostly due to surface diffusion of hydrocarbon radicals from the bottom to the tip of the CNT [5]. Formation of such CNTs is a distinctive feature of DC PECVD synthesis probably due to absence of substrate bombardment by positive ions during growth. It should also be noted that higher temperature synthesis leads to the formation of less defective CNWs, as was confirmed by Raman spectroscopy analysis ($I(D)/I(G) \sim 0.25$).

Synthesis under the experimental conditions in a certain range led to the formation of films described above (Fig. 1 a, b). Increasing the methane concentration or synthesis duration induced a SN process that forms secondary nanowalls (SCNWs) on the surface of
pre-grown primary structures. In the case of low temperature synthesis, SCNWs nucleated on the side surface of primary CNWs (Fig. 1 (c)) while at high temperatures, intense secondary nucleation took place at CNTs surface (Fig. 1 (d)). Further increasing of the duration or methane concentration led to the formation of globule-like clusters of SCNWs. At higher temperatures, these clusters grew in form of cones around primary CNTs (Fig. 1 (f)), while they had no definite shape in the absence of CNTs at lower temperatures (Fig. 1 (e)).

The probable mechanism of SN is as follows. As was mentioned above in our synthetic method, the role of building blocks is played by neutral hydrocarbon radicals. These radicals can be incorporated into the graphite lattice at a CNW edge, providing linear growth or be attached to defects on the CNW side surface. With increased radical density or duration, more radicals are attached to surface defects, forming additional graphene layers that broaden, overlap and give birth to SCNWs, just like nucleation of primary CNWs takes place on the substrate (Fig. 2 b, c). In addition, as was mentioned previously, CNWs obtained at lower temperatures have more defects, which increases the intensity of SN on their surface.
The SN process inevitably starts after some time, and there is no definite moment of its beginning, it gradually becomes more intense with CNWs growth. SN can significantly increase the CNW film surface area, but at the same time, it can be a limiting step for producing films with open pore structure. Both these factors may be important for electrochemical and catalyst support applications.

**Fig. 2.** (a) Typical Raman spectrum of obtained CNW films. (b) Schematic illustration of SN mechanism (c) SCNW on the surface of primary CNW

However, a controllable SN process gives one the opportunity to obtain films with a number of new morphologies. For this purpose, we suggest synthesizing CNWs in a multi-step process. In the first stage, deposition takes place under conditions that we call standard, leading to the formation of CNWs of certain size, before the beginning of SN process. At a certain time, the discharge conditions are abruptly changed (e.g. discharge current is increased), triggering an intense SN process. At this stage, prolonged growth of primary CNWs is accompanied by SCNWs nucleation and growth. It should be noted that the temperature at the first stage should be low enough to provide sufficient number of surface defects.

By varying the duration of each stage, it is possible to obtain films with an adjusted (in some range) size of primary and secondary CNWs and amount of the latter. The first column in Fig. 3 shows the CNWs obtained at 20, 25 and 30 minutes under standard conditions (150 Torr, relative methane concentration 10%, discharge current and voltage 0.6 A and 695 V, respectively at 680 °C). CNWs width and height increased proportionally with time (see inset). The other three columns demonstrate films obtained in different multi-step processes with SN initiated by an increase in the discharge current from 0.6 to 0.9 A (times of current change are depicted in the plots above the columns).

**Fig. 3 (h)** shows the film obtained after 20 minutes of standard growth followed by 5 minutes of high current regime. The primary vertical CNWs are covered with small SCNWs, while their width is almost the same as in the case of 25 minutes of standard synthesis without SN (Fig. 3 (b)). Similarly, the width of primary CNWs obtained in a process with a current increase after 25 minutes of standard growth (Fig. 3 (f)) corresponds to that of CNWs grown in standard process of the same total duration (Fig. 3 (c)). The amount of SCNWs and their size are higher than in the previously described film (Fig. 3 (h)), although the duration of the second stage was the same. This is due to the larger primary CNWs grown by the end of the first stage, in this case (see Fig. 3 (e)), in comparison to that of the film shown in Fig. 3 (h) (see Fig. 3 (g)), which implies more surface defects and thus, a more intense SN process.

**Fig. 3 (i)** shows the film obtained via the prolonged SN process, that led to an increase in the size and number of SCNWs, which in turn acted as a surface for nucleation
of tertiary CNWs and so on. This led to the formation of a densely branched network of CNWs, where the primary CNWs can’t be identified. This film has considerably smaller pores in comparison to that of the film obtained in standard process of the same duration, while their heights are almost identical.

Fig. 3 (i) shows the film obtained in a three-step process. For the first 20 minutes, it grew under standard conditions (Fig. 3 (j)), then, the current was increased for 5 minutes, triggering a SN process (Fig. 3 (k)). For the last 5 minutes, current was decreased back to the initial value in order to suppress the SN process, thus only the primary and secondary CNWs present continued to grow without any change in number of the latter. This led to formation of CNW network with medium pore sizes in comparison to films c and i.

It should also be noted once more that the heights of all films presented in Fig. 3 depend only on the total process duration and were almost independent of the process type (within the error range). Thus, multi-step growth is a way to control film morphology without changing its height while these parameters are interrelated during conventional growth.
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The field-emission properties of nanocomposite films comprised of 10 – 20 nm-sized nickel particles immersed in a carbon matrix were investigated. The films were deposited onto silicon substrates by means of a metal-organic chemical vapor deposition (MOCVD) method. The composite’s structure was controlled via deposition process parameters. Experiments demonstrated that the composite films can efficiently emit electrons, yielding current densities of up to 1.5 mA/cm$^2$ in electric fields below 5 V/µm. Yet, good emission properties were only shown in films with low effective thickness, when nickel grains did not form a solid layer, but left a part of the substrate area exposed to the action of the electric field. This phenomenon can be naturally explained in terms of the two-barrier emission model.

Keywords: Amorphous carbon, Nanocomposite, Thin film, Field electron emission.

1. Introduction

Many different varieties of carbon-based nanostructures demonstrate the property of facilitated field-induced electron emission, even those having a relatively smooth surface without protruding fibers, sharp tips or ribs [1–16]. The role of their nano-scale structure in the emission mechanism may lie with their long-term confinement of hot electrons at high-energy states without thermalization, which creates favorable conditions for the subsequent transfer of those electrons into a vacuum, even in a moderate electric field [17]. These hot electrons may be generated when current flows through tunnel junctions separating emitter nanodomains. The discussed hypothesis [17] explains facilitated emission from heterogeneous carbon films comprised by both $sp^3$ (conductive) and $sp^2$ (weakly conductive) carbon phases. In the presented work, we investigated properties of nanocomposite films produced via the joint deposition of carbon and nickel on silicon substrates. The conductive phase in the deposited film was represented by Ni and/or graphitic carbon, while nickel carbide and/or $sp^3$-bonded carbon comprised a weakly conductive medium. Introdution of the second element provided additional flexibility to the technology, allowing manipulation of the composite structure via variation of the deposition process parameters.

In accordance with the two-barrier emission model [12–17], the size of the conductive crystallites can have dramatic effect on the emission properties of the film, while other parameters of this film’s components are less important. Therefore the investigated Ni-C films could have been expected to demonstrate facilitated field electron emission with characteristics comparable to those of fully carbonic films of similar morphology [16].

2. Sample fabrication, structure and properties

The Ni-C thin films were prepared on Si substrates by the method of metal-organic chemical vapor deposition (MOCVD) with bis-(ethylcyclopentadienyl) nickel (EtCp)$_2$Ni as the precursor. The deposition process was carried out in a hot-wall horizontal low-pressure tube.
silica reactor with temperature maintained from 350 – 650 °C. Details of this technology may be found elsewhere [18].

The effective thickness of the deposited Ni layers was determined by means of X-ray fluorescence (XRF) spectroscopy (Spectroscan MAX-GV), via measurement of intensity of a Ni characteristic line. Morphology of deposited films was studied by scanning electron microscopy (SEM) (microscope Supra 55 VP).

The performed experiments demonstrated that composite film structure could be efficiently controlled via deposition process parameters: deposition time, substrate temperature and partial pressures of the precursor \((\text{EtCp})_2\text{Ni}\), the \(\text{H}_2\) and the buffer gas, Ar. In all cases, the film composition included carbon in an amorphous form. At the beginning of the deposition process, the Ni component was represented by separate nanoparticles occupying only a small part of the substrate surface. Then, the size and number of Ni particles increased until they merged into a solid film completely covering the substrate. Further deposition resulted in the formation of multi-layer films. The process affected not only the quantity of the precipitated metal but also the composite structure—both metallic particles and bonding carbon matrix. Fig. 1 presents a plot of surface electric resistivity for composite film samples versus deposition time (the latter was showed to be proportional to the effective Ni layer thickness). The data are given only for films with full area coverage. Surprisingly, the resistivity increases with film thickness. We explain this feature by two phenomena accompanying the deposition process. One of them involves the formation of carbide shells around Ni grains, which increases the insulating gaps separating adjacent crystallites and reduces the tunneling current between the grains. The percolation current flowing through grain contacts and conductive paths in the carbon matrix also decreases because of progressing graphitization of \(sp^3\) carbon in the previously deposited film layers. The process results in increased film porosity (due to large difference in mass density between graphitic and the \(sp^3\)-bonded carbon forms, leading to the development of local mechanical strains and deformations during the phase transition), reduction of contact areas between Ni grains and the appearance of new inter-crystallite boundaries at current paths.

![Fig. 1. Specific surface resistivity of Ni-C films deposited at 570 °C vs deposition time. Total pressure in reaction chamber 840 Pa, partial pressure of \((\text{EtCp})_2\text{Ni}\) and hydrogen – 75 and 210 Pa respectively](image)
TABLE 1. Sample surface morphology and deposition process parameters

<table>
<thead>
<tr>
<th>Sample</th>
<th>Temperature (°C)</th>
<th>Time (min)</th>
<th>Film morphology</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>390</td>
<td>60</td>
<td>Isolated particles, average size 11 nm</td>
</tr>
<tr>
<td>2</td>
<td>410</td>
<td>60</td>
<td>Isolated particles, average size 20 nm</td>
</tr>
<tr>
<td>3</td>
<td>570</td>
<td>5</td>
<td>Full monolayer of 20 nm particles, damaged during emission activation treatment</td>
</tr>
<tr>
<td>4</td>
<td>450</td>
<td>60</td>
<td>Full monolayer of 20 nm particles</td>
</tr>
</tbody>
</table>

*Total pressure in all cases was 840 Pa, partial pressure of (EtCp)$_2$Ni and hydrogen – 75 and 210 Pa resp.*

The substrate temperature maintained during the film fabrication process also had a strong effect on the resulting composite structure. The films deposited at higher temperatures were characterized by much greater porosity, lower density and higher surface resistivity. Also, substrate heating substantially increased the film growth rate.

For our emission experiments, we selected four samples with different film morphologies. The corresponding deposition process parameters and morphology types are listed in Table 1. Fig. 2 presents SEM images of the samples, showing mostly the Ni component of the composite. For the first two samples, the area density of Ni particles is low and they are isolated from each other. Hence, most of the weakly-conducting substrate’s surface is open for penetration of external electric field. Mean particle size for samples 1 (Fig. 2(a)) and 2 (Fig. 2(b)) is equal to 11 nm and 20 nm, respectively. Samples 3 (Fig. 2(c)) and 4 (Fig. 2(d)) had full Ni grain monolayers completely covering the substrate. In the case of sample 3, the layer was deposited at a higher temperature (570 °C), and its mechanical strength was lower than that for sample 4, which was deposited in a much slower process at 450 °C. As a result, the former film was damaged in the course of emission activation treatment during the emission tests. (Fig. 2(c) shows its surface after the treatment). The film of sample 4 withstood the treatment without visible damage, as did samples 1 and 2, also deposited at low temperatures (390 °C and 410 °C respectively).

Besides Ni particles, the images of Fig. 2 show fiber-like structures that were identified as carbon nanocones [19], growing due to the high catalytic activity of Ni particles. According to [20] and references, the formation of silicon nanocones or combined Si/C structures is also possible under similar conditions (precursor pressure, Si substrate and its temperature). Though, efficient migration of silicon atoms through the silicon oxide layer and deposited film may be possible only in the presence of some activation factors. In [20], this role is ascribed to the flux of fast hydrogen ions generated in rf discharge and accelerated to the substrate by dc electric bias. In our case, the film deposition process did not engage application of either rf or dc field, hence we don’t see any mechanisms for substrate atoms’ mobility activation. In principle, the nanocones (either carbon or silicon) could substantially contribute to electron emission due to high local enhancement of applied electric field; hence their role in emission required a special investigation.

3. Emission tests

Field emission properties of the prepared Ni-C film samples were tested using the layout and experimental procedures described previously [21]. The electric field was applied in 0.5 – 0.6 mm-wide planar gap between the tested sample and tungsten cylindrical anode with ~ 30 mm$^2$ area. The tests were performed at a residual gas pressure of ~ $10^{-7}$ Torr. Emission characteristics were measured with slowly increasing gap voltage $U(t)$ up to a maximum value...
Then, the voltage was slowly decreased, and the ‘reverse’ branch of the characteristics was registered. The full cycle took approximately 65 seconds. This measurement was performed initially at room temperature and for relatively low $U_{\text{max}}$. If no emission current appeared, the procedure was then repeated with greater $U_{\text{max}}$ and/or higher sample temperature, until a measurable current was yielded. Then the sample was maintained under conditions where the emission current amounted to a few µA. In this situation, the sample’s emission activity usually improved with time, and temperature and applied voltage were correspondingly decreased to stabilize the extracted current. After this activation treatment, the emission characteristics were measured repeatedly.

The performed experiments demonstrated that Ni-C film samples 1, 2 and 3 were capable of low-field electron emission. Their best emission characteristics are showed in Fig. 3. Emission started at threshold field values as low as 2 – 4 V/µm. Such values are very typical for numerous reported observations of low-field emission from various nanostructures, including different types of nanocarbon [1–17]. All characteristics were approximately linear in Fowler-Nordheim coordinates (bottom plot in Fig. 3), which gives evidence for the field-induced nature of the observed emission.

Figure 4 presents a typical temperature dependency of I–V emission plots for one of the samples. A temperature rise notably increased the emission current in comparison with its room-temperature value. Though, the dependency was relatively slow – sample heating to 380 °C resulted only in ~ 100% current growth. In Fowler-Nordheim coordinates (bottom
plot in Fig. 4) the linear emission plot was subject to approximately parallel displacement. The phenomenon of field emission thermal dependency is well known for different forms of nanocarbon [22–24]. It is usually explained by increased electron supply of emission sites due to substrate resistance reduction or increasing transparency of internal junctions, or by an increase of electron population of energy levels associated with surface, defects or dopant atom (that serve as intermediary states in emission mechanism), or by modification of emitter surface (due to out-gassing).

Sample 2 showed the best emission properties among the tested structures, with a threshold field value close to 2 V/µm. As it can be seen in Fig. 2, this film is comprised by separate 20 nm Ni particles. Previously, we observed [16] that purely graphitic carbon films of similar structure and dimensions also showed the best results. Sample 1, where the Ni grains were smaller (∼11 nm), had an emission threshold that was twice as large. This observation is in good agreement with the estimates made in [17], demonstrating that the electric field induced

Fig. 3. Emission I–V plots of film samples measured in straight (top) and Fowler-Nordheim coordinates. The dependencies were measured at 380 ºC.
Field electron emission from a nickel-carbon nanocomposite

Fig. 4. Emission I–V plots of film sample 2 (see details in text and Table 1) measured at different temperatures

by an externally applied field between a substrate and an electrically insulated particle is proportional to particle size. Thus, the tunneling transport of electrons into a larger particle will produce hot electrons of a given energy (that can be responsible for facilitated emission) at lower value of the external field.

Emission from the sample 3 (that initially represented a solid film with 100% substrate coverage) appeared only after intensive activation treatment. We think that the activation which occurred was associated with the damage to the film caused by this procedure, opening a part of substrate surface (see in Fig. 2(c)) to the action of applied field. Its penetration under the film may have resulted in the generation of hot electrons. In contrast, sample 4 represented a film of similar morphology but with greater mechanical strength, that withstood the treatment undamaged. This sample never yielded any detectable emission current in the field up to \( \sim 10 \, \text{V/\mu m} \) at temperatures up to 470 °C. Thus, we can associate emission with field penetration.
in the sample. Surface conductivity of intact film (measured as approximately $10^4$ S/m) is too high to allow substantial field penetration, which is necessary for generation of hot electrons.

The lack of emission for sample 4 also suggests that the nanocones (abundantly present at its surface, see Fig. 2d) did not play a key role in emission. This conclusion can be expanded onto the other samples, where concentration of the nanocones was much lower.

4. Summary

The experiments performed in the present work demonstrated that:
- Ni-C nanocomposite films can be fabricated by the MOCVD method from $(\text{EtCp})_2\text{Ni/H}_2$ gas mixture. The composite has the general form of 10 – 20 nm Ni particles in carbonic matrix. Physical characteristics of the composite can be controlled via parameters of the film deposition process;
- the composite films at silicon substrates can serve as efficient cold electron emitters producing mean current densities in the mA/cm$^2$ range in electric field below 5 V/$\mu$m;
- electron emission was observed only for the films with relatively low effective thickness, with at least a part of the substrate surface open for the action of the applied field. This observation can be naturally explained in the hot-electron emission model.
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STRUCTURAL CHANGES IN INDUSTRIAL GLASSY CARBON AS A FUNCTION OF HEAT TREATMENT TEMPERATURE ACCORDING TO RAMAN SPECTROSCOPY AND X-RAY DIFFRACTION DATA
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Changes in the structure of glassy carbon as a function of heat treatment temperature is investigated by Raman spectroscopy and X-ray diffraction measurements. It is shown that the glassy carbon samples studied can be described as poorly ordered turbostratic nanographite. An increase in temperature leads to some ordering with preservation of the general structural motif. Based on spectroscopic evidence, graphene sheet curvature in the high-temperature glassy carbon samples is suggested.

Keywords: Glassy carbon, nanographite, Raman spectroscopy, X-ray diffraction.

1. Introduction

Glassy carbon (GC)1 is an sp2 carbon material (CM) produced by the pyrolysis of suitable thermoreactive organic polymers. Due to GC’s unique physicochemical properties, such as isotropy, chemical inertness, high mechanical strength, low density, impermeability to gases and liquids, extreme resistance to chemical attack, electrical conductivity, heat conduction, biocompatibility [1,2], this material is widely used in modern high-technologies. GC, produced by the carbonization of oxygen-containing polymers, belongs to the so-called “non-graphitizable” CM which do not transform to graphite even at temperatures of up to 3000 °C [2,4]. Several models were proposed for GC structure based on X-ray and neutron diffraction data as well as those of Raman spectroscopy, SEM, TEM and AFM [4-8], and on model calculations [9,10], however, its atomic-scale structure is not fully elucidated.

Our aim was to follow structural changes in the samples of a typical non-graphitized CM, fabricated at the pilot factory of the State Research Institute of Graphite (NIIGrafit, Moscow) by carbonization of phenol-formaldehyde resin SFG-3038, and heat-treated in a step-wise manner under an inert atmosphere in the interval from 1020 to 2700 °C (the samples are marked as GC1020 etc). To characterize the samples, elemental analysis, Raman spectroscopy and X-ray diffraction (XRD) data were used. The latter measurements were non-destructive and were carried out sequentially, without preliminary sample preparation.

1“Glassy carbon” is a trademark commonly used instead of IUPAC recommended [1] term “glass-like carbon”.

∗Corresponding author.
2. Experimental

Raman spectra were obtained using a laser Raman spectrometer LabRAM (Jobin Yvon). The spectra were excited by a 632.8 nm line of a He-Ne laser, laser power not exceeding 1 mW. The spectra registered from different spots of the sample shears appeared identical, thus pointing to the sample homogeneity. X-ray diffraction patterns were measured in the Bragg-Brentano $\theta/2\theta$ geometry using a DRON-3 automated diffractometer (CuK$_\alpha$ radiation, scanning step 0.02$^\circ$). The curve-fitting analysis of the Raman band contours and diffraction patterns was carried out using a standard Origin 7.5 program with appropriate Lorentzian, Gaussian or Voight functions.

3. Results and Discussion

Raman spectra of GC from various origins have been published and interpreted in many papers, starting from the classical work of Koenig (see, e.g., [11-20]). First-order Raman spectra of GC differ from those of graphite in the widths of the D and G lines and in their intensity ratio, $I_D/I_G > 1$, the latter is also typical for other nano-sized disordered sp$^2$ CM [14-16,20], as well as in the presence of the line in the region of $\sim 1100$ cm$^{-1}$. The region 1000–3200 cm$^{-1}$ of the Raman spectra obtained for the samples studied is presented in Fig. 1 and characterized in Table 1. The overall spectral pattern agrees well with the literature data; in all spectra, the ratio $I_D/I_G > 1$. However, in the Raman spectrum of GC1020, the G and D lines are broadened compared to the spectrum of a typical GC [20]. The second-order Raman spectrum of this sample exhibits very broad and weak bands, typical for all strongly disordered sp$^2$ carbons [13,20]. All this is not surprising, because it is well-known [2,3,13] that at the initial stage of the resin pyrolysis (up to $\sim 1400$ °C), primary carbonization and polymerization of the organic substance takes place with the formation of randomly oriented graphene layers, however, containing an appreciable fraction of heteroatoms. Indeed, according to our elemental analysis data, the sample GC1020 contains only 75% of carbon. Thus, the sample marked GC1020 is in essence not a real glassy carbon. Heat-treatment of GC samples up to 1450 °C increases the carbon content to 98% and in the GC1650 sample it reaches the value of 99.5 %. The Raman spectra exhibit noticeable changes (Fig. 1,3,4, Table 1). The D and 2D lines shift slightly and gradually narrow. The G line becomes more and more asymmetric, and in the spectra of GC2100 and higher, a weak line at 1620 cm$^{-1}$ ($D'$) becomes clearly visible, which points to a turbostratic structure, i.e., to the absence of strict periodicity along the c axis [19,20]. The latter conclusion is also confirmed by a gradual formation in the second-order spectrum of an intense symmetric line at 2650 cm$^{-1}$, corresponding to an overtone 2D. Thus, it is evident from the Raman spectra that an increase in the annealing temperature leads to partial ordering of the condensed aromatic clusters in the ab plane (two-dimensional “quasi-crystallization”) [19].

X-ray diffraction data are fully consistent with the above Raman spectroscopy data (Fig. 2). The diffraction pattern of GC1020 reveals three very broad peaks at $2\theta = 24.0$, 43.6 and 79.7°, which can be assigned to 002, 100 and 110 indices of the graphite lattice. No general-index lines (e.g., 101) were observed. Furthermore, the 100 and 110 lines were strongly asymmetric due to the Warren effect [21,22]. This indicates that the sample GC1020 can be formally described as a nanostructured turbostratic graphite without register in the orientation of adjacent graphene layers and with a very small size of ordered domains. In contrast to bulk graphite, this sample is not prone to preferred orientation. The sample GC2700 additionally contains an admixture of ordered polycrystalline graphite, which is evidenced by the occurrence of 002 line at 26.47° with FWHM of 0.65° (the area under the peak
An increase in annealing temperature leads to the emergence of very weak bands in the low-frequency region of the Raman spectra from 200–500 cm\(^{-1}\) (Fig. 4). Analogous bands were observed for carbon tubular cones, whiskers, polyhedral crystals and nano-onions [23,24], the authors associate them with graphene sheet curvature. For the latter CM, a high Raman intensity of the 2D overtone was observed, the same is true for GC2500 and 2700 (Fig. 1). By analogy, it can be suggested that these facts speak for applicability to the high-temperature GC samples studied of the structural model proposed by Harris [7], which is based on fullerene-related basic units with a high curvature and on the presence of closed voids.
Diffraction patterns of GC samples also evolve as the temperature increases (Fig. 2). The diffraction lines become narrower, the dominant 002 line slightly shifts to a larger scattering angle (to $2\theta \sim 25.5^\circ$), whereas the 110 line slightly shifts to smaller angles (Table 2).

All these changes clearly indicate that some ordering and an increase in effective crystallite size occurred with preservation of the graphite-like main structural motif.

To estimate dimensional characteristics of GC structural units, the X-ray diffraction data were used (a model approach with use of the Debye formula). The results are presented in Fig. 2, right panel.

Thus, both the X-ray and Raman data show that an increase in the heat-treatment temperature leads to a noticeable ordering of aromatic nanoclusters in directions parallel and normal to the graphene layers. However, the general structural motif, that is, poorly ordered turbostratic graphitic nano-particles is still preserved herewith. Gradual formation of a series of new low-frequency weak features in the Raman spectra suggests carbon layer curving which unfortunately has no distinct manifestation in the diffraction data.
Table 2. Changes in the profile parameters of 100 and 002 lines as a function of heat treatment temperature

<table>
<thead>
<tr>
<th>Heat treatment temperature (°C)</th>
<th>FWHM of 100 line (°)</th>
<th>FWHM of 002 line (°)</th>
<th>Position of 002 line (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1020</td>
<td>4.2</td>
<td>7.7</td>
<td>23.97</td>
</tr>
<tr>
<td>1250</td>
<td>4.0</td>
<td>6.9</td>
<td>23.91</td>
</tr>
<tr>
<td>1450</td>
<td>3.2</td>
<td>5.8</td>
<td>24.58</td>
</tr>
<tr>
<td>1650</td>
<td>3.3</td>
<td>5.9</td>
<td>24.67</td>
</tr>
<tr>
<td>1850</td>
<td>2.9</td>
<td>5.2</td>
<td>24.92</td>
</tr>
<tr>
<td>2100</td>
<td>2.5</td>
<td>4.4</td>
<td>25.17</td>
</tr>
<tr>
<td>2450</td>
<td>2.5</td>
<td>3.9</td>
<td>25.21</td>
</tr>
<tr>
<td>2500</td>
<td>2.2</td>
<td>3.1</td>
<td>25.53</td>
</tr>
<tr>
<td>2700</td>
<td>2.4</td>
<td>2.8</td>
<td>25.34</td>
</tr>
</tbody>
</table>
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CARBON ENCAPSULATION OF MAGNETIC METAL NANOPARTICLES: CORRELATION BETWEEN NANOSCALE STRUCTURE OF CARBON MATRIX AND ELECTROMAGNETIC PROPERTIES
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The dependence between the variation of microwave losses by $\alpha - C : H(\text{Co})$ films measured at 10 GHz and alteration of Co content in the film was investigated. It was shown that microwave losses attain maximal value at approximately 33 at.% of cobalt. This dependence may be explained in terms of the formation of Co-containing clusters having various shapes. Because of property of conductive flakes to absorb microwaves, fragments of graphene modified with Co are considered as candidates for the microwave absorption. Estimations of the flake size using Raman and transmission electron microscopy data allow reproduce initial conditions for mathematical simulation of physical properties of the flakes.
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1. Introduction

Metal nanoclusters are promising materials for creation on their basis magnetic media for ultra-high density recording [1] and EM absorbers [2]. Methods for introducing metal clusters in a carbon matrix, also termed as “encapsulation”, are of two types (see, e.g., [3] and [4,5]). In the first method, metallic clusters are encapsulated into carbon cages. In the second method, first developed in [4], nanoclusters are embedded into a matrix of amorphous carbon [4,5]. This technique is less expensive, simpler and more effective than the first one [3] and compatible with thin film technologies for microelectronics. The ensembles of encapsulated clusters may show emerging quantum physical effects [6]. However, modification of hydrogenated amorphous carbon with Co is a more complex problem than encapsulation itself. That may be associated with modification of $sp^2$ part of amorphous carbon by metal [7]. In paper [7] modification of hydrogenated amorphous carbon with Co was performed by Raman spectroscopy that allows one to estimate mean size of graphene fragments. This observation is in a good agreement with sizes derived by transmission electron microscopy images [8], performed for the stacked graphene fragments that were termed in [8] as “graphite clusters”.

Actually, as one might expect for a relatively low concentration, Co atoms are stochastically scattering in the film and may interact with $sp^2$ constituent of the matrix not forming massive Co clusters. This $sp^2$ constituent consists of a set of graphene plane fragments either embedded in an amorphous matrix and isolated from each other by spaces of amorphous material ($sp^3$-bonded) or even forming a network percolating through the sample.
The valuable property of graphene fragments is the possibility to adsorb atoms that may occupy places above and below the planes. These atoms may form two-dimensional fragments of metallic surfaces that may absorb electromagnetic radiation. Actually, if a flake of graphene with adsorbed Co atoms may be formed, Co atoms may organize themselves in a fragment of two-dimensional Co layer attaching to a graphene fragment surface. At the same time classical electrodynamics predicts that two dimensional flakes (e.g. flat elliptical disks) may demonstrate a strong absorption of electromagnetic radiation through the mechanism of surface plasmon excitation. The absorption emerges at microwave frequency wavelengths for in-plane depolarization factor $L = 0$ that is typical for the flakes [9]. Thus, flat metallic particles may absorb microwaves of different polarizations, if the particles are randomly oriented in the volume of the sample. In this paper we revise the dependence of the microwave radiation losses on overall Co concentration for Co-modified films of a-C:H aiming explanation of this dependence.

2. Experimental

Films of $a-C: H(Co)$ were produced in our laboratory by simultaneous sputtering of graphite and cobalt targets by Argon (80%) - Hydrogen (20%) plasma in DC magnetron. The films were deposited on aramide tissue for microwave absorption experiments. Cobalt content was varied by a change of surface of sputtering Co target. Its concentration in the produced films was controlled by Rutherford backscattering method as previously described [7]. Microwave absorption experiments were performed using techniques published elsewhere [6].

3. Discussion and conclusions

We exploited previously published data for microwave absorption [6] for analysis as well as some unpublished data. The dependence of microwave losses measured at 10 GHz on Co content is presented in Fig.1. It is seen that the dependence attains a maximal value for a certain Co content, for approximately 33 at.%. One may speculate that in the area of concentration of Co less than 33 at%, fragments of Co-modified graphene of limited size may exist and may work as absorber of microwaves through excitation of the surface plasmons. But it may mean that for bigger than 33 at.% Co concentration, the formation mechanism for massive three dimensional clusters may dominate over mechanism of Co adsorption by graphene flakes. Quite naturally, for this case, the losses decrease with increased Co concentration, because the obvious change of the depolarization factor $L$ varying from $L = 0$ for in-plane absorption by metal flakes (that corresponds to the absorption of microwaves) to $L = 1/3$ for spherical clusters (that corresponds to shift of maximum absorption of electromagnetic radiation from microwave to visual and ultraviolet regions [9]).

Thus, fragments of Co-intercalated graphene might be responsible for the absorption of microwaves. The hypothesis for the presence of the Co-modified graphene fragments in Co-doped amorphous carbon is consistent with the experimental data presented in [7]. The preliminary results published in [7] might be used for numerical investigation of physical properties of the fragments via ab initio methods. Moreover, TEM image analysis of amorphous carbon, together with analysis of Raman spectra of amorphous carbon modified with Co, provide us with some information about the mean diameter of a mean graphene fragment and mean number of hexagons constituting the fragment [7,8].

For further estimation, one may use a relation between mean number of atoms forming the fragment $N$ and mean number of hexagons: $N = 2(2M + 1)$. If $M$ fluctuates around 20,
Fig. 1. Black squares stand for the dependence of losses of microwaves measured at 10 GHz on Co content for a-C:H(Co) samples. The curve shows the trend therefore $N$ oscillates near 82. For reconstruction of Co-intercalated fragment one may use number of Co atoms equal to number of hexagons.

Thus, the study performed predicts approximate initial conditions for mathematical simulation of fragments of graphene embedded in a matrix of hydrogenated amorphous carbon.

The dependence of microwave losses observed in Fig.1 may be explained exploiting concepts for the existence of conductive 2-dimensional graphene flakes and massive three dimensional Co clusters, contributing to the absorption for different Co concentrations.
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In this study, the results for the solution of the pattern recognition problem are presented — extraction of fluorescence contribution for carbon dots used as biomarkers from the background signals of natural fluorophores and the determination of relative nanoparticle concentration. To solve this problem, artificial neural networks were used. The principal opportunity for solution of the given problem was demonstrated. The used architectures for neural networks allow the detection of carbon dot-based fluorescence within the background of native fluorescent egg protein with sufficiently high accuracy (not lower than 0.002 mg/ml).

Keywords: fluorescence, carbon dots, biomarkers, egg protein, autofluorescence, artificial neural networks.

1. Introduction

One of the problems of modern biotechnologies is development of supersensitive methods for fast visualization of proteins, genes, cells. The latest achievements in the synthesis, bioadaptation and bioconjugation of nanoparticles has permitted the appearance of a new class of optical markers possessing properties capable of changing diagnostics and raise them to higher levels. Carbon dots and nanodiamonds relate to this new class of fluorescence biosensors, capable of replacing dye molecules traditionally used in biomedicine [1-4].

In spite of their ability to intensely fluoresce, organic dye molecules cannot be used for long-term *in vitro* and *in vivo* control because of fast photobleaching and cellular toxicity [5-7]. Quantum dots (QD) and nanodiamonds (ND) do not have these shortcomings. They have excellent photostability at room temperature and high quantum efficiency [1-4, 8]. Yet QD and ND have multi-functional surface which can be modified according to stated problems: for example functionalization of surface can increase biocompatibility of nanoparticles or reduce their cellular toxicity [8-11].

At the present time, the primary method for studying cellular processes is visualization using fluorescence. Background fluorescence represents a serious difficulty. This background fluorescence is the result of superposition of fluorescence bands from native tissue-based fluorophores in the range from 250 to 700 nm. The most important of these native fluorophores are tryptophan, phenylalanine, tyrosine, collagen, flavins and flavoproteins, beta-carotene, porphyins, nucleic acids, vitamins, pigments etc [12, 13]. In Table 1 one can see optical characteristics for the mentioned native fluorophores of biomaterial.
Table 1. Optical characteristics of native fluorophores of biotissue [13]

<table>
<thead>
<tr>
<th>Fluorophores</th>
<th>Absorption maxima</th>
<th>Emission maxima</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collagen, elastin</td>
<td>325 nm</td>
<td>400 nm</td>
</tr>
<tr>
<td>Tryptophan</td>
<td>280 nm</td>
<td>350 nm</td>
</tr>
<tr>
<td>Tyrosine</td>
<td>275 nm</td>
<td>300 nm</td>
</tr>
<tr>
<td>Phenylalanine</td>
<td>260 nm</td>
<td>280 nm</td>
</tr>
<tr>
<td>Pyridoxine</td>
<td>324 nm</td>
<td>400 nm</td>
</tr>
<tr>
<td>NADH</td>
<td>260 nm</td>
<td>440 nm</td>
</tr>
<tr>
<td>Lipofuscin</td>
<td></td>
<td>430–540 nm</td>
</tr>
<tr>
<td>Eosinophils—circulating</td>
<td></td>
<td>440–550 nm</td>
</tr>
</tbody>
</table>

Autofluorescence significantly impedes the monitoring of ongoing processes and the motion of fluorescent nanoparticles. That is why the problem of separating the fluorescence signal of the nanoparticles-markers from the native fluorescence of biological tissue is very urgent. Currently, the problem of background fluorescence is solved either by experimental methods – in order to reduce the background signal, laser incident radiation is focused in very small volume [14] or by optimal choice of the nanoparticle’s properties and functionalization of their surface [10, 11, 15].

In this paper, a suggested means to solve the problem of separating nanoparticle fluorescence from the background native fluorescence of biomaterial is by the method of pattern recognition – by means of artificial neural networks [16]. Despite the very wide application of pattern recognition in biomedicine [17, 18], the authors of this paper are not aware of studies concerning the use of these methods to solve the problem of separating nanoparticle fluorescence from that of native biological tissue.

The aim of this work is the elaboration of a methodology using neural network algorithms to extract the optical response of a certain component of multi-component mixture from the background of overlapped optical responses of the other components.

2. Materials

Egg protein was used as biological tissue. Since the egg is a single cell, then such choice of bioobject excluded difficulties concerned with the introduction of nanoparticles into the cell.

It is known that nanoparticles synthesized via the oxidation of carbon materials have fluorescent properties, they are biocompatible, non-toxic and can be used as fluorescence biosensors [19-22]. In this study, biosensors were elaborated on the basis of carbon dots (CD) synthesized by oxidation of graphite with a mixture of sulfuric (95%) and nitric (68%) acids in a 3:1 ratio (CD were synthesized in International Technology Center, Raleigh, USA) [21].

In Fig. 1, Raman scattering (RS) and fluorescence (FL) spectra of an aqueous suspension of CD (0.01 mg/ml), egg protein and egg protein with introduced nanoparticles (concentration of CD in protein — 0.01 mg/ml) are shown. Excitation wavelength was 405 nm. Band with maximum near 470 nm corresponds to water RS valence band. Carbon dots fluoresce from 430 to 680 nm with a maximum near 500–505 nm (Fig. 1). The native fluorescence of egg protein represents a combination of an intense broad band from 430 to 730 nm with maximum near 480 nm and weaker bands with maxima of 640 nm, 655–660 nm and 675 nm. It follows from Fig. 1 and Table 1 that collagen, elastin, pyridoxine, NADF,
flavins and lipo-pigments make their fluorescence contribution in the main band of FL of egg protein. Weak bands near 640–670 nm are caused by porphyrin fluorescence.

Analysis of spectra shows that bands of CD fluorescence and egg protein strongly overlap but they differ by position of maximum (Fig. 2, Table 1). The FL spectrum of egg protein with introduced CD shows broad band from 400 to 730 nm with maximum near 490–495 nm (at CD concentration 0.01 mg/ml).

It is evident that the motion of nanoparticles in a biological object is among the processes exerting an influence on the intensity and shape of the nanoparticles’ FL. At first, the concentration of CD changes and this changes the intensity of FL. Secondly, surface...
functional groups on the nanoparticles interact with different components of biological tissues. These interactions are very complicated and are still far from being well understood, but they strongly change the FL of both native fluorophores and nanoparticles. Both significant quenching of the nanoparticles’ FL and considerable intensification of FL are possible. That is why it is impossible to construct an analytical model for the change of total FL for egg protein and CD during the motion of nanoparticles in biomaterial. This means that it is impossible to directly solve the problem by usual mathematical methods, and therefore, the inverse problem of extracting the CD fluorescence contribution from the background of protein fluorescence during motion of nanoparticles in cells. In this study, algorithms of artificial neural networks (ANN) were used for the detection of CD fluorescence in the autofluorescence background of the protein.

3. Methods

ANN are widely used to solve problems of pattern recognition. ANN are class of mathematical algorithms showing very high efficiency during the solution of problems of intellectual data mining – problems of approximation, prediction, estimation, classification and pattern recognition. ANN are used for the solution of inverse problems because of their properties, e.g. training by example, high noise-immunity and resistance to contradictory data [16, 23].

In this study, the inverse problem was solved by ANN using an “experimental-based” — approach [24-26]. In this approach, experimental data are used for ANN training. The shortcoming of this approach is insufficient representativity of the data sets, since obtaining an immense amount of experimental material is incredibly tedious work. The main advantages of this approach are: the network is trained with real instrumental noise which raises the accuracy for inverse problem solutions, when ANN is trained directly on experimental data, all molecular interactions are taken into consideration [24-26]. This is very important for our problem, since the object of our research is living biological material whose condition can appreciably change as a result of long-term laser irradiation.

In this context, the following methods using ANN were elaborated in order to solve the stated inverse problem of optical biopsy:

1) Method for detection of CD fluorescence against the background of biotissue autofluorescence by fluorescence spectrum of the sample.

The considered problem is the simplest variant of a classification problem – determination of whether a pattern belongs to one of two non-crossing classes (nanoparticles present — no nanoparticles). A methodology for solving the problem of CD detection by their fluorescence in biological tissues would allow biomarker tracking and ensure targeted delivery of the biologically active supplements attached to the nanoparticle to the desired locations.

2) Method of determining the minimal CD concentration when the presence of nanoparticles is confidently detected against the background of proper biotissue fluorescence, i.e. determination of the threshold of sensitivity for the method as a whole.

3) Method for solving the inverse problem of nanoparticle concentration determination in biomaterials.

The considered inverse problem is rather complicated, but without its solution, the problem of drug delivery by fluorescing nanoparticles remains unsettled. In order to estimate the quantity of drugs or biologically active supplements delivered to the target receptors, it is necessary to determine concentration of nanoparticles that have reached their targets.
4. Experiment

Raman and FL spectra of egg protein with introduced CD were obtained using a laser spectrometer. For excitation of optical signal diode laser (wavelength 405 nm, incident power on the sample 50 mW) was used. Spectra were measured in a stepwise manner with registration by PMT from 430–750 nm. Spectral resolution was 0.5 nm. The temperature of samples during measurement was stabilized at 22.0 ± 0.1 °C. Spectra were corrected for laser power and accumulation time. Further mathematical processing of spectra consisted in subtraction of pedestal caused by elastic scattering of light in the cuvette with the sample, and normalization of spectra to the area of water Raman valence band.

Fig. 3. Spectra of optical response of suspensions of CD in egg protein at different concentrations

Two series of RS and FL spectra were obtained in the experiment for two different egg proteins with introduced CD in the concentration range from 0 to 0.02 mg/ml with increments 0.00075 mg/ml. In Fig. 3, one can see some experimental RS and FL spectra for egg proteins with CD at different concentrations. The obtained data array was used to solve the stated inverse problem using ANN in the context of an “experimental-based” approach.

5. Use of ANN. Results and Discussion

To implement the “experiment-based” approach, both available series of experimental spectra were used: Series 1 (15 spectra in the CD concentration range from 0 to 0.02 mg/ml) and Series 2 (28 spectra in the same concentration range). All spectra in a series were obtained for the same protein, but different series were obtained for different proteins. That is why ANN was trained by data from Series 2, and Series 1 was used as independent data for examination of ANN and testing of its stability against change of protein.

All experimental data were divided into three sets: training (23 patterns), test (5) and examination (15). As the number of patterns was very small, 5 different divisions were used and quantitative results were averaged over all 5 divisions. Every division was performed in a regular manner (for example, every 5-th pattern in the order of increasing CD concentration was taken to the test set). The data of Series 1 were used as the examination set. So, operation of the obtained networks was assessed not just by independent data from
the same experiment, but by data from another experiment. This provided an estimate for the stability of the solution against changes in the object and experimental conditions.

The following adaptive algorithms were used to solve this problem: 1) Perception with one hidden layer, trained by the algorithm of error backpropagation [16]; 2) General regression neural network [23]; 3) Group method of data handling [27]. For all the calculations, software package NeuroShell 2 [28] was used.

Table 2. Values of the mean absolute error (MAE) of determination of CD concentration (in mg/ml) on various data sets for various algorithms of data processing

<table>
<thead>
<tr>
<th>Algorithm \ Data set</th>
<th>Training</th>
<th>Test</th>
<th>Series 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceptron</td>
<td>0.00034</td>
<td>0.00154</td>
<td>0.00405</td>
</tr>
<tr>
<td>GRNN, USF</td>
<td>0.00000</td>
<td>0.00164</td>
<td>0.00172</td>
</tr>
<tr>
<td>GRNN, ICSF</td>
<td>0.00000</td>
<td>0.00066</td>
<td>0.00176</td>
</tr>
<tr>
<td>GMDH</td>
<td>0.00064</td>
<td>0.00061</td>
<td>0.00584</td>
</tr>
</tbody>
</table>

In Table 2, the results obtained with the four described adaptive methods on three data sets (training, test, examination — Series 1) are presented. The results obtained on examination set are the most informative. The obtained results allow us to make the following conclusions.

1) Best results on examination set were demonstrated by both modifications of GRNN. Perceptron showed comparable results on training and test sets but turned out to be substantially less stable against changes in experimental conditions. This is demonstrated by the results obtained on examination set (Series 1).

2) As was expected, the worst stability was demonstrated by GMDH. With such a small number of patterns in the training array (28), the method can construct only very simple models showing sufficiently high results on the training array, but incapable of data generalization.

3) For both modifications of GRNN, mean absolute error on examination set (for Series 1) was about 0.0017 mg/ml (Table 2). This makes it possible to state that the minimum detectable CD concentration against the background of egg protein FL does not exceed 0.002 mg/ml.

The considered problem in its initial statement is characterized by the extremely unfavorable ratio of the number of patterns in the training set (23) and the number of input features (651). That is why the next direction of studies will be the consideration of algorithms which reduce the input dimensionality of the problem, i.e. reduce the number of data input features.

6. Conclusion

In this paper, the principle aim of solving the inverse problem of optical visualization — extraction of nanoparticle fluorescence from the background of an inherently fluorescent biological environment using neural network algorithms has been demonstrated. It has been shown that ANN allow the detection of CD fluorescence against the background of an inherently fluorescent egg protein with sufficiently low concentration threshold for detection (not greater than 0.002 mg/ml). It is worth noting that to obtain a contrasting image of nanoparticle fluorescence in living cells by confocal optical microscopy, the operating concentration of the aqueous suspension introduced into the cell may be 2 orders of magnitude higher than for the ANN method.
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