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PACS 02.30.Tb

We consider the family of operator matrices $H(K)$, $K \in \mathbb{T}^3 := (-\pi; \pi]^3$ acting in the direct sum of zero-, one- and two-particle subspaces of the bosonic Fock space. We find a finite set $\Lambda \subset \mathbb{T}^3$ to establish the existence of infinitely many eigenvalues of $H(K)$ for all $K \in \Lambda$ when the associated Friedrichs model has a zero energy resonance. It is found that for every $K \in \Lambda$, the number $N(K, z)$ of eigenvalues of $H(K)$ lying on the left of $z$, $z < 0$, satisfies the asymptotic relation $\lim_{z \to -0} N(K, z) \log |z|^{-1} = U_0$ with $0 < U_0 < \infty$, independently on the cardinality of $\Lambda$. Moreover, we show that for any $K \in \Lambda$ the operator $H(K)$ has a finite number of negative eigenvalues if the associated Friedrichs model has a zero eigenvalue or a zero is the regular type point for positive definite Friedrichs model.
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1. Introduction

One of the important problems in the spectral theory of Schrödinger operators and operator matrices in Fock space is to study the finiteness or infiniteness (Efimov’s effect) of the number of eigenvalues located outside the essential spectrum. The Efimov effect for the three-particle continuous Schrödinger operator has been discussed in [5]. A rigorous mathematical proof of the existence of this effect was originally carried out by Yafaev [14] and then many works devoted to this subject, see for example [12, 13].

It was shown in [1,2,7] that for the three-particle discrete Schrödinger operator $H_\mu(K)$, the Efimov effect exists only for the zero value of the three-particle quasi-momentum ($K = 0$) and for some value $\mu = \mu_0 > 0$ of the interaction energy of two particles. Moreover, the operator $H_\mu(K)$ has only a finite number of eigenvalues for all sufficiently small nonzero values of $K$ and $\mu > 0$. An asymptote analogous to [12,13] was obtained in [1,2] for the number of eigenvalues of $H_\mu(K)$.

In all above mentioned papers devoted to the Efimov effect, the systems where the number of quasi-particles is fixed have been considered. In solid-state physics theory [10], quantum field theory [6] and statistical physics [9] some important problems arise where the number of quasi-particles is finite, but not fixed.

In the present note, we consider the family of $3 \times 3$ operator matrices $H(K)$, $K \in \mathbb{T}^3$, associated with the lattice systems describing two identical bosons and one particle, another nature in interactions, without conservation of the number of particles. We find a finite set
\( \Lambda \subset \mathbb{T}^3 \) and under some smoothness assumptions on the parameters of a family of Friedrichs models \( h(k), \ k \in \mathbb{T}^3 \), we obtain the following results: if \( h(0) \) has a zero energy resonance, then for the number \( N(K, z) \) of eigenvalues of \( H(K) \) lying on the left of \( z, z < 0 \), we establish the asymptotics \( N(K, z) \sim U_0|\log |z|| \) with \( 0 < U_0 < \infty \) for all \( K \in \Lambda \).

We show the finiteness of negative eigenvalues of \( H(K) \) for \( K \in \Lambda \), if the operator \( h(0) \) has a zero eigenvalue or a zero is the regular type point for \( h(0) \) with \( h(0) \geq 0 \).

We point out that the operator \( H(K) \) has been considered before in [3,4,8] for \( K = 0 \) and \( n = 1 \), where the existence of Efimov’s effect has been proven. Moreover, similar asymptotics for the number of eigenvalues was obtained in [3].

2. Family of \( 3 \times 3 \) operator matrices and main results

We denote by \( \mathbb{T}^3 \) the three-dimensional torus, the cube \((-\pi, \pi]^3\) with appropriately identified sides equipped with its Haar measure. Let \( \mathcal{H}_0 := \mathbb{C} \) be the field of complex numbers, \( \mathcal{H}_1 := L_2(\mathbb{T}^3) \) be the Hilbert space of square integrable (complex) functions defined on \( \mathbb{T}^3 \) and \( \mathcal{H}_2 := L_2^3((\mathbb{T}^3)^2) \) be the Hilbert space of square integrable (complex) symmetric functions defined on \((\mathbb{T}^3)^2\). The spaces \( \mathcal{H}_0, \mathcal{H}_1 \) and \( \mathcal{H}_2 \) are called zero-, one- and two-particle subspaces of a bosonic Fock space \( \mathcal{F}_s(L_2(E)) \) over \( L_2(\mathbb{T}^3) \), respectively.

Let us consider the following family of \( 3 \times 3 \) operator matrices \( H(K), \ K \in \mathbb{T}^3 \) acting in the Hilbert space \( \mathcal{H} := \mathcal{H}_0 \oplus \mathcal{H}_1 \oplus \mathcal{H}_2 \) as:

\[
H(K) := \begin{pmatrix}
H_{00}(K) & H_{01} & 0 \\
H_{01}^* & H_{11}(K) & H_{12} \\
0 & H_{12}^* & H_{22}(K)
\end{pmatrix},
\]

with the entries:

\[
H_{00}(K)f_0 = w_0(K)f_0, \quad H_{01}f_1 = \int_{\mathbb{T}^3} v_0(s)f_1(s)ds, \quad (H_{11}(K)f_1)(p) = w_1(K;p)f_1(p),
\]

\[
(H_{12}f_2)(p) = \int_{\mathbb{T}^3} v_1(s)f_2(p, s)ds, \quad (H_{22}(K)f_2)(p, q) = w_2(K;p, q)f_2(p, q),
\]

where \( f_i \in \mathcal{H}_i, \ i = 0, 1, 2; \ w_0(\cdot) \) and \( v_i(\cdot), \ i = 0, 1 \) are real-valued bounded functions on \( \mathbb{T}^3 \), the functions \( w_1(\cdot; \cdot) \) and \( w_2(\cdot; \cdot; \cdot) \) are defined by the equalities:

\[
w_1(K;p) := l_1\varepsilon(p) + l_2\varepsilon(K - p) + 1, \quad w_2(K;p, q) := l_1\varepsilon(p) + l_1\varepsilon(q) + l_2\varepsilon(K - p - q),
\]

respectively, with \( l_1, l_2 > 0 \) and

\[
\varepsilon(q) := \sum_{i=1}^3 (1 - \cos(nq^{(i)})), \quad q = (q^{(1)}, q^{(2)}, q^{(3)}) \in \mathbb{T}^3, \quad n \in \mathbb{N}.
\]

Here, \( H_{ij}^* \ (i < j) \) denotes the adjoint operator to \( H_{ij} \) and

\[
(H_{01}^*f_0)(p) = v_0(p)f_0, \quad (H_{12}^*f_1)(p, q) = \frac{1}{2}(v_1(p)f_1(q) + v_1(q)f_1(p)), \quad f_i \in \mathcal{H}_i, \ i = 0, 1.
\]

Under these assumptions, the operator \( H(K) \) is bounded and self-adjoint.

We remark that the operators \( H_{01} \) and \( H_{12} \) resp. \( H_{01}^* \) and \( H_{12}^* \) are called annihilation resp. creation operators [6], respectively. In this note, we consider the case where the number of annihilations and creations of the particles of the considering system is equal to 1. It means that \( H_{ij} \equiv 0 \) for all \( |i - j| > 1 \).
We denote by \( \sigma_{\text{ess}}(\cdot) \) and \( \sigma_{\text{disc}}(\cdot) \), respectively, the essential spectrum, and the discrete spectrum of a bounded self-adjoint operator.

To study the spectral properties of the operator \( H(K) \), we introduce a family of bounded self-adjoint operators (Friedrichs models) \( h(k) \), \( k \in \mathbb{T}^3 \), which acts in \( \mathcal{H}_0 \oplus \mathcal{H}_1 \) as follows:

\[
h(k) := \begin{pmatrix} h_{00}(k) & h_{01} \\ h_{01}^* & h_{11}(k) \end{pmatrix},
\]

where

\[
h_{00}(k)f_0 = (l_2\varepsilon(k) + 1)f_0, \quad h_{01}f_1 = \frac{1}{\sqrt{2}} \int_{\mathbb{T}^3} v_1(s)f_1(s)ds,
\]

\[
(h_{11}(k)f_1)(q) = E_k(q)f_1(q), \quad E_k(q) := l_1\varepsilon(q) + l_2\varepsilon(k - q).
\]

It is easily to seen that \( \sigma_{\text{ess}}(h(0)) = [0; 6(l_1 + l_2)] \).

The following theorem describes the location of the essential spectrum of operator \( H(K) \) by the spectrum of the family \( h(k) \) of Friedrichs models.

**Theorem 2.1.** For the essential spectrum of \( H(K) \), the equality

\[
\sigma_{\text{ess}}(H(K)) = \bigcup_{p \in \mathbb{T}^3} \{\sigma_{\text{disc}}(h(K - p)) + l_1\varepsilon(p)\} \cup [m_K; M_K]
\]

holds, where the numbers \( m_K \) and \( M_K \) are defined by:

\[
m_K := \min_{p,q \in \mathbb{T}^3} w_2(K; p, q) \quad \text{and} \quad M_K := \max_{p,q \in \mathbb{T}^3} w_2(K; p, q).
\]

Let us consider the following subset of \( \mathbb{T}^3 \):

\[
\Lambda := \left\{ (p^{(1)}, p^{(2)}, p^{(3)}) : p^{(i)} \in \left\{ 0, \pm \frac{2}{n}\pi, \pm \frac{4}{n}\pi, \ldots; \pm \frac{n'}{n}\pi \right\} \cup \Pi_n, \ i = 1, 2, 3 \right\},
\]

where

\[
n' := \begin{cases} n - 2, & \text{if } n \text{ is even} \\ n - 1, & \text{if } n \text{ is odd} \end{cases} \quad \text{and} \quad \Pi_n := \begin{cases} \{\pi\}, & \text{if } n \text{ is even} \\ \emptyset, & \text{if } n \text{ is odd} \end{cases}
\]

Direct calculation shows that the cardinality of \( \Lambda \) is equal to \( n^3 \). It is easy to check that for any \( K \in \Lambda \), the function \( w_2(K; \cdot, \cdot) \) has non-degenerate zero minimum at the points of \( \Lambda \times \Lambda \), that is, \( m_K = 0 \) for \( K \in \Lambda \).

The following assumption we needed throughout the note: the function \( v_1(\cdot) \) is either even or odd function on each variable and there exists all second order continuous partial derivatives of \( v_1(\cdot) \) on \( \mathbb{T}^3 \).

Let us denote by \( C(\mathbb{T}^3) \) and \( L_1(\mathbb{T}^3) \) the Banach spaces of continuous and integrable functions on \( \mathbb{T}^3 \), respectively.

**Definition 2.2.** The operator \( h(0) \) is said to have a zero energy resonance if the number 1 is an eigenvalue of the integral operator given by:

\[
(G\psi)(q) = \frac{v_1(q)}{2(l_1 + l_2)} \int_{\mathbb{T}^3} \frac{v_1(s)\psi(s)}{\varepsilon(s)}ds, \quad \psi \in C(\mathbb{T}^3)
\]

and at least one (up to a normalization constant) of the associated eigenfunction \( \psi \) satisfies the condition \( \psi(p') \neq 0 \) for some \( p' \in \Lambda \). If the number 1 is not an eigenvalue of the operator \( G \), then we say that \( z = 0 \) is a regular type point for the operator \( h(0) \).
We note that in Definition 2.2, the requirement for the existence of an eigenvalue 1 of \( G \) corresponds to the existence of a solution of \( h(0)f = 0 \) and the condition \( \psi(p') \neq 0 \) for some \( p' \in \Lambda \) implies that the solution \( f \) of this equation does not belong to \( \mathcal{H}_0 \oplus \mathcal{H}_1 \). More precisely, if the operator \( h(0) \) has a zero energy resonance, then the solution \( \psi(\cdot) \) of \( G\psi = \psi \) is equal to \( v_1(\cdot) \) (up to constant factor) and the vector \( f = (f_0, f_1) \), where

\[
f_0 = \text{const} \neq 0, \quad f_1(q) = -\frac{v_1(q)f_0}{\sqrt{2(l_1 + l_2)e(q)}},
\]

obeys the equation \( h(0)f = 0 \) with \( f_1 \in L_1(\mathbb{T}^3) \setminus L_2(\mathbb{T}^3) \). If the operator \( h(0) \) has a zero eigenvalue, then the vector \( f = (f_0, f_1) \), where \( f_0 \) and \( f_1 \) are defined by (2.1), again obeys the equation \( h(0)f = 0 \) and \( f_1 \in L_2(\mathbb{T}^3) \).

Denote by \( \tau_{\text{ess}}(K) \) the bottom of the essential spectrum of \( H(K) \) and by \( N(K, z) \) the number of eigenvalues of \( H(K) \) on the left of \( z, z \leq \tau_{\text{ess}}(K) \).

Note that if the operator \( h(0) \) has either a zero energy resonance or a zero eigenvalue, then for any \( K \in \Lambda \) and \( p \in \mathbb{T}^3 \) the operator \( h(K - p) + l_1e(p)I \) is non-negative, where \( I \) is the identity operator in \( \mathcal{H}_0 \oplus \mathcal{H}_1 \). Hence Theorem 2.1 and equality \( n_{t_K} = 0, K \in \Lambda \) imply that \( \tau_{\text{ess}}(K) = 0 \) for all \( K \in \Lambda \).

The main results of the present note are as follows.

**Theorem 2.3.** Let \( K \in \Lambda \) and one of the following assumptions hold:
(i) the operator \( h(0) \) has a zero eigenvalue;
(ii) \( h(0) \geq 0 \) and a zero is the regular type point for \( h(0) \).

Then the operator \( H(K) \) has a finite number of negative eigenvalues.

**Theorem 2.4.** Let \( K \in \Lambda \). If the operator \( h(0) \) has a zero energy resonance, then the operator \( H(K) \) has infinitely many negative eigenvalues accumulating at zero and the function \( N(K, \cdot) \) obeys the relation:

\[
\lim_{z \to 0} \frac{N(K, z)}{|\log |z||} = U_0, \quad 0 < U_0 < \infty.
\]

**Remark 2.5.** The constant \( U_0 \) does not depend on the functions \( v_0(\cdot), v_1(\cdot) \) and the cardinality of the set \( \Lambda \). It is positive and depends only on the ratio \( l_2/l_1 \).

**Remark 2.6.** Clearly, by equality (2.2), the infinite cardinality of the negative discrete spectrum of \( H(K) \) follows automatically from the positivity of \( U_0 \).

3. Sketch of proof of the main results

For any \( k \in \mathbb{T}^3 \), we define an analytic function \( \Delta(k; \cdot) \) (the Fredholm determinant associated with the operator \( h(k) \)) in \( \mathbb{C} \setminus [E_{\text{min}}(k); E_{\text{max}}(k)] \) by:

\[
\Delta(k; z) := l_2e(k) + 1 - z - \frac{1}{2} \int_{\mathbb{T}^3} \frac{v_1^2(s)ds}{E_k(s) - z},
\]

where the numbers \( E_{\text{min}}(k) \) and \( E_{\text{max}}(k) \) are defined by

\[
E_{\text{min}}(k) := \min_{q \in \mathbb{T}^3} E_k(q) \quad \text{and} \quad E_{\text{max}}(k) := \max_{q \in \mathbb{T}^3} E_k(q).
\]

Set

\[
\Sigma(K) := \bigcup_{p \in \mathbb{T}^3} \{\sigma_{\text{disc}}(h(K - p)) + l_1e(p)\} \cup [m_K; M_K].
\]
Let us consider $2 \times 2$ block operator matrix $\hat{T}(K, z)$, $z \in \mathbb{C} \setminus \Sigma(K)$ acting on $\mathcal{H}_0 \oplus \mathcal{H}_1$ as
\[
\hat{T}(K, z) := \begin{pmatrix} \hat{T}_{00}(K, z) & \hat{T}_{01}(K, z) \\ \hat{T}_{10}(K, z) & \hat{T}_{11}(K, z) \end{pmatrix},
\]
with the entries $\hat{T}_{ij}(K, z) : \mathcal{H}_j \to \mathcal{H}_i$, $i, j = 0, 1$:
\[
\hat{T}_{00}(K, z) g_0 = (1 + z - w_0(K)) g_0, \quad \hat{T}_{01}(K, z) = -H_{01};
\]
\[
(\hat{T}_{10}(K, z) g_0)(p) = -\frac{v_0(p) g_0}{\Delta(K - p; z - l_1 \varepsilon(p))};
\]
\[
(\hat{T}_{11}(K, z) g_1)(p) = \frac{v_1(p)}{2\Delta(K - p; z - l_1 \varepsilon(p))} \int_{\mathbb{T}^3} \frac{v_1(s) g_1(s) ds}{w_2(K; p, s) - z},
\]
g_{i} \in \mathcal{H}_i$, $i = 0, 1$.

The following lemma is an analog of the well-known Faddeev’s result for the operator $H(K)$ and establishes a connection between eigenvalues of $H(K)$ and $\hat{T}(K, z)$.

**Lemma 3.1.** The number $z \in \mathbb{C} \setminus \Sigma(K)$ is an eigenvalue of the operator $H(K)$ if and only if the number $\lambda = 1$ is an eigenvalue of the operator $\hat{T}(K, z)$. Moreover, the eigenvalues $z$ and $1$ have the same multiplicities.

The inclusion $\Sigma(K) \subset \sigma_{\text{ess}}(H(K))$ in the proof of Theorem 2.1 is established with the use of a well-known Weyl criterion. An application of Lemma 3.1 and analytic Fredholm theorem (see, e.g., Theorem VI.14 in [11]) proves inclusion $\sigma_{\text{ess}}(H(K)) \subset \Sigma(K)$.

To find conditions which guarantee for the finiteness or infiniteness of the number of eigenvalues of $H(K)$, $K \in \Lambda$, we establish in which cases the bottom of the essential spectrum of $\hat{h}(0)$ is a threshold energy resonance or eigenvalue.

**Lemma 3.2.** (i) The operator $\hat{h}(0)$ has a zero eigenvalue if and only if $\Delta(0; 0) = 0$ and $v_1(q') = 0$ for all $q' \in \Lambda$;

(ii) The operator $\hat{h}(0)$ has a zero energy resonance if and only if $\Delta(0; 0) = 0$ and $v_1(q') \neq 0$ for some $q' \in \Lambda$.

Since $\Delta(K - p; z - l_1 \varepsilon(p)) > 0$ for any $K, p \in \mathbb{T}^3$ and $z < \tau_{\text{ess}}(K)$, one can define a symmetric version of the operator $\hat{T}(K, z)$ for $z < \tau_{\text{ess}}(K)$, which is important in our analysis of the discrete spectrum of $H(K)$, $K \in \mathbb{T}^3$. So, we consider the self-adjoint compact $2 \times 2$ block operator matrix $T(K, z)$, $z < \tau_{\text{ess}}(K)$ acting on $\mathcal{H}_0 \oplus \mathcal{H}_1$ as follows:
\[
T(K, z) := \begin{pmatrix} T_{00}(K, z) & T_{01}(K, z) \\ T_{10}^{*}(K, z) & T_{11}(K, z) \end{pmatrix},
\]
with the entries $T_{ij}(K, z) : \mathcal{H}_j \to \mathcal{H}_i$, $i, j = 0, 1$:
\[
T_{00}(K, z) g_0 = (1 + z - w_0(K)) g_0, \quad T_{01}(K, z) g_1 = -\int_{\mathbb{T}^3} \frac{v_0(s) g_1(s) ds}{\sqrt[\Delta]{K - s; z - l_1 \varepsilon(s)}};
\]
\[
(T_{11}(K, z) g_1)(p) = \frac{v_1(p)}{2\sqrt{\Delta(K - p; z - l_1 \varepsilon(p))}} \int_{\mathbb{T}^3} \frac{v_1(s) g_1(s) ds}{\sqrt[\Delta]{K - s; z - l_1 \varepsilon(s)}}(w_2(K; p, s) - z),
\]
g_{i} \in \mathcal{H}_i$, $i = 0, 1$.

To prove Theorem 2.3, first we show $N(K, z) = n(1, T(K, z))$ (so-called Birman-Schwinger principle for the operator $H(K)$), where $n(1, A)$ is the number of the eigenvalues
(counted multiplicities) of the compact operator $A$ bigger than 1. Then, under the conditions of Theorem 2.3, we prove that the operator $T(K, z)$ is continuous from the left up to $z = 0$ and $T(K, 0)$ is a compact operator. Using the Weyl inequality,

$$n(\lambda_1 + \lambda_2, A_1 + A_2) \leq n(\lambda_1, A_1) + n(\lambda_2, A_2)$$

for the sum of compact operators $A_1$ and $A_2$, and for any positive numbers $\lambda_1$ and $\lambda_2$, we have

$$n(1, T(K, z)) \leq n(1/2, T(K, 0)) + n(1/2, T(K, z) - T(K, 0))$$

for all $z < 0$. Hence, $\lim_{z \to 0} N(K, z) = N(K, 0) \leq n(1/2, T(K, 0)) < \infty$.

The study of the behavior of $T(K, z)$, $K \in \Lambda$, that is, proof of Theorem 2.4, is based on the analysis of the behavior of $\Delta(K - p; z - l_1\varepsilon(p))$ as $z \to -0$ and $|p - p'| \to 0$ for $K, p' \in \Lambda$.

Set

$$\Lambda_0 := \{q' \in \Lambda : v_1(q') \neq 0\}.$$

**Lemma 3.3.** Let the operator $\mathcal{h}(0)$ have a zero energy resonance and $K, p' \in \Lambda$. Then, the following decomposition:

$$\Delta(K - p; z - l_1\varepsilon(p)) = \frac{2\pi^2}{n^2(l_1 + l_2)^{3/2}} \left( \sum_{q' \in \Lambda_0} v^2_2(q') \right) \sqrt{\frac{l_1^2 + 2l_1l_2}{l_1 + l_2}} |p - p'|^2 - \frac{2z}{n^2}$$

$$+ O(|p - p'|^2) + O(|z|),$$

holds for $|p - p'| \to 0$ and $z \to -0$.

By applying Lemma 3.3, we single out the principal part of the operator $T(K, z)$ $K \in \Lambda$ as $z \to -0$, which is unitarily equivalent to the compact integral operator $S_R$, $R = 1/2 |\log |z||$ in $L_2((0, R), L_2(S^2))$ with the kernel

$$S(y, t) := \frac{1}{4\pi^2} \left( \frac{l_1 + l_2}{\sqrt{l_1^2 + 2l_1l_2}} \right) \frac{1}{(l_1 + l_2) \cosh y + l_2 t},$$

where $S^2$ be the unit sphere in $\mathbb{R}^3$; $y = x - x'$, $x, x' \in (0, R)$ and $t = \langle \xi, \eta \rangle$ is the inner product of the arguments $\xi, \eta \in S^2$.

The eigenvalue asymptotics for the operator $S_R$ have been studied in detail by Sobolev [12], by employing an argument used in the calculation of the canonical distribution of Toeplitz operators.
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We consider the one-dimensional photonic crystal composed of an infinite number of parallel alternating layers filled with a metamaterial and vacuum. We assume the metamaterial is an isotropic, homogeneous, dispersive and non-absorptive medium. We use a single Lorentz contribution and assume the permittivity and permeability are equal. Using the time and coordinate Fourier transforms and the Floquet-Bloch theorem, we obtain systems of equations for TE and TM modes, which ones are identical. We consider radiative and evanescent regimes for the metamaterial and vacuum layers and find sets of frequencies, where the metamaterial has the positive or negative refractive index. We use a numerical approach. As a result, we obtained the photonic band gap structure for different frequency intervals and ascertain how it changes with modification of the system parameters. We observe the non-reflection effect for any directions for a certain frequency but this fails with the layer width modification.
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1. Introduction

Materials with a periodically modulated refractive index function of spatial coordinates are known as photonic crystals (PCs). Photonic crystals occur in nature over millions of years. Biological systems were using nanometer-scale architectures, which are the natural photonic structures, to produce striking optical effects [1].

Extensive studies on PCs began with these pioneering works [2, 3]. The propagation of electromagnetic (EM) wave in the PC depends on its frequency and can be forbidden. The forbidden frequencies make up the forbidden bands or so-called photonic band gaps (PBGs). Analogously, the permitted frequencies make up the permitted bands [4, 5]. Forbidden and permitted bands comprise the so-called PBG structure. The PBGs lead to various applications of PCs such as perfect dielectric mirror [6], nonlinear effects [7], resonant cavities [8], PC fibers [9], waveguides [10], and PC devices, e.g., ultra-fast, efficient and high power nanocavity lasers, optical buffer and storage components [11].

The simplest model of a PC is the one-dimensional PC (1DPC). The 1DPC is a system of alternating layers with different refractive indices. Using negative index materials (NIMs) [12, 13] in 1DPCs can lead to unusual phenomena, such as spurious modes with complex frequencies, discrete modes and photon tunneling modes [14]. Therefore, numerous investigations of 1DPC composed of layers filled with positive index materials (PIMs) and NIMs, have been performed recently [15-21]. But, most of these investigations consider nondisperdive systems, i.e., the permittivity and permeability (and therefore, the refractive index) are the same for all frequencies of EM waves.
The goal of our work is to obtain the PBG structure for a system of alternating layers filled with a metamaterial and vacuum. We assume the metamaterial is an isotropic, homogeneous, dispersive and non-absorptive medium. We also assume the permittivity and permeability have the identical expression. We use a single Lorentz contribution to describe them [22, 23]. Therefore, for a certain frequency interval, the metamaterial has a negative refractive index and behaves like a NIM (NIM case). For other frequencies, it has a positive refractive index and behaves like a PIM (PIM case). We have a chance to compare the NIM case with the PIM case. Also, we are interested in the dependence of the PBG structure upon the system’s parameters.

2. Model

2.1. Maxwell’s equations

We consider the Maxwell’s equations in a differential form:

\[
\frac{d\mathbf{D}}{dt}(\mathbf{x}, t) = \nabla \times \mathbf{H}(\mathbf{x}, t),
\]

\[
\frac{d\mathbf{B}}{dt}(\mathbf{x}, t) = -\nabla \times \mathbf{E}(\mathbf{x}, t),
\]

\[
\nabla \cdot \mathbf{D}(\mathbf{x}, t) = 0,
\]

\[
\nabla \cdot \mathbf{B}(\mathbf{x}, t) = 0,
\]

where \( \mathbf{x} \) is the vector located in the \( \{ \mathbf{e}_i \}_{i=1}^3 \) Cartesian basis, \( \nabla \) is the Hamilton operator, \( \times \) is a cross product symbol, \( \cdot \) is an inner product symbol as well as a symbol for the matrix product. Also, we consider the auxiliary field equations:

\[
\mathbf{D}(\mathbf{x}, t) = \varepsilon_0 \mathbf{E}(\mathbf{x}, t) + \mathbf{P}(\mathbf{x}, t),
\]

\[
\mathbf{B}(\mathbf{x}, t) = \mu_0 [\mathbf{H}(\mathbf{x}, t) + \mathbf{M}(\mathbf{x}, t)],
\]

where

\[
\mathbf{P}(\mathbf{x}, t) = \varepsilon_0 \int_{t_0}^{t} \chi_e(\mathbf{x}, t - s) \cdot \mathbf{E}(\mathbf{x}, s) \, ds,
\]

\[
\mathbf{M}(\mathbf{x}, t) = \int_{t_0}^{t} \chi_m(\mathbf{x}, t - s) \cdot \mathbf{H}(\mathbf{x}, s) \, ds,
\]

and \( \varepsilon_0 \) and \( \mu_0 \) are the electric and magnetic constants (\( \varepsilon_0 \mu_0 = 1/c^2 \), where \( c \) is the speed of light in vacuum), \( \chi_e(\mathbf{x}, t) \) and \( \chi_m(\mathbf{x}, t) \) are the electric and magnetic susceptibility tensors. We use the causality condition \( \chi_e(\mathbf{x}, t) = \chi_m(\mathbf{x}, t) = 0 \) for \( t < t_0 \) and assume \( t_0 = 0 \). We also use the passivity condition [23]. Then, the electromagnetic energy,

\[
U_{em}(t) = \frac{1}{2} \int [\mathbf{E}^2(\mathbf{x}, t) + \mathbf{H}^2(\mathbf{x}, t)] \, d\mathbf{x},
\]

is a non-increasing function of time. With the causality and passivity conditions and the auxiliary field formalism (AFF), the system has a proper time evolution [23]. In case the initial fields are square integrable they remain so for all later times.

We use the Fourier transform with \( t \) time,

\[
\hat{f}(\omega) = \int_{-\infty}^{+\infty} f(t) e^{-i\omega t} \, dt, \quad f(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \hat{f}(\omega) e^{i\omega t} \, d\omega,
\]

to obtain the Maxwell’s equations (1)–(4) in relation on \( \omega \) frequency

\[
i\omega \mathbf{D}(\mathbf{x}, \omega) = \nabla \times \mathbf{H}(\mathbf{x}, \omega),
\]
\begin{align}
  i\omega \hat{B}(x,\omega) &= -\nabla \times \hat{E}(x,\omega), \quad (9) \\
  \nabla \cdot \hat{D}(x,\omega) &= 0, \quad (10) \\
  \nabla \cdot \hat{B}(x,\omega) &= 0. \quad (11)
\end{align}

The auxiliary field equations (5) and (6) after the Fourier transform (7) are expressed as follows:

\begin{align}
  \hat{D}(x,\omega) &= \varepsilon_0 \varepsilon(x,\omega) \cdot \hat{E}(x,\omega), \quad (12) \\
  \hat{B}(x,\omega) &= \mu_0 \mu(x,\omega) \cdot \hat{H}(x,\omega), \quad (13)
\end{align}

where

\begin{align*}
  \varepsilon(x,\omega) &= 1 + \hat{\chi}_e(x,\omega), \\
  \mu(x,\omega) &= 1 + \hat{\chi}_m(x,\omega).
\end{align*}

Substituting expressions for \(\hat{D}(x,\omega)\) and \(\hat{B}(x,\omega)\) from equations (12) and (13) into equations (8), (9), (10), and (11), we obtain the following relations:

\begin{align}
  i\omega \varepsilon_0 \varepsilon(x,\omega) \hat{E}(x,\omega) &= \nabla \times \hat{H}(x,\omega), \quad (14) \\
  i\omega \mu_0 \mu(x,\omega) \hat{H}(x,\omega) &= -\nabla \times \hat{E}(x,\omega), \quad (15) \\
  \nabla \cdot \hat{E}(x,\omega) &= 0, \\
  \nabla \cdot \hat{H}(x,\omega) &= 0.
\end{align}

We examine the system composed of infinite count of parallel layers. \(\mathbf{e}_1, \mathbf{e}_2\) unit vectors set the plane of the layer’s surfaces. \(\mathbf{e}_3\) unit vector set the \(x\) axis. We assume a translation invariance along the plane of layer’s surfaces. There are two types of layers. The first one is \(\Delta_1\) in width and filled with a metamaterial. The second one is \(\Delta_2\) in width and filled with a vacuum. Layers alternate with each other. Then, \(\Delta_1 + \Delta_2\) is the period of the system. Thus, the system is a 1DPC, and it is enough to consider only two layers, e.g., the metamaterial layer located between \(x = 0\) and \(x = \Delta_1\) coordinates (let its index be \(j = 1\)) and the vacuum layer located between \(x = \Delta_1\) and \(x = \Delta_1 + \Delta_2\) coordinates (let its index be \(j = 2\)).

We assume that the metamaterial layers are isotropic and homogeneous media. Therefore, the permittivity and permeability in all metamaterial layers are scalar functions only of the one \(\omega\) frequency variable, i.e., \(\varepsilon(x,\omega) = \varepsilon(\omega) U\) and \(\mu(x,\omega) = \mu(\omega) U\). Also, we assume the metamaterial layers are dispersive and non-absorptive media. In that case, the susceptibilities consist of a sum of Lorentz contributions [22]. We deal with a single dispersive Lorentz contribution [23]. We assume that the permittivity and permeability of the metamaterial stand equal and

\[
  \varepsilon(\omega) = \mu(\omega) = 1 - \frac{\Omega^2}{\omega^2 - \omega_0^2}, \quad (16)
\]

where \(\Omega\) and \(\omega_0\) are constants, and \(\varepsilon(\omega) = \mu(\omega) = 1\) in vacuum. From equation (16) it follows that for different \(\omega\) frequencies the metamaterial behaves like a PIM or NIM (and we have the PIM or NIM system). For every \(\omega\) inside the \((\omega_0, \omega_2)\) interval (NIM interval) the \(\varepsilon(\omega)\) and \(\mu(\omega)\) values are negative and the metamaterial is the NIM, where \(\omega_2 = \sqrt{\omega_0^2 + \Omega^2}\), \(\varepsilon(\omega_2) = \mu(\omega_2) = 0\), and \(\varepsilon(\omega_0 + 0) = \mu(\omega_0 + 0) = -\infty\). For every \(\omega\) inside the \((0, \omega_0)\) or \((\omega_2, +\infty)\) intervals (first and second PIM interval, correspondingly) the \(\varepsilon(\omega)\) and \(\mu(\omega)\) values are positive and the metamaterial is the PIM, where \(\varepsilon(\omega_0 - 0) = \mu(\omega_0 - 0) = +\infty\). For \(\omega_1 = \sqrt{\omega_0^2 + \Omega^2/2}\) in the metamaterial \(\varepsilon(\omega_1) = \mu(\omega_1) = -1\), where \(\omega_1\) is so-called NIM frequency [23].
Expressing the $\hat{H}(x, \omega)$ value from equation (15), substituting it into equation (14) and recalling $\varepsilon_0 \mu_0 = 1/c^2$, we obtain the Helmholtz equation for $j$-th layer ($j = 1, 2$) as follows:

$$\nabla \times \nabla \times \hat{E}_j(x, \omega) = (\omega/c)^2 \varepsilon_j(\omega) \mu_j(\omega) \hat{E}_j(x, \omega).$$ \hspace{1cm} (17)

Let $k = \{k_1, k_2, k_3\}$ be a three-dimensional wave vector with $k$ length, where $k = k(\omega) = (\omega/c)^2 \varepsilon(\omega) \mu(\omega)$, $\kappa = \{k_1, k_2, 0\} = \kappa \mathbf{e}_\kappa$ be a two-dimensional wave vector with $\kappa$ coordinate along the $\mathbf{e}_\kappa$ unit vector, which is parallel to the plane of layer’s surfaces, $\zeta = \{0, 0, k_3\} = \zeta \mathbf{e}_3$ is an one-dimensional wave vector parallel to the $x$ axis with the $\zeta$ coordinate, where $\zeta^2 = \zeta^2(\omega, \kappa) = k^2(\omega) - \kappa^2 = (\omega/c)^2 \varepsilon(\omega) \mu(\omega) - \kappa^2$. Therefore, $\mathbf{e}_3 \times \mathbf{e}_\kappa$ is a parallel to the plane of layer’s surfaces unit vector. The set of $\mathbf{e}_\kappa$, $\mathbf{e}_3 \times \mathbf{e}_\kappa$, $\mathbf{e}_3$ unit vectors forms the Cartesian basis.

The considered system is the 1DPC. Then, to obtain the following one-dimensional expression of the Helmholtz equation (17), we use the Fourier transform with $x_1$ and $x_2$ coordinates of $x^\perp = \{x_1, x_2, 0\}$ vector:

$$g_\kappa(x) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} e^{i(k_1 x_1 + k_2 x_2)} g(x) dx_1 dx_2 = \int_{R^2} e^{i \kappa \cdot x^\perp} g(x) dx^\perp,$$ \hspace{1cm} (18)

$$g(x) = \frac{1}{(2\pi)^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} e^{-i(k_1 x_1 + k_2 x_2)} g_\kappa(x) dx_1 dx_2 = \frac{1}{(2\pi)^2} \int_{R^2} e^{-i \kappa \cdot x^\perp} g_\kappa(x) d\kappa.$$

The Fourier transformed (18) Hamilton operator is

$$\nabla_\kappa = \left( i \kappa + \frac{\partial}{\partial x_3} \mathbf{e}_3 \right).$$

Then,

$$\left[ \nabla \times \nabla \times \hat{E}_j(x, \omega) \right]_\kappa = \left( i \kappa + \frac{\partial}{\partial x_3} \mathbf{e}_3 \right) \times \left( i \kappa + \frac{\partial}{\partial x_3} \mathbf{e}_3 \right) \times \hat{E}_{\kappa, j}(x, \omega),$$

and the Fourier transformed Helmholtz equation (17) is expressed as follows:

$$\left( i \kappa + \frac{\partial}{\partial x_3} \mathbf{e}_3 \right) \times \left( i \kappa + \frac{\partial}{\partial x_3} \mathbf{e}_3 \right) \times \hat{E}_{\kappa, j}(x, \omega) = (\omega/c)^2 \varepsilon_j(\omega) \mu_j(\omega) \hat{E}_{\kappa, j}(x, \omega),$$

or in a matrix form:

$$M_{\kappa, j}(\omega, \kappa) \cdot \hat{E}_{\kappa, j}(x, \omega) = 0,$$ \hspace{1cm} (19)

where

$$M_{\kappa, j}(\omega, \kappa) = \begin{pmatrix} \frac{\partial^2}{\partial x_2^2} + (\omega/c)^2 \varepsilon_j(\omega) \mu_j(\omega) & 0 & -i\kappa \frac{\partial}{\partial x} \\ 0 & \frac{\partial^2}{\partial x_2^2} + \zeta_j^2(\omega, \kappa) & 0 \\ -i\kappa \frac{\partial}{\partial x} & 0 & \zeta_j^2(\omega, \kappa) \end{pmatrix}$$

is presented in $\{\mathbf{e}_\kappa, \mathbf{e}_3 \times \mathbf{e}_\kappa, \mathbf{e}_3\}$ basis. Equation (19) has the following TE part:

$$\left( \frac{\partial^2}{\partial x_2^2} + \zeta_j^2(\omega, \kappa) \right) \hat{E}_{\kappa, j}(x, \omega) \bigg|_{e_3 \times e_\kappa} = 0,$$ \hspace{1cm} (20)

and the following TM part:

$$\left( \frac{\partial^2}{\partial x_2^2} + (\omega/c)^2 \varepsilon_j(\omega) \mu_j(\omega) \right) \hat{E}_{\kappa, j}(x, \omega) \bigg|_{e_\kappa} = i\kappa \frac{\partial}{\partial x} \hat{E}_{\kappa, j}(x, \omega) \bigg|_{e_3},$$ \hspace{1cm} (21)

$$i\kappa \frac{\partial}{\partial x} \hat{E}_{\kappa, j}(x, \omega) \bigg|_{e_\kappa} = \zeta_j^2 \hat{E}_{\kappa, j}(x, \omega) \bigg|_{e_3},$$ \hspace{1cm} (22)
where for a certain $\mathbf{A}$ vector, $\mathbf{A}_e^\perp$ notation means its projection on the $\mathbf{e}$ unit vector. Equations (21) and (22) are expressed as follows:

$$
\left( \frac{\partial^2}{\partial x^2} + \zeta_j^2(\omega, \kappa) \right) \mathbf{E}_{\kappa,j}(x, \omega) \bigg|_{\mathbf{e}_3} = 0,
$$

(23)

$$
\mathbf{E}_{\kappa,j}(x, \omega) \bigg|_{\mathbf{e}_3} = \frac{1}{i \kappa} \frac{1}{\zeta_j^2(\omega, \kappa)} \frac{\partial}{\partial x} \mathbf{E}_{\kappa,j}(x, \omega) \bigg|_{\mathbf{e}_3}.
$$

(24)

To obtain the $\mathbf{E}_{\kappa,j}(x, \omega)$ value, it is enough to solve equations (20) and (23) and use equation (24). Equations (20) and (23) have the same structure and can be written as follows:

$$
\left( \frac{\partial^2}{\partial x^2} + \zeta_j^2(\omega, \kappa) \right) E_j(x, \omega) = 0,
$$

(25)

where $E_j(x, \omega) = \mathbf{E}_{\kappa,j}(x, \omega) \bigg|_{\mathbf{e}_3 \times \mathbf{e}_\kappa}$ for TE mode or $E_j(x, \omega) = \mathbf{E}_{\kappa,j}(x, \omega) \bigg|_{\mathbf{e}_\kappa}$ for TM mode.

2.2. Boundary conditions

Layers in the system are divided by plane unbounded surfaces. The general form of standard boundary conditions for the surface located between considered layers at the $x = \Delta_1$ coordinate, is presented as follows:

$$
(\mathbf{E}_1 - \mathbf{E}_2) \times \mathbf{e}_3 = 0,
$$

(26)

$$
(\mathbf{H}_1 - \mathbf{H}_2) \times \mathbf{e}_3 = 0,
$$

(27)

$$
(\mathbf{D}_1 - \mathbf{D}_2) \cdot \mathbf{e}_3 = 0,
$$

(28)

$$
(\mathbf{B}_1 - \mathbf{B}_2) \cdot \mathbf{e}_3 = 0,
$$

(29)

where $\mathbf{E}_j = \mathbf{E}_j(\bar{x}, t)$, $\mathbf{H}_j = \mathbf{H}_j(\bar{x}, t)$, $\mathbf{D}_j = \mathbf{D}_j(\bar{x}, t)$, and $\mathbf{B}_j = \mathbf{B}_j(\bar{x}, t)$ stand for the one-sided limits with $x \to \Delta_1$, $x = \bar{x}^\perp + x \mathbf{e}_3$, and $\bar{x} = \bar{x}^\perp + \Delta_1 \mathbf{e}_3$ (left-sided ones are for $j = 1$ and right-sided ones are for $j = 2$). After the Fourier transform (7), equations (26)–(29) are expressed as follows: $x = \Delta_1$

$$
\left( \mathbf{\hat{E}}_1(\bar{x}, \omega) - \mathbf{\hat{E}}_2(\bar{x}, \omega) \right) \times \mathbf{e}_3 = 0,
$$

(30)

$$
\left( \mathbf{\hat{H}}_1(\bar{x}, \omega) - \mathbf{\hat{H}}_2(\bar{x}, \omega) \right) \times \mathbf{e}_3 = 0,
$$

(31)

$$
(\varepsilon_1(\omega)\mathbf{\hat{E}}_1(\bar{x}, \omega) - \varepsilon_2(\omega)\mathbf{\hat{E}}_2(\bar{x}, \omega)) \cdot \mathbf{e}_3 = 0,
$$

(32)

$$
(\mu_1(\omega)\mathbf{\hat{H}}_1(\bar{x}, \omega) - \mu_2(\omega)\mathbf{\hat{H}}_2(\bar{x}, \omega)) \cdot \mathbf{e}_3 = 0.
$$

(33)

Let us consider the case of TM mode. It is enough to use the following coordinate representation of equations (30) and (32):

$$
\left( \mathbf{\hat{E}}_1(\bar{x}, \omega) - \mathbf{\hat{E}}_2(\bar{x}, \omega) \right) \bigg|_{\mathbf{e}_\kappa^\perp} = 0,
$$

(33)

$$
\left( \varepsilon_1(\omega)\mathbf{\hat{E}}_1(\bar{x}, \omega) - \varepsilon_2(\omega)\mathbf{\hat{E}}_2(\bar{x}, \omega) \right) \bigg|_{\mathbf{e}_\kappa} = 0.
$$

(34)

After the Fourier transform (18), equations (33) and (34) are expressed as follows:

$$
\left( \mathbf{\hat{E}}_{1,n}(\bar{x}, \omega) - \mathbf{\hat{E}}_{2,n}(\bar{x}, \omega) \right) \bigg|_{\mathbf{e}_\kappa^\perp} = 0,
$$

(33)

$$
\left( \varepsilon_1(\omega)\mathbf{\hat{E}}_{1,n}(\bar{x}, \omega) - \varepsilon_2(\omega)\mathbf{\hat{E}}_{2,n}(\bar{x}, \omega) \right) \bigg|_{\mathbf{e}_\kappa} = 0.
$$

(34)
Recalling $E_j(x, \omega) = \hat{E}_{\kappa,j}(x, \omega)$ for TM mode and using equation (24), we obtain:

$$E_1(\Delta_1, \omega) = E_2(\Delta_1, \omega),$$

(35)

$$\frac{\partial E_1}{\partial x}(\Delta_1, \omega) = \frac{\varepsilon_2(\omega) \zeta_2^2(\omega, \kappa) \partial E_2}{\varepsilon_1(\omega) \zeta_2^2(\omega, \kappa)}(\Delta_1, \omega).$$

(36)

Now we consider the case of TE mode. It is enough to use the following coordinate representation of equations (30) and (31):

$$(\hat{E}_1(\bar{x}, \omega) - \hat{E}_2(\bar{x}, \omega)) \big|_{e_3 \times e_n} = 0,$$

(37)

$$(\hat{H}_1(\bar{x}, \omega) - \hat{H}_2(\bar{x}, \omega)) \big|_{e_3 \times e_n} = 0.$$  

(38)

From equation (15) we have

$$\hat{H}_j(x, \omega) = -\frac{1}{i\omega \mu_0 \mu_j(\omega)} \nabla \times \hat{E}_j(x, \omega).$$

Then, equation (38) is expressed as follows:

$$\left( \nabla \times \hat{E}_1(x, \omega) - \frac{\mu_1(\omega)}{\mu_2(\omega)} \nabla \times \hat{E}_2(x, \omega) \right) \bigg|_{e_3 \times e_n} \bigg|_{x=\bar{x}} = 0.$$

Projecting on the $e_\kappa$ unit vector and using the fact that $\hat{E}_j(x, \omega) \big|_{e_3} = 0$ for TE mode, we obtain

$$\frac{\partial}{\partial x} \left( \hat{E}_1(x, \omega) - \frac{\mu_1(\omega)}{\mu_2(\omega)} \hat{E}_2(x, \omega) \right) \bigg|_{e_3 \times e_n} \bigg|_{x=\bar{x}} = 0.$$  

(39)

After Fourier transform (18), equations (37) and (39) are expressed as follows:

$$(\hat{E}_{1,\kappa}(\bar{x}, \omega) - \hat{E}_{2,\kappa}(\bar{x}, \omega)) \big|_{e_3 \times e_n} = 0,$$

$$(\hat{E}_{1,\kappa}(x, \omega) - \frac{\mu_1(\omega)}{\mu_2(\omega)} \hat{E}_{2,\kappa}(x, \omega)) \bigg|_{e_3 \times e_n} \bigg|_{x=\bar{x}} = 0,$$

Recalling $E_j(x, \omega) = \hat{E}_{\kappa,j}(x, \omega) \big|_{e_3 \times e_n}$, we obtain:

$$E_1(\Delta_1, \omega) = E_2(\Delta_1, \omega),$$

(40)

$$\frac{\partial E_1}{\partial x}(\Delta_1, \omega) = \frac{\mu_1(\omega) \partial E_2}{\mu_2(\omega)}(\Delta_1, \omega).$$

(41)

Now let us consider the surface located at the $x = \Delta_1 + \Delta_2$ coordinate between the considered vacuum layer ($j = 2$) and the next metamaterial layer (we denote it with the $j = 3$ index). The standard boundary conditions for this surface are presented by equations (26)–(29), where $j = 1$ should be replaced with $j = 3$, $x \to \Delta_1 + \Delta_2$, and the field functions are calculated as left-handed limits for $j = 2$ and right-handed limits for $j = 3$. Analogously to the way we expressed equations (35), (36), (40), and (41) for the surface at the $x = \Delta_1$ coordinate, we obtain the following relations for the surface at the $x = \Delta_1 + \Delta_2$ coordinate for the TM mode:

$$E_3(\Delta_1 + \Delta_2, \omega) = E_2(\Delta_1 + \Delta_2, \omega),$$

(42)

$$\frac{\partial E_3}{\partial x}(\Delta_1 + \Delta_2, \omega) = \frac{\varepsilon_2(\omega) \zeta_2^2(\omega, \kappa) \partial E_2}{\varepsilon_3(\omega) \zeta_2^2(\omega, \kappa)}(\Delta_1 + \Delta_2, \omega).$$

(43)
and for the TE mode:

\[ E_3(\Delta_1 + \Delta_2, \omega) = E_2(\Delta_1 + \Delta_2, \omega), \tag{44} \]

\[ \frac{\partial E_3}{\partial x}(\Delta_1 + \Delta_2, \omega) = \frac{\mu_3(\omega)}{\mu_2(\omega)} \frac{\partial E_2}{\partial x}(\Delta_1 + \Delta_2, \omega). \tag{45} \]

The considered system is periodic. Therefore, \( \varepsilon_3(\omega) = \varepsilon_1(\omega), \ \mu_3(\omega) = \mu_1(\omega), \ \zeta_3(\omega, \kappa) = \zeta_1(\omega, \kappa) \), and we can use the Floquet-Bloch theorem [24, 25, 26]. This theorem states that if \( E \) is a field in a periodic medium with periodicity \( \Delta \), then it has to satisfy

\[ E(x + \Delta) = e^{i\theta} E(x), \]

where \( \theta \) is a yet undefined wave vector, called the Bloch wave vector. Application of the Floquet-Bloch theorem with \( \Delta = \Delta_1 + \Delta_2 \) leads to the following equations:

\[ E_3(\Delta_1 + \Delta_2, \omega) = E_1(0, \omega)e^{i\theta(\Delta_1+\Delta_2)}, \]

\[ \frac{\partial E_3}{\partial x}(\Delta_1 + \Delta_2, \omega) = \frac{\partial E_1}{\partial x}(0, \omega)e^{i\theta(\Delta_1+\Delta_2)}, \]

where functions with \( j = 3 \) and \( j = 1 \) indices denote left- and right-sided limits respectively. Thus, equations (42) and (43), which correspond to the TM mode, are expressed as follows:

\[ E_1(0, \omega) = E_2(\Delta_1 + \Delta_2, \omega)e^{-i\theta(\Delta_1+\Delta_2)}, \tag{46} \]

\[ \frac{\partial E_1}{\partial x}(0, \omega) = \frac{\varepsilon_2(\omega)}{\varepsilon_1(\omega)} \frac{\partial E_2}{\partial x}(\Delta_1 + \Delta_2, \omega)e^{-i\theta(\Delta_1+\Delta_2)}. \tag{47} \]

Equations (44) and (45), which correspond to the TE mode, are obtained as follows:

\[ E_1(0, \omega) = E_2(\Delta_1 + \Delta_2, \omega)e^{-i\theta(\Delta_1+\Delta_2)}, \tag{48} \]

\[ \frac{\partial E_1}{\partial x}(0, \omega) = \frac{\mu_1(\omega)}{\mu_2(\omega)} \frac{\partial E_2}{\partial x}(\Delta_1 + \Delta_2, \omega)e^{-i\theta(\Delta_1+\Delta_2)}. \tag{49} \]

Thus, we have two sets of equations: (35), (36), (46), and (47) for the TM mode and (40), (41), (48), and (49) for the TE mode.

### 2.3. Solutions

Solutions of equation (25) are obtained through the fundamental solution system as follows:

\[ E_1(x, \omega) = Ae^{i\zeta_1 x} + Be^{-i\zeta_1 x}, \tag{50} \]

\[ E_2(x, \omega) = Ce^{i\zeta_2 x} + De^{-i\zeta_2 x}, \tag{51} \]

where \( A, B, C, \) and \( D \) are unknown coefficients, \( \zeta_j = \zeta_j(\omega, \kappa) \) for \( j = 1, 2 \). Using the solutions (50) and (51), we obtain two algebraic systems of equations for the unknown coefficients \( A, B, C, \) and \( D \). The first one is composed of equations (35), (36), (46), and (47). The second one composed of equations (40), (41), (48), and (49). To solve the first system, we denote the corresponding matrix of the system coefficients in the following manner:

\[
K_1(\omega, \kappa) = \begin{pmatrix}
    e^{i\zeta_1 \Delta_1} & e^{-i\zeta_1 \Delta_1} & -e^{i\zeta_2 \Delta_1} & -e^{-i\zeta_2 \Delta_1} \\
    e^{i\zeta_1 \Delta_1} & -e^{-i\zeta_1 \Delta_1} & -e^{i\zeta_2 \Delta_1} & -e^{-i\zeta_2 \Delta_1} \\
    1 & 1 & e^{i\zeta_1 (\Delta_1 + \Delta_2)} & -e^{-i\zeta_1 (\Delta_1 + \Delta_2)} \\
    1 & -1 & e^{i\zeta_1 (\Delta_1 + \Delta_2)} & -e^{-i\zeta_1 (\Delta_1 + \Delta_2)} \\
\end{pmatrix},
\]
where $\varepsilon_j = \varepsilon_j(\omega)$ and $\zeta_j = \zeta_j(\omega, \kappa)$ for $j = 1, 2$, and compare the det $K_1(\omega, \kappa)$ determinant to zero. Then, we obtain the following relation:

$$
(e^{-i\theta(\Delta_1+\Delta_2)})^2 - \left[ \frac{\sigma_1^+ \sigma_2^+}{4} \left( 1 + e^{i2\zeta_1 \Delta_1} e^{i2\zeta_2 \Delta_2} \right) + \frac{\sigma_1^- \sigma_2^-}{4} \left( e^{i2\zeta_1 \Delta_1} + e^{i2\zeta_2 \Delta_2} \right) \right] \times e^{-i\kappa_1 \Delta_1} e^{-i\kappa_2 \Delta_2} e^{-i\theta(\Delta_1+\Delta_2)} + 1 = 0,
$$

where $\sigma_{k,l}^\pm = \frac{e^{i\zeta_l \Delta_k} \pm 1}{e^{i\zeta_k \Delta_l}}$ with $k = 1$ and $l = 2$, or $k = 2$ and $l = 1$, $\varepsilon_j = \varepsilon_j(\omega)$ and $\zeta_j = \zeta_j(\omega, \kappa)$ for $j = 1, 2$.

To solve the second system, we also denote the corresponding matrix of the system coefficients in the following manner:

$$
K_2(\omega, \kappa) = \begin{pmatrix}
\varepsilon_{i1}^\zeta_1 \Delta_1 & -\varepsilon_{i1}^\zeta_2 \Delta_1 & -\varepsilon_{i2} \Delta_1 \\
\varepsilon_{i1} \Delta_1 & -\varepsilon_{i1}^\zeta_1 \Delta_1 & -\varepsilon_{i2} \Delta_1 \\
1 & 1 & -\mu_1 \zeta_2 e^{-i\zeta_2 \Delta_1} e^{-i\theta(\Delta_1+\Delta_2)} + \mu_2 \zeta_2 e^{-i\zeta_2 \Delta_1} e^{-i\theta(\Delta_1+\Delta_2)} \\
1 & 1 & -\mu_1 \zeta_2 e^{-i\zeta_2 \Delta_1} e^{-i\theta(\Delta_1+\Delta_2)} + \mu_2 \zeta_2 e^{-i\zeta_2 \Delta_1} e^{-i\theta(\Delta_1+\Delta_2)}
\end{pmatrix},
$$

where $\mu_j = \mu_j(\omega)$ and $\zeta_j = \zeta_j(\omega, \kappa)$ for $j = 1, 2$, and compare the det $K_2(\omega, \kappa)$ determinant to zero. Then, recalling $\varepsilon_1(\omega) = \mu_1(\omega)$ and $\varepsilon_2(\omega) = \mu_2(\omega)$, we obtain the relation, which is identical to equation (52). This means that we have the identical PBG structure for the TE and TM modes.

3. Numerical results and discussion

3.1. PBG structure

We use a numerical approach to study the PBG structure of the considered 1DPC. We search for $\omega$ and $\kappa$ values where the equality (52) holds true with any $\theta$ value that belongs to the $(0, 2\pi/\Delta)$ interval. In the first part of our numerical investigation, we fix the constants $\Delta_1 = \Delta_2 = 10$ $\theta m^{-1}$, $\omega_0 = 30$ THz, $\Omega = 90$ THz, and intervals for $\omega$ values from 0-240 THz (then the $\omega/c$normalized frequency has values from 0-0.8×10^6 m^{-1}) and for $\kappa$ values from 0-0.8 $\theta m^{-1}$ (i.e., to 0.8×10^6 m^{-1}).

In accordance with the investigation [23], the $\zeta_j(\omega, \kappa)$ value in equation (52) can be real or distinctly imaginary. If $\zeta_j(\omega, \kappa)$ is real then in the $j$-th layer the radiative regime is observed else the evanescent regime. Thus, we have four different areas for $(\omega, \kappa)$ values (Fig. 1).

The PBG structure is presented in Fig. 2 and Fig. 3. In areas with numbers 1 and 3 for $\omega < \omega_2$, where $\omega_2 = 94.86$ THz (Fig. 1) and the radiative regime for the metamaterial is observed (see Fig. 2 and (a)-(d) in Fig. 3), there are a set of permitted bands, which ones comprise one continuous band for $\kappa = 0$ and become narrower and converge to a linear bands with increased $\kappa$ values. Also, the permitted become narrower and more thickly located when $\omega$ approaches $\omega_0$. For the NIM and first PIM intervals we observe different PBG structures. Namely, with increased $\kappa$ values, the linear permitted bands are bent in the left side for the NIM interval and in the right side for the PIM interval (see (a)-(d) in Fig. 3 and Fig. 2, respectively).

In both areas marked number 4 (Fig. 1), there are no permitted bands, except the one band with $\omega$ values besides the $\omega_1 = 70.35$ THz NIM frequency (see (d) in Fig. 3). With increased $\kappa$ values, the permitted band becomes narrower and converges to the $\omega_1$ value, i.e., for the NIM frequency, there is no reflection effect for all $\kappa$ values. This fact was discussed for the finite periodic system, similar to that considered in [27], for the NIM single layer in...
Fig. 1. Areas of the radiative and evanescent regimes. Black unbroken lines divide the $(\omega, \kappa)$ space into areas. Areas with number 1 correspond to cases when the radiative regime is observed in the metamaterial and vacuum simultaneously. Area number 2 corresponds to the case when the evanescent regime is observed in the metamaterial and the radiative regime is observed in the vacuum. Area number 3 corresponds to the case when the radiative regime is observed in the metamaterial and the evanescent regime is observed in the vacuum. Areas with number 4 correspond to the cases when the evanescent regime is observed in the metamaterial and vacuum simultaneously. The vertical dotted line corresponds to the $\omega_0 = 30$ THz frequency. $\omega_1 = 70.35$ THz is the NIM frequency, i.e., $\varepsilon_1(\omega_1) = \mu_1(\omega_1) = -1$. For the $\omega_2 = 94.86$ THz frequency $\varepsilon_1(\omega_2) = \mu_1(\omega_2) = 0$

vacuum [28], and for the system, composed of two half spaces filled with NIM and vacuum [23].

In the area with the number 1 for $\omega > \omega_2$ (see Fig. 1 and (e) in Fig. 3), there are no forbidden bands, except the narrow band that follows the boundary divided areas with numbers 1 and 2. The PBG structure of the second PIM interval is different from the ones for the first PIM and the NIM intervals (see (e) and (a)-(d) in Fig. 3 and Fig. 2, respectively).

The area with the number 2 (Fig. 1) has only two permitted bands. The first one arises at $\omega_2$ and follows the boundary divided areas with numbers 2 and 4 (see (e) in Fig. 3). The second permitted band is located near the $\omega_1$ NIM frequency (see (d) in Fig. 3).

3.2. Modification of Lorentz contribution parameters

Now, we examine the band gap structure of the considered system for the different values of $\omega_0$ and $\Omega$. We consider the following cases:
A) $\omega_0 = 30$ THz and $\Omega = 30$ THz
B) $\omega_0 = 30$ THz and $\Omega = 60$ THz
C) $\omega_0 = 60$ THz and $\Omega = 30$ THz
D) $\omega_0 = 30$ THz and $\Omega = 75$ THz
E) $\omega_0 = 75$ THz and $\Omega = 30$ THz
Fig. 2. Dependences of PBG structure on the $\omega$ frequency and $\kappa$ values for TE and TM mode simultaneously. Permitted bands are gray, forbidden bands are white. Dotted lines divide the $(\omega, \kappa)$ space into four different areas (see Fig. 1). The metamaterial behaves like PIM.

The D and E cases are as additional ones. We fix the constants $\Delta_1 = \Delta_2 = 10 \ \eta m^{-1}$ and the intervals for $\omega$ values from 0-90 THz (then the $\omega$/normalized frequency has values from $0-0.3 \times 10^6 \ m^{-1}$) and for $\kappa$ values from $0-0.3 \ \eta m^{-1}$ (i.e., to $0.3 \times 10^6 \ m^{-1}$). As we noted above, $(\omega, \kappa)$ values comprise four different areas (Fig. 4).

Let us consider the doubling of the $\Omega$ constant, i.e., the A and B cases. It brings to a broadening of the radiative regime area for the metamaterial layers. The $\omega_2$ value increases from 42.42 to 67.08 THz and the NIM interval of the $\omega$ frequency becomes wider but the first PIM interval of the $\omega$ frequency remains unchanged (see (a) and (b) in Fig. 4). The permitted bands become narrower and more thickly located (see (a) and (b) in Fig. 5). The permitted band, which contains the NIM frequency, redoubles along the $\omega$ axis (see (d) and (e) in Fig. 5). For the A, B and D cases we consider the $\omega$ frequency intervals of the same 24 THz length with the beginning in $\omega_2$ (see (a), (b), and (c) in Fig. 6). With increasing of the $\Omega$ constant, the permitted band in the 2 area (Fig. 4) becomes narrower and the adjacent
Fig. 3. Dependences of PBG structure on the $\omega$ frequency and $\kappa$ values for TE and TM mode simultaneously. Permitted bands are grey, forbidden bands are white. Dotted lines divide the $(\omega, \kappa)$ space into four different areas (see Fig. 1). The metamaterial behaves like NIM (a)-(d), and PIM (e).

Now, we consider the doubling of the $\omega_0$ constant, i.e., the A and C cases. As for the A and B cases, it elicits a broadening of radiative regime area for the metamaterial layers. The $\omega_2$ value also increases from 42.42 to 67.08 THz, but the NIM interval of the $\omega$ frequency becomes narrower and the PIM interval of the $\omega$ frequency becomes wider (see (a) and (c) in Fig. 4). With increased $\kappa$ values, the permitted bands become narrower but not as quickly as in the A case. The permitted band, which contains the NIM frequency, have lost about half of its width along the $\omega$ axis (see (d) and (f) in Fig. 5). Analogously, with the A, B and D cases, for the A, C and E cases we consider the $\omega$ frequency intervals of the same 24 THz length with the beginning in $\omega_2$ (see (a), (d), and (e) in Fig. 6). With increasing of the $\omega_0$ constant, the permitted band in the 2 area (Fig. 4) becomes narrower. It seems that...
Fig. 4. Areas of the radiative and evanescent regimes. Black unbroken lines divide the (ω, κ) space into areas. Areas with number 1 correspond to the cases when the radiative regime is observed in the metamaterial and vacuum simultaneously. Area number 2 corresponds to the case when the evanescent regime is observed in the metamaterial and the radiative regime is observed in the vacuum. Area number 3 corresponds to the case when the radiative regime is observed in the metamaterial and the evanescent regime is observed in the vacuum. Areas with number 4 correspond to the cases when the evanescent regime is observed in the metamaterial and vacuum simultaneously. The vertical dotted line corresponds to the ω₀ frequency. The A, B, and C cases are presented in (a), (b), and (c), respectively.

The forbidden band located between that permitted and the next band remains unchanged in width along the κ axis.

3.3. Modification of layer’s width

The third our numerical investigation consists in changing of the ∆₁ and ∆₂ parameters. We fix ω₀ = 30 THz, Ω = 90 THz and use the four following combinations:

a) \( ∆₁ = ∆₂ = 10 \) \( \eta m \) (see (a) in Fig. 7-10)

b) \( ∆₁ = 20 \) \( \eta m \) and \( ∆₂ = 10 \) \( \eta m \) (see (b) in Fig. 7-10)

c) \( ∆₁ = 10 \) \( \eta m \) and \( ∆₂ = 20 \) \( \eta m \) (see (c) in Fig. 7-10)

d) \( ∆₁ = 10 \) \( \eta m \) and \( ∆₂ = 100 \) \( \eta m \) (see (d) in Fig. 7-10 and (e) in Fig. 8)

With the each combination, we obtain the PBG structure of the considered system for different ω frequencies:

1) from 0 till 18 THz (Fig. 7)

2) from 36 till 42 THz (Fig. 8)

3) from 42 till 96 THz (Fig. 9)

4) from 90 till 120 THz (Fig. 10)
Fig. 5. Dependences of PBG structure on the $\omega$ frequency and $\kappa$ values for TE and TM mode simultaneously. Permitted bands are grey, forbidden bands are white. Dot lines divide the $(\omega, \kappa)$ space on four different areas (see Fig. 4). The A case is presented in (a) and (d). The B case is presented in (b) and (e). The C case is presented in (c) and (f).

We obtain that doubling of the $\Delta_1$ parameter (the $a$ and $b$ combinations) results in the approximately two-fold narrowing of the permitted and forbidden bands simultaneously (see (a) and (b) in Fig. 7-10). The permitted band, which contains the NIM frequency, is split into two bands (see and (b) in Fig. 9). There is no more absence of reflection for the NIM frequency, which is observed with the $a$ combination (see (a) in Fig. 9).

Increasing of the $\Delta_2$ parameter ($a$, $c$, and $d$ combinations) results in a faster narrowing of the permitted bands with increased $\kappa$ values (see (c) and (d) in Fig. 7-10), than is observed for the $a$ combination (see (a) in Fig. 7-10). It seems that the permitted bands for small $\kappa$ values become narrower and shift to the zero $\omega$ value. Also, for the $d$ combination we observe conglutination of adjacent permitted bands (see (d) in Fig. 7 and (d) and (e) in Fig. 8). The right 1 area and the 2 area (Fig. 1) are filled with narrow linear permitted bands, which ones are bent approximately parallel to the bound between areas 1 and 2 (see (d) in Fig. 10).
Fig. 6. Dependences of PBG structure on the \( \omega \) frequency and \( \kappa \) values for TE and TM mode simultaneously. Permitted bands are gray, forbidden bands are white. Dotted lines divide the \((\omega, \kappa)\) space into four different areas (see Fig. 4). The A, B, C, D, and E cases are presented in (a), (b), (c), (d), and (e), respectively.

The permitted band, which contains the NIM frequency, is split into two bands (see (c) and (d) in Fig. 9). As with the \( b \) combination, there is no more absence of reflection for the NIM frequency, which is observed with the \( a \) combination (see (a) in Fig. 9).

4. Conclusions

In this paper, we solved the problem of obtaining the PBG structure for a system composed of an infinite number of alternating parallel layers filled with a metamaterial and vacuum, i.e., for the 1DPC. We assumed the Fourier transformed permittivity and permeability stood equal and were expressed through a singly dispersive Lorentz term (16). This produced identical PBG structures for TE and TM modes. We considered combinations for the radiative and evanescent regimes in metamaterial and vacuum layers.
Fig. 7. Dependences of PBG structure on the $\omega$ frequency and $\kappa$ values for TE and TM mode simultaneously. Permitted bands are gray, forbidden bands are white. Dotted lines divide the $(\omega, \kappa)$ space into four different areas (Fig. 1). The $a$, $b$, $c$, and $d$ combinations are presented in (a), (b), (c), and (d), respectively.

We obtained that for the radiative regime in metamaterial layers and both regimes in vacuum layers, there is a set of forbidden and permitted bands, ones which become narrower with the tending of the $\omega$ frequency to approach the $\omega_0$ constant of the single Lorentz term expression (16). For the $\omega$ frequency intervals, where the metamaterial behaves like the NIM or PIM, we observe the different PBG structures. For the NIM frequency we observe the no reflection effect for any directions. This fact was discussed earlier for finite layered systems [23, 27, 28].

With an increase in the $\Omega$ parameter, we observed the increasing of the $\omega$ frequency interval, where the metamaterial behaves like NIM. The PBG structure became wider. With an increase in the $\omega_0$ parameter, we observed a widening of the $\omega$ frequency interval, where the metamaterial behaves like a PIM, but for decreasing values, the metamaterial behaves like a NIM. The PBG structure became more extended along the $\kappa$ axis.

With increased $\Delta_1$ metamaterial layer width, the PBG structure became wider. With increased $\Delta_2$ vacuum layer width, the permitted bands were accumulated in the $(\omega, \kappa)$ area, where the radiative regime for the metamaterial and vacuum is observed simultaneously. For other $(\omega, \kappa)$ areas, the permitted bands converged to the lines. In both cases (grow of $\Delta_1$ or $\Delta_2$) the permitted band contained the NIM frequency was split into two bands, i.e., there is no more absence of reflection for the NIM frequency, which was observed earlier. This fact disagrees with results for finite layered systems [23, 27, 28] and thus, is cause for increased interest.
Fig. 8. Dependences of PBG structure on the $\omega$ frequency and $\kappa$ values for TE and TM mode simultaneously. Permitted bands are gray, forbidden bands are white. Dotted lines divide the $(\omega, \kappa)$ space into four different areas (Fig. 1). The $a$, $b$, $c$, and $d$ combinations are presented in (a), (b), (c), and (d), respectively.
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FIG. 9. Dependences of PBG structure on the $\omega$ frequency and $\kappa$ values for TE and TM mode simultaneously. Permitted bands are gray, forbidden bands are white. Dotted lines divide the $(\omega, \kappa)$ space into four different areas (Fig. 1). The $a$, $b$, $c$, and $d$ combinations are presented in (a), (b), (c), and (d), respectively.

Fig. 10. Dependences of PBG structure on the $\omega$ frequency and $\kappa$ values for TE and TM mode simultaneously. Permitted bands are gray, forbidden bands are white. Dotted lines divide the $(\omega, \kappa)$ space into four different areas (Fig. 1). The $a$, $b$, $c$, and $d$ combinations are presented in (a), (b), (c), and (d), respectively.
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1. Introduction

One of the basic problems of modern optics is medium creation, thanks to which, we can process and control a signal. Among such media, the Bragg media (in which the refractive index is periodically spatially-modulated) is of great interest [1–3]. As much as the medium has a periodically variable refractive index, the light pulse propagates more slowly in it, than in a medium with any fixed refractive index. This makes it possible to construct optical delay lines based on such media, which are useful for femtosecond spectroscopy for example. Such behavior can be understood in essence, providing that the light pulse is reflected and then interferes at the interface of media with different refractive indices. Additional introduction of nonlinearity into that sort of media leads to qualitatively new effects [4–6]. Particularly, Bragg solitons can be formed in such systems. They are revealed as a specified counter assembly of waves, banded in such a manner to move collectively with reduced speed. At the same time, rising interest in carbon nanotube (CNT) physics and particularly heightened attention to the study of CNT nonlinear properties leads to the conclusion that carbon nanotubes, with their characteristic nonlinear optical properties, can be non-conventional material for the nonlinear Bragg media formation [7–9]. Note that carbon nanotube usage perspectives in nonlinear optics in particular for optical bullet formation have been mentioned in some research accounts. All the above-mentioned facts gave impetus for this investigation.

2. Basic equations

Research of carbon nanotube electronic structure is done using the tight-binding approximation within the framework of p electron dynamics. Dispersion expression for zigzag carbon nanotubes \((m, 0)\) has the form [10]:

\[
E(p) = \pm \gamma \sqrt{1 + 4 \cos (ap_z) \cos (\pi s/m) + 4 \cos^2 (\pi s/m)},
\] (1)
where $\gamma = 2.7$ eV, $a = 3b/2\hbar$, $b = 0.152$ nm is a distance between carbon neighbor atoms and quasimomentum $p$ is defined by $(p_z, s)$, $s = 1, 2 \ldots m$.

We will describe the pulse electromagnetic field by virtue of Maxwell equations in Coulomb calibration \[11\] $E = -\nabla A/c\partial t$ while constructing the model of few-cycle optical pulse propagation in the Bragg media with allowance for nanotube system in the case of geometry presented in the Fig. 1. The vector-potential has the form $A = (0, 0, A_z(x, t))$:  

$$\frac{\partial^2 A}{\partial x^2} - \frac{n^2(x)}{c^2} \frac{\partial^2 A}{\partial t^2} + \frac{4\pi}{c} j = 0,$$

where $n(x)$ defines a spatial variation of a refraction index, i.e. the Bragg grating, $j$ is the current resulting from the electric pulse field exposure on conduction band electrons of carbon nanotubes. Here, we neglect the diffractive blooming of laser beam in directions orthogonal to the distribution axis. The electric field of a template is also disregarded. Within the framework of our model interband transitions are neglected, this fact limits the laser pulse frequency, which belongs to the near-infrared region. Note that since typical CNT dimension and distance between nanotubes much less than the size of typical spatial domain wherein a few cycle pulse is localized, we can use the continuous medium approximation and suppose a current apportioned by volume.

A typical length when the Bragg medium refractive index changes essentially turned out to be greater and dispenses additional constraints.

Since the typical relaxation time for CNT electrons can be estimated by $3 \cdot 10^{-13}$ s \[12\], then the electron ensemble at a time peculiar to few cycle optical pulse dynamics problems (around $10^{-14}$ s) can be described by collision less kinetic Boltzmann equation \[13\]:

$$\frac{\partial f}{\partial t} - \frac{q}{c} \frac{\partial A_z}{\partial t} \frac{\partial f}{\partial p} = 0,$$

where $f = f (p_z, s,t)$ is a distribution function, implicitly dependent on coordinate. Moreover, the distribution function $f$ at the initial moment aligns with the equilibrium distribution Fermi function $F_0$ as follows:
where \( T \) is a temperature, \( k_b \) is the Boltzmann constant.

For the current density \( j = (0, 0, j_z) \):

\[
j_z = \frac{q}{\pi \hbar} \sum_s \int dp_z v_z f, \tag{4}
\]

where \( v_z = \partial E(p) / \partial p_z \) is the group velocity. By characteristics method [14] from the equation (3), we can obtain the following:

\[
j_z = \frac{q}{\pi \hbar} \sum_s \int_{-q_0}^{q_0} dp_z v_z \left[ p - \frac{q}{c} A_z(t) \right] F_0(p). \tag{5}
\]

Integration in (5) is over the first Brillouin zone and \( q_0 = 2\pi \hbar / 3b \). The group velocity can be expanded to Fourier series, the dispersion law taken into account:

\[
v_z(s, x) = \sum_m a_{ms} \sin(mx),
\]

where

\[
a_{ms} = \frac{1}{\pi} \int_{-\pi}^{\pi} v_z(s, x) \sin(mx) dx
\]

are expansion coefficients decreasing with increase in \( m \).

Finally the effective equation can be represented in the form [15]:

\[
\frac{\partial^2 A_z}{\partial x^2} - \frac{n^2(x)}{c^2} \frac{\partial^2 A_z}{\partial t^2} + \frac{q}{\pi \hbar} \sum_m c_m \sin \left( \frac{maq}{c} A_z(t) \right) = 0,
\]

\[
c_m = \sum_m a_{ms} b_{ms}, \quad b_{ms} = \int_{-q_0}^{q_0} dp_z \cos(maqz) F_0(p). \tag{6}
\]

Since the coefficients \( c_m \) decrease with increase in \( m \), then in the sum (6) for estimation it is possible to confine to the first two summands and obtain the double equations sin-Gordon [16]. Study of this equation gives us the fact that the character of single pulse break-up depends heavily on its velocity. With an increase in velocity the pulses interact more elastically and minority of their energy goes to vibrational modes [17].

3. Results of numerical modelling

Equation (6) was solved numerically by applying the explicit finite-difference leap-frog scheme [18]. The time and coordinate steps are chosen according to standard stability criterion, and then were reduced until the solution changed in the eighth significant character. The initial conditions for vector potential were chosen in the form:

\[
A_{t=0} = A_0 \exp \left\{ -\frac{x^2}{\gamma^2} \right\}, \quad \frac{dA}{dt} \bigg|_{t=0} = \frac{2vx}{\gamma^2} A_0 \exp \left\{ -\frac{(x - vt)^2}{\gamma^2} \right\} \tag{7}
\]

The refractive index of medium in process was simulated as

\[
n(x) = n_0 \left( 1 + \alpha \cos \left( 2\pi x / \chi \right) \right).
\]
The first outcome, depicted in Fig. 2, relates to the fact that in presence of the Bragg grating few cycle pulse propagates steadily and, as it follows from the linear analysis, more slowly than in the case of no grating.

![Figure 2. Few cycle optical pulse evolution at the fixed moment of time T without Bragg grating (3); with Bragg grating present (2); and at the moment of time 2T (1) and 3T (4) with Bragg grating present. The dimensionless time is along the x-axis, the dimensionless amplitude is along the y-axis.](image)

Note that the presence of a lattice predictably leads to pulse shape deformation due to the interference of waves which have a partial reflection. The running pulse delay is correlated with the same interference.

Numerical modeling results, in terms of the lattice constant $\chi$, are represented in Fig. 3. As expected, a few cycle pulse propagates faster with an increase in the lattice constant. It is evident that the pulse will propagate at full throttle under the infinite lattice constant, due to lack of interference processes. This was confirmed as a consequence of numeric computation. Note also that the pulse shape has significant disturbance.

The following result relates to dependence of both form and few cycle pulse velocity on modulation depth of the refraction index $\alpha$, which is depicted in Fig. 4.

Conspicuously, an increase in the modulation depth $\alpha$ leads to both a pulse delay (by the reasons mentioned above) and a change in its shape due to strong interference. Particularly, the most significant change is at the pulse front and its asymptotic form, in our opinion, this is due to reflection at lattice process and further interference. The obtained results may be also useful for predictions of pulse spread value under pulse delay by means of the Bragg grating in a carbon nanotube medium.
Fig. 3. The pulse shape evolution with various period $\chi (1), 2\chi (2), 3\chi (3)$ at the fixed moment of time under propagation in CNT system. The dimensionless time is along the $x$-axis, the dimensionless amplitude is along the $y$-axis.

Fig. 4. The pulse shape evolution with various modulation depth $\alpha (1), 3\alpha (2), 5\alpha (3)$ under the propagation in CNT system. The dimensionless time is along the $x$-axis, the dimensionless amplitude is along the $y$-axis.
4. Summary

This study allows to make the following observations:

1. Few cycle optical pulse propagation in the Bragg medium with carbon nanotubes is steady. As expected, the presence of Bragg grating deforms pulse shape, and also delays its propagation by virtue of counter wave interference.

2. It is stated that the lattice constant affects the velocity of few cycle pulse propagation. The increase in the lattice constant causes the pulse to less reflect from the lattice sites whereupon its velocity increases. Thus, we can manage the pulse propagation velocity by varying the lattice constant, which is important for solution of applied optics problems.

3. Both the pulse delay and its shape change come with the refractive index modulation enhancement by virtue of strong interference. Particularly strong changes in shape can be seen at the front of few cycle optical pulse.
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The technique of optical micro-structuring of metal films based on processes of metal atoms adsorption on the surface of crystalline substrate and simultaneous controllable photo-stimulated desorption of atoms by non-uniform laser beam illumination is presented. The experiments were performed for sodium atom deposition on a sapphire substrate. The sapphire substrate was illuminated through a commercial linear mire with a pitch of 10 $\mu$m by a 440 nm laser beam with 1W/cm$^2$ intensity. This provides the nonuniform spatial distribution of the illumination intensity over the sapphire surface and optical control of sodium atom deposition on the sapphire substrate, preventing the nucleation and growth of the granular film in the illuminated areas. Experiments showed that the mire pattern was well reproduced in the sodium deposits, thus creating the microstructured metallic film with few tens nm thickness. The novel suggestion to use nondiffracting optical beams for high contrast microstructuring of surface metal film is presented.
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1. Introduction

Planar micro- and nanophotonic devices are the subject of burgeoning area of research because of the wide usage of applications in optoelectronics and photonics. These uses include display devices, sensors, optical communication systems, nano-photonic devices, metamaterials etc.

Among the different technologies to manufacture metallic, semiconductor or organic nanostructures, top-down technologies are the most prevalent [1,2]. They include molecular beam epitaxy, mask and interference photolithography, as well as electron beam lithography.

Planar technologies for producing device structures for research in the domain of metamaterials, photonic crystals and nano-photonics were reviewed in [3-5]. Electron beam lithography (EBL) remains the most powerful method for the generation of lithographic patterns in the mentioned domain due to the combination of high precision, better than 50 nm, and programmability. EBL is relevant also as a pattern generator for the masks used in
deep ultra-violet lithography. In spite of many advantages the EBL technique requires very expensive equipment and long processing times.

In this respect, bottom-up technologies also have merit. These technologies are based on self-organized and photoinduced formation of nanostructures [6,7]. However, the resulting topology is rather irregular.

An attractive possibility for producing metal nanoparticles is light-induced atomic desorption as a tool for controlling the surface atom density of the adsorbed atoms during the physical vapor deposition process. Such experiments were started in the 1990’s from pioneering work [8]. The physics of the process is based on the fact that strong enough nonuniform illumination diminishes the density of the adsorbed atoms in illuminated areas below a threshold value necessary for initiation of the nucleation process. Thus, the deposition pattern reproduces the spatial distribution of the illumination intensity over the surface. The adsorption-desorption experiments were performed with the use of alkali metal (Na, Rb, Cs) atoms in different works (see [8-13], and references therein) and Zn and Sn in [14]. The deposition of silver on a silver chloride single crystal and silver adatom absorption spectrum has been studied in [15]. Analogous experiment with deposition of gold atoms on the amorphous silica was performed in [16].

The nonuniform light beam can be obtained by mask or interference techniques. In [11] the nonuniform light beam was obtained by illumination of the substrate through the cooper wire greed with a pitch of 100 µm. In [13], in order to create a metallic grating, the spatial profile of a laser beam was modulated with reflection from a Fresnel mirror. The feasibility of the interference technique to produce surface structures with a pitch of 260 nm was substantiated in [10].

In this paper we present the results of adsorption and deposition of sodium atoms on the sapphire substrate and optical control of film deposition with the use of a mire with a pitch of 10 µm.

We suggest also the use of the non-diffracting beams, particularly Bessel beams for the formation of micrometer-scale spatially modulated beams. Exposing of the atomic deposits on the substrate surface with periodically or quasiperiodically spatially modulated non-diffracting beams is advantageous, since the light intensity distribution is stable in the course of beam propagation, providing high contrast of the metallic micro- and nanostructured patterns. The experimental formation of zero\textsuperscript{th} order Bessel beam by an axicon is presented.

2. Spectroscopy of the adsorbed atoms

The schematic for atom adsorption on the surface of the dielectric material is shown in Fig.1. Such atoms are commonly called adatoms. In some cases, the structure of the electronic levels changes dramatically, such that the adatom looses its similarity to the free atom at all.

The experimental realization of adsorption was performed with the use of a specially designed spectroscopic cell. To enhance the adatom absorption, 17 polished sapphire plates were introduced in the cell that was evacuated and filled with sodium. The cell design allows independent control of the sapphire plates’ temperature and the sodium vapor density. The latter was achieved through the variation of the temperature of the metal drop placed in an appendix attached to the cell. The standard experiment run consists of absorption spectra registration at the fixed cell temperature and variable temperature of the appendix. Absorption due to the free sodium vapor was measured in a separate cell with the same optical length and subtracted. The spectra were obtained with the use of standard “Perkin-Elmer” spectrometers and are shown in Fig.2.
Optical absorption of this system is dominated by a broad structureless band (Fig. 2), somewhat shifted to the red from the position of the characteristic yellow doublet of free sodium at 589 nm. The absorption cross section of the atom at the maximum $\sigma$ was found to be equal to $3 \times 10^{-16}$ cm$^2$ while the integral of the absorption cross section over the wavelength corresponds nicely to the oscillator strength of the corresponding transition in the free atom.

These measurements proved that sodium atoms are adsorbed on the sapphire surface in atomic form and preserve their identity.
3. Photodesorption process

The photodesorption process is a very promising tool for direct laser writing of complicated patterns on surfaces. Although an ordinary heating of the substrate by absorbed radiation can cause thermal desorption of adsorbed species from the illuminated area, non-thermal mechanisms of desorption attracts much more attention. The reasons for that are higher spatial resolution, higher selectivity as well as lower inertia of nonthermal process as compared to thermal ones.

The illumination of the adsorbed atoms on the surface of the substrate can lead to photon absorption either by the substrate or by the adsorbed species. In the latter case, electronic excitation of an adatom is transformed into its motion away from the surface.

One particular example of such a process is photodesorption of sodium atoms from sapphire. Sapphire is transparent to visible light, while the adsorbed sodium atoms, as was detailed in the previous section, possess a broad absorption band in this spectral range. The nonthermal nature of sodium photodesorption from sapphire was proved in [14]. More details of the process were reported in [8]. Fig.3 shows the concept for the desorption experiment and the registration scheme. Optical methods provide high sensitivity, which allows for sure registration of the atoms desorbed with different velocities in one laser shot of 10 ns duration.

Fig. 3. Registration of photodesorption via absorption or fluorescence measurements

Fig.4 plots the photodesorption spectrum and contrasts it with the absorption spectrum already given in Fig.2. Although the maxima of the two spectra almost coincide, quantum efficiency of desorption diminishes for larger wavelengths and drops to zero at 800 nm. This threshold corresponds to the photon energy of 1.55 eV. It is in excess of the binding energy of adatoms $E_{ad}=0.7$ eV, which was deduced from the temperature dependence of absorption spectrum.
Estimation of light intensity for controllable film deposition

As was mentioned before, strong enough nonuniform illumination diminishes the number density of the adsorbed atoms in the illuminated areas below the threshold value necessary for the initiation of the nucleation process.

Estimations of light beam critical intensity, I required for the elimination of formation of metallic layer in illuminated area can be performed with the use of the following formula:

\[ I = \alpha \frac{\hbar \omega}{\tau \omega w f} \]  

derived in [17] based on the balance equitation for surface density \( n \) of atoms for the adsorption-desorption process under illumination by nonuniform light at photon energy \( \hbar \omega \). The other notations in formula (1) are as follows: \( \alpha \) is the adhesion coefficient of a metal atom to the clean substrate admitted to be of the order of 0.01, \( \tau = 1 \) s is the characteristic time required to form a metal monolayer in the dark spaces, \( w \) is the photodesorption quantum yield measured in [8] to be equal to 0.001 provided the light wavelength is within absorption band of adsorbed atoms, and \( f \) is the critical surface concentration of adsorbed atoms that gives rise to the nucleation of metallic phase taken to be 0.01 of atomic monolayer. Substituting these values and the energy of photon \( \hbar \omega = 2 \) eV in formula (1) one can obtain the value of critical intensity 3 W/cm\(^2\).

Laser control for sodium metallic film deposition

In many cases, it is desirable to pattern granular metal films. Photodesorption of metal atoms from the surface of transparent dielectric materials may be used to obtain regular arrays of metal nanoparticles [10]. Illumination of the substrate during physical vapor deposition reduces the density of the atoms adsorbed on the surface, thus precluding nucleation and growth of the granular film in the illuminated areas [8,14].

We report here on the results of experiments performed with sodium deposition on sapphire. The threshold intensity of a cw diode laser operated at the wavelength of 440 nm was found to be 1 W/cm\(^2\) for a deposition rate of 0.02 nm/s. The substrate was illuminated through the mire with a pitch of 10 \( \mu \)m. The microscopic images of the sodium deposits as...
well as the image of the mire are presented in Fig. 5. The deposition takes place at the dark sites on the cell window. The mire pattern was shown to be well reproduced in the sodium deposits.

Further reduction of the pitch can be achieved with an interference technique [10]. More promising is the use of non-diffracting beams providing high contrast of the metallic micro- and nanostructured patterns.

6. Prospects of the use of non-diffracting beams

Non-diffracting optics is a very active area of research in the field of optical beams and their applications. The diffraction-free beams have a feature of conserving their transverse intensity distribution during propagation in free space [18,19]. The simplest diffraction free beams can be formed by superposition of plane waves, whose wave vectors lie on the cone. The zeroth order Bessel beam is a particular case of diffraction-free beams. The profile of the Bessel beam is a set of concentric rings. The envelope of intensity profile of Bessel beam decreases inversely proportional to the radial distance [18]. A number of practical ways to generate Bessel beams have been suggested, including the use of ring apertures [18], Fabry-Perot interferometers [20], programmable phase modulators based on the phase-imprinting technique [21], holographic diffractive elements [22] and nonlinear generation of conical emission [23]. One of the ways to form Bessel beams is the use of optical element – axicon [24]. Bessel beams have numerous applications, for example, for optical manipulation of micro-sized objects, optical tweezers (see [25] and references therein), formation of Bessel like photonic lattices in photorefractive materials [26] etc.

6.1. Formation of Bessel beam by an axicon

Bessel beam formation by an axicon used in our experiments is shown schematically in Fig. 6. The laser source was the Thorlabs HRP-170 single mode He-Ne laser at 633 nm operation wavelength, with 17 mW power and beam diameter of 0.7 mm. The linearly polarized Gaussian beam was expanded by confocal lenses (Fig. 6a). The Gaussian beam...
after passing through the axicon (Del Mar Photonics AX-BK-7-175) with aperture cone angle 175°, was transformed to the Bessel beam (Fig.6b). The convergence angle of the beams behind the axicon was adjusted by moving the output lens of the beam expander back or forth, thus varying the convergence angle within \(~4–2^\circ\), which in turn changes the spacing between the concentric rings in the range of 10–20 \(\mu\)m. The distance along Z axis where the converging beams are overlapped and form the Bessel beam (Fig.1a,c) was measured \(Z_{\text{max}} \sim 10\) cm. The spacing between the concentric rings, measured by beam profiler, shows their equidistant disposition, except for a few central rings. The period of annular structure shown in the Fig.6b was measured by beam profiler Thorlabs BP109-VIS and was 10 \(\mu\)m for certain position of output lens of beam expander. The beams become divergent behind the overlapping zone \(Z_{\text{max}}\), forming a ring pattern (Fig.6c).

Fig. 6. (a) Experimental scheme illustrating the formation of Bessel beam by an axicon. (b) Fragment of transverse intensity distribution of Bessel beam formed by an axicon with aperture cone angle 175° in the overlapping zone of the beams. The number of rings reaches up to 500. (c) Ring pattern at the distance of 2 m behind the overlapping zone, where the beams become divergent.

A Bessel beam can be formed similarly for a 100 mW cw 532 nm laser beam, which is suitable for deposition control in Na and Rb atomic vapor cells.

Exposing of the atomic deposits on the substrate surface with periodically or quasiperiodically modulated non-diffracting beams is advantageous, since the light intensity distribution is stable in the course of beam propagation [18], providing high contrast of the metallic
Optical micro-structuring of metal films...

micro- and nanostructured pattern. These experiments are in progress and will be published elsewhere.

The technique developed for exposing of the atomic deposits by Bessel beams can be extended to other types of nondiffracting beams such as Airy [27], first order Bessel [28] and Mathieu and Weber [29] beams.

7. Conclusion

The technique of optical shaping of surface metallic micro- and nanostructures based on metal atom adsorption processes on the surface of crystalline substrate and simultaneous controllable photostimulated desorption of atoms by nonuniform laser beam illumination is presented. The experiments were performed for sodium atom deposition on a sapphire substrate. The absorption spectra of adatoms, as well as desorbed atoms are measured. The manufacturing of a micrometer-scale metal grid was performed with the use of a mire with 10 μm pitch. The novel suggestion to use nondiffracting Bessel optical beams for high contrast microstructuring of surface metal film and the formation of zero\textsuperscript{th} order Bessel beam by an axicon are presented.

The suggested techniques open new possibilities for the laser structuring of the metal films with micrometric resolution. The structured metal films have a number of applications in fast and sensitive photo-detection [30], high performance photovoltaics [31], subwavelength metal gratings and polarizers [32], surface enhanced Raman scattering [33], surface second harmonic generation [34-37] etc.
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New concept of shungite carbon exhibits this raw material as a multi-level fractal structure of nanosize fragments of reduced graphene oxide (rGO) (Int. J. Smart Nano Mat. 1, 1, 2014). The natural rGO deposits turn out to be quite challenging for the current graphene technology. Once consistent with all the block of the available geological and physicochemical data obtained during the last few decades, the concept nonetheless needs a direct confirmation in terms of the current graphene science. The first such acknowledgement has been received just recently when studying photoluminescence (PL) of shungite dispersions (JETP 118, 735, 2014). A close similarity of PL spectra of aqueous dispersion of shungite and those of synthetic graphene quantum dots of the rGO origin has been established. The current paper presents the next direct confirmation provided with neutron scattering. Elastic neutron diffraction and inelastic neutron scattering have left no doubts concerning both graphene-like configuration and chemical composition of basic structural elements of shungite attributing the latter to rGO nanosize sheets with an average ∼ 6:0.1:2 (C:O:H) atomic content ratio per one benzenoid unit. The experimental data are supplemented with quantum chemical calculations that allowed suggesting a clear vision of the shungite structure at its first fractal levels.
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1. Introduction

High-yield production of few-layer graphene flakes from graphite is important for the scalable synthesis and industrial application of graphene. Graphene-based sheets show promise for a variety of potential applications, and researchers in many scientific disciplines are interested in these materials. Although many ways of generating single atomic layer carbon sheets have been developed, chemical exfoliation of graphite powders to graphene oxide (GO) sheets followed by deoxygenation to form chemically modified reduced graphene oxide (rGO) has been so far the only promising route for bulk scale production. However, available technologies face a lot of problems among which there are low yield, the potential fire risk of GO and rGO when alkaline salt byproducts are not completely removed, a great tendency to aggregation, a large variety of chemical composition, and so forth (see the latest exhaustive reviews [1, 2] and references therein). In light of this, the existence of natural
rGO is of utmost importance. As if anticipating the future need for the substance, the Nature has taken care of a particular carbon allotrope in the form of well-known shungite mineralloid from deposits of carbon-rich rocks of Karelia (Russia) that strongly kept secret of its origin and rGO-based structure. Just recently has been suggested that shungite carbon has a multilevel fractal structure based on nanoscale rGO sheets [3] that are easy dispersible in water and other polar solvents [4, 5]. Two direct justifications of the suggestion have been obtained. The first one is related to the study of photoluminescence of shungite aqueous and organic dispersions [6, 7] that exhibits properties similar to those of synthetic graphene quantum dots of the rGO origin [8]. The second was obtained in the course of the neutron scattering study that was partially presented in [9] but profoundly discussed in the current paper. The study was initiated by two reasons. The first follows from the leading concept of the suggestion [3] that shungite was born in aqueous environment. Once porous due to its fractal structure, it provides favorable conditions for water confining. Actually, thermal analysis and mass spectroscopy pointed water presence up to a few wt% [10]. As known, the confined water can say much about the space in which it is kept. The other reason concerns a serious problem of detecting chemical composition of rGO, in general, and in shungite, particularly. Usually, the main attention is given to the determination of the C/O ratio focusing primarily on the content of remaining oxygen and leaving the hydrogen content behind brackets [2]. The inelastic neutron scattering (INS) spectroscopy, which is the most hydrogen-sensitive technique, has allowed for the first time not only to detect the small-mass-content hydrogen component of the shungite carbon body but to suggest a general chemical formula for shungite rGO.

2. Experimental details

**Neutron experiment.** Neutron scattering study was performed at the high flux pulsed IBR-2 reactor of the Frank Laboratory of Neutron Physics of JINR by using the NERA spectrometer [11]. The investigated samples are illuminated by white neutron beam analyzed by time-of-flight method on the 110 m flight path from the IBR-2 moderator. The inverted-geometry spectrometer NERA allows simultaneous recording of both Neutron Powder Diffraction (NPD) and INS spectra. The latter are registered at final energy of scattered neutrons fixed by beryllium filters and crystal analyzers at $E_f = 4.65$ meV.

**Samples.** Three powdered shungite samples were subjected to the study. The first pristine shungite Sh1 presents the natural raw material with $C \geq 95$ wt.% from Shun’ga’s deposits [4]. Shungite Sh2 was obtained when drying Sh1 under soft vacuum at temperature $110^\circ$C for a week until the constant weight of the solid is reached. The weight loss, which was attributed to the evaporated water, constitutes 4g per 100g of the solid. The third shungite Sh3 presents a solid condensate of colloids of the shungite Sh1 aqueous dispersions and is produced in the course of the dispersion lengthy drying until the constant weight is reached. Similarly to Sh1, additional heating of Sh3, sustained under ambient conditions for a long time, at soft vacuum and temperature above $100^\circ$C results in its releasing from the retained water constituting $\sim 4\%$ of the total mass. Raman scattering [3], high-resolution solid state $^{13}$NMR [10], and Auger spectroscopy [5] show a deep similarity of shungites Sh1 and Sh3. Powdered spectral graphite was used to register both the reference NPD and INS spectrum from pure carbon material.

3. Neutron powder diffraction

A set of NPD plottings for the three shungite samples at 20 K is presented in Fig. 1. The data are related to samples in aluminum sample holder and cryostat due to which the
plottings are overloaded with Al(hkl) reflections. Exempted from the Al reflections and corrected for background inelastic scattering, NDP plottings of Sh1 and Sh2 are presented in Fig. 2. Similarly to the reference graphite spectrum, given at the bottom, the main features of the shungite diffractions concern peaks related to Gr(002), Gr(100) and Gr(110) reflections all of which are broadened and upshifted. Figure 3 presents a detailed view on Gr(002) peaks. As seen in the figure, the narrow peak of graphite, the shape and width of which correspond to the resolution function of spectrometer and whose position determines $d_{002}$ interplanar spacing between the neighboring graphite layers, is substituted with broad peaks whose characteristics are given in Table 1. To fix the positions $A_{002}$ of the peaks maxima and to obtain the relevant FWHMs, $B_{002}$, the Gauss fitting procedure was applied. According to the fitting, $A_{002}$ and $B_{002}$ values of all shungite samples are identical within the limits of standard errors.

**Table 1.** Characteristics of Gr(002) peaks

<table>
<thead>
<tr>
<th>Samples</th>
<th>Peak position, $A_{002}$, Å</th>
<th>FWHM, $B_{002}$, Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graphite</td>
<td>3.3501±0.0002</td>
<td>0.0341±0.0006</td>
</tr>
<tr>
<td>Sh1</td>
<td>3.4513±0.0015</td>
<td>0.5408±0.0063</td>
</tr>
<tr>
<td>Sh2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sh3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 1.** NPD of spectral graphite (Gr) and shungites Sh1 (1), Sh2 (2), and Sh3 (3) recorded at $T=20$ K. Scattering angle $2\Theta = 117.4^\circ$. The data are normalized per neutron flux intensity $\Phi(\lambda)$ at each neutron wave length $\lambda$; Gr(hkl) and Al(hkl) denote characteristic diffraction peaks of spectral graphite and cryostat aluminum at different Miller indexes, respectively.

Slight upshift of the shungite peaks convincingly evidences a conservation of the graphite-like structure of all the samples, while the peak wide broadening tells about a
Fig. 2. NPD of shungites Sh1 (1) and Sh2 (2) recorded at T=20 K after extraction of Al(hkl) reflections. Scattering angle 2Θ = 44.7°. The data are normalized per neutron flux intensity Φ(λ) at each neutron wave length λ; Gr(hkl) (black) and Al(hkl) (gray) denote characteristic diffraction peaks of spectral graphite and cryostat (alongside with sample holder) aluminum at different Miller indexes, respectively.

considerable space restriction. The latter is usually attributed to the narrowing of the coherent scattering region (CSR) of scatterers. According to widely used Scherrer’s equation, the FWHM of a diffraction peak B and the CSR length L_{CSR} are inversely connected:

\[ B = k \lambda / L_{CSR} \sin \Theta, \]

where \( k \) is a fitting factor, \( \lambda \) and \( \Theta \) are the neutron wave length and scattering angle. When the diffraction study is performed for a set of samples under the same conditions, it is possible to take one of the samples as the reference and to determine \( L_{CSR} \) of the remaining samples addressing to that of the reference. In our study, \( L_{CSR}^{ref} \) is attributed to crystalline graphite and constitutes \( \sim 20 \) nm along c direction [12]. Therefore, \( L_{CSR}^{c} \) of the studied shungites can be determined as

\[ L_{CSR}^{c} = \left( B_{002ref} / B_{002} \right) (\lambda / \lambda_{ref}) L_{CSR}^{c ref}. \]  

Substituting \( \lambda / \lambda_{ref} \) by the ratio of the Gr(002) peak positions \( A_{002} / A_{002ref} \) and using \( B_{002} \) values given in Table 1, we obtain \( L_{CSR}^{c} = 1.3 \) nm. The data correlates well with those of 2.18 nm and 2.30 nm for Sh1 and Sh3, respectively, obtained by X-Ray diffraction [13]. Summarizing NPD and X-Ray data, \( L_{CSR}^{c} \) of \( \sim 1.5-2 \) nm can be suggested. The obtained \( L_{CSR}^{c} \) corresponds to the coherency along the direction normal to graphene layers and points to \( \sim 5-6 \) layer structure of the relevant stacks. It should be noted that a multi-layer graphene-like packing is characteristc for rGO of any origin [1].

As early pointed [14], \( L_{CSR}^{a} \), which determines the layer lateral dimension, is characterized by the width of Gr(110) peak. On the basis of the Scherrer equation and using
Nanoscale reduced-graphene-oxide origin of shungite...

Fig. 3. NDP fragments of spectral graphite (Gr) and shungites Sh1 (1), Sh2 (2), and Sh3 (3) in the region of Gr(002) diffraction peaks; T=20 K; scattering angle 2Θ = 44.7°. The data are normalized per neutron flux intensity Φ(λ) at each wave length of incident neutrons λ; after a linear background subtraction, the intensity maxima of all the peaks are normalized to 1000 arbitrary units.

results presented in Fig.2, the corresponding value can be evaluated following the ratio

\[ L^a_{CSR} = L^c_{CSR} \frac{A_{110}}{A_{002}} \cdot \frac{B_{002}}{B_{110}} \]  

(2)

Values of the Gr(110) peak of both shungites are quite similar and constitute \( \sim 0.072 \) Å so that the relevant \( L^c_{CSR} \approx 1.93 L^c_{CSR} \). As known, \{hk0\} reflections are influenced by not only the lateral extent of the graphene layers but the presence of both translational and rotational disorder (turbostratic structure) of the stacks [14]. Therefore, the obtained \( L^a_{CSR} \sim 3-4 \) nm can be considered as the upper limit of the lateral size of graphene sheets while the size of individual rGO sheets might be significantly less.

4. Inelastic neutron scattering

Figure 4 presents time-of-flight (TOF) INS spectra of the studied samples at T=20K. The spectra are summarized over 15 scattering angles, normalized per 10 hours exposition time. As seen in the figure, the INS intensity from graphite is at the level of the instrumental background and can be taken as the background to be extracted from the shungite spectra for both experimental background and INS from carbon atoms to be excluded. The spectra clearly exhibit strong scattering from all the samples in contrast with that from graphite.
thus indicating that all of them are evidently hydrogen-enriched. At the same time, the spectra differ by both intensity and shape. Thus, if the spectra of Sh1 and Sh3 differ only in intensity, the spectra of Sh1 and Sh2 differ in shape as well. The first finding points that the hydrogen atom dynamics in Sh1 and Sh3 is rather identical while in Sh2 the later is quite different. As shown in [9], the difference TOF spectrum 1–2 between spectra 1 and 2 evidently presents the spectrum of the released water since Sh2 was produced from Sh1 by lengthy heating, which was followed by removing water previously retained in Sh1. At the same time, the spectrum of Sh2 is quite intense, which undoubtedly points to the presence of hydrogen atoms incorporated in the carbon structure of shungite. Therefore, the observed INS spectra of shungites are provided with incoherent inelastic neutron scattering (IINS) from hydrogens incorporated in the shungites structure and contained in the retained water.

**Fig. 4.** Time-of-flight INS spectra from shungites Sh1 (1=100g), Sh2 (2=96g), Sh3 (3=10g) and spectral graphite (Gr=10g). Curve B presents background from Al cryostat and sample holder material. T=20K. The intensity of elastic peaks is 100-fold, 20-fold, and 5-fold reduced for Sh1 and Sh2, Sh3 and graphite, and background, respectively. Spectra are normalized per 10 hours exposition time at constant power of the IBR-2 equal 1.9 MW

Within the confines of commonly used incoherent inelastic one-phonon scattering approximation, the IINS spectra intensity is determined by the scattering cross-section (see for example Ref. 15) as

$$\sigma_{inc}^{\text{inc}} (E_i, E_f, \varphi, T) \approx \sqrt{\frac{E_f}{E_i}} \frac{\hbar |Q(E_i, E_f, \varphi)|^2}{\omega} \sum_n \frac{(b_{\text{inc}}^n)^2}{M_n} \frac{\exp (-2W_n)}{1 - \exp (-\frac{\hbar \omega}{k_B T})} G_n (\omega) . \quad (3)$$

Here, $Q(E_i, E_f, \varphi)$ is the neutron momentum transfer; $\omega = (E_i - E_f)$ is the neutron energy transfer; $b_{\text{inc}}^n$ and $M_n$ are the incoherent scattering length and mass of the $n$-th atom; $\exp (-2W_n)$ is the Debye-Waller factor; $G_n (\omega)$ presents the $n$-th atom contribution into the
Fig. 5. One-phonon AWDVS spectra of shungites Sh1 (1), Sh2 (2), and Sh3 (3) at 20K.

Fig. 6. (a) The difference spectrum 1–2 attributed to retained water; (b) $G(\omega)$ spectrum of $I_h$ ice. $T = 20K$
amplitude-weighted density of vibrational states (AWDVS) expressed as

\[ G(\omega) = \sum_n G_n(\omega) = \sum_n \sum_j [A_{nj}^n(\omega)]^2 \delta(\omega - \omega_j). \]  

Here, \( A_{nj}^n(\omega) \) is the \( n \)-th atom contribution into the eigenvector of the \( j \)-th phonon mode thus presenting the amplitude of the \( n \)-th atom displacement at the vibrational frequency \( \omega_j \).

Figure 5 presents one-phonon AWDVS \( G(\omega) \) spectra obtained in the course of a standard treatment procedure [15] and related to the TOF spectra shown in Fig. 4 after extraction of the INS spectrum of graphite taken as background and normalization of the TOF spectra per \( 10^6 \) monitor counts of incident neutrons. When obtaining \( G(\omega) \) spectra, Debye-Waller factors were taken as unity due to low temperature and rather narrow frequency region. The spectra were not corrected on multi-phonon contribution that is quite small at low temperature. All the spectra are normalized per 10 g of mass. As seen in the figure, \( G(\omega) \) spectra of Sh1 and Sh3 are practically identical. Changing in the fine structure of spectrum 3 above 500 \( \text{cm}^{-1} \) may be connected with either poor statistic of experimental data due to small mass of shungite Sh3 or reconstruction of its structure in the course of transformation of the pristine shungite Sh1 to Sh3 first through dispersion in water and then consolidation of a solid phase after the water evaporation. \( G(\omega) \) spectrum of Sh2 differs from the above two spectra quite significantly. The difference between \( G(\omega) \) spectra 1 and 2 is presented in Fig. 6a as spectrum 1–2.

Analyzing the spectra obtained, three features can be noted. The first concerns spectrum 1–2 in Fig. 6a that can be evidently considered as the spectrum \( G^{\text{wat}}(\omega) \) of retained water. Actually, the spectrum has much in common with that of bulk water presented in Fig. 6b and presents the contribution of 4wt\% water in the spectrum of the pristine shungite Sh1. It is pretty similar to those well known for retained water in silica gels [16, 17], Gelsil glasses [18], nanosized graphite oxide [19], and various zeolites [20]. The second feature is related to spectrum 2 in Fig. 5 that evidently exhibits hydrogen atoms in the shungite core not connected with water. The relevant \( G^{\text{core}}(\omega) \) differs drastically from the water one and has much in common with that one of a synthetic rGO [21] thus confirming the rGO nature of shungite. The spectrum is characterized by a considerable flattening up to 500 \( \text{cm}^{-1} \) and reveals a pronounced structure in the region of 600–1200 \( \text{cm}^{-1} \). The third feature concerns the evident absence of the retained water crystallization so that the \( G^{\text{wat}}(\omega) \) spectrum represents bound water [19]. As shown in [22], this water may be supercooled without crystallization up to very low temperature.

As known, water molecules can be retained either on the surface of solid nanoparticles (see adsorbed water on aerosil [17]) and in the interfacial region of layered nanostructures [19] or in pores formed by different bodies [18, 20]. The multi-layer stack structure of shungites with interplanar spacing of ~3.5\( \text{Å} \) leaves no possibility of introducing 1.75\( \text{Å} \)-thick water molecules between the layers. The latter can be accommodated either on the outer surface of ~1.5–2 \( \text{nm} \) shungite stacks or in pores made of the latter and their aggregates. Small angle neutron scattering (SANS) from shungite [23] exhibited pores of 2–10 \( \text{nm} \) and >20 \( \text{nm} \) in size thus pointing the place of the water accommodation. This explains a very deep similarity that is observed between the AWDVS spectra of the water retained in pores of silica gels [16, 17], Gelsil glass [16] and \( G^{\text{wat}}(\omega) \) spectrum of shungite.
5. rGO sheet modeling

The hydrogen-enriched rGO core is the main intrigue of the current study. According to [24], the remaining chemical addends are concentrated in the circumference of graphene sheets and are mainly presented by carbonyl units complemented by a small portion of hydroxyls. However, in the case of shungite [3], the relevant oxygen contribution is too high which contradicts with real data indicating a small amount of oxygen at the level of 3–2 wt% as shown by the latest point microanalysis that accompanies extensive HRTEM study [25]. Moreover, as follows from the $G^{corr}(\omega)$ spectrum in Fig. 5, there is no indication of the presence of bands, which could be attributed to hydroxyls (either in the region of 90–100 cm$^{-1}$, which is characteristic for hydroxyls attached to silica [17], or at 400–500 cm$^{-1}$, which is typical for hydroxyls on carbon substrate [21, 26]). In contrast, clearly vivid maxima at $\sim$ 610 cm$^{-1}$, 820 cm$^{-1}$, 880 cm$^{-1}$, 960 cm$^{-1}$, and 1200 cm$^{-1}$, which fall in the region of the most characteristic non-planar deformational vibrations of the alkene C–H bonds [21, 26], are observed. The hydrogen presence is supported by the hydrophobicity of rGOs that is often noted by chemists. The finding convincingly points to the presence of C–H bonds in the circumference of rGO nanosheets thus exhibiting a post factum hydrogenation of the pristine rGO that is produced in the course of deoxygenating the pristine GO [3].

### Table 2. Chemical composition and mass content of differently reduced (5, 5) rGOs in vacuum

<table>
<thead>
<tr>
<th>Atomic composition</th>
<th>Mass content, wt %</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{66}O_{22}H_2$</td>
<td>69.13 30.70 0.17</td>
<td>calc., Fig. 7b</td>
</tr>
<tr>
<td>$C_{66}O_{22}H_{13}$</td>
<td>83.46 15.17 1.37</td>
<td>calc., Fig. 7d</td>
</tr>
<tr>
<td>$C_{66}O_{6}H_{16}$</td>
<td>87.61 10.62 1.77</td>
<td>calc.</td>
</tr>
<tr>
<td>$C_{66}O_{5}H_{17}$</td>
<td>89.09 9.00 1.91</td>
<td>calc.</td>
</tr>
<tr>
<td>$C_{66}O_{4}H_{18}$</td>
<td>90.62 7.32 2.06</td>
<td>calc.</td>
</tr>
<tr>
<td>$C_{66}O_{3}H_{19}$</td>
<td>92.20 5.59 2.21</td>
<td>calc., Fig. 7e</td>
</tr>
<tr>
<td>$C_{66}O_{2}H_{20}$</td>
<td>93.84 3.79 2.37</td>
<td>calc.</td>
</tr>
<tr>
<td>$C_{66}O_{1}H_{21}$</td>
<td>95.54 1.93 2.53</td>
<td>calc. Fig. 9a</td>
</tr>
<tr>
<td>$C_{66}H_{22}$</td>
<td>97.30 - 2.70</td>
<td>calc.</td>
</tr>
<tr>
<td>Product 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{66}O_{6}H_{16}^*$</td>
<td>$C_6O_{0.54}H_{1.45}^*$</td>
<td>85.7±1.0 9.59±0.5 1.06±0.5</td>
</tr>
<tr>
<td>Product 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{66}O_{3}H_{19}^*$</td>
<td>$C_6O_{0.27}H_{1.73}^*$</td>
<td>92.0±1.0 5.5±0.5 1.5±0.5</td>
</tr>
<tr>
<td>Shungite</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$C_{66}O_{2}H_{20}^*$</td>
<td>$C_6O_{0.18}H_{1.82}^*$</td>
<td>95.3-92.4*** 3.3-2.5***</td>
</tr>
</tbody>
</table>

*Proposed (5, 5) rGO compositions that best fit experimental data.

**Averaged atomic composition per one benzenoid unit.

***The scatter in the data obtained from measurements in four points of one sample.
Fig. 7. (a). Equilibrium structure of \( \sim 1 \) \( nm \) (5, 5) GO sheet corresponding to one-side oxidation of the pristine (5, 5) NGr molecule [24]. (b). Model rGO sheet corresponding to the first stage of the (5, 5) GO deoxygenating that affects the atoms in the basal plane of the GO sheet only (zone 1, soft reduction) [24]. (c). Per step coupling energies related to the one-side oxygenation of the (5, 5) NGr molecule: O- and OH-attachments to the basal plane (curves 1 and 2, respectively) and the combination of O and OH attachments in the circumference (curve 3) [24]; the circled point corresponds to the formation of carbonyl unit on the rGO circumference with the largest coupling energy. (d) and (e) Model (5, 5) rGO sheets corresponding to a medium and hard reduction of the (5, 5) GO in the framework of zone 2 and zone 2 and 3 in (c), respectively. Small gray and black balls present carbon and hydrogen atoms while big gray balls mark oxygen atoms.

Usually, rGO structural models are tightly connected with those of GO ones thus relating to the latter when removing all oxygen containing units from the sheet basal plane.
There is a large variety of GO models, mainly just ‘drawn’ basing on a chemical intuition. On this background, there is a definite preference of that one produced in due course of a sequential polyderivatization of a graphene flake [24] in the framework of the computational experiment subordinated to a particular algorithm [27]. Thus constructed (5, 5) GO molecule is shown in Fig. 7a. The latter was computationally synthesized in the course of the stepwise oxidation of the pristine (5, 5) nanographene (NGr) molecule (a rectangular graphene fragment containing \( n_a = 5 \) and \( n_z = 5 \) benzenoid units along armchair and zigzag edges, respectively) in the presence of three oxidants, such as \( \text{O, OH, and COOH} \) [24].

The GO reduction concerns removing oxygen containing units. As evidence by the per step coupling energies, which accompany the attachment of the oxidants to either basal plane atoms (curves 1 and 2 in Fig. 7c) or edge atoms in the circumference area (curve 3), the reduction is obviously multistage or multimode one. Actually, the oxygen atoms located at the basal plane of the pristine (5, 5) GO molecule (within zone 1) should be removed first. The corresponding (5, 5) rGO molecule is shown in Fig. 7b. This apparently happens at the first stage of the real reduction and may present the final state of the reduction procedure when the latter is either short-time or not very efficient; the relevant reduction might be attributed to a soft one. The corresponding mass content of the obtained rGO molecule is given in Table 2. These and other calculated data in the table are related to the relevant rGO molecules in vacuum.

However, when the reduction occurs during long time or under action of strong reducing agents, it may concern oxidants located at the rGO molecules circumference. Such two-step reduction of a pristine GO has been actually fixed [28]. However, due to a waving character of the per step coupling energy dependence with a large amplitude from \(-90 \text{ kcal/mol}\) to \(-170 \text{ kcal/mol}\), the second step reduction could be highly variable. Thus, limiting the energy interval to 30 kcal/mol (removing oxidants covered by zone 2) results in remaining only 9 oxygen atoms (see Fig. 7d) instead of 22 in the pristine (5, 5) rGO sheet shown in Fig. 7b. As seen in Table 2, such a reduction halves the oxygen content and causes the appearance of a remarkable quantity of hydrogen. Further strengthening of the reduction, counted by lowering the number of remaining oxygen atoms, gradually decreases the oxygen content while increasing the hydrogen contribution. Consequently, the structures presented in Figs. 7b, 7d, and 7e might be attributed to rGOs obtained in the course of soft, medium, and hard reduction, respectively.
Coming back to the rGO hydrogenation, we face the problem, whence comes the hydrogen. As discussed in [3], the hydrogenation of the pristine graphene lamellae loses to oxidation on all parameters in the course of the first stage of the graphenization of carbon rich sediments. Therefore, GO sheets similar to that shown in Fig. 7a do not contain either mono-atomic or diatomic hydrogen among its framing atoms. However, the abundance of hot water around GO and rGO sheets, which accompanies the shungite derivation, suggests that water can provide not only the GO reduction (see the corresponding discussion in [3]), but the hydrogenation of the formed rGO as well. Actually, the release of one of the edge carbon atoms of the rGO within zone 1 shown in Fig. 7c from oxygen makes the atom highly chemically active [27] and promotes the dissociation of a water molecule in the vicinity of this atom and neighboring oxygen. A possibility of such reaction in demonstrated in Fig. 8. The water molecule, initially located at 1.10 Å apart from both the carbon and oxygen atoms in Fig. 8a, willingly dissociates (see Fig. 8b) while the formed hydroxyl remains in the vicinity of the newly formed C-H bond, once connected with both the bond hydrogen atom and neighboring oxygen via hydrogen bonds. The energy gain of the reaction constitutes 25.94 kcal/mol which points to its high efficacy. Evidently, the considered mechanism of the rGO hydrogenation, parallel or alongside with the simultaneous GO reduction, might not be the only one and will strongly depend on the reducing agents such as, for example, alcohols under critical regime [29]. Actually, hydrophobic character of produced rGOs, oppositely to high hydrophilicity of the pristine GO, which is noted by many chemists, strongly evidences the reality of the hydrogenation of pristine rGOs.

When supposing that in due course of the post factum hydrogenation of the rGO molecule each of the remaining oxygen atoms is substituted by one hydrogen, the limiting case, presented by $C_{66}H_{22}$ polyhydride in Table 2, corresponds to the one-atom-hydrogen termination of the edge atoms of the (5, 5) NGr sheet. However, as shown in [31], in this case, the edge atoms remain yet still chemically active and are able to accept one more hydrogen atom each. The addition of the second hydrogen atom in response to removing one oxygen atom can occur at any stage of the hydrogenation of the circumference area. However, this action influences the oxygen content only slightly due to which the data presented in Table 2 may be used for estimation of the C/O ratio. In contrast, the hydrogen content may considerably increase thus greatly lifting, for example, the IINS intensity, which should be taken into account when analyzing IINS spectra.

6. Chemical composition of rGOs: Comparison with experiment

The dependence of the chemical composition of final products of the GO reduction on the efficacy of the post factum hydrogenation results in the formation of a large class of oxyhydrides of graphene that all are covered under the term rGO. This explains the C/O variation characteristic for rGOs of different origin, a large scale of which is observed in practice depending on which namely chemicals and how long the latter are involved in the reduction procedure [2]. A common situation is presented in Table 2 by two extended accounts related to synthetic rGO [29, 30]. As seen from the table, the mass content of the two products is well consistent with that of $C_{66}O_6H_{16}$ and $C_{66}O_3H_{19}$ atomic compositions, the former of which tells about uncompleted (medium) reduction of the rGO circumference area of product 1 while the latter evidences quite hard reduction in the case of product 2. The relevant (5, 5) rGO molecule is shown in Fig. 7e. As for shungite, its formation during a long period of time allows for suggesting a hard type of the reduction, which explains low oxygen content in the carbon-most-reach shungite deposits [25] and simultaneously provides a high stability of the chemical composition of the rGO basic elements. The relevant C/O
mass content given in Table 2 was determined by point microanalysis in different areas of shungite samples when performing an extensive HRTEM study. According to the data, the chemical composition of shungite is in between $C_{66}O_{2}H_{20}$ and $C_{66}O_{1}H_{21}$ compositions, closer to the former.

**Table 3.** Chemical composition and mass content of reduced (5, 5) rGO of the $C_{66}O_{1}H_{21}$ chemical composition in the presence of retained water

<table>
<thead>
<tr>
<th>Atomic composition</th>
<th>Mass content, wt %</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{66}O_{1}H_{21}$</td>
<td>95.54 1.93 2.53</td>
<td>calc.</td>
</tr>
<tr>
<td>$(C_{6}O_{0.09}H_{1.91})^*$</td>
<td>91.56 5.55 2.89</td>
<td>calc.</td>
</tr>
<tr>
<td>Shungite</td>
<td>96.52–92.52 4.22–2.43</td>
<td>Exp. [25]</td>
</tr>
</tbody>
</table>

*Averaged atomic composition per one benzenoid unit.

The above analysis concerned rGO models in vacuum while the current study has revealed 4wt% water in shungite sustained under ambient conditions. The water content corresponds to 34 a.u. and 35 a.u. with respect to the total mass of the above two compositions, respectively, which points to the presence of two water molecule per each (5, 5) rGO sheet resulting in replacing the previous compositions by $C_{66}O_{3}H_{24}$ and $C_{66}O_{3}H_{25}$. Assuming that the composition mass content must be consistent with empirical data for shungite and basing on the C/O regulation presented in Table 2, the preference should be given to the latter one in contrast to the former that provides too high oxygen content. Table 3 presents the mass content redistribution caused by retained water. As seen in the table, new data are quite consistent with experimental thus allowing to lay the $C_{66}O_{1}H_{21}$ composition of the (5, 5) rGO sheet into the ground of a reliable model for shungite structure.

7. Basic elements of shungite fractal structure

Taking $\sim 1 \text{ nm}$ (5, 5) rGO sheet of $C_{66}O_{1}H_{21}$ atomic composition as the model basic element of shungite as well as four-six-layer stacks of the element (see the top part of Fig. 9), is possible to suggest a microscopic vision of the shungite at the third level of its fractal structure concerning individual globules. Irregular structures of the stacks in Fig.9 reflect a possible presence of both translational and rotational disorder (turbostratic structure) of the latter [14]. Presented in Fig. 10 is a planar projection of a globe structure voluntarily packed with differently projected stacks of different size. The interglobe pores are compatible with linear dimensions of rGO stacks and are quite suitable for retaining water. As for retained water, it is well known that in the low-frequency region (0–1000 cm$^{-1}$), the IINS spectrum of bulk water $G^{\text{bulk}}(\omega)$ shows a hindered translational spectrum (I and II in Fig. 6b) alongside with the low-frequency Debye phonon-like acoustical contribution and a librational spectrum (III). Both the hindered translational and rotational (librations) modes are present in water because of intermolecular hydrogen bonds (HB) that are formed by each water molecule surrounded by other four ones. The configuration changes when water molecules can not move freely in space due to which it is quite natural to expect a strong spectral modification when passing from the bulk to retained water, which is clearly seen in Fig. 6a. Actually, the only ice mode positioned at $\sim 56 \text{ cm}^{-1}$ (HB bending) is retained in the $G^{\text{water}}(\omega)$ spectrum while $\sim 150 \text{ cm}^{-1}$ (HB bending) as well as $\sim 224$ and $\sim 296 \text{ cm}^{-1}$ (HB stretchings)
ice modes reveal clearly seen flattening and downshift. Analogous spectral modification takes place with respect to the ice librational modes forming a broad band in the region of 600–1200 cm$^{-1}$. The band is provided with water molecule rotations around three symmetry axes whose partial contribution determines the band shape. As shown by detail studies [18, 20], the modes conserve their dominant role in the IINS spectra of retained water, albeit are downshifted, when water molecules are coupled with the pore inner surface via hydrogen bonds. This very behavior is characteristic for the $G^{\text{wat}}(\omega)$ spectrum in Fig. 6a. The three-ax partial contribution is sensitive to both chemical composition of the pore walls and the pore size [20]. Thus, the downshift of the red edge of the band from 550 cm$^{-1}$ to 320 cm$^{-1}$ when going from the $G^{\text{ice}}(\omega)$ spectrum to the $G^{\text{wat}}(\omega)$ one highlights the shungite pore size of a few nm, which is well consistent with SANS data [23].

![Figure 9](image)

**Fig. 9.** (a). Equilibrium structure of $\sim 1$ nm (5, 5) rGO sheets of the $C_{66}O_1H_{21}$ chemical composition, ‘dry’ (top) and ‘wet’ (bottom), respectively. (b)–(d). Arbitrary models of four-, five-, and six-layer stacks of the relevant rGO sheets with 3,5Å interlayer distance. Big and small dark gray balls mark carbon and hydrogen atoms when white balls do the same for oxygen.

As was mentioned earlier, 4 wt% water in Sh1 implies two water molecules per one rGO sheet of the $C_{66}O_1H_{21}$ chemical composition. The two molecules are evidently located in the vicinity of the only oxygen atom in the sheet circumference, once connected with both the atom and between each other by hydrogen bonds (see the bottom of Fig. 9). Analogously to ‘dry’ sheets, the ‘wet’ ones are grouped in graphite-like stacks that form globules when aggregating. A possible model of such a globe is shown in Fig. 11. As seen in the figure, the stacks with water molecules can be comfortably packed forming pores of a comparable size. The stacks surface forms the inner surface of the pores that are carpeted with hydrogens while the only oxygen atom is shaded by two water molecules. The amount of oxygen atoms determines the quantity of water which is bound with the pore surface thus considerably limiting the monolayer coverage of the pores at much lower level than that revealed by the IINS study of graphite oxide [19].
Fig. 10. Planar presentation of a model of ‘dry’ shungite globule consisting of a set of four-, five- and six-layer stacks of ‘dry’ (5, 5) rGO sheets of the C_{66}O_{12}H_{21} chemical composition voluntary located and oriented in space. Linear dimensions along the vertical and horizontal are of ~6 nm. The atom marking see in the caption to Fig.9
Fig. 11. Planar presentation of a model of ‘wet’ shungite globule consisting of a set of four-, five- and six-layer stacks of ‘wet’ (5, 5) rGO sheets of the C$_{66}$O$_1$H$_{21}$ chemical composition voluntarily located and oriented in space. Linear dimensions along the vertical and horizontal are of $\sim$6 nm. The atom marking see in the caption to Fig.9
8. Conclusion

The performed neutron scattering study allows putting certain ends in the study of the structure and chemical composition of shungite. The rGO nature of the basic structural element, its size and chemical composition as well as four-six-layer stacking have received an experimental confirmation fully supporting the general concept on the shungite structure suggested earlier [3]. Both the linear size of individual rGO sheets and the sheet stacks are responsible for the obtained $L_{CSR}$ values of 2–3 nm and 1.5–2 nm, respectively. The former characterizes not only the lateral dimension of the rGO sheets but the presence of both translational and rotational disorder (turbostratic structure) of the stack layers, the latter concerns stacks’ thickness. The stacks of such dimension form globules of ~6–8 nm in size (the third level of structure) while the latter produce agglomerates of 20 nm and more (the forth level of structure) completing the fractal packing of shungite. The basic rGO fragments are hard reduced products, actually, only slightly oxygenated graphene hydrides, of an averaged stable chemical composition described by ~6:0.1:2 (C:O:H) atom content ratio. The sheet planarity, drastically distorted for the pristine GOs (see Fig. 7a), is fully restored thus allowing to speak about ‘flat graphene’, or technical graphene, that is a highly important raw material for the modern graphene technologies and the natural pantry of which is presented by shungite deposits of Karelia.
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This paper provides a new design for a gold tip optical antenna based on a specific geometry, and then, the change of electric field enhancement for plane wave laser excitation with 400 to 700 nm in the vicinity of optical antenna are simulated. Progressions of geometry incorporate the change of period of circular grating from 200–300 nm, on the shaft of antenna. In addition, the distribution of enhancement of the electric field in a plane perpendicular to the shaft has been acquired. Finally, the optimal value for the maximum enhancement at the period of 208.843 nm is calculated.
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1. Introduction

An optical antenna is a device which is designed to efficiently convert free-propagating optical radiation to localized energy, and vice versa [1]. They can enhance the coupling between free-space propagating light and the localized excitation of nanoscopic light emitters or receivers, thus forming the basis for many nanophotonic applications. Additionally, they can enhance the interaction between light and matter by several orders of magnitude and localize the energy of electromagnetic radiation in the subwavelength region. With the assistance of optical antennas, the diffraction Abbe limit can be overcome, leading to new opportunities in advanced optical spectroscopy and microscopy in the subwavelength range. Because of these properties, a subwavelength optical antenna would allow the detection of high frequency spatial features and the analysis of the electronic and vibrational structure for nanoscale objects. Properties of localized plasmons critically depend on the shape of the nanoparticles, which allows selective “tuning” of the system resonances to an effective interaction between light and matter.

This has potential for an extensive range of novel photonic applications, including chemical [2,3] and thermal sensors [4], near-field microscopy [5,6], nanoscale photodetectors [7], and plasmonic devices [8,9]. By utilizing optical antenna, it is possible to concentrate the energy of the laser in a little scale zone such as nanometer. The gold tip is one of the most popular optical antennas in the recent years. One advantage of this antenna, is the breaking of the diffraction limit. The enhancement in the electrical field around the gold tip as a result of the plasmon resonance, which is dependent on the antenna geometry and the impact of lightning rod effect [10]. Direct irradiation of the tip apex, in the near-field optical scanning microscope (NSOM) prompted the creation of a foundation signal and suppression of the efficiency of the antenna and thus, numerous explorations have been carried out to reduce this issue. Adiabatic nanofocusing along conical metal tapers describes a coherent
transport of optical excitations in the form of surface plasmon polariton (SPP) waves over several tens of µm and the concentration of this energy into a nanometric volume at the taper apex. In the adiabatic limit, i.e., if the waveguide cross section variation is slow and relative changes of the SPP wave vector are small, on the scale of the SPP wavelength, radiative and reflective losses are minimized and energy transport to the apex is expected to be particularly efficient [3]. From an application perspective, adiabatic nanofocusing results in the creation of a single, dipole-like emitter, spatially localized to a few nm and with an intense optical near field. Such an emitter holds a high potential for, e.g., ultrahigh resolution optical microscopy, tip-enhanced Raman spectroscopy, or extreme ultraviolet (EUV) generation.

Raschke Et al [11] proposed the concept of adiabatic nanofocusing, in this method by reducing the size of the region in which enhancement of electric field occurs, the background might be greatly diminished. In the adiabatic nanofocusing method, first, the surface plasmon of the shaft is energized, then the surface plasmon travels to the apex of tip and is finally converted to the localized plasmon in the apex. In this paper, the geometry of the ordinary gold tip has been changed. Moreover, circular gratings with a period of 200, 250 and 300 nm have been included. Maxwell equations with FDTD simulation numerical software have been utilized to obtain the results. Using this geometry, a different peak, resulting from grating surface plasmon excitation, was obtained.

2. Methodology

The finite-difference time-domain (FDTD) approach is a reliable method for solving Maxwell’s equations with complex geometries [14]. FDTD provides time domain information, offering insight into the electrodynamics of a system [15]. In FDTD, the electromagnetic field and structural materials of interest are described on a discrete mesh composed of so-called Yee cells.

Maxwell’s equations are solved discretely in time, where the time step used is related to the mesh size through the stability criterion. This technique is an exact representation of Maxwell’s equations in the limit that the mesh spacing goes to zero. All the calculated and reported intensities are normalized with respect to the intensity of the incident light. In side illumination, the light is linearly polarized along the tip axis. The software lumerical, based on the FDTD method, is utilized. The FDTD approach has rapidly become to one of the most important computational methods in Electromagnetics since Yee proposed it in 1966 [16]. The FDTD method involves the discretization of Maxwell’s equations in both the time and the space domain in order to find the E and H fields at different positions and at different time-steps. The FDTD method can conveniently be applied to simulating the electromagnetic scattering and radiation from a target of complex shape as well as non-uniform dielectric objects by simply adjusting the number, size and material properties of the Yee cell [17].

Only the electric field component is chosen to evaluate the enhancement. The light intensity is presented by the square of the electric field intensity, which has the same tendency with the light intensity.

To generate a strong field enhancement at the tip, the electric field of the exciting laser beam needs to be polarized along the tip axis. The influence of tip shape and material on the field enhancement has been discussed in a series of publications with the aim of discovering the optimum tip [18, 19].
The electric field around the optical antenna is calculated and simulated based on Maxwell’s equations:

\[ E(r) = E_0 + i\omega \mu_0 \int G(r,r')j(r')dV', \]  \hspace{1cm} (1)

and

\[ H(r) = H_0 + \int [\nabla \times \vec{G}(r,r')]j(r')dV', \]  \hspace{1cm} (2)

where \( \vec{G} \) is the dyadic Green’s function and \( E_0 \) represents the initial electric field for the plane wave laser.

3. Simulation results

In this work, we investigated the influence of tip shape on the field enhancement. We assumed a golden tip, a 10 – nm radius of apex and a 30°. Cone angle and three proposed period of grating which are 200, 250 and 300 nm. The laser beam is considered as a plane wave with the wavelength of 400–700 nm. The considered model and the simulation results for the considering grating period are shown in following figures.

Figure 1 illustrates the shape of proposed optical antenna with 200 nm period grating.

![Fig. 1. Considered shape for optical antenna](image)

Figures 2 show the intensity distribution for three proposed period of grating with 90 degree laser incident angle in X and Y axis.

These figures confirm that there are no significant changes in the intensity distribution in the plane of X–Y where Z = 0 nm.

Figures 3 to 5 represent the distribution intensity in X and Y directions for three proposed grating periods. Moreover, the curves of enhancement for the X and Y component of electric field versus their wavelength are depicted.

According to the simulation results, it can be concluded that by changing the grating period on the shaft, the resonance can be shifted, which results in changing the distribution of the electric field enhancement.
Fig. 2. (a) Intensity distribution with 200 nm period grating. (b) Intensity distribution with 250 nm period grating. (c) Intensity distribution with 300 nm period grating.

Fig. 3. Results with 200 nm period grating: (a) the distribution intensity with y on the line of x=0, z=0 (b) the curve of enhancement of y component of electric field in y=0 versus wavelength (c) the intensity distribution intensity with an x on the line of y=0, z=0 (d) the curve of enhancement of the x component of electric field in x=0 versus wavelength.
4. Maximize the electric field enhancement

Obtaining the maximum enhancement in an electric field is an important fact and can be utilized for the optimum design of an antenna. The optimized value for the grating period, based on the maximum electric field enhancement, is 208.843 nm.

The results of the optimization and maximum enhancement of the electric field for the new period of grating are illustrated in figure 6.

5. Conclusion

In this work, to calculate the enhancement of electric field intensity in the near-field area, the FDTD algorithm was applied. To summarize, the enhancement of the near-field using an apertureless probe system has been verified. The proposed gold tip optical antenna has a special geometry, a series of concentric circular gratings added to the shaft. The simulated model shows that by changing the grating period on the shaft, the resonance can be shifted, leading to a change in the distribution of the electric field enhancement. Changes of geometry include a change in the circular grating period from 200–300 nm, on the shaft of
the antenna. The distribution of the electric field enhancement in a plane perpendicular to the shaft for the three samples has been analyzed. In addition, investigation revealed that the maximum electric field enhancement occurs at a period of 208.843 nm.
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Fig. 6. Intensity distribution in simulation result when the grating period is 208.843 nm (optimized) with 90 degree laser incident angle. (a) the intensity distribution in the plane of x-y (z = 0 nm), (b) the distribution intensity with y on the line of x=0, z=0 (c) the curve of enhancement of y component of electric field in y=0 versus wavelength (d) the intensity distribution intensity with an x on the line of y=0, z=0 (e) the curve of enhancement of the x component of electric field in x=0 versus wavelength
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The solution of the radiative transfer equation in the layer of a diffusing medium with Frenel fronts was observed by the example of light transfer in a dielectric medium containing nickel nanoparticles. The method of spherical harmonics was used. A scattering indicatrix was calculated for 532 nm light for 140 nm nickel nanoparticles in a pentaerythriol tetranitrate matrix. The angular distribution of illumination on the sample’s fronts was calculated for reflected and transmitted light. The maximum of the scattering indicatrix is observed for the diffusion in the opposite direction. The minimum of the illumination on the front in direction of the sample’s bulk is a result of using the Frenel’s boundary conditions and the asymmetric property of the scattering indicatrix of the nickel nanoparticles. The possibility of using of the composites explosives – nickel nanoparticles as a cap of the optical detonator is considered.
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1. Introduction

Nanosystems based on transparent dielectrics containing light-absorbing and light-diffusing metal particles have wide practical application [1–7]. That is why the optical properties of metal nanoparticles in transparent media were studied in many experimental and theoretical works [8–12]. The applied side of the problem deals with the potential practical use light absorption and diffusion by nanoparticles in the semi-conductor solar battery [1]; in process of atmospheric sounding [2]; in analysis of biological [3] and alimentary [4] products; in the caps of optical detonators [5–7]. The complexity of the problem is caused by simultaneous absorption [8–13] and diffusion [8]. Using typical conditions for the experimental samples width and nanoparticle concentration [14], the multiple diffusion of light becomes more significant. This effect is described by the radiative transfer equation. To solve this type of problem, the diffusion approximation [15], Kubelka-Munk theory [9] and solution using Monte Carlo method [10] are typically applied. The reason for their popularity is the relative simplicity (diffusion approximation and Kubelka-Munk theory), and the availability of the ready code for process simulation (Monte Carlo method). At the same time, diffusion approximation and Kubelka-Munk theory might be used only in the extreme case of the very strong light diffusion [9] and for them, only approximate boundary conditions might be done. As a result, the application of these methods can cause some significant errors [9]. In most works on the radiative transfer, Marshall’s boundary conditions are used [16]. Marshall’s boundary conditions might be used as approximate conditions for the fronts on which the refractive index does not change. In case
of the systems where the refractive index does change on the fronts (for example, pressed nanocomposites dielectric-metal), it is necessary to use the Frenel's conditions [8]. In work [8], the adopted method of the spherical harmonics was proposed for use in cases of homogeneous layer radiative transfer. The aim of this work is the simulation of the diffusion of light by metal nanoparticle in transparent media in terms of radiative transfer theory by the example of pentaerythriol tetranitrate (PETN) containing nickel nanoparticles with defined sizes (average radius 140 nm).

2. Model

PETN samples containing nickel nanoparticles were chosen as a model system. The wavelength was 532 nm, which corresponds to the second harmonic of Nd:Yag laser. The model was chosen because of several advantages – this composite might be used as a cup of the optical detonators [7, 11, 12, 17, 18]; matrix material (PETN) might be pressed in order to get dense and optically transparent sample without visible imperfections; methods of synthesis of spherical nickel nanoparticles with necessary sizes are well known [19].

In terms of the radiative transfer theory, the matrix is characterized by the linear extinction coefficient $k$, the absorptivity $k_{abs}$ and the scattering coefficient $k_{sca}$, the albedo of single interaction of the light quantum with the scattering media $\Lambda = k_{sca}/k$ and the scattering indicatrix. Equations for the absorptivity, scattering coefficient, and extinction coefficient are the following [19]:

$$
\begin{align*}
    k_{abs} &= \pi r_{eff}^2 Q_{abs} C,
    k_{sca} &= \pi r_{eff}^2 Q_{sca} C,
    k &= \pi r_{eff}^2 C \cdot (Q_{sca} + Q_{abs}),
\end{align*}
$$

(1)

where $r_{eff}$ – inclusion’s effective radius, $C$ – inclusion’s concentration (cm$^{-3}$), $Q_{abs}$ and $Q_{sca}$ – the average values of the absorptivity and scattering coefficient of the nanoparticles. Effective radius was taken as 140 nm. Concentration was calculated using mass fraction. To solve the radiative transfer equation, a sort of spherical harmonics method was used, which divides the total illumination into the incident (nonscattered $I_0$) and the scattered ($I_s$), both giving ($I = I_0 + I_s$). The nonscattered part decreases according to Bouguer’s law taking into account back edge reflection. The differential equation system for the expansion coefficients of the reflected part of the illumination on the spherical harmonics ($C_m$) is:

$$
\frac{1}{2m+1} \cdot \left[ (m+1) \frac{dC_{m+1}}{d\tau} + m \frac{dC_{m-1}}{d\tau} \right] + \left( 1 - \frac{\Lambda x_l}{2} \right) C_m =
$$

$$
\frac{J \Lambda x_l}{2} [\exp(-\tau) + R_f \exp(\tau - 2L)]
$$

(2)

where $x_l$ – expansion coefficients of the scattering indicatrix on the spherical harmonics. Boundary conditions for (2) correspond to the Frenel’s reflection:

$$
\begin{align*}
    I_s (0, \mu) &= R(\mu) I_s (0, -\mu), & 0 \leq \mu \leq 1, \\
    I_s (L, -\mu) &= R(\mu) I_s (L, \mu), & -1 \leq \mu \leq 0,
\end{align*}
$$

(3)

(4)

where $R(\mu)$ – angle dependence of the Frenel’s reflection coefficient, $\mu = \cos \theta$ – cosine of a spherical angle. Equations (3) – (4) define the boundary conditions on the top face and the back edge correspondingly. Expansion of $R(\mu)$ in terms of Legendre polynomial gives the boundary condition for the harmonics’ contributions:
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\[ \sum_{m=0}^{N} (N_{lm} - R'_{lm}) C_m (0) = 0, \]  

(5)

where the matrix elements are the following:

\[ R'_{lm} = (-1)^m \frac{2m + 1}{2} \int_{0}^{1} P_m (\mu) R (\mu) P_l (\mu) d\mu, \]
\[ N_{lm} = \frac{2m + 1}{2} \int_{0}^{1} P_m (\mu) P_l (\mu) d\mu. \]

(6)

Similar boundary conditions were made for the top face and the back edge of the sample. According to Frenel’s equations, the angle dependence of the reflection coefficient while \( \mu \geq \sqrt{1 - n^{-2}} \) is the following:

\[ R (\mu) = \frac{1}{2} \left( \frac{\sqrt{n^{-2} - 1 + \mu^2} - \mu}{\sqrt{n^{-2} - 1 + \mu^2} + \mu} \right)^2 \left[ 1 + \left( \frac{\mu \sqrt{n^{-2} - 1 + \mu^2 + \mu^2 - 1}}{\mu \sqrt{n^{-2} - 1 + \mu^2 - \mu^2 + 1}} \right)^2 \right]. \]

(7)

When \( \mu < \sqrt{1 - n^{-2}} \), total reflection take place and \( R (\mu) = 1 \).

For simulation, the first 20 harmonics \( (N = 19) \) were used, because the further increase of their quantity does not change the calculation results. At the same time, using fewer components is not desirable because of the strong instability of the angle distribution.

Solution of (2) might be expressed as:

\[ C_m (\tau) = \sum_{l=0}^{N} a_{ml} \tilde{C}_l \exp (\gamma_l \tau) + C_p^1 \exp (-\tau) + C_p^2 \exp (\tau). \]

(8)

The last two components are the particular solution for the heterogeneous equation. Coefficients \( C_p^1 \) and \( C_p^2 \) are equal to each other:

\[ C_p^1 = -J \Lambda \sum_{m=0}^{N} [\delta_{pm} + A_{pm}]^{-1} B_m, \]
\[ C_p^2 = J \Lambda R_f \exp (-2L) \sum_{m=0}^{N} [\delta_{pm} - A_{pm}]^{-1} B_m, \]

(9)

where

\[ A_{pm} = -\left[ \frac{p + 1}{2p + 1} \delta_{p,p'+1} + \frac{p}{2p + 1} \delta_{p,p'-1} \right]^{-1} \left[ 1 - \frac{\Lambda x_m}{2} \right] \delta_{p'm}, \]
\[ B_m = \left[ \frac{m + 1}{2m + 1} \delta_{m,m'+1} + \frac{m}{2m + 1} \delta_{m,m'-1} \right]^{-1} \left[ \frac{x_{m'}}{2} \right]. \]

Two multipliers in square brackets are multiplied as matrixes. The first component in (8) corresponds to the expansion of the solution on the eigenvector of \( A_{pm} \) (matrix \( a_{ml} \)) according to the corresponding eigenvalue \( \gamma_l \). Expansion coefficients \( \tilde{C}_l \) must be defined in the form of the boundary conditions (3) – (4). These boundary conditions make system of \( 2N + 2 \) equations, \( 2N \) of which are linearly dependent. Number of coefficients which might be defined is \( N + 1 \), so that the problem is overspecified. So it was decided to use the minimizing of sum of deviation squares of the values in the left parts (3) – (4) from zero. As a result, the following equation (in matrix form) for the coefficients was obtained:
\[
\hat{C} = -\left[(Z\tilde{a})^T (Z\tilde{a})\right]^{-1} (Z\tilde{a})^T (ZC_p),
\]

where
\[
Z = \left(\frac{N - R'}{\tilde{N} - \tilde{R}'}\right), \quad \tilde{a} = \left(\begin{array}{c} a \\ a \cdot \exp(-\gamma L) \end{array}\right), \quad C_p = \left(\begin{array}{c} C_p^1 \\ C_p^2 \end{array}\right).
\]

3. Results and discussion

In figure 1, the scattering indicatrix, calculated in terms of Mie theory, of the 140 nm nickel nanoparticles in PETN matrix for the second harmonic of Nd:Yag laser is presented. The maximum of the scattering indicatrix corresponds to the point \( \mu = -1 \). This means that the light mainly reflects in the opposite direction of the incident light. The indicatrix shape is defined by the relatively large particles' radii when the modulus of the nickel's complex refractive index is significant \((1.87 - 3.49i)\). The anisotropy factor (the average value of the scattering angle cosine) is \(-0.833\). As it stands, the calculated values for the scattering coefficient \( Q_{sca} \) and absorptivity \( Q_{abs} \) for the nickel nanoparticles are 2.109 and 1.199 respectively. The efficiencies of both these processes are high because the irradiation wavelength in the medium is comparable to the nanoparticles’ diameters.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure1}
\caption{Scattering indicatrix of the nickel nanoparticles in PETN matrix for 532 nm wavelength}
\end{figure}

Figure 2 shows distribution of the absorbed energy along the sample (1). Contributions of the nonscattered (2) and scattered part (3) are separately matched. The nonscattered part refers to the irradiation which is absorbed directly by the sample at first interaction. This part decreases according to the Bouguer low with the coefficient which is equal to the ratio of extinction. Scattered part includes all the radiation, which was at least once scattered. This part was calculated using equation (2). The scattered part decreases more slowly in the sample bulk and near to the top face, having a slanting maximum, concerning the partial permittivity of the border to the irradiation. Total dependence (1) is close to the exponential dependence with some deviations in the vicinity of the sample’s borders. At some distance away from the border the dependence is close to the exponential with absorptivity equal to \( \kappa = 26.74 \text{ cm}^{-1} \).
Figure 3 shows the results of simulation of the angle dependence the scattered and transmitted irradiation (relative units) for the samples where the nickel’s mass fraction equal to 0.1% (nanoparticle’s radius is 140 nm). The sample width is 0.1 cm, which is almost four times the extinction length. For wider samples, the transmission coefficient becomes a negligible quantity. Values of the transmission and reflection coefficients are 0.060 and 0.169 correspondingly. Let us now discuss the main particularities of the obtained angle dependences.

In the case of reflected light, the distribution of intensity has two local minima in the vicinity of $\mu \approx 0.9$ (moving into the sample, perpendicularly to the top face) and two slanting maxima in the vicinity of $\mu \approx -0.5$ and $\mu \approx 0.5$. At the point $\mu = -1$, there is a maximum for the reflected light intensity, so the reflected light is mostly reflected in the opposite direction. In case of transmitted light, there is the opposite situation – the maximum of light intensity is in the area of the reflected light minimum, i.e. near $\mu = 1$. The minimum of the calculated dependences in the area of the normal direction of light into the sample is explained by the use of Frenel’s boundary conditions (3) – (4). The maxima appear because the scattering indicatrix of the nickel nanoparticles is very dissymmetric (Fig. 1).

Let us estimate the extension factor of absorption in the conditions of multiple scattering. The extension factor might be determined as ratio of the absorption cross-section, calculated using the absorptivity, and the nanoparticle’s geometric cross-section – $K = \kappa / (\pi r^2_{\text{eff}} C)$. Substitution gives the following value $K = 2.51$. It is necessary to mention that this value is greater than 1 not only because of the large absorptivity ($Q_{\text{abs}} = 1.199$), but mainly because of multiple scattering.

The results are very important in order to determine the cap composition for optical detonators. Nickel nanoparticles with an average size of 140 nm might be a very promising additive in the transparent explosives (particularly in PETN, initiated by the second harmonic of the Nd:Yag laser), i.e. because of the multiple scattering and large absorptivity value, light absorption is considerably amplified. This must cause corresponding decrease of the critical energy density of the laser initiation.
FIG. 3. Angle distribution of the scattering part of illumination on the sample’s borders by the reflected (1) and transmitted (2) light
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The goal of this study was the sol-gel synthesis of nanocrystals $La_{1-x}Sr_xFeO_3$ ($x=0.0$, 0.1, 0.2, 0.3) and an examination of their magnetic properties. An aqueous solution of ammonia and 5% ammonium carbonate solution were used as precipitating agents. It was established that the crystallization of $LaFeO_3$ is completed at 750$^\circ$C (annealing for 1 h). The average diameter of the synthesized particles was 80–100 nm. Investigation of the magnetic properties showed non-monotonic changes of saturation magnetic moment and increase of coercive force with increased Sr content in the sample.
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1. Introduction

In the late 1980’s, nanotechnology began to develop and achieved many great improvements not only in research but also in many applications. Nanomaterials and nanotools exhibit new physical and chemical effects and properties that do not exist in bulk materials with the same chemical composition [1].

Materials widely used in practice are magnetic materials and other functional materials, which are applied to various electronic devices such as transformers, generators, electric motors, digital detectors, voice recorder, video recorder, etc. These materials, having $ABO_3$-typed perovskite-like structure (where A is a such as Y, La, Ln (rare earth metals), Bi and B is transition metal such as Mn, Fe, Co, Ni, Cr), are studied intensively due to their outstanding properties and difficult synthesis [5-11]. These materials are also studied as catalysts [12].

Modified $ABO_3$ compounds are materials where A or B or both A and B ions are partially replaced by other metal ions (such as Ca, Sr, Cd, Ln (rare earth metals), Mn, Fe, Ni, Al, etc.) [13-17]. This modification produces mixed-valence state of metals and structural defects, which create more interesting effects such as thermal effects, thermomagnetic effects, and large magnetoresistance for material substrate. That has opened up new application of
perovskite materials in a number of modern industrial areas such as electronics, information, petro-chemical processing technologies.

Currently, in order to prepare ABO$_3$-typed perovskite materials with small particle size, various basic methods are commonly used, such as co-precipitation at room temperature, sol-gel method, co-complexing method, etc. The advantage of these methods is that the crystallization process occurs at lower temperatures than that of traditional ceramic synthesis and the obtained composite materials have more uniform compositions with higher purity. However, to synthesize nanosized ABO$_3$ materials via these methods, it is required to investigate many factors affecting the formation of the single-crystalline phase such as temperature, calcination time, pH, gelling substance/metal molar ratio, gelling temperature, etc. This investigation requires much time and effort.

Currently, much attention is being devoted to the investigation of the particle size, structure and properties of substituted ferrite. In particular, [15] it was shown that the doping of yttrium ferrite by calcium leads to a reduction of particle size from 50 nm to 27.5 nm, an increase of magnetization ($J$) from 0.070 to 0.148 Am$^2$/kg and a decrease in the coercive force ($H_c$) from 3.58 to 2.78 kA/m in a field of 640 kA/m. The fact that the doping of cobalt ferrite with zinc leads to increased magnetization from 71.297 Am$^2$/kg for CoFe$_2$O$_4$ up to 152.531 Am$^2$/kg for Co$_{0.5}$Zn$_{0.5}$Fe$_2$O$_4$ was demonstrated [18].

However, the synthesis of nano La$_{1-x}$Sr$_x$FeO$_3$-typed perovskite materials by hydrolysis of metal cations in boiling water and the addition of a solution containing a precipitating agent and the study of magnetic characteristics of the synthesized material have not been reported.

In this study, nano La$_{1-x}$Sr$_x$FeO$_3$-typed perovskite materials ($x = 0.0, 0.1, 0.2$ and $0.3$) were synthesized using the co-precipitation method in boiling water and studied their magnetic properties.

2. Materials and methods

The chemicals used in the research were analytically pure: Fe(NO$_3$)$_3$·9H$_2$O, La(NO$_3$)$_3$·6H$_2$O, Sr(NO$_3$)$_2$, 25% NH$_3$, (NH$_4$)$_2$CO$_3$. The salts were dissolved in water with the concentration of 0.15M. Precipitating agents used in the experiments were aqueous ammonia and ammonium carbonate in 15% excess as compared to the amount in stoichiometry equation to ensure the complete precipitation of metal ions in the solution.

Many studies demonstrate that sols of iron and lanthanum oxides, and a mixture of sols of iron (III) and lanthanum oxides can be obtained by co-precipitation of Fe$^{3+}$ and La$^{3+}$ in boiling water [11, 19, 20]. The results of a previous study [11] demonstrated that use of the co-precipitation is the optimal method.

Nano La$_{1-x}$Sr$_x$FeO$_3$ materials were synthesized by adding an aqueous solution containing La(NO$_3$)$_3$, Sr(NO$_3$)$_2$ and Fe(NO$_3$)$_3$ drop wise into boiling water with the molar ratio La : Sr : Fe = (1- $x$) : $x$ : 1 and $x = 0.0, 0.1, 0.2, 0.3$ with magnetic stirring. The solution was boiled for 5 minutes and then cooled down to room temperature. Then, 5% ammonia solution (for $x = 0.0$) and 5% ammonium carbonate ($x = 0.1, 0.2, 0.3$) were slowly added into the obtained solution with concurrent vigorous stirring for about 30 minutes. The obtained precipitate was separated using vacuum filter, washed with distilled water before being dried naturally at room temperature. The obtained powder was finely ground then calcined in air at different temperatures: 750, 850 and 950$^\circ$C to examine the completion of crystallization process and the formation of homogeneous phase.
The physicochemical processes, occurring when heating the samples, were studied by DTA/TGA method performed on a TGA Q500 V20.13 Build 39, with a maximum temperature of 1100°C and heating rate of 10°C/min.

The phase composition of obtained powder was examined by X-ray diffraction method on a D8-ADVANCE.

Elemental composition of the samples was tested by the method of energy-dispersive X-ray spectroscopy (EDXS, INCA Energy-250) and atomic absorption spectroscopy according to the reference of Ref. AOAC 965.09 (ICE-3500).

The size and shape of particles were determined by scanning electron microscope (SEM, JE-1400).

The magnetic characteristics (saturation magnetization, remanent magnetization, coercive force) of the material were determined on vibrating sample magnetometers Microsene EV11, performed at room temperature.

3. Results and discussion

3.1. LaFeO$_3$ nano-materials synthesis results

Fig. 1 shows TGA diagram of powder sample (with $x = 0.0$) dried naturally at room temperature.

![TGA/DTA diagram of powder sample](image)

**Fig. 1.** TGA/DTA diagram of powder sample

It can be seen from Fig. 1 that the TGA curve exhibited 3 weight loss effects with a total weight loss of about 40%. The first weight loss period occurred from room temperature to 370°C with the weight loss of 23.67% corresponding to an endothermic peak at 92.20°C and a small peak at 42.21°C, which was attributed to the loss of surface water, desorption, and the dehydration of iron(III) hydroxide to from FeOOH [11]. The second weight loss period occurred from 370°C to 650°C, the third period started at 650°C and finished at 750°C corresponding to the weight loss of 11.051% and 5.197%, respectively. This was due to the heat absorption of complete decomposition of FeOOH and La(OH)$_3$ to form corresponding oxides. From about 750°C, it could be observed that the weight of sample was unchanged with respect to the formation of single LaFeO$_3$ phase. It is notable that the exothermic
effect for the phase transformation of LaFeO$_3$, which forms the corresponding oxides, was not observed. This can be explained by the thermal compensation occurring when LaFeO$_3$ transformed from amorphous to crystalline nano-phase. A similar phenomenon was described in [17, 19].

From the results of TGA analysis, the calcination temperatures of 750, 850 and 950°C were chosen to study the formation of single phase LaFeO$_3$. Fig. 2 shows the XRD LaFeO$_3$ pattern of samples after calcination at 750, 850 and 950°C for 1 h.

![XRD pattern of LaFeO$_3$ sample heated for 1 h](image)

In the XRD pattern, the typical peaks of single phase of crystalline perovskite LaFeO$_3$ were observed. It can be inferred that the crystallization is almost completed at 750°C, there were only 2 peaks with low intensity at 750°C. At 850°C and 950°C peaks of impurity were not observed.

The result of scanning electron microscope (SEM) of the samples after calcination at 850°C (t = 1 h) shows that the particles exhibit spherical or oval shapes (Fig. 3) with two ranges of size: small particles with a size from 50 to 70 nm, and large particles with a size of about 100 nm or larger. Additionally, it is also demonstrated in the SEM images that the particles bound together to form bulks of particles. This is the limitation of synthesized metal oxides, and particularly LaFeO$_3$, using the co-precipitation method.

As a result, the LaFeO$_3$ material with a particle size of 100 nm was synthesized via the co-precipitation of metal cations Fe$^{3+}$ and La$^{3+}$ in boiling water with aqueous ammonia as co-precipitating agent and calcination temperature of 850°C.

### 3.2. La$_{1-x}$Sr$_x$FeO$_3$ nano-materials synthesis results (x=0.1; 0.2; 0.3)

Because of the high solubility product of Sr(OH)$_2$ (Ts = 3.2x10$^{-4}$ at 20°C) [20], and the small solubility product of Fe(OH)$_3$ and La(OH)$_3$ at the same temperature (3.8x10$^{-38}$ and 1.05x10$^{-21}$ respectively) [20], it was not possible to co-precipitate La$^{3+}$, Sr$^{2+}$ and Fe$^{3+}$ cations by aqueous ammonia. Therefore, co-precipitating agent was replaced by ammonium carbonate. The results obtained from experiments of La$_{1-x}$Sr$_x$FeO$_3$ (x = 0.1, 0.2, 0.3) synthesis are presented in the section 2.
A. T. Nguyen, M. V. Knurova, et al.

Fig. 3. SEM picture of LaFeO$_3$ sample heated at 850°C (t=1 h)

From the TGA results of synthesized LaFeO$_3$ powders (see Fig. 1), we chose samples with calcination temperatures at 750°C, 850°C and 950°C for 1 h to investigate the formation of single La$_{1-x}$Sr$_x$FeO$_3$ phase.

Figure 4, 5, 6 present the XRD patterns of La$_{1-x}$Sr$_x$FeO$_3$ materials ($x = 0.1, 0.2, 0.3$) after calcination at temperatures of 750°C, 850°C and 950°C for 1 h. Figures 4, 5, 6 shows that the obtained products had composition of orthorhombic LaFeO$_3$ phase.

However, the lattice spacing ($d$) of synthesized crystalline samples decreased with increasing $x$ values (table 1). This could be explained by the replacement of La$^{3+}$ ions by Sr$^{2+}$ ions that led to the lattice shrinkage, therefore the lattice spacing ($d$) decreased when the Sr$^{2+}$ concentration increased. Indeed, the ionic radius of Sr$^{2+}$ (0.126 nm) is much larger than that of La$^{3+}$ (0.104 nm) [21]. Hence, when La$^{3+}$ ions were replaced by Sr$^{2+}$ ions, charge compensation occurred in the crystalline lattice; consequently, Fe$^{3+}$ ions with a radius of 0.0645 nm were oxidized to Fe$^{4+}$ with a smaller radius (0.0585 nm) [20], thus the lattice spacing ($d$) decreased. Additionally, the characteristic peaks of lanthanum or strontium phases (La(OH)$_3$, La$_2$O$_3$, La$_2$(CO$_3$)$_3$, SrO, or SrCO$_3$) were not observed on the XRD pattern. The absence of diffraction peaks for lanthanum and strontium suggested the alloying of strontium in the crystalline lattice of LaFeO$_3$.

Elemental composition of the samples was determined by energy-dispersive X-ray spectroscopy and atomic absorption spectroscopy, indicating that atomic weight percentage of elements in the samples was equal to their stoichiometric percentages. The calculated errors were from 0.7% to 3.5% for samples synthesized by both methods. This could be attributed to the insufficiency of oxygen when replacing La$^{3+}$ by Sr$^{2+}$ in the crystalline lattice.

A study of La$_{0.8}$Sr$_{0.2}$FeO$_3$ and La$_{0.7}$Sr$_{0.3}$FeO$_3$ materials by scanning electron microscopy (SEM) showed that the formed crystals had an average particle size of about 80–100 nm but it was demonstrated that the differentiation of particles shapes was more obvious as compared to the pure LaFeO$_3$. This once again confirmed that Sr$^{2+}$ doping can affect the structure of the LaFeO$_3$ crystalline lattice.

As a result, Sr doping in the LaFeO$_3$ crystal can lead to a change in the lattice structure, particularly in decreased lattice spacing ($d$) and the alteration of the crystal shape with increased Sr concentration. This can provide a change in magnetic characteristics of doping La$_{1-x}$Sr$_x$FeO$_3$ as compared to pure LaFeO$_3$. 
Fig. 4. XRD pattern of La$_{0.9}$Sr$_{0.1}$FeO$_3$ sample heated at 850°C (a) and stack XRD diagram of La$_{0.9}$Sr$_{0.1}$FeO$_3$ heated at 750°C, 850°C and 950°C (b) (t=1 h)

Table 1. The comparison of lattice spacing (d) of La$_{1-x}$Sr$_x$FeO$_3$ (x=0.1; 0.2; 0.3) samples heated at 850°C (t=1 h) (from XRD results, Fig. 5, 6, 7)

<table>
<thead>
<tr>
<th>No</th>
<th>Lattice spacing d; Å</th>
<th>La$<em>{0.9}$Sr$</em>{0.1}$FeO$_3$</th>
<th>La$<em>{0.8}$Sr$</em>{0.2}$FeO$_3$</th>
<th>La$<em>{0.7}$Sr$</em>{0.3}$FeO$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.93402</td>
<td>3.91905</td>
<td>3.91813</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.78176</td>
<td>2.77718</td>
<td>2.76904</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.26766</td>
<td>2.26596</td>
<td>2.26330</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.96576</td>
<td>1.96266</td>
<td>1.95876</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.76393</td>
<td>1.75545</td>
<td>1.75545</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.60434</td>
<td>1.60262</td>
<td>1.60062</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.38814</td>
<td>1.38427</td>
<td>1.38427</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.24208</td>
<td>1.24057</td>
<td>1.24020</td>
<td></td>
</tr>
</tbody>
</table>
3.3. Magnetic characteristics of \( \text{La}_{1-x}\text{Sr}_x\text{FeO}_3 \) nanomaterial (\( x=0.0; 0.1; 0.2; 0.3 \))

Study of the magnetic properties of nano \( \text{La}_{1-x}\text{Sr}_x\text{FeO}_3 \) materials (\( x = 0.0, 0.1, 0.2, 0.3 \)) calcined at 850°C (t=1 hour) on vibrating sample magnetometers at room temperature indicated that the Sr\(^{2+}\) doping in the \( \text{LaFeO}_3 \) lattice influenced their magnetic properties (Fig. 8 and table 2). Indeed, in a magnetic field of 1273.6 kA/m the magnetic characteristics of the material, such as saturation magnetization (\( M_s \)), remanent magnetization (\( M_r \)), decreased with \( x \) from 0.0 to 0.1, then increased with \( x \) from 0.1 to 0.2, then decreased again with \( x \) from 0.2 to 0.3. Meanwhile, the value of coercive force (\( H_c \)) of all samples was greater than 15.92 kA/m and increased in the order \( \text{LaFeO}_3 < \text{La}_{0.9}\text{Sr}_{0.1}\text{FeO}_3 < \text{La}_{0.8}\text{Sr}_{0.2}\text{FeO}_3 < \text{La}_{0.7}\text{Sr}_{0.3}\text{FeO}_3 \) (where, \( H_c \) of \( \text{La}_{0.7}\text{Sr}_{0.3}\text{FeO}_3 \) was 20 times greater than \( H_c \) of pure \( \text{LaFeO}_3 \)). This can be explained in that the alloying of Sr\(^{2+}\) in the crystal of pure \( \text{LaFeO}_3 \) increased the non-directionality in shape and crystal lattice of the synthesized materials. Therefore, the synthesized \( \text{La}_{1-x}\text{Sr}_x\text{FeO}_3 \) samples are hard magnetic materials (\( H_c > 7.96 \text{ kA/m} \)).

The regular change in \( M_s \) and \( M_r \) values calculated for \( \text{La}_{1-x}\text{Sr}_x\text{FeO}_3 \) material with the increasing of Sr\(^{2+}\) concentration in the \( \text{LaFeO}_3 \) crystal lattice was due to structure disordering when replacing \( \text{La}^{3+} \) by \( \text{Sr}^{2+} \) in the \( \text{LaFeO}_3 \) lattice, which caused the poor orientation of...
Fig. 6. XRD pattern of La$_{0.7}$Sr$_{0.3}$FeO$_3$ sample heated at 850°C (a) and stack XRD diagram of La$_{0.7}$Sr$_{0.3}$FeO$_3$ heated 750°C, 850°C and 950°C (b) (t=1 h)

Fig. 7. SEM images of La$_{0.8}$Sr$_{0.2}$FeO$_3$ sample (a) and La$_{0.7}$Sr$_{0.3}$FeO$_3$ (b) heated at 850°C (t=1 h)
magnetic iron, because of the change in the Fe–O–Fe angle with x from 0.0 to 0.1. With the addition of Sr$^{2+}$ to the crystal lattice to concentration of 20%, the crystalline structure became stabilized and therefore, the $M_s$ and $M_r$ values increased. However, the further addition of Sr$^{2+}$ to the x value of 0.3 could lead to the over-replacement of La$^{3+}$ (trivalent) by Sr$^{2+}$ (divalent). With respect to the charge compensation, some Fe$^{3+}$ ions were oxidized to Fe$^{4+}$ ions (the similar phenomenon was observed in the Bi$_{1-x}$Sr$_x$FeO$_3$ [16]). This resulted in the appearance of the magnetic exchange interaction between Fe$^{3+}$ and Fe$^{4+}$ ions through O$^{2-}$ (Fe$^{3+}$–O$^{2-}$–Fe$^{4+}$), leading to a change in the magnetic properties of the synthesized materials.

**Table 2.** Magnetic characteristics of La$_{1-x}$Sr$_x$FeO$_3$ nanomaterial (x=0.0; 0.1; 0.2; 0.3) heated at 850°C (t=1h)

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>LaFeO$_3$</th>
<th>La$<em>{0.9}$Sr$</em>{0.1}$FeO$_3$</th>
<th>La$<em>{0.8}$Sr$</em>{0.2}$FeO$_3$</th>
<th>La$<em>{0.7}$Sr$</em>{0.3}$FeO$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_r$, Am$^2$/kg</td>
<td>Remanent</td>
<td>0.510</td>
<td>0.085</td>
<td>0.527</td>
</tr>
<tr>
<td>Magnetization:</td>
<td>Magnetization:</td>
<td>M at H=0</td>
<td>M at H=0</td>
<td>M at H=0</td>
</tr>
<tr>
<td>$M_s$, Am$^2$/kg</td>
<td>Saturation</td>
<td>1.974</td>
<td>0.220</td>
<td>1.278</td>
</tr>
<tr>
<td>Magnetization:</td>
<td>maximum M measured</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_c$, kA/m</td>
<td>Coercive Field:</td>
<td>16.183</td>
<td>28.490</td>
<td>138.928</td>
</tr>
<tr>
<td>Field at which</td>
<td>M/H changes sign</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4. Conclusions

Powders of La_{1-x}Sr_xFeO_3 (x = 0.0, 0.1, 0.2, 0.3) with a particle size of about 100 nm was synthesized from La^{3+}, Sr^{2+} and Fe^{3+} cations in heated water by co-precipitation method with ammonia and ammonium carbonate as precipitating agents and a calcination temperature of 750°C (t=1 h). The increase of Sr^{2+} concentration provided to the increase of coercive force of synthesized La_{1-x}Sr_xFeO_3 material. The obtained La_{1-x}Sr_xFeO_3 nanomaterial showed high coercive force (H_c > 15.92 kA/m), hence it was related to the hard magnetic materials and could be used to produce permanent magnets for motors.
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Yttrium orthoferrite nanocrystals with an average crystallite size of 55 – 60 nm have been obtained under hydrothermal conditions. The influence of the hydrothermal synthesis temperature on the structure and crystallite size has been investigated. Mechanism of the YFeO$_3$ formation under the hydrothermal conditions has been proposed.

Keywords: yttrium orthoferrite, YFeO$_3$, hydrothermal synthesis, phase formation, formation mechanism.

Received: 1 July 2014
Revised: 4 September 2014

1. Introduction

Nanoparticles are often synthesized by ‘soft-chemical’ methods because the techniques are accessible, simple, use relatively low temperatures and have a large number of varied parameters that allow one to control products’ properties [1–4]. Additionally, these methods usually allow relatively rapid forming of nanoparticles [5]. One such method is hydrothermal synthesis, which permits to one to obtain relatively non-agglomerated oxide nanoparticles with a narrow size distribution [6–11].

The solid state method is conventionally used to obtain yttrium orthoferrite. In this case, mechanically mixed oxides of the corresponding metals [12] or a mixture of its hydroxides obtained by the coprecipitation process can be used as precursors [13, 14]. However, the process can be complicated by yttrium orthoferrite thermodynamic instability and yttrium-iron garnet Y$_3$Fe$_5$O$_{12}$ formation at high temperatures [15]. Additionally, the obtained nanoparticles are highly agglomerated and their size is relatively large. Therefore, investigation of YFeO$_3$ formation under hydrothermal synthesis conditions is of interest. It should be noted, that despite the potential for using this method in nanoparticle synthesis, data about its application for YFeO$_3$ synthesis is very limited. In works [18, 19], the authors use concentrated KOH solution as mineralizer to reduce the synthesis temperature. This resulted in yttrium orthoferrite formation [18] as well as in formation of the almost all rare-earth metals orthoferrites [19], but the obtained nanoparticle sizes were 10 – 30 $\mu$m. This is due to partial dissolution of the initial hydroxides under hydrothermal conditions in the presence of the concentrated KOH solution, so that rare-earth orthoferrite formation is carried out by crystallization from solution, leading to rapid nanoparticle growth.

Another variant of hydrothermal synthesis usage is described elsewhere [20]. In this case, hydrothermal processing was used only for precursor preparation – hydrolysis of yttrium and iron nitrate mixture was carried out under hydrothermal conditions at 200 $^\circ$C. The obtained X-ray amorphous sample was heat treated in air from 400 – 1000 $^\circ$C. The formation of yttrium
orthoferite nanoparticles with average size of ∼100 nm was observed at 800 °C, which corresponds to temperature of the YFeO$_3$ formation from coprecipitated hydroxides under thermal treatment [14, 21].

Thus, investigation of the possibility and the mechanism by which weakly agglomerated yttrium orthoferrite nanoparticles are formed under hydrothermal conditions is of great interest.

2. Experimental

2.1. Synthesis procedure

An yttrium and iron hydroxide mixture was obtained using the reprecipitation process. An Y(NO$_3$)$_3$ and Fe(NO$_3$)$_3$ solution mixture was added in a dropwise manner to 1 M NaOH solution under vigorous stirring. The obtained precipitate was washed with distilled water and dried at 70 °C.

Hydrothermal treatment was then carried out according to the procedure described in [11] at 200 – 400 °C, at the 50 MPa over 3 hours. Distilled water was used as the solvent.

2.2. Characterization of the prepared samples

The elemental composition of the specimens were analyzed by means of scanning electron microscopy (SEM) using Hitachi S-570, coupled with Oxford Link Pentafet microprobe analyzer.

The phase composition of the specimens were controlled by powder X-ray diffraction (XRD) using a Shimadzu XRD-700 with monochromatic CuK$_\alpha$ radiation (λ=0.154051 nm). Qualitative X-Ray analysis was carried out with powder base of the diffraction data PDF2-2012 using, quantitative X-Ray analysis was carried out with using of the Rietveld method [22]. Average crystallite size was calculated according to Scherer’s equation [23].

3. Results and discussion

According to the results of phase composition analysis obtained after coprecipitation, the material is X-ray amorphous. Results of elemental analysis showed that molar ratio of Fe:Y was 50.4:49.6 and corresponded to the stoichiometric value within the range of experimental error.

According to the results of X-ray analysis (Fig. 1), hydrothermal treatment at 200 °C leads to iron (III) oxide-hydroxide FeOOH (goethite) crystallization only. With an increase in the treatment temperature to 250 °C, a reduction in the peak intensity was observed as well as the appearance of weak peaks of iron (III) oxide Fe$_2$O$_3$ (hematite), yttrium hydroxycarbonate Y$_2$(OH)$_3$CO$_3$, and yttrium orthoferrite YFeO$_3$. Further increase of the hydrothermal synthesis temperature leads to goethite peak disappearance (at 350 °C) and to YFeO$_3$ peaks intensity growth while Fe$_2$O$_3$ and Y$_2$(OH)$_3$CO$_3$ peak intensities were practically unchanged.

The presence of yttrium hydroxycarbonate can be explained by the high reactivity of the newly-precipitated yttrium hydroxide, which leads to its quick reaction with atmospheric carbon dioxide [24, 25].

The presence of the goethite reflection at Fe$_2$O$_3$-stable temperatures [23, 24] can be explained as a result of an iron (III) oxide reverse hydration process that may be caused due to autoclave cooling inertia. So, it would seem that FeO(OH) doesn’t participate in yttrium orthoferrite formation.

Quantitative X-ray analysis results are shown in Fig. 2. The content of FeO(OH) and Fe$_2$O$_3$ is represented in terms of FeO$_{1.5}$, and analogically content of Y$_2$(OH)$_3$CO$_3$ – in terms of YO$_{1.5}$. 
Formation mechanism of $\text{YFeO}_3$ nanoparticles under the hydrothermal conditions

Analysis of the data Fig. 2 indicates that initial components may exist in two essentially different states.

Hydroxycarbonate formation leads to precursor inhomogeneity and to the separated crystallization of the iron-containing and yttrium-containing components. At the same time, the homogeneous precursor portion remains X-ray amorphous during hydrothermal treatment and gradually transforms into yttrium orthoferrite without intermediate phase crystallization. This system behavior may be connected with existence of the relatively stable nanoheterogeneous structures. One can imagine such structure like a nanoscale amorphous clusters of the iron-containing and yttrium-containing precipitate components.

Average crystallite size was calculated from X-ray line broadening for each phase. Obtained data are shown in Fig. 3. Yttrium-containing phase crystallite size is given in terms of yttrium oxide with using molar volume of the $\text{Y}_2(\text{OH})_3\text{CO}_3$ (monoclinic) and $\text{Y}_2\text{O}_3$ (cubic).

Comparison of data in Fig. 2 and 3 allows one to assume that under hydrothermal conditions, nanoparticle formation occurs from amorphous clusters as described above. These clusters transform into $\text{Fe}_2\text{O}_3$ and $\text{Y}_2\text{O}_3$ crystallites, or they can aggregate in tetrahedral complexes to subsequently form $\text{YFeO}_3$ nanoparticles. The proposed mechanism for $\text{YFeO}_3$ nanoparticle formation is shown schematically in Fig. 4.
It should be noted that this assumption can be confirmed by crystallite size comparison of simple oxides and YFeO$_3$.

4. Conclusion

Orthorhombic yttrium orthoferrite with average crystallite size from $55 \pm 3$ nm to $60 \pm 3$ nm was obtained by hydrothermal treatment of the coprecipitated iron (III) and yttrium hydroxides. It was shown that YFeO$_3$ formation proceeded from four-fold complexes of the
Formation mechanism of YFeO$_3$ nanoparticles under the hydrothermal conditions

Iron-containing and yttrium-containing amorphous clusters that resulted in the formation of relatively large yttrium orthoferrite nanoparticles. The presence of iron (III) oxide and yttrium hydroxy carbonate may be associated with exposure to atmospheric carbon dioxide, which occurs in the precipitation stage. Therefore, iron-containing and yttrium-containing phase crystallization occurs independently of the main YFeO$_3$ formation process.
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Studies of the concentration dependence of electric conductivity and pH for aqueous solutions of the light fullerene – C\textsubscript{60} \( [\equiv C\text{(COOH)}\textsubscript{2}]\textsubscript{3} \) tris-malonate were performed at 25 °C. From both data (from the equivalent electric conductivity and pH), the apparent degree of dissociation and concentration dissociation constants of C\textsubscript{60} \( [\equiv C\text{(COOH)}\textsubscript{2}]\textsubscript{3} \) in aqueous solutions were calculated. Thermodynamic dissociation constants of C\textsubscript{60} \( [\equiv C\text{(COOH)}\textsubscript{2}]\textsubscript{3} \) in aqueous solutions, calculated for infinitely dilute solutions by both methods, were reasonably similar.
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1. Introduction

This article continues the investigations, which were initiated in articles [1–3], devoted to the synthetic description and identification of tris-malonate C\textsubscript{60} \( [\equiv C\text{(COOH)}\textsubscript{2}]\textsubscript{3} \) [1] (the original synthesis of this water soluble derivative was described earlier in [4]). The investigation of volume and refraction properties of its aqueous solutions at 25 °C were discussed in [2], while poly-thermal solubility and complex thermal analysis were discussed in [3]. This article is devoted to the investigation of some transport properties – e.g. concentration dependence of electric conductivity and pH for light fullerene - C\textsubscript{60} \( [\equiv C\text{(COOH)}\textsubscript{2}]\textsubscript{3} \) tris-malonate aqueous solutions. From both data, the apparent degree of dissociation, concentration and thermodynamic dissociation constants of C\textsubscript{60} \( [\equiv C\text{(COOH)}\textsubscript{2}]\textsubscript{3} \) in aqueous solutions were calculated. These investigations will be used to determine the state of the C\textsubscript{60} \( [\equiv C\text{(COOH)}\textsubscript{2}]\textsubscript{3} \) species in aqueous solutions.

2. Electric conductivity of water solutions of C\textsubscript{60} \( [\equiv C\text{(COOH)}\textsubscript{2}]\textsubscript{3} 

The concentration dependence of specific electric conductivity of aqueous C\textsubscript{60} \( [\equiv C\text{(COOH)}\textsubscript{2}]\textsubscript{3} \) solutions at 25 °C – \( \kappa \) (S·cm\(^{-1}\)) was investigated by the measurement of the specific resistance of the solutions \( \rho \) (\( \Omega \cdot \text{cm} \)).
so, specific electric conductivity corresponds to the unit volume of the solution, put between two parallel planar electrodes with surfaces of 1 cm$^2$ and at a distance of 1 cm. The device, a HAMEG HM8118 LCR bridge (Rohde & Schwarz), temperatures $T = 25 \pm 0.1 \, ^\circ\text{C}$, Pt – electrodes were used. One can see that the dependence $\kappa(W)$ (where $W$ is mole fraction of $C_{60}[=C(COOH)_2]_3$) is non-monotonic and crosses through the maximum at $W = 0.005$ rel. un. The last fact is traditionally connected with electrophoresis and relaxation effects, which are characteristic to moderate electrolytes.

Equivalent electric conductivity ($\lambda - \text{S}\cdot\text{cm}^2/\text{eq}$), i.e. conductivity for such electrolyte volume, which contains 1 equivalent of electrolyte was calculated:

$$\lambda = 1000\kappa/C_N,$$

where: $C_N$ is equivalent concentration (eq/l). Experimental data are represented in Table 1 and in Fig. 1. One can see natural monotonic growth of $\lambda$ values when the concentration of the solutions’ $C_N$ decreases.

In order to determine the equivalent electric conductivity value in infinitely dilute solutions – $\lambda_0$, we have extrapolated the dependence $\lambda(C_N^{1/2})$ into the value $C_N^{1/2} = 0$, according to well-known Onsager equation [6]:

$$\lambda = \lambda_0 - AC_N^{1/2},$$

where $A$ in the conditions of the experiment is constant (see Fig. 3).
**Table 1.** Experimental data, concerning electric conductivity of water solutions of $C_{60}[=C(COOH)_2]_3$

<table>
<thead>
<tr>
<th>Solution number No.</th>
<th>Volume concentration $C$ (g/l)</th>
<th>Mass fraction $W$ (rel.un.)</th>
<th>Equivalent concentration $C_N$ (eq/l)</th>
<th>Specific electric conductivity $\kappa$ (S·cm$^{-1}$)</th>
<th>Equivalent electric conductivity $\lambda$ (S·cm$^2$/eq)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>--</td>
<td>$1.33 \cdot 10^{10}$ (extrapolation)</td>
</tr>
<tr>
<td>2</td>
<td>0.0002</td>
<td>0.000000206</td>
<td>0.000000315</td>
<td>3.30</td>
<td>$1.05 \cdot 10^{10}$</td>
</tr>
<tr>
<td>3</td>
<td>0.0012</td>
<td>0.00000123</td>
<td>0.00000190</td>
<td>14.5</td>
<td>$7.61 \cdot 10^9$</td>
</tr>
<tr>
<td>4</td>
<td>0.0071</td>
<td>0.00000727</td>
<td>0.0000112</td>
<td>63.1</td>
<td>$5.60 \cdot 10^9$</td>
</tr>
<tr>
<td>5</td>
<td>0.0428</td>
<td>0.0000437</td>
<td>0.0000681</td>
<td>285</td>
<td>$4.18 \cdot 10^9$</td>
</tr>
<tr>
<td>6</td>
<td>0.256</td>
<td>0.000260</td>
<td>0.000409</td>
<td>1340</td>
<td>$3.27 \cdot 10^9$</td>
</tr>
<tr>
<td>7</td>
<td>1.534</td>
<td>0.00154</td>
<td>0.00249</td>
<td>4090</td>
<td>$1.64 \cdot 10^9$</td>
</tr>
<tr>
<td>8</td>
<td>9.201</td>
<td>0.00892</td>
<td>0.0154</td>
<td>2490</td>
<td>$1.61 \cdot 10^8$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Solution number No.</th>
<th>Apparent dissociation degree $\alpha$ (rel.un.)</th>
<th>$-\log$ (concentration dissociation constant) $pK_D$ (rel.un.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0 (extrapolation)</td>
<td>6.15 (extrapolation)</td>
</tr>
<tr>
<td>2</td>
<td>0.74</td>
<td>--</td>
</tr>
<tr>
<td>3</td>
<td>0.54</td>
<td>5.92</td>
</tr>
<tr>
<td>4</td>
<td>0.40</td>
<td>5.53</td>
</tr>
<tr>
<td>5</td>
<td>0.30</td>
<td>5.07</td>
</tr>
<tr>
<td>6</td>
<td>0.23</td>
<td>4.54</td>
</tr>
<tr>
<td>7</td>
<td>0.11</td>
<td>4.41</td>
</tr>
<tr>
<td>8</td>
<td>0.011</td>
<td>5.69</td>
</tr>
</tbody>
</table>

The apparent dissociation degree $\alpha$ (rel.un.) was calculated, according to the equation (neglecting transmission coefficients of the ions):

$$\alpha = \frac{\lambda}{\lambda_0}, \quad (4)$$

and is represented in Table 1 and Fig. 4. ($\lambda_0 \approx 1.40 \cdot 10^{10}$ S·cm$^2$/eq). One can see that at more or less significant concentrations $C_N > 0.01$ eq/l $C_{60}[=C(COOH)_2]_3$, it is weakly electrolytic and at lower concentrations, $C_N = 10^{-7} - 10^{-2}$ eq/l, it is moderately and even strongly electrolytic.

The concentration dependence of the concentration dissociation constant $- K_D$ was calculated according to the ‘Ostwald law of the dilution’ (neglecting activity coefficients of the ions and non-dissociated molecule $- \gamma_i = \gamma_\pm = 1$):

$$K_D = \frac{C_N^{\alpha^2}}{(1 - \alpha)}, \quad (5)$$

and is also represented in Table 1 and Fig. 5. Thermodynamic dissociation constant $- K_D^{\text{therm}}$ was calculated by the extrapolation of $K_D(C_N)$ values for an infinitely dilute solution:
\[ K_D^{therm} = \lim_{C_N \to 0} (K_D), \quad pK_D = -\log K_D. \] (6)

According to our calculation, one obtains the value \( pK_D^{therm} = 6.15 \pm 0.25 \) rel.un.

3. pH of aqueous solutions of \( C_{60}[=C(COOH)_2]_3 \)

The concentration dependence of pH for aqueous \( C_{60}[=C(COOH)_2]_3 \) solutions was measured with the help of pH-meter – Mill Volt-meter pH-121 and glass electrode with hydrogen function EVL 1M3 (rus.). Calibration of the electrode was performed with the help of water basic buffer solutions \( \text{NH}_4\text{OH} - \text{NH}_4\text{Cl} \). Accuracy of measurements was \( \Delta \text{pH} = \pm 0.1 \) rel.un. The results are represented in the Table 2 and Fig. 6.

The concentration dependence of the apparent dissociation degree \( \alpha \) (rel.un.) was calculated according to trivial equation:

\[ \alpha = \exp ((14 - p\text{H}) \cdot \ln 10) / C_N. \] (7)

The concentration dependence of the concentration dissociation constant – \( K_D \) was calculated according to the ‘Ostwald’s law of dilution’ (see earlier eq. (5), also neglecting activity coefficients of the ions and non-dissociated molecule).

The results of the calculation of \( \alpha \) and \( K_D \) concentration dependencies are also represented in the Table 2 and Fig. 7, 8.

The thermodynamic dissociation constant – \( K_D^{therm} \) was calculated by the extrapolation of \( K_D(C_N) \) values for infinitely dilute solutions. According to our calculations, one obtains a value for the \( pK_D^{therm} \) of 6.01 \pm 0.30 rel.un. So, this method proves that in comparatively concentrated solutions \( (5.8 \cdot 10^{-4} \leq C_N \leq 5.8 \cdot 10^{-2} \text{ eq/l}) \), \( C_{60}[=C(COOH)_2]_3 \) is a weak
FIG. 3. Extrapolation of concentration dependence of equivalent electric conductivity for \( C_{60}[=C(COOH)_2]_3 \) aqueous solutions for an infinitely dilute solution in the variables \( \lambda(C_{N^{1/2}}) \).

FIG. 4. Concentration dependence of apparent dissociation degree \( \alpha \).
TABLE 2. Experimental data, concerning pH of $C_{60}[-C(COOH)_{2}]_{3}$ aqueous solutions

<table>
<thead>
<tr>
<th>Solution number No.</th>
<th>Volume concentration $C$ (g/l)</th>
<th>Equivalent concentration $C_N$ (eq/l)</th>
<th>Hydrogen indicator (rel.un.)</th>
<th>Seeming dissociation degree $\alpha$ (rel.un.)</th>
<th>$\lg$ (concentration dissociation constant) $pK_D$ (rel.un.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>0.0</td>
<td>0.0</td>
<td>—</td>
<td>1.00 (extrapolation)</td>
<td>6.01 (extrapolation)</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>0.000585</td>
<td>9.00</td>
<td>0.0171</td>
<td>6.76</td>
</tr>
<tr>
<td>11</td>
<td>1.0</td>
<td>0.00585</td>
<td>9.41</td>
<td>0.00439</td>
<td>6.92</td>
</tr>
<tr>
<td>12</td>
<td>2.5</td>
<td>0.0146</td>
<td>9.62</td>
<td>0.00272</td>
<td>6.97</td>
</tr>
<tr>
<td>13</td>
<td>5.0</td>
<td>0.0292</td>
<td>9.69</td>
<td>0.00171</td>
<td>7.07</td>
</tr>
<tr>
<td>14</td>
<td>10.0</td>
<td>0.0585</td>
<td>9.80</td>
<td>0.00108</td>
<td>7.17</td>
</tr>
</tbody>
</table>

If one compares the thermodynamic dissociation constant $- K_{D,\text{therm}}^C$, obtained by both methods — i.e. from electric conductivity and pH, they will note fairly good agreement, $pK_{D,\text{therm}} = 6.07 \pm 0.40$ rel.un. However, if one compares the concentration dissociation constant $- pK_D$, they will see sufficient deviation in the concentration functions $pK_D(C_N)$. From the electric conductivity, the $pK_D$ changes during dilution of the solution in the range ($pK_D = 5.69 > 6.15$), crossing through the minimum), and from pH, it changes in the range...
**Fig. 6.** Concentration dependence of pH for $C_{60}[-C(COOH)_2]_3$ aqueous solutions

**Fig. 7.** Concentration dependence of apparent dissociation degree $\alpha$ for $C_{60}[-C(COOH)_2]_3$ aqueous solutions
Fig. 8. Concentration dependence of $\lg$ (concentration dissociation constant) $pK_D$ of C$_{60}[=\text{C(OOH)}_2]_3$ aqueous solutions ($pK_D = 7.17 > 6.01$), changing monotonicity. We can explain this fact, first, the concentration ranges in the investigations were different: $(3.1 \cdot 10^{-7} \leq C_N \leq 1.5 \cdot 10^{-2}$ eq/l) and $(5.8 \cdot 10^{-4} \leq C_N \leq 5.8 \cdot 10^{-2}$ eq/l), correspondingly. The second reason, in our opinion, is that we have neglected the transmission coefficients of the ions and activity coefficients of ions and non-dissociated forms, correspondingly, but the concentration dependence of these functions is sufficiently different for both types of the experiment.

Thus, the concentration dependence of electric conductivity and pH for aqueous solutions of the water soluble light fullerene – C$_{60}[=\text{C(OOH)}_2]_3$ tris-malonate were investigated. The dissociation degree and constants of the tris-malonate were calculated. The values for the thermodynamic dissociation constants, calculated using the solutions’ electrical conductivity and pH data, are reasonably similar.
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The method of the electrochemical and chemical treatment of an aluminum surface to obtain selective coloration of the anodic aluminum oxide films (AAOF) with high index of the reflection and wide range of the color tones was developed. AAOF were formed and both Ag and Au were chemically deposited. The physical and chemical properties of the obtained color AAOF were studied. It was shown that the additional chemical deposition of the noble metal leads to the enhancement of the selective reflection ability and the interference contrast. Silver nanoparticle formation on the surface of the pores after chemical deposition was shown by electron microscopy. The optical reflection spectra at different angles (10° – 85°) of metalized AAOF were measured and the effective refractive index ($n \approx 1.6$) and thickness were calculated. The spectral shift of the reflection peaks of nanoporous metalized AAOF was shown to depend on the nature of the marked solvents.
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1. Introduction

When anodized in an acidic electrolyte, aluminum forms a porous oxide with uniform and parallel pores open at top end and sealed at the other. Anodic aluminum oxide film (AAOF) has been the subject of numerous studies due to its porous nature and has numerous practical application. The use of the anodic aluminum oxide on aluminum is an effective way to increase the corrosion stability of the metal. Special interest in this material is raised as a result of its use as a template medium for creating nanostructures inside the pores. Among different approaches to fill materials into the pores of anodic aluminum oxide templates, electrochemical deposition technology has received considerable attention for its simplicity and high efficiency. Different metals including Au, Ag, Cu, and Ni [1–12] and some semiconductors [13] have been deposited into AAOF by electrochemistry. This process is applied for the electrochemical interference coloration of the anodic aluminum to get the protective decorative coating [14]. Little attention has been paid to the possibilities of the double electrochemical and chemical deposition of the two metals on the anodic aluminum oxide surface for coloration. This is quite possible in the case of the chemical reduction of noble metals from their salt solutions on the first electrodeposited active metals such Zn, Bi, Cu, Ni, Co, Fe, Cd, Sn, Pb and others. The conditions and regimes of the aluminum electrochemical anodization and electrochemical and chemical metallization are not investigated from the point of view the influence of the additional
metal deposition on the effect of the interference coloration. Today, we are not aware of any articles on this topic.

The goal of this research is the development of the electrochemical and chemical treatment processes for the aluminum surface to obtain selective coloration of the aluminum anodic films with a high index of reflection and a wide range of color tones.

2. Experimental Section

Porous anodic oxide films were formed on the metal surface by anodization of Al in acidic solution. Anodization of the samples was processed in 2 % solution of sulfuric acid at 20 °C in potentiostatic mode. The oxidation time, applied voltage magnitude and current density were the following: 1.5 – 50 minutes, 12 – 20 volts and 200 A/m², respectively. A high purity (99.95 %) aluminum foil with 0.1 mm thickness was used for fabrication of porous anodic oxide films. The foil was cleaned in a solution of 10 % sodium hydroxide and then electrochemically polished at 60 °C in a mixture of 34 g orthophosphoric acid (specific weight 1.7), 34 g sulfuric acid (specific weight of 1.84), 4 g chromic anhydride, water (to 100 g) at a constant voltage of 12 volts for 2 min to achieve a mirror finished surface. From analysis of the oxidation time and applied voltage magnitude, parameters for the anodic oxidation were optimized. The optimal oxidation time, applied voltage magnitude and current density were the following: 3 – 5 minutes, 12 volts and 200 A/m², respectively. Porous alumina was prepared by electrochemical anodization [15] and metallization, into which noble metal nanoparticles were chemically or electrochemically deposited. To improve the interference properties of anodic porous alumina film, three types of processes have been produced: polishing, electrochemical deposition of metal nanoparticles (Cu, Ni) inside the pores of the aluminum oxide and additional chemical deposition of the noble metals (Ag, Au) on the aluminum surface. Electrochemical deposition of nickel particles in pores of anodic alumina was performed using alternating current (potentiostatic regime). The optimal deposition time, applied voltage magnitude, current density and frequency of alternating current were the following: 3 – 4 minutes, 12 - 15 volts, 150 A/m² and 50 Hz, respectively. The electrolyte consisted of nickel sulfate (40 kg/m³), cobalt sulfate (40 kg/m³) and boric acid (40 kg/m³). Electrochemical deposition of copper particles in pores of anodic alumina was done using alternating current (potentiostatic mode). The optimal deposition time, applied voltage magnitude, current density and frequency of alternating current were the following: 3 – 4 mins, 12 - 14 volts, 200 - 500 A/m² and 50 Hz, respectively. The electrolyte consisted of copper sulfate (50 kg/m³), magnesium sulfate (20 kg/m³) and sulfuric acid (to pH = 1). The aim of this procedure, which was to form particles of gold or silver by the exchange reactions layers, went in the following manner. The processing of gold was conducted by a solution of the following composition: chloroauric acid (HAuCl₄) (1 kg/m³), sulfuric acid (to pH = 1 – 2). Silver processing was conducted by a solution of the following composition: silver nitrate (1 kg/m³), sulfuric acid (to pH = 2). The processing time was 3 – 4 minutes.

Reflection and absorption spectra of the studied films were recorded on a AvaSpec1024 spectrometer. Resolution of spectrometer is about 0.5 nm. The light source was a halogen lamp (AvaLightDHS). The spectra were recorded under various input angles. The range of the input angles of light varied from 10° to 85°, as is shown on the measurement scheme (fig. 1). High-resolution scanning electron microscopy was performed using Zeiss MERLIN VP Compact scanning electron microscope operating at high-resolution mode at 20 kV with 5 nm resolution.
3. Results and Discussion

Immediately after anodization of the poled aluminum and formation of the oxide layer the interference color is not visible. The interference is very weak (curve 4 on the fig. 2) on the thin oxide layer. In our case, the kinetics of the anodic aluminum oxide layer growth is slower than in usual sulfate electrolytes due to the lowered sulfuric acid concentration and the thin layer of anodic aluminum oxide formed. After electrodeposition of the Cu or Ni inside the pores of anodic aluminum oxide the interference color appears, depending on the thickness of the initial oxide layer or on the time of the anodic film growth. Due to the low degree of the metal deposition, the metal absorbance is weak and the interference color is bright. It was shown that the controlled interference color of the metal surface was obtained by combination of the chemical and electrochemical aluminum surface treatment. After additional metal electrodeposition, we observe the growth of the metal nanoparticles absorption and a reduction of the interference color.

The reflection spectra of the aluminum oxide films colored by Cu deposition, in reference to the Al mirror, is shown on the fig. 2. One can observe the growth of the interference minima and maxima of the reflection peaks. The metal cuprum is in the left side in the electrochemical series compared to the silver and gold and it displace the noble metals from the solution of their salts. Both Ag and Au were chemically deposited on the Cu electrodeposited nanoparticles. The additional chemical deposition changes the relationship between interference peaks and leads to a small red shift for the maximum on the left and blue shift for the maximum on the right in the visible spectral range. The chemical deposition of the noble metal on the copper nanoparticles electrodeposited in anodic aluminum oxide leads to a noticeable enhancement of the selective reflectivity of the anodized film (see fig. 2).

The blank AAOF without deposited metals has a very weak, on the noise level interference reflection. The first Cu electrodeposition on anodic aluminum oxide leads to a three-fold amplification of the reflection peaks compared to AAOF. Second chemical deposition of the noble metals leads to the formation of AAOF with Cu–Au nanoparticles. The obtained film showed an additional two-fold amplification of the reflection peaks and enhanced contrast (difference between the maximum and minimum) of the interference peaks.
The reflection spectra of the obtained color AAOF were measured under different incident angles of the light and are shown in fig. 3 for AAOF with Cu-Au nanoparticles. One can see that the spectral changes are dependent on the angle, with the interference maxima in the spectra being shifted to the short-wavelength side when the angle of incident light on the sample increases. The appearance of the number of contrasted reflection peaks can be explained by interference phenomena. This is clearly seen in fig. 4, where the reflection spectra of the anodized 20 min films with electrochemical deposited silver nanoparticles are shown. The high contrast interference reflection spectra are shifted one half of phase when changing the input angle from 20° to 40°. The formation of the interference color reflection in anodic aluminum oxide metalized structure is shown schematically in fig. 5.

Both interfaces Al₂O₃/air and Al/Al₂O₃ are partly reflective, and reflectivity is enhanced by the combination of the electrochemical and chemical metal deposition on the anodic aluminum oxide surface. For films with the thickness $h$, the wavelengths $\lambda$ of the reflection intensity maxima are given by the interference condition:

$$2h\sqrt{n^2 - \sin^2 \varphi} = m\lambda, \quad m = 1, 2, 3, \ldots,$$

where $n$ is refractive index, $h$ is film thickness, $\varphi$ is incident angle corresponding to the maximum with wavelength.
Using the theory of interference in thin films, it is possible to calculate the refractive index \((n)\) and thickness \((h)\) of the film from the angle dependence the reflection peak spectral shift. For the \(m\)-th order of the reflection peak, we have next original relationships:

\[
h^2 = \frac{m^2 \lambda^2}{4(n^2 - \sin^2 \varphi)},
\]

\[
n^2 = \frac{\sin^2 \varphi - \frac{\lambda_1^2}{\lambda_2^2} \sin^2 \theta}{1 - \frac{\lambda_1^2}{\lambda_2^2}},
\]

where \(\varphi\) is incident angle corresponding to the maximum with wavelength \(\lambda_1\), \(\theta\) is incident angle corresponding to the maximum with wavelength \(\lambda_2\). The angular dispersion of the reflection peak in coordinates \((\lambda^2 \div \sin^2 \varphi)\) is shown in fig. 6. The experimental points are in good agreement with the modeling theoretical line.

The calculated values for the effective refractive index of the measured films is approximately 1.6. This result is in good agreement with the data obtained by other authors for AAO [14]. The calculated value of \(h\) for the measured film was found to be \(\sim 0.2 \mu m\).

The obtained metalized AAO were studied by high-resolution scanning electron microscopy. The electron microscopy image of the film is shown in fig. 7. The Cu–Ag metalized AAO with high nanopore density and minimal baffle thickness are observed in the image. The diameter of nanopores is about 30 – 50 nm. The thickness of porous layer is \(\sim 0.2 \mu m\). This value coincides well with the thickness calculated from the interference reflection angle.
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Fig. 4. Reflection spectra of the anodized 20 min films with electrochemical deposited silver nanoparticles in reference to Al mirror. The solid curve (1) is spectrum for the input angle of \(20^\circ\). The dot curve (2) is spectrum for the input angle of \(40^\circ\). It is seen that the high contrast interference reflection spectra are shifted one half of phase when changing the input angle from \(20^\circ\) to \(40^\circ\).

Fig. 5. Scheme of formation of the interference color dispersion data. The bright spheroid particles on the top of porous film are 20 – 50 nm Ag nanoparticles.

We explain the enhancement of the reflection interference intensity and contrast by the specific deposition of the effective additional metal layer on the anodic aluminum oxide surface leading to the formation of the nanostructure metalized AAOF like the structure of
Fig. 6. Angular dispersion of the reflection peak. The dark squares are the experimental data. The solid curve is calculated using the theory of interference in thin films.

According to common knowledge, the electrodeposition of the metal in anodic aluminum oxide occurs inside the aluminum oxide pore and is initiated near the bottom of the pore [16]. During chemical noble metal deposition, metal nanoparticles cover the open ends of the pores on the surface of the film according to the electron microscopy image (fig. 7). This is possible due to the reduction of the silver cations and oxidation of the copper nanoparticles inside the pore comes through the formation of the solvated $\text{Cu}^{+}$ intermediate cation in close contact with $\text{Ag}^{0}$ atoms. The diffusion of the solvated intermediate valence compounds (Cu$^{+}$,Ag$^{0}$) to the top of the pore leads to the formation of noble metal nanoparticles predominately on or near the surface of the AAOF. The possible reactions are shown in the scheme below.

\[
\text{Cu}^{0} + \text{Ag}^{+} \rightarrow (\text{Cu}^{+}, \text{Ag}^{0})_{\text{solv}} \\
(\text{Cu}^{+}, \text{Ag}^{0})_{\text{solv}} \xrightarrow{\text{diffusion}} (\text{Cu}^{+}, \text{Ag}^{0})_{n_{\text{solv}}} \\
(\text{Cu}^{+}, \text{Ag}^{0})_{n_{\text{solv}}} \rightarrow \text{Ag}^{0}_{n} + \text{Cu}^{+}_{n} \\
\text{Cu}^{+}_{n} + \text{Ag}^{0} \rightarrow \text{Cu}^{+2}_{n} + \text{Ag}^{0}_{n} \\
\text{Cu}^{+}_{n} \rightarrow \text{Cu}^{0}_{n} + \text{Cu}^{+2}_{n}
\]

Reactions (3 – 5) occur on the surface of the film. The disproportionation of the Cu$^{+}$ intermediate cations regenerates the Cu$^{0}$ atoms (stage 5) that actively reduce silver cations on the top surface of the pore and then reactions (1 – 5) repeat with aggregation of the
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silver nanoparticles on the AAOF surface. A similar reaction may occur in the case of the gold chemical deposition. By this way, the process of chemical deposition of noble metal on anodic aluminum oxide with electrochemically pre-deposited copper nanoparticles leads to the redistribution of the metal nanoparticles from the bottom and walls to the top surface of the pores. The thin surface of the Ag or Au nanoparticle-rich layer has a high contribution to the imaginary part to the complex index of the refraction due to the plasmonic nature of the nanoparticles absorption and the reflectivity of this layer became higher. Formation of the Fabrey–Perot interferometer-like nanostructure gives the effect of the mutual reflection inside the anodic aluminum oxide layer and enhances the interferometric contrast of the reflection peaks.

The porous nature of the AAOF allows it to efficiently absorb the different solvents and substances. Solvent absorption and removal reversibly changes the reflection spectra. The measured reflection spectra of the Cu–Ag metalized AAOF covered by water, ethanol and dimethylsulfoxide are shown on fig. 8. In the absence of water, the spectral maximum is located at 538 nm (see curve 1). In the presence of water, the spectral maximum is shifted to the long-wave region by 29 nm (see curve 2). A similar shift in the spectra of reflection is observed for ethanol and dimethylsulfoxide (see curve 3 and 4, respectively). The organic solvent fills porous layer and increases the refractive index of anodic aluminum oxide, so the wavelength of the reflection maximum is shifted to the long-wave spectral region. After solvent removal, the reflection maximum returns to its initial position. The observed reversible spectral shift effect gives the possibility of creating simple chemical sensors based on metalized AAOF.

Fig. 7. The high-resolution scanning electron microscopy image of nanoporous layer of anodic aluminum oxide with sequential electrochemical (Cu) – chemical (Ag) metal deposition
4. Conclusion

The combination of the electrochemical and chemical metal deposition on the anodized aluminum film leads to the appearance of selective interference reflection colors and to the enhancement of the reflection interference contrast. Interference coloration of the anodic aluminum can be used for protective and decorative coatings. The optical reflection spectra of metalized AAOF were measured and the effective index of refraction and thickness of AAOF were calculated based on the conditions of optical wave interference. Noble metal nanoparticles were found to be redistributed to the surface of the porous layer during chemical deposition of silver and gold. The spectral shift of the reflection peaks for nanoporous metalized AAOF were shown to be dependent upon the nature of the used solvents. These phenomena are important for applications in the aerospace industry and for the manufacturing of chemical sensors.
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