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An anodic alumina membrane is produced in two levels by performing the anodization process in various type

of acidic electrolyte. Holes are characterized by hexagonal structure of varying diameters (from 40 to 420 nm).

The heat and chemical stability as well as the regularity of the formed holes make the membranes appropriate

for use in gas separating process, drug delivery and for fuel cell membrane applications. Detachment of the

membrane from the aluminum base is the most important step in the membrane production process. In this

research, initially, the synthesis of the aluminum based layer omitted the use of CuSO4 and HCl. In the

second step, the barrier layer at the end of the holes was removed via treatment with an aqueous phosphoric

acid solution. The aim of this work is to analyze the effect of time upon the barrier layer removal process

and, assuming that we have added gold to the alumina membrane, i.e. the alumina membrane has its empty

pores filled with gold, simulations were done in order investigate its absorption spectra. Simulations were

done using the FDTD method for all structures evaluated. The values for the structures’ absorption and

their spectra were calculated and plotted. In the case when the aluminum membrane pores are filled with

gold, the curve of gold absorption spectrum has the highest absorption, so in practical terms, this means

that making this membrane can have different applications.

Keywords: Anodizing, Alumina, Membrane, Absorption spectra, Removal of the barrier layer and Simula-

tion.
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1. Introduction

The initial use of anodized aluminum occurred in the last century. The anodic be-
havior of aluminum was intensively investigated to obtain protective and attractive films on
its surface. Currently, anodizing is defined as an electrochemical process of converting metal
(usually aluminum) to metal oxide on the metal surface. The electrochemical anodizing cell
consists of a cathode, an anode (the metal substrate to be converted to metal oxide) and a
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direct current (DC) power supply. The anodic aluminum oxide thin film starts to grow at
the anode (aluminum surface) as the anodic current or voltage is applied [1, 2].

An anodic alumina membrane (AAM) can provide a simple template for the depo-
sition and growth of various materials with ordered structure. A new bi-level method of
anodizing for the synthesis of porous aluminum oxide with regular structure in oxalic acid
was invented by H. Masuda in 1995 [3]. Since then, scientists have tried to discover new
ways to synthesize this structure with different features.

The success of anodic alumina membrane is owed to its attractive physical and chem-
ical properties: its ceramic temperament involves high thermal strength (up to several hun-
dred degrees) and excellent chemical insensitivity in many environments (within the pH
range of 5 to 9). It has highly-ordered nanopores with controllable and uniform dimensions
arranged in a close-packed hexagonal framework. Anodic alumina membranes with pore di-
ameters ranging from 4 nm to 420 nm, density as high as 1011 pores/cm2, and film thickness
variable from 0.1 µm to 300 µm has been obtained using two-step anodization or nanoim-
print methods. These materials can be synthesized in slightly soluble electrolytes such as
sulfuric, phosphoric and oxalic acids [4, 5].

The synthesis of nanomaterials such as polymeric nanowire, metallic nanowire [6], 3D
nanodots [7], polymeric [8] and metallic nanotubes [9] and others provides many potential
research directions for anodic alumina membrane, also because it can be used as membrane
in various applications such as gas separation [10], drug delivery [11], membrane in solid acid
fuel cell [12] and solar cells [13].

A key difficulty encountered in the above-mentioned applications is how to attain
through-hole porous anodic alumina which is previously produced on an alumina barrier
layer covering aluminum substrate in the anodization process. Wet chemical etching, based
on H3PO4, is commonly viewed as the most reliable method for custom pore opening of AAM
[14, 15]. The difficulty of this method is that the process of pore opening is controlled by the
etching time, usually from 50–90 minutes. Different etching conditions such as concentration
of H3PO4 (5–10 wt %), temperatures (25–50◦C) have been reported for pore opening of AAM,
but there are no details on how these variations affect the pore diameters of AAM [14,15].
One aim of this work is to analyze the effect of time on the barrier layer removal process.
Another aim is to perform simulations assuming that gold has been added to the membrane,
i.e. the empty pores are filled with gold, in order investigate its absorption spectra. The
morphological modifications were monitored by Scanning Electron Microscopy (SEM) and
Clemex software.

A hemispherical shell with homogeneous thickness known as the barrier layer develops
at the bottom of every nanopore during the anodization process. To date, this barrier layer
has not attracted much attention in the literature, even though many applications require its
removal to create through-hole membranes. Examples for such applications include energy-
efficient gas separation and pattern-transfer masks for e-beam evaporation,[16] reactive ion
etching,[17] or molecular-beam epitaxial growth.[18] Through a carefully controlled barrier
layer etching process, one can systematically prepare a tunable pore opening. Three methods
have been used to open the barrier oxide layer: wet chemical etching,[3,20] ion milling,[19]
and plasma etching.[17] Of these, the wet etching has been regarded as difficult to control and
only ion milling has received more detailed analysis in the literature.[19] Both ion milling and
plasma etching have the advantage of maintaining intact pores after barrier layer removal, but
require expensive equipment, and a typical setup allows only a small area around 1 x 1 mm
to be removed at any given time and, thus, they are cost- and time-intensive. Wet chemical
etching, when properly controlled, can be used to etch samples with larger dimensions (for
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example, 2 x 2 cm) and is fast, convenient, inexpensive, and reliable. This method has
been used routinely in our laboratory for opening the barrier layers of AAO membranes.
Experimental results show that if the chemical etching is done with proper control, 10–
95 nm openings in the barrier layer can be obtained systematically for AAO membranes
generated in oxalic acid. In addition, very interesting double hexagon nanostructures were
observed for the first time through AFM imaging before complete removal of the barrier
layer. These nanostructures reveal the impurity distribution in the membranes that bear
significant implication for catalysis and sensing applications [21].

During anodization, a U-shaped aluminum oxide layer or barrier layer with a thickness
of 30–40 nm forms at the bottom of every nanopore. A protective polymer layer made of
a mixture of nitrocellulose and polyester resin was coated on the top surface of the AAO
membrane that is opposite to the barrier layer to prevent overetching of the surface structure
and uneven diffusion of acid into the nanopores.[22]

2. AAO Barrier Layer

2.1. AAO Barrier Layer Opening

In addition, the membrane was then immersed in 200 mL of 5.00 wt% phosphoric
acid at 30.0◦C for different periods of time, rinsed with distilled water, and dried under
ambient conditions. The barrier layer removal and pore widening process was then studied
with use of atomic force microscopy (AFM) (Digital Instruments, Dimension 3000 with a
type IIIa controller and TESP Si cantilevers) and SEM (Hitachi S-4700-II). Effective pore
diameters were determined by analyzing the total pore area of each image using Scion Image
based on NIH Image to ascertain the average area per pore and, hence, the average pore
diameter [21].

This study utilizes a freestanding anodic aluminum oxide (AAO) film with a pro-
tective polymer layer made of a mixture of nitrocellulose and polyester resin on the porous
side of the film [22]. The polymer layer is used to block the pores and thus prevent un-
even etching of the AAO barrier layer from inside, which may be caused by the uneven
acid diffusion through the AAO pores. The presence of the protective layer also focuses the
etching process on the bottom side of the barrier layer, which is comprised of a hexagonally
close packed array of hemispherical domes that are 120 nm in diameter and 27 nm in height
(Fig. 1a). The domes begin to shrink both in diameter and height once the etching process
starts. After 18 min of etching, the domes have decreased in size to approximately 100 nm
in diameter and 24 nm in height (Fig. 1b). It is interesting to note that, at this early stage of
the etching process, the walls of each individual cell are becoming more pronounced, which
suggests that the area in-between individual domes is not etched as quickly as the domes
themselves. This trend continues through 30 min of etching, with the domes continuing to
decrease in size (85 nm in diameter and 16 nm in height) and the hexagonal cell walls becom-
ing clearly visible to form a double hexagon nanostructure (Fig. 1c). After 40 min of etching,
the barrier layer is finally breached by the acid (Fig. 1d). Note that the initial opening is
uneven across the surface. The majority of the cells have an opening of ∼10 nm, while some
of the cells remain closed. While the aluminum surface used to create the AAO membrane
was annealed and electropolished before anodization, the surface still maintains a certain
degree of roughness. This roughness translates into a subtle variation in the thickness of the
barrier layer [23]. Those domes that are thinner would obviously be etched through earlier.
It should also be noted that the walls of each individual cell have become distinct enough to
completely encircle each dome. Once the domes have been breached initially, the openings
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begin to widen to generate a unique surface topography which combines a hexagonal cell
wall surrounding each opened dome. This process can be used to create membranes with a
wide range of pore diameters with fixed pore-to-pore distance, from sub-10 nm, to 34 nm,
to 48 nm, and to 70 nm just by terminating the etching process at 40, 50, 60, and 70 min,
respectively (Figs. 1d-1f and Fig. 2a). The pronounced hexagonal walls persist through
the entire procedure, even after the barrier layer has been completely removed at 70 min of
etching [21].

Fig. 1. Stages of chemical etching process of the anodic aluminum oxide bar-
rier layer. Etching progress after (a) 0 min, (b) 18 min, (c) 30 min, (d) 40 min,
(e) 50 min, and (f) 60 min [21]

Note that the two techniques give fairly consistent results, especially before the com-
plete removal of the barrier layer. From 40 to 90 min of etching, the pore opening rate is about
1.3 nm/min, but the following pore expansion rate is much slower, at about 0.5 nm/min.
This is attributed to the fact that the barrier layer is the growth front of the anodization
process; [24] it is constantly building up and redissolving. This action allows the oxalate
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Fig. 2. AFM topography and phase images of the AAO membrane after
(a and b) 70 min and (c and d) 90 min of etching

anion (Ox), C2O
2−
4 , and H2O to be mixed with the alumina within the barrier layer, leading

to a less dense composite material, Al2O3 mixed with Al2(Ox)3 [21].
The results, as seen in Figure 3(measured by SEM), show that there are also two

different regimes. The first regime, which runs from 10 to 60 min, shows the pore diameter
increasing at a rate of 0.93 nm/min, which means the cell walls are etched at a slower rate
than the domes of the barrier layer (1.3 nm/min). As can be seen from Figure 3, the change
in diameter versus time is fairly linear. The second regime, which begins at 60 min, has an
etching rate of only 0.17 nm/min. The two different etching rates clearly indicate that the
cell wall is comprised of two different material layers. Earlier studies of AAO have suggested
that there is a measurable difference in the alumina of these two areas arising from the
entrapment of conjugated base anions in the alumina near the pore [25].

Figures 4a and 4b show the section analyses of the AAO membranes just before
(30 min etching) and after (50 min) the barrier layer was breached, respectively. The double-
dip features with 25 nm separation and 2.5 nm height at the 30 min etching (Figure 4a)
and 31 nm separation and 2.9 nm height at the 50 min etching (marked in Figure 4b) are
clearly observed in both figures and indicate the boundary of pure alumina between the cells
as depicted schematically in Figure 4c. In addition, the two types of alumina as indicated
in the cell wall of Figure 4c can be observed from the AFM phase imaging technique, which
is sensitive to changes in elastic modulus and surface hardness of the AAO membrane. The
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Fig. 3. Etching of the barrier side ( •, SEM; O, AFM) and front side (*,
SEM) of AAO membranes in 5.00 wt % H3PO4 at 30.0◦C

cell wall nanostructures can be observed from both topography (Figure 1c-1f) and phase
imaging (not shown here). At the early etching stage (18 min, Figure 1b) and just after the
barrier layer has been removed (70 min, Figure 2a), while topography imaging simply showed
the actual cell size and shape, phase imaging continued to reveal the underlying cell wall
nanostructures. As shown in pseudo color (Figure 2b, 70 min), the contaminated alumina
is indicated with light blue next to the dark blue pore, while the pure alumina of the cell
wall, which is harder than the alumina near the pore, is indicated as pink. As the pores
are etched further (90 min etching, Figure 2c), this contaminated layer is quickly removed,
leaving behind only the pure alumina wall indicated as blue walls in Figure 2d and empty
pores in green [21].

2.2. Implications of the Barrier Layer

If the barrier layer was made of concentric layers of the same material throughout
the whole curvature, the whole barrier layer should be etched away all at once under ho-
mogeneous etching without diffusion limit, which is not supported by the aforementioned
observation. It is quite obvious from Figure 1d-1f that the barrier layer is first breached at
the very top or center of the domes, and then the small opening is gradually enlarged and
eventually the whole dome is etched away as the chemical etching process proceeds. Based on
our etching results, the barrier layer cannot consist of simple concentric layers with different
purities [21].

Pore opening and removal of the oxide barrier layer by wet chemical etching is the
last and most critical step in the fabrication of AAO with through-hole pore morphology.
The time controlled etching method is dependent on many parameters that can’t provide
reproducible pore diameters of fabricated AAO. The removal of the AAO barrier layer was
performed using a two-half permeation cell assembled with disposable plastic cuvettes with
a hole in middle of the cell (Fig. 5.) AAO is sandwiched between the two cells and sealed
using flat silicon rubber with a hole that corresponds to the hole in the cuvettes. The cells
were then filled, by the etching solution (5 wt % H3PO4) for the cell that faces AAO with
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Fig. 4. (a) Section analysis of AAO membrane at 30 min etching (same sam-
ple as Figure 2c) showing a cross section of the barrier layer and the double-dip
feature. (b) Section analysis of AAO membrane at 50 min etching (same as
Figure 2e) showing the collapsed dome and the double-dip feature (marked
with red arrows). (c) Schematic drawing of the bilayered cell wall (gray area,
oxalate contaminated alumina; white, pure alumina), the barrier layer (shown
with thicker oxalate contaminated layer), and the double-dip feature observed
during etching

oxide barrier layer, and by KCl (0.2 M) for the second cell with front surface of AAO. A
small voltage 1.5-2V is applied between two platinum electrodes immersed in both cells, and
both solutions were stirred using a magnetic stirrer [26].

To investigate how structural changes during the pore opening process correlate with
pore opening curves, a series of SEM images of the barrier oxide layer were taken at different
time intervals representing different stages of barrier layer dissolution, and presented in
Figure 4. The SEM image (Fig. 4 a) of the barrier layer after about 25 minutes of etching
didn’t show morphological differences in comparison with structures before etching (Fig. 2 a).
Characteristic black spots seen in the middle of the cell verify that the initial dissolution
process starts at the top of the convex domes of the barrier layer. These spots suggest that
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Fig. 5. Schematic diagram of the method for controlled dissolution of anodic
aluminium oxide (AAO) barrier layer that combines wet chemical etching and
electrochemical detection of the pore opening

the barrier layer is not homogenous and that dissolution of oxide layer is more extensive
at the top than at the edge of AAO cells. Similar results are reported in previous studies
describing the underlying black layer as electrolyte-rich alumina [27, 28]. A structure of the
barrier layer after 42 minutes of etching or 2 min after the pore opening point was detected
is shown in Figure 4 b. From the pore opening curves we expected to see very small holes in
the centre of the cell as an indication of the initial pore opening and progressive dissolution
of black spots. However, this initial breaching of the barrier layer was not clearly visualized
by SEM images, likely due to the limitation of the SEM technique to observe structures less
than 5 nm [26].

3. Materials and method

3.1. Anodic alumina membrane production

AA1057 aluminum (diameter 14 mm, thickness 0.3 mm) was used as the starting
material. Active surface diameter of the samples was 10 mm. The samples were disc-shaped
to minimize both the uneven electric field during Electro Polishing (EP) and anodizing,
and the undesirable effects of heat treatment such as remaining stress. Before anodizing,
the aluminum was degreased with acetone and then annealed at 450◦C for 15 min. During
the EP, the aluminum specimens were electropolished in a mixture of ethanol-perchloric acid
solution (1:4) at 35V for 1 min. To speed up the anodization, a poly-ethylene chemical reactor
was designed to treat 4 specimens simultaneously. The temperature of the electrolyte was
maintained at 17±0.1◦C by means of isotherm Lauda circular bath (RE106). Anodic alumina
membranes were prepared in a two-step anodizing process. In the first step, aluminum
specimens were anodized in 0.3M oxalic acid (C2H2O4) electrolyte 40 V and 17◦C. After
15 h of anodization, the specimens were immersed in a mixture of 0.5 wt% H3PO4 and
0.2wt% H2CrO4 at 70◦C for 6 h to remove the alumina layers. The aluminum specimens
were then anodized again for 24 h under the same anodization conditions used previously.
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Fig. 6. SEM images of a bottom surface of anodic aluminium oxide (AAO)
with the barrier film before pore opening. AAO was fabricated by anodiza-
tion at 40 V, temperature −0.5◦C in 0.3 M oxalic acid. a-b) Low and high-
resolution image of the top topography of barrier layer with an array of highly
ordered hexagonal cells. c-d) Cross-sectional images showing internal pore
structure with the barrier layer at the top. Bar scale is 100 nm

The Current-Time diagram of the 2nd anodizing at different voltages was drawn using multi-
meter (Lutron 801) software. The film thickness was measured by using a scanning electron
microscope (SEM, XL30, Philips Company). Since the layers are fragile, they are deeply
cracked when curved. Hence, the thickness of oxide layer will be observed more easily using
Scanning Electron Microscopy. X-Ray Diffraction (XRD) patterns of AAM were obtained by
Philips PW1140 system. Using Clemex software, the pore diameter distribution diagram, the
average pore diameter and the number of pores per unit surface of samples were measured. A
saturated solution of copper sulfate and perchloric acid was used for dissolving the metallic
base. Then, the membrane was immersed in 100 mL of 5.00wt% phosphoric acid at 30.0◦C
for different periods of time (30 min, 60 min and 90 min). Finally, assuming that we have
added gold to the membrane, i.e. the alumina membrane has its empty pores are filled with
gold, simulations were done in order investigate its absorption spectra.

4. Simulation and results

Further recent work investigated the behavior of gold nanorod arrays coupled with a
semicontinuous nanoparticle film developed using AAM substrates as templates. Nonlinear
enhancement effects occurred upon plasmonic coupling and interference between a perco-
lating Au nanoparticle film and a free standing Au nanorod array [29]. In this paper, in
addition to analyzing the effect of time on the barrier layer removal process, we also per-
formed simulations assuming that the aluminum holes are filled with gold. Simulations were
done using the finite-difference time domain (FDTD) method, assuming the alumina mem-
brane has had its empty pores filled with gold. These simulations were performed in order
to evaluate the absorption spectrum. In this work, we used a structure with the following
properties (Fig. 8):
1. the surface underside had the following dimensions: X= 10.18 µm and Y=6.2 µm depth
1 µm and was made of aluminum.
2. the structure had a total of 71 holes with depth of 0.5 µm and empty / full of gold.
3. the layer’s upper surface , including the walls between the holes, is made of Al2O3.
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Fig. 7. Scanning electron microscopy (SEM) images of the barrier oxide layer
obtained during different stages of chemical etching process of anodic alu-
minum oxide (AAO). AAO was fabricated by anodization in 0.3 M oxalic acid
at 40 V and −0.5◦C. Etching condition was 5 wt % phosphoric acid at 25◦C.
SEM images of barrier oxide layer after etching of a) 25 min, b) 40 + 2 min,
c) 40 +12 min, d) 40+22 min, e) 40+32 min and f) 40+ 52 min. The etching
time t = 40 min was determined as the average pore opening point

Fig. 8. Aluminum structure with empty / full of gold holes, a) in the two
dimensions and b) in the three dimensions
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Fig. 9. Source (Aluminum structure with empty holes)[2D]

Fig. 10. Source (Aluminum structure with empty holes)[1D]

When using the FDTD method, all structures had mesh dx=dy=dz=0.05 µm and
were done with times of 100 fs. Light or Gaussian wave with domain 2, phase 0, pulse length
of 45 fs, frequency of 650 THz and a radiation angle of 55◦ to the surface. All the boundary
conditions are perfectly matched layers (PML). The magnitude of the structure’s absorption
and its spectrum were calculated and plotted. In the empty holes or source state (aluminum
structure with empty holes), its spectrum and diagram are shown in Fig. 9 and 10, and field
on the aluminum membrane surface[2D] shown in Fig. 11 and 12, also In the state where Au
occupies the holes, its spectrum and diagram are shown in Fig. 13 and 14.

In the beginning of the gold absorption spectrum curve, shown in Figure 13 (Wave-
lengths greater than 20 µm) the amount of absorption is very trivial and with a slight increase
in the wavelength, the absorption increases until it reaches a maximum slightly above 22 µm.
After that maximum, with increasing wavelength, the absorption is reduced, finally reaching
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Fig. 11. Field on the Aluminum membrane surface[2D]

Fig. 12. Field on the Aluminum membrane surface[1D]
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Fig. 13. Total absorption of the Aluminum membrane according to wavelength

Fig. 14. Total absorption of the Aluminum membrane according to frequency

a plateau for wavelengths greater than 27 µm, where the absorption values remain fairly low
and constant. When comparing the curves of gold absorption spectrum, one can clearly say
that in the case when the aluminum membrane pores are filled with gold, the curve of gold
absorption spectrum has the highest absorption, so in practicality, this makes the membrane
amenable to different applications.

5. Conclusion

Porous alumina membranes were prepared in a two-step anodizing process. In the
first step, aluminum specimens were anodized. After 15 h of anodization, the specimens were
immersed in a mixture for 6 h to remove the alumina layers. The 2nd anodizing at different
voltages was drawn using multi-meter software. The aim of this work was to analyze the
effect of time on the barrier layer removal process. Additionally, simulations were performed
using the FDTD method, assuming that gold occupied the once-empty pores of the model
membrane. This was done in order to investigate its absorption spectra. Adding gold to
the holes of an anodic alumina membrane causes its absorption spectrum to change. We
note that the absorption spectrum of an anodic alumina membrane will have the greatest
absorption by the results of the simulation done when gold was added to the anodic alumina
membrane.
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We studied the mechanism for the formation of cerium-activated barium fluoride scintillation ceramics and espe-

cially X-ray luminescence of its powdered precursors, prepared by co-precipitation of barium and cerium fluorides

from aqueous solutions. We have found that the Ce3+ luminescence, which is typical for cerium (III)-containing

ceramics and single crystals, was not observed for such polycrystalline precursors, and the intensity of barium

fluoride’s own luminescence decreases with increasing amounts of the cerium dopant in the specimens. We have

interpreted our results as two-phase precipitation of barium hydrofluoride (BaF2·HF) and cerium fluoride, respec-

tively. Cerium (III) became incorporated in fluorite-type barium fluoride lattice only later, in the course of ceramics

synthesis by the hot-pressing technique.
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1. Introduction

The study of fluoride nanoceramics is one of the most promising areas of modern
photonics [1–3], and barium fluoride is one of the most interesting and actively studied fast
scintillators [3–8]. BaF2 ceramics and single crystals exhibit two types of emission: a broad
excitonic line with maximum near 300 nm (slow luminescence, τ = 600 – 800 ns), and a short-
wavelength line at 220 nm, corresponding to the superfast luminescence core-valence transitions
(τ = 0.8 ns). Addition of CeF3 to the BaF2 matrix leads to the transfer of exciton energy to
cerium ion and powerful Ce3+-luminescence at 300 – 350 nm [7, 9–12]. Because BaF2:Ce3+

ceramics have an enhanced scintillation yield compared to the same composition single crys-
tals [11, 12], we have developed a technology for the further improvement of its optical quality
that included precipitation of barium hydrofluoride BaF2·HF from aqueous solutions followed
by its thermal decomposition with HF evolution. The latter has been found to be an active flu-
orinating reagent that eliminated oxygen impurities from the batch materials [13, 14]. Thus, the
topic of the present paper concerns the influence of cerium doping on the synthesis of barium
fluoride scintillation ceramics and its precursors.

2. Experimental

99.99 wt. % pure Ba(NO3)2, Ce(NO3)3, HF and doubly-distilled water were used
as starting materials. All precipitation experiments were carried in polypropylene reactors at
room temperature under air. All samples were prepared by co-precipitation from aqueous
solutions [13–15]. Premixed corresponding amounts of starting 0.17 M metal nitrate solutions
(Ce/(Ce+Ba) (molar ratios varied from 0.01 to 1%) were treated in a dropwise manner with
concentrated aqueous HF under vigorous stirring. The HF content in the formed matrix solution
was maintained at about 47 vol. %. Formed precipitates were additionally treated with conc.
HF, decanted, thoroughly washed with doubly-distilled water and dried under air at 40 ◦C.
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Further thermal treatment included heating of the synthesized precipitates at 10 ◦C/min to
550 ◦C followed by 1-hour annealing at the same (550 ◦C) temperature under air.

The phase composition of the synthesized samples was determined by X-ray diffraction
analysis (Bruker D8 diffractometer, CuKα radiation, TOPAS software for lattice parameter
calculations and profile treatment of the X-ray diffraction pattern lines). All sample X-ray-
initiated luminescence spectra were recorded at room temperature (KSVU spectrometer, Cu
anode, 10 kV , 10 mA ).

3. Results and discussion

Typical X-ray diffraction patterns of the synthesized samples are presented in Fig. 1.

FIG. 1. Typical X-ray diffraction patterns of barium fluoride samples: mono-
clinic BaF2·HF [13, 14] precipitated by HF from aqueous solution at room tem-
perature (a); and the same sample after its washing with water, cubic BaF2 (b)

All barium difluoride samples had a0 = 6.189 – 6.200 Å lattice parameters that were in
a good agreement with the known literature data for pure BaF2 [15].

These precipitates did not exhibit any luminescence without additional treatment, but
after annealing at 550 ◦C, intrinsic BaF2 produced luminescence at 320 nm if excited by X-ray
radiation (Fig. 2; for comparison, please see there a similar spectrum of monocrystalline BaF2,
too).

Lines in both spectra have about the same maximum wavelengths (its location for the
single crystals is associated with self-trapped exciton irradiation), and luminescence intensity
for the powdered BaF2 batch is comparable to that of single crystals.

The luminescence spectra for cerium-doped BaF2 batch powders are presented in Fig. 3.
The addition of cerium to BaF2 samples decreases the intensity of its own line at ca.

320 nm, but – in contrast with cerium-doped single crystals and ceramics – such spectra also
lack of Ce3+-related luminescence lines (i.e., lines attributed to Ce3+ ions in BaF2 matrix)
(Fig. 4).

0.1% Ce-doped ceramics and single crystals have BaF2-related luminescence almost
completely suppressed, and the only lines visible in the luminescence spectra are those related
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FIG. 2. X-Ray luminescence spectra of intrinsic BaF2: single crystal (1) and
powder (2) (recorded under the same ambient conditions)

FIG. 3. Luminescence spectra of intrinsic (1) and cerium-doped BaF2 batch pow-
ders: 0.01% Ce (2), 0.1% Ce (3), and 1% Ce (4)

to the 5d− 4f transitions in Ce3+ ions [8–12]. However, our cerium-doped BaF2 batch samples
did not exhibit such Ce3+-related lines, and suppression of the BaF2-related luminescence line
was much less than expected. Also, increasing the cerium concentration in the doped samples
caused a shift of the line toward the higher wavelength part of the spectrum (Fig. 3). The
negligible influence of cerium dopant on BaF2 luminescence and lack of Ce3+-related lines in
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FIG. 4. X-ray luminescence spectra of polycrystalline (1) and ceramic (2) BaF2 –
0.1% Ce

the recorded spectra may indicate that cerium did not get incorporated in BaF2 matrix during
precipitation (co-precipitation) from aqueous solutions and formed an additional solid phase.

4. Conclusions

1. X-Ray radiation excitation produces luminescence at ca. 320 nm in co-precipitated
barium-cerium fluoride powders, which is typical for intrinsic BaF2 and is usually asso-
ciated with the auto-localized exciton in intrinsic BaF2 single crystals and BaF2 ceramics
(intensity of such lines for monocrystalline and polycrystalline (ceramic) BaF2 is about
the same under similar conditions).

2. Doping of BaF2 with cerium during their co-precipitation from aqueous solutions leads
to a decrease in the intensity of the BaF2-related luminescence line, and there is no
cerium-related luminescence line observed (in contrast to the same composition BaF2:Ce
ceramics or single crystals).

3. The latter indicates that co-precipitation of BaF2 and CeF3 from aqueous solutions results
in the formation of two separate fluoride phases, and cerium only becomes incorporated
in fluorite-type BaF2 crystalline lattice only during hot-pressing ceramics synthesis.
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Implementation of the multiple impurity, noncollinear Alexander-Anderson model is described in detail and an

analytical expression given for the force which determines the orientation of the magnetic momenta as well as a

corresponding magnetic force theorem. Applications to trimers of Cr, Mn and Fe adsorbed on a metal surface are
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momenta and minimum energy paths for transitions between stable states, which necessarily involve noncollinear

ordering. A simple model for the interaction of a magnetic STM tip with a Cr dimer on a surface is briefly

described. A finite range approximation is also formulated, which simplifies the self-consistency calculations
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1. Introduction

Noncollinear magnetic states are of great importance, not only because the stable states
of many systems are noncollinear, as has been demonstrated in recent experimental measure-
ments of nano-scale islands [1] and thin layers [2,3], but also because magnetic systems driven
out of equilibrium by some external perturbation such as a magnetic field, spin-polarized cur-
rent or thermal fluctuation, as well as spin dynamics at finite temperature necessarily involve
configurations where the magnetic momenta can be far from parallel to each other. In particular,
a proper description of non-stationary, noncollinear magnetic states is important in studies of
thermally activated magnetic transitions. Within harmonic transition state theory (TST) [4], min-
imum energy paths (MEPs) in a configuration space connecting stable states have to be found.
Following an MEP means rotating the magnetic momenta in an optimal way so as to minimize
the energy with respect to all degrees of freedom perpendicular to the path. Of particular im-
portance for estimating the rate are the maxima along the path which correspond to first order
saddle points on the energy surface. These define the activation energy for transitions between
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stable magnetic states and give the temperature dependence of the transition rate. Being a path
of maximal statistical weight, an MEP also gives a detailed description of the optimal transition
mechanism. Even if the stable states of the system are collinear, the configurations along the
MEP can be noncollinear, representing complex, non-uniform rotations of the spins [5–7].

The basic physical quantity from which most magnetic properties of an electronic system
can be derived is the electron density, which becomes a 2 × 2 matrix in a noncollinear, spin-
polarized theory:

ρ(~r) =

(
ρ++(~r) ρ+−(~r)

ρ−+(~r) ρ−−(~r)

)
, (1)

where + and − denote the spin projections. The sum of the diagonal elements of ρ(~r) gives the
charge density while their difference gives the projection of the spin density on the quantization
axis. The off-diagonal elements of the matrix (1) determine in quasi-classical framework the
components of the magnetization density perpendicular to the quantization axis. In general, at
any point in space, the expectation value of magnetization density can be calculated from

~m(~r) = Trs [~σρ(~r)] . (2)

Here, ~σ = (σx, σy, σz) are the Pauli matrices and Trs means the trace operation in spin space. A
continuous vector field of magnetization density can be calculated using, for example, density
functional theory (DFT) [8–10], for many important magnetic materials including 3d-transition
metals and rare-earth magnets. But, in most cases, the magnetization density is highly localized
on atomic sites. An atomic moment approximation can then be used where the orientation
of the magnetization within a region surrounding each atom is considered to be fixed and the
magnetization density is assumed to be zero in the interstitial regions between the atomic sites.
A magnetic configuration is then defined by a set of magnetic momentum vectors, one vector
associated with each of the magnetic atoms.

A further approximation can be made based on the hierarchy of relaxation times. The
relaxation of charge and magnitude of the magnetic moments is assumed to be much faster than
the relaxation of the orientation of the magnetic vectors [11]. The fast degrees of freedom,
charge and magnitude of magnetic moments, are assumed to adjust instantaneously to changes
in the slow degrees of freedom, the direction of the magnetic moments as defined by polar and
azimuthal angles θ and φ. The magnetic properties of a system, including the total energy,
are then completely characterized by the slow degrees of freedom only. This is analogous to
the Born-Oppenheimer approximation in atomic systems where the fast degrees of freedom are
associated with the electrons while the positions of the nuclei are the slowly varying degrees of
freedom.

Within the atomic moment and adiabatic approximations, spin dynamics simulations as
well as iterative searches for stable magnetic states and MEPs between them can be viewed as
navigation on the systems energy surface as a function of the angles defining the orientation
of the magnetic moments. Efficient navigation requires efficient evaluation of not only the
energy but also the changes in energy with orientation, that is the ‘forces’, or ‘torques’ acting
on the magnetic moments. The energy surface can in principle be characterized within the
tight-binding approach [12] and DFT [13,14]. Such calculations are, however, complicated and
computationally intensive. In order to describe nonstationary magnetic states, local constraining
fields are needed to orient the magnetic vectors in the predefined orientations [15]. These local
fields are not known a priori, so an additional iterative cycle needs to be added to the self-
consistency procedure to find them. As a result, the calculation of an arbitrary, nonstationary,
noncollinear state in a system of several non-equivalent magnetic moments is a challenging task
within DFT and tight-binding methods.



Navigation on the energy surface of the noncollinear Alexander-Anderson model 759

In most cases, the evolution of extended magnetic systems is described using simple,
phenomenological models, in particular Heisenberg-type models, where the total energy and
gradients of the energy can be obtained analytically. However, in order to describe magnetic
systems accurately enough, the model Hamiltonian may need to include several phenomenolog-
ical terms. In addition to the usual magnetic exchange, anisotropy and dipole-dipole interaction,
more elaborate interactions, such as biquadratic exchange and Dzyaloshinsky-Moriya interac-
tion have been invoked to reproduce experimental observations accurately enough [2]. The
magnitude of the magnetic moments and interaction parameters in such Heisenberg-type models
are typically kept unchanged as the magnetic vectors rotate. This approach can be accurate
enough for small deviations from collinear stable states, but is expected to fail for large rota-
tion angles in itinerant electron systems [16] where the magnitude of the magnetic moments
and coupling parameters depend on the relative orientation of the moments. While additional
parameters and elaborate expressions for the dependence of the parameters on the orientation of
the magnetic moments can, in principle, be used to make a Heisenberg-type model reproduce
any magnetic system, the transferability of the parameter values obtained in this way may be
quite limited. Models that better describe the underlying physics and rely on only a few, well
defined parameters are then preferable.

The Alexander-Anderson (AA) model [17, 18] describes the interaction of magnetic im-
purities in a system containing itinerant electrons. It includes two electronic bands: a quasilocal-
ized band of d-electrons and a band of itinerant s(p)-electrons. A noncollinear extension of the
AA model (NCAA) has been developed within mean-field approximation as well as an efficient
implementation of the self-consistency calculations for an arbitrary number of non-equivalent
magnetic impurities using the recursive Green function method [19, 20] and analytical trans-
formations of the density of states [21–23]. The NCAA model can be applied to large and
complex magnetic systems where a self-consistent calculation of the number of d-electrons and
magnitude of the magnetic moments is carried out for a given orientation. For an arbitrary,
stationary or non-stationary orientation, only the number of d-electrons and magnitude of the
magnetic moments are modified during the self-consistency calculations. The orientation of
the magnetic vectors remains unaffected, i.e. in the NCAA model, changes in orientation are
completely decoupled from the self-consistency procedure. This is different from DFT calcu-
lations, where the orientation of the magnetic moments at a non-stationary point is modified
during self-consistency calculations unless local constraining fields fixing the orientation of the
magnetic moments to the predefined direction are included [15].

In our recent paper [23], a magnetic force theorem for the NCAA model has been derived
which makes it possible to calculate the energy gradient without repeated self-consistency
calculations and also provides analytic expression for the force acting on the orientation of
the magnetic moments. This theorem is particularly important for large scale simulation of
dynamics, calcualtion of minimum energy paths, or, in general, navigation on the energy surface
of a magnetic system.

The NCAA model, however, does not describe the band structure of an itinerant mag-
net in detail. Similar to the Heisenberg-type models, the NCAA model only focuses on the
energetics due to magnetic interactions. But, unlike Heisenberg-type models, the NCAA model
correctly accounts for the itinerant nature of 3d-transition metal systems: both the magnitude
of the magnetic moments and the interatomic exchange parameters (analogous to exchange
parameters in a Heisenberg Hamiltonian), are predicted to vary upon rotation of the magnetic
momentum vectors. The NCAA model has, for example, been used successfully to describe
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magnetism of 3d-metal surfaces and interfaces [22]. Moreover, a noncollinear ordering of mag-
netic moments in nanoclusters of 3d-metal atoms was obtained in calculations using the NCAA
model [24–26], and this prediction was later confirmed by DFT calculations [27, 28].

This article is organized as follows. In the following section, the NCAA model is
described as well as the method used in the self-consistency calculations. In Sec. III, the
magnetic force theorem is presented and an expression given for the magnetic force. In Sec. IV,
the method is applied to magnetic trimers and to a simple model of a magnetic tip of a scanning
tunneling microscope (STM) interacting with a dimer adsorbed on a metal surface. In Sec. V,
the finite range approximation is discussed as well as an application to Fe-atoms adsorbed on a
W(110) surface, as both a full monolayer and a large island. Section VI gives a summary.

2. Noncollinear Alexander-Anderson model

The AA model [18] extended to multiple-impurities and noncollinear magnetic ordering
has been described elsewhere [21, 24]. However, we present here a comprehensive description
of the model and its implementation for completeness.

The electronic structure of a 3d transition metal system is approximated by an itinerant
s(p)-electron band and five degenerate, quasi-localized d-orbitals. The Hamiltonian is as follows:

H =
∑
k,α

εknkα +
∑
i,α

ε0iniα +
∑
k,i,α

(
υikd

†
iαckα + υkic

†
kαdiα

)
+
∑
i6=j,α

υijd
†
iαdjα +

1

2

∑
i,α

Uiniαni−α,
(3)

where only one of the five d-orbitals is considered explicitly. Here, d†iα(diα) and c†kα(ckα) are
creation (annihilation) operators for d-electrons localized on atom i and itinerant s(p)-electrons
with the wave vector k, respectively; niα = d†iαdiα, nkα = c†kαckα are the corresponding
occupation number operators. Greek indices denote spin projection (α, β = ±). The energy of
non-interacting s(p) electrons, εk, and d-electrons, ε0i , hybridization parameters, υik, hopping
parameters, υij , and Coulomb repulsion between electrons with opposite spin projection, Ui,
are spin independent. The last term in the Hamiltonian, Uiniαni−α, describes the interaction
between d-electrons localized on atom i.

This Hamiltonian is invariant with respect to the choice of quantization axis. In order
to describe noncollinear magnetic states, a mean field approximation is invoked at each site i
for the d-electron operators, d̃†iα and d̃iα, where the quantization axis, zi, is chosen to be along
the local magnetic moment associated with atom i. The last term in Eqn.(3) is transformed
according to

ñiαñi−α ≈ ñiα〈ñi−α〉+ 〈ñiα〉ñi−α − 〈ñiα〉〈ñi−α〉. (4)

Operators with a tilde correspond to a local reference frame associated with the quantization
axis zi and angular parentheses denote expectation values of operators. The last term in Eqn. (4)
represents the double counting term. The mean-field Hamiltonian is rewritten in terms of d†iα
and diα whose quantization axis is the laboratory z axis, the same for all sites i. Creation
(annihilation) operators are transformed using the spin-1

2
rotation matrix [29]:(

d̃i+
d̃i−

)
= U

(
di+
di−

)
, (5)
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where U is given by:

U =

(
exp (iφi/2) cos (θi/2) exp (−iφi/2) sin (θi/2)

− exp (iφi/2) sin (θi/2) exp (−iφi/2) cos (θi/2)

)
. (6)

Here, the polar angle θi and the azimuthal angle φi define the direction of ith magnetic moment
with respect to the laboratory quantization axis z. After performing the operations (4) and (5)
for each site i, the mean-field Hamiltonian is given by:

HMF =
∑
k,α

εknkα +
∑
i,α

εαi niα +
∑
k,i,α

(
υikd

†
iαckα + υkic

†
kαdiα

)
+
∑
i,j,α,β

υαβij d
†
iαdjβ −

1

4

∑
i

Ui
(
N2
i −M2

i

)
,

(7)

where

εαi = ε0i +
Ui
2

(Ni − α cos θiMi) , (8)

υαβij =
Ui
2

(
δαβ − 1

)
δij exp (−αiφi) sin θiMi + (1− δij) δαβυij. (9)

The number of d-electrons, Ni, and the magnitude of the magnetic moments, Mi, in Eqs. (7)-(9)
are defined in terms of the expectation value of occupation number operators:

Ni = 〈d̃†i+d̃i+〉+ 〈d̃†i−d̃i−〉 = 〈ñi+〉+ 〈ñi−〉, (10)

Mi = 〈d̃†i+d̃i+〉 − 〈d̃
†
i−d̃i−〉 = 〈ñi+〉 − 〈ñi−〉. (11)

In this model, the magnetic structure of a system consisting of P 3d-metal atoms
supported on a metallic substrate is described by a set of values of Ni and Mi, i = 1, . . . , P ,
which need to be found from self-consistency iterations for any given orientation of the magnetic
moments. The number of d-electrons, Ni, and the magnitude of the magnetic moments, Mi, can
be obtained from the Green’s function, G(ε − is) = [ε− is−HMF ]−1, s = +0. Equations for
the matrix elements of the Green function are derived from

(E−HMF )G(E) = I, (12)

where
E = ε− is. (13)

This gives the following:

(E− εk)Gαβki (E)−
∑
l

υklG
αβ
li (E) = 0, (14)

(E− εαi )Gαβij (E)−
∑
l,γ

υαγil G
γβ
lj (E)−

∑
k

υikG
αβ
kj (E) = δijδ

αβ. (15)

By substituting the matrix elements G
αβ
ki (E) derived from Eqn. (14) into Eqn. (15), an equation

for the matrix elements of the d-electron Green function can be obtained as:(
E− εαi −

∑
k

υikυki
E− εk

)
G
αβ
ij (E)−

∑
l 6=i

(
υil +

∑
k

υikυkl
E− εk

)
G
αβ
lj (E)

+
∑
γ

υαγii G
γβ
ij (E) = δijδ

αβ.

(16)

The magnetism of 3d-transition metal systems is mostly determined by the d-electrons.
Therefore, only the Green function for d-electrons, G(E) ≡ G(d)(E), will be considered explicitly
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in what follows. According to Eqn. (16), G(E) is a resolvent of an effective, mean field
Hamiltonian for the d-electrons, H ≡ H

(d)
MF , with parameters that are renormalized due to the

influence of the itinerant s(p)-electrons. This Hamiltonian is given by:

H =
∑
i,α

Eα
i niα +

∑
i,j,α,β

V αβ
ij d

†
iαdjβ −

1

4

∑
i

Ui
(
N2
i −M2

i

)
, (17)

where

Eα
i = E0

i +
Ui
2

(Ni − α cos θiMi) , (18)

V αβ
ij =

Ui
2

(
δαβ − 1

)
δij exp (−αiφi) sin θiMi + (1− δij) δαβVij. (19)

Here, E0
i is a renormalized energy of unperturbed d-states:

E0
i ≡ ε0i + Re

∑
k

υikυki
E− εk

, (20)

which now acquires non-zero width due to the s(p)-d hybridization and the width parameter, Γ,
is given by

Γ ≡ Im
∑
k

υikυki
E− εk

. (21)

Γ is included in the argument of the Green function when computing the density of states [17].
The Vij are referred to as hopping parameters. They represent both a direct exchange between
d-states localized on sites i and j and as well as a contribution from indirect d-s(p)-d coupling
through the conduction band

Vij ≡ υij +
∑
k

υikυkj
E− εk

. (22)

Following [18], it is assumed that the on-site s(p)-d coupling is stronger than d-s(p)-d interaction
of d-electrons at different sites and, hence, the imaginary part of Vij is neglected. E0

i , Ui, Vij
and Γ are assumed to be constant parameters for the model. The choice of values for E0

i and
Ui depends mainly on the type of atom i, while the hopping parameters Vij also depend on the
geometry of the system, in particular the distance between atoms i and j.

The number of d-electrons, Ni, and the magnitude of the magnetic moments,Mi, defined
in Eqs. (10) and (11), are expressed in terms of the Green function in the local frame of
reference, G̃(E), using the following standard relations:

Ni =
1

π

0∫
−∞

dε Im Tr G̃ii(ε− iΓ), (23)

Mi =
1

π

0∫
−∞

dε Im Tr
[
σzG̃ii(ε− iΓ)

]
. (24)

Here, G̃ii(ε − iΓ) is a 2×2 matrix with elements G̃αβ
ii (ε − iΓ) and σz is the z component of

the Pauli spin matrix. It is assumed that the magnetic system is in contact with a bath of
s(p)-electrons which fixes the Fermi level. The zero of energy is set to be at the Fermi level
(εF = 0).
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In order to be able to use Eqs. (23) and (24) in self-consistency calculations, the Green
function has to be transformed from the local reference frame to a global one using the spin-1

2
rotation matrix U, Eq. (6):

G̃(E) = UG(E)U†. (25)

By substituting this relation into Eqs. (23) and (24), one obtains the following:

Ni =
1

π

0∫
−∞

dε Im
[
G++
ii (ε− iΓ) +G−−ii (ε− iΓ)

]
, (26)

Mi =
1

π

0∫
−∞

dε Im
[
G++
ii (ε− iΓ)−G−−ii (ε− iΓ)

]
cos θi

+
1

π

0∫
−∞

dε Im
[
G+−
ii (ε− iΓ)eiφi +G−+ii (ε− iΓ)e−iφi

]
sin θi.

(27)

Since the matrix elements of the Green function depend on N and M , Eqns. (26)
and (27) should be solved self-consistently for a given orientation of the magnetic vectors
starting from some initial estimate for the number of d-electrons and magnitude of the magnetic
moments. If the system consists of more than one atom, the self-consistency procedure contains
two nested loops. The inner loop involves finding the constrained solution of Eqns. (26) and (27)
for each individual atom, while the number of d-electrons and magnitude of magnetic moments
at all other atoms are kept fixed. Values of N and M found in the output of the inner loop
are then used as the revised constraints for the next iteration of the outer loop. The iterations
are repeated until N and M change by less than a predefined magnitude in an iteration. The
implementation of the self-consistency procedure is illustrated in Fig. 1.

It is important to realize that this procedure is the same for both stationary and non-
stationary orientations of the magnetic momentum vectors and that only the number of d-
electrons and magnitude of the magnetic moments are modified during the self-consistency
calculation. The orientations of the magnetic vectors remain unaffected, i.e. spin rotations
are completely decoupled from the self-consistency procedure in the NCAA model. This is
different from DFT calculations, where the orientations of magnetic moments at a non-stationary
point are modified during self-consistency calculations, unless local constraining fields are
introduced [15].

After self-consistency has been achieved, the total energy of d-electrons can be found
from:

E =
5

π

0∫
−∞

dεε Im TrG∗(ε− iΓ)− 5
∑
i

Ui
4

(
N∗2i −M∗2

i

)
, (28)

where the factor of 5 is due to the five-fold degeneracy of the d-orbitals. Quantities marked
with an asterisk correspond to self-consistent values.

In practice, the procedure described above implies that integration over the density of
d-states needs to be carried out repeatedly (see Eqs. (26) and (27)). An efficient approach for
this has been described in the literature [19–21]. It is reviewed in Appendices A and B for
completeness. Initially, the recursive Green’s function method is applied in order to represent
the Green function in terms of a continued fraction (see §3 in [19] and §2 in [20]). Then, the



764 P. F. Bessarab, A. Skorodumov, V. M. Uzdin, H. Jónsson

FIG. 1. An illustration of the self-consistency procedure. The magnetic system
consists of P atoms whose magnetic moments are denoted by arrows. The
direction of the magnetic vectors is fixed. Self-consistent values of the magnitude,
M∗, of the magnetic moments and the number of d-electrons, N∗, are found using
the nested loop scheme. In the inner loop, the constrained solution of Eqns. (26)
and (27) is found for each atom separately, keeping the number of d-electrons
and magnitude of the magnetic moments for all other atoms fixed. After the k-th
iteration, the inner loop produces a set of N (k) and M (k) values that are then
used as revised constraints in iteration (k+1) of the outer loop. Self-consistency
is reached when all the Ni and Mi do not change upon further iterations.

continued fraction is expanded in a series of partial fractions [21]. A matrix element of the
Green function then takes the form (see Appendix B)

Gαβ
ij (ε) =

∑
k

pk
ε− qk

, (29)

where the numbers pk, qk depend on the orientation of the magnetic moments as well as on
indices i, j, α and β. The density of states is expressed in terms of Lorentzian functions and
the integration then carried out analytically. Namely, since the d-levels contain an imaginary
part, iΓ, integrands in Eqs. (26) and (27) include the terms

Im
∑
k

pk
ε− qk − iΓ

= Γ
∑
k

pk

(ε− qk)2 + Γ2
,

that can be integrated analytically to give

0∫
−∞

dεΓ
∑
k

pk

(ε− qk)2 + Γ2
=
∑
k

pk arccot
(qk

Γ

)
.

The total energy of the system is also expressed analytically in terms of parameters of
the self-consistent Hamiltonian as:

E =
5

π

0∫
−∞

dεε
2P∑
µ=1

Γ(
ε− ε∗µ

)2
+ Γ2

− 5
P∑
i=1

Ui
4

(
N∗2i −M∗2

i

)
=

5

π

2P∑
µ=1

[
ε∗µ arccot

ε∗µ
Γ

+
Γ

2
ln

(
ε∗2µ
Γ2

+ 1

)]
− 5

P∑
i=1

Ui
4

(
N∗2i −M∗2

i

)
,

(30)
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where ε∗µ are the eigenvalues of H∗. Integral in Eq. (30) diverges at the lower limit. However,
this infinite contribution is the same for all magnetic states and, therefore, can be omitted.

In the self-consistency procedure, the number of d-electrons and the magnitude of the
magnetic moments are found for a given orientation of the magnetic momentum vectors. This
assumes a hierarchy of relaxation times. The relaxation of the diagonal components of the spin
density matrix, which give the number of d-electrons and magnitude of the magnetic moments,
is assumed to be much faster than the relaxation of the off-diagonal components which give the
orientation of the magnetic momentum vectors [11]. Thus, N and M , are treated as fast degrees
of freedom that adjust instantaneously to changes in the orientation of the magnetic moments,
the slow degrees of freedom. This is analogous to the Born-Oppenheimer approximation for
electronic and nuclear degrees of freedom.

3. Magnetic force theorem

Gradients of the energy with respect to the orientation of the magnetic momentum
vectors, i.e. magnetic forces, can be used to guide the search for minimum energy configurations
of the magnetic moments, identify minimum energy paths, and to simulate dynamics of magnetic
systems. A simple approach for evaluating the energy gradient is to approximate it by finite
differences where the energy is evaluated self-consistently for slightly different orientations.
However, this is inefficient for large systems as at least 2P + 1 self-consistency calculations
need to be carried out for a system with P magnetic moments each time the force is evaluated.

Below, a method is presented for evaluating all components of the energy gradient
without having to perform any additional self-consistency calculations. The method is based on
a magnetic force theorem (MFT) for the NCAA model. The theorem states that for an arbitrary
orientation of the magnetic vectors, stationary or non-stationary, the energy as a function of the
fast degrees of freedom, N and M , reaches an extremum at the self-consistent values, N∗ and
M∗

∀i : ∂E

∂Ni

∣∣∣∣
N=N∗
M=M∗

= 0 and
∂E

∂Mi

∣∣∣∣
N=N∗
M=M∗

= 0. (31)

This simplifies greatly the calculation of the gradient and speeds up exploration of the energy
surface of the system.

Two lemmas for the Green function that are proved in Appendix C are needed to derive
the MFT:

∂ TrG(ε)

∂Ni

= −Ui
2

∂

∂ε

(
G++
ii (ε) +G−−ii (ε)

)
, (32)

and
∂ TrG(ε)

∂Mi

=
Ui
2

∂

∂ε

[(
G++
ii (ε)−G−−ii (ε)

)
cos θi

+
(
G+−
ii (ε)eiφi +G−+ii (ε)e−iφi

)
sin θi

]
.

(33)

According to eqns. (28) and (32)

∂E

∂Ni

=
5

π

0∫
−∞

dεε Im
∂

∂Ni

TrG(ε− iΓ)− 5
Ui
2
Ni

= 5
Ui
2

 1

π

0∫
−∞

dε Im
(
G++
ii (ε− iΓ) +G−−ii (ε− iΓ)

)
−Ni

 ,
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where integration by parts has been invoked. According to Eqn. (26), the expression in square
brackets is equal to zero when self-consistency has been reached.

The equation for the derivative of the energy with respect to Mi in Eq. (31) is proved
in the same way. Using (28) and (33), we obtain the following:

∂E

∂Mi

=
5

π

0∫
−∞

dεε Im
∂

∂Mi

TrG(ε− iΓ) + 5
Ui
2
Mi

=5
Ui
2

{
− 1

π

0∫
−∞

dε Im
[(
G++
ii (ε− iΓ)−G−−ii (ε− iΓ)

)
cos θi

+
(
G+−
ii (ε− iΓ)eiφi +G−+ii (ε− iΓ)e−iφi

)
sin θi

]
+Mi

}
.

Due to Eqn. (27), the expression in curly brackets vanishes when M has the self-consistent
value, M∗.

By using the MFT, the computational effort involved in the calculation of magnetic
forces in NCAA is significantly reduced. According to the MFT, the energy change due to
the infinitesimal rotation of magnetic vectors does not contain a contribution from the variation
of the number of d-electrons and the magnitude of the magnetic moments, i.e. fast degrees
of freedom. In particular, this means that in the finite difference scheme, the energy of the
perturbed spin state obtained by a small rotation of magnetic vectors from a particular orientation
can be approximated using the same values for the fast degrees of freedom as those calculated
self-consistently for the unperturbed spin state and, therefore, no additional self-consistency
calculations are needed.

A simple finite difference scheme is, however, problematic because it involves evalu-
ating the difference between two numbers of similar magnitude. This procedure can lead to a
significant loss of accuracy. Instead, first order perturbation theory can be used to derive an
expression for the magnetic force in terms of the self-consistent values. According to the MFT,
a derivative of the energy, E = E(λ), with respect to any adiabatic parameter λ (a slow degree
of freedom) can be computed from the explicit λ dependence only, without having to include
implicit dependence

dE(λ)

dλ
=
∂E(λ)

∂λ
=

5

π

0∫
−∞

dεε Im Tr
∂G∗(ε− iΓ;λ)

∂λ
. (34)

Here, ∂G∗(ε− iΓ;λ)/∂λ can be found by using the resolvent identity

∂G(ε;λ)

∂λ
= G(ε;λ)

∂H(λ)

∂λ
G(ε;λ), (35)

which, together with Eqn. (34), gives

dE(λ)

dλ
=

5

π

0∫
−∞

dεε Im Tr

[
G∗(ε− iΓ;λ)

∂H∗(λ)

∂λ
G∗(ε− iΓ;λ)

]

=
5

π

0∫
−∞

dε Im Tr

[
G∗(ε− iΓ;λ)

∂H∗(λ)

∂λ

]
,

(36)
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that is, the derivative of the total energy with respect to a parameter coincides with the expecta-
tion value of the derivative of the Hamiltonian with respect to that parameter. This is analogous
to the Hellmann-Feynman theorem.

In practice, it is convenient to calculate the trace in Eqn. (36) using the basis in which
H∗(λ) and G∗(ε;λ) are diagonal

Tr

[
G∗(ε;λ)

∂H∗(λ)

∂λ

]
=

2P∑
µ=1

ξ∗µ(
ε− ε∗µ

) , (37)

where ξ∗µ are the diagonal elements of ∂H∗(λ)/∂λ in the relevant basis. The integral in Eqn. (36)
can then be evaluated analytically leading to

dE(λ)

dλ
=

5

π

2P∑
µ=1

ξ∗µ arccot

(
ε∗µ
Γ

)
. (38)

With λ = θi or λ = φi and i = 1, . . . , P , this gives the gradient of the energy with respect to
the angles defining the orientation of the magnetic moments.

The procedure for evaluating the energy gradient is as follows: First, derivatives of the
self-consistent Hamiltonian, ∂H∗(θ,φ)/∂θi and ∂H∗(θ,φ)/∂φi, which are given explicitly by(

∂H∗(θ,φ)

∂θi

)αβ
kj

=
1

2
δjiδkiUiM

∗
i

[
αδαβ sin θi +

(
δαβ − 1

)
exp (−αiφi) cos θi

]
, (39)(

∂H∗(θ,φ)

∂φi

)αβ
kj

=
iα

2

(
1− δαβ

)
δjiδkiUiM

∗
i e
−αiφi sin θi (40)

are transformed to a basis where H∗(θ,φ) is diagonal. Then, their diagonal matrix elements,
ξ∗µ(θi), ξ∗µ(φi), are inserted into Eqn. (38) and the derivatives with respect to θ and φ evaluated.

The MFT significantly reduces the computational effort involved in calculations of the
first derivatives of the energy with respect to θ and φ. Second derivatives of the energy are also
important, because they are used to calculate magnetic exchange interaction parameters, Jij ,
between magnetic moments i and j. However, the MFT is not valid for the second derivatives.
One cannot neglect the change in the fast degrees of freedom when computing the second
variation of the energy.

4. Applications

4.1. Trimers adsorbed on a metallic substrate

Trimers of 3d transition metal atoms supported on a metallic surface are good test sys-
tems for studying noncollinear magnetism at the atomic scale. Noncollinear magnetic ordering
in Cr, Mn, Fe trimers was predicted theoretically using a model Hamiltonian approach [24–26]
and was later obtained in ab initio calculations [27, 28, 30, 31]. The angles formed between the
magnetic moments in the stable magnetic states depend on the type of atoms in the trimer and
the geometrical arrangement of the atoms. Without spin-orbit interaction, the configuration and
spin spaces are uncoupled. For coplanar magnetic ordering, two angles completely determine
the configuration of the three magnetic momentum vectors. Therefore, the energy surface for
such systems can be visualized easily.

Within the NCAA model, the parameters E0
i and Ui are determined mainly by the

chemical element whereas the hopping parameters Vij depend also on the arrangement of the
atoms in the trimer and the hybridization of the 3d-states with electronic states of the substrate.
The parameter associated with the width of the d-states, Γ, may depend on the position of the
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trimer on the surface as well as on the trimer geometry. The unit of energy is taken to be Γ and
we give below the values chosen for the scaled energy parameters, Ũ ≡ U/Γ, Ẽ0 ≡ E0/Γ and
Ṽij ≡ Vij/Γ.

Magnetic ordering in the Cr, Mn and Fe trimers is expected to be quite different. To
illustrate this, we choose the Coulomb integral, Ũ = 13, and the hopping parameters, Ṽ12, Ṽ13
and Ṽ23, to be the same for all the trimers, while the value of Ẽ0 is chosen to ensure that the
number of d-electrons per atom in each case is the same as in the corresponding solid (N ≈ 5,
6 and 7, for Cr, Mn and Fe, respectively). The definitions of the two variables, the angles θ2
and θ3, are shown in Fig. 2.

FIG. 2. A noncollinear magnetic state of a trimer of atoms adsorbed on a surface.
The definitions of the atom labeling, 1, 2 and 3, are shown as well as the two
angles, θ2 and θ3, specifying the two degrees of freedom. All three distances
between the atom pairs are different, leading to different values for the three
hopping parameters, Ṽij .

The calculated energy surfaces for the three trimers, Cr3, Mn3 and Fe3, are shown
in Fig. 3. The stable configurations of the magnetic momentum vectors, corresponding to
minima on the energy surface, are shown, as well as MEPs for transitions between these states
calculated using the climbing image nudged elastic band (NEB) method [32,33]. The MEP gives
the mechanism for low energy collective excitations of the magnetic trimers and the maximum
energy along the MEP gives the minimum energy needed for the transitions.

A Cr crystal has spin density wave magnetic structure with antiferromagnetic coupling
of near neighbor spins. In an equilateral Cr trimer, the ground state is noncollinear with angles
2π/3 between the magnetic momentum vectors [24–27]. However, a collinear ordering of the
magnetic moments is also possible for a different choice of distances between the Cr atoms
and, thereby, the hopping parameters Ṽij . Such a case is shown in Fig. 3a, where Ṽ23 = 1.0,
Ṽ12 = 0.6 and Ṽ13 = 0.9. Maxima on the energy surface correspond to ferromagnetic ordering
of two of the magnetic moments, while the magnetic moment of the third atom is pointing in
the opposite direction. All minima on the energy surface correspond to the same magnetic state.
There are two different MEPs for transitions between these states, as shown in Fig. 3a. One of
the MEPs corresponds to an almost coherent rotation of the magnetic moments of atoms 2 and 3,
maintaining a nearly antiparallel ordering during the rotation. At the saddle point, both moments
have reversed their direction. The activation energy for this transition is 5.4 · 10−2 in Γ-units.
Along the second MEP, the magnetic moment of atom 2 rotates monotonously by an angle
of 2π, while the magnetic moment of atom 3 only rotates slightly from the initial orientation
and then returns. At the saddle point, the magnetic moment of atom 3 is aligned in the same
direction as in the ground state but the moment of atom 2 has been reversed. The activation
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(a)	  

(b)	  

(c)	  

FIG. 3. Energy surfaces of supported trimers: (a) Cr3, (b) Mn3 and (c) Fe3.
The zero of energy (red) is the energy for the lowest energy configuration of
the magnetic moments. White lines represent minimum energy paths and the
dots indicate positions of images in the NEB calculations. Minima are marked
with circles, while saddle points are indicated with crosses. The insets show the
magnetic momentum vectors at the minima and at the saddle points.
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energy is larger for this second mechanism, 7.8 · 10−2 Γ, because of strong antiferromagnetic
coupling between atoms 2 and 3. Note that all minima and saddle points on the energy surface
correspond to collinear ordering of the magnetic moments.

For the Mn trimer, we obtain two distinct stable states, both corresponding to non-
collinear magnetic ordering, as shown in Fig 3b. Mn atoms often form noncollinear struc-
tures [24, 26, 28]. The two stable states have the same energy, but the MEPs between them are
quite different and give different activation energies. The saddle points correspond to collinear
magnetic ordering. The activation energy is 1.9 · 10−2 Γ for the saddle point at θ2 = π, θ3 = π,
1.7 · 10−2 Γ for the saddle point at θ2 = π, θ3 = 2π and 0.7 · 10−2 Γ for the saddle points at
θ2 = 0, θ3 = π.

For the Fe trimer, all the minima on the energy surface correspond to the same ferro-
magnetic state (see Fig. 3c). The saddle points between those states also correspond to collinear
magnetic ordering, but with one of the magnetic moments pointing in the opposite direction
to the other two. The energy surface for the Fe trimer is similar to the one for the Cr trimer,
but shifted by π along the θ3 axis. There are also two possible MEPs between the states. The
MEP with the lower activation energy, 2.7 · 10−2 Γ, corresponds to nearly coherent rotation of
the second and the third magnetic moments. The other MEP corresponds to relatively small
deviation of θ3 from zero. The barrier for this transition mechanism is higher, 4.5 · 10−2 Γ.

4.2. STM tip interacting with adsorbed dimer

The energy surface of a magnetic cluster can be modified by applying a local external
magnetic field. Another way to deform the surface is by hybridization with an additional atom
placed close enough to the cluster. The latter effect was recently demonstrated experimentally
by using magnetic atoms at the tip of a scanning-tunneling microscope (STM) [34]. The
magnetic tip was used to modify the energy barrier between two magnetic states of a magnetic
nanostructure on a non-magnetic substrate.

As a simple model of this experiment, we consider the isosceles Cr trimer, where atom 1
represents the STM tip and atoms 2 and 3 represent the dimer adsorbed on a non-magnetic
substrate. The hopping parameters between the tip atom and each one of the two dimer atoms
are set to be the same, Ṽ12 = Ṽ13 ≡ Ṽ , and are varied to mimic changes in the distance between
the tip and the dimer, while the third hopping parameter is kept fixed with a value of Ṽ23 = 1.
For each value of Ṽ , the energy of the system is minimized with respect to the angles θ2 and
θ3 defining the orientation of the magnetic moments in the dimer. Due to the symmetry of the
system, θ2 differs from θ3 by an angle of π at the minimum energy configuration. The value
obtained for one of the angles, θ2, is shown as a function of Ṽ in Fig. 4. For small Ṽ , the
magnetic moments of the dimer point in the opposite direction and are perpendicular to the
magnetic moment of the tip. However, when Ṽ becomes larger than Ṽ23, the magnetic moments
of the dimer tend to point in the same direction and opposite to the magnetic moment of the
tip. The energy surface of the system for three different values of Ṽ is shown in the insets of
Fig. 4.

5. Finite range approximation

In the self-consistency calculations, the computational effort of the tridiagonalization of
the NCAA Hamiltonian which is needed to evaluate the matrix elements of the Green function
scales as P 3, where P is the number of magnetic atoms in the system. This operation has to
be performed for each magnetic atom, so the computational effort in each iteration of the self-
consistency procedure scales as P 4. The number of iterations needed to reach self-consistency
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FIG. 4. Angle between the magnetic moment of an STM tip and the magnetic
moment of one of the Cr-atoms in a Cr2 addimer as a function of the correspond-
ing hopping parameter. The three insets show the energy surface of the system
for the values indicated by the three gray circles on the curve. White and black
dots in the insets mark energy minima.

could also have some dependence on the system size, but is difficult to assess. The self-
consistency calculations become too demanding when the number of non-equivalent magnetic
atoms becomes large, on the order of thousands. One way of addressing this problem is to
use parallel computing as the self-consistency algorithm can be parallelized efficiently. Another
option is to use approximations in order to make the computational effort scale linearly with P .

One approach is to assume that the magnetic state of an atom is mostly affected by its
neighbors, while the effect of distant atoms can be neglected in the self-consistency calculations.
More specifically, when calculating the number of d-electrons and the magnitude of the magnetic
moment of a particular atom, only neighbors within a sphere of a certain radius, rc, centered
on the atom are included. The accuracy of this approximation can be controlled by varying
the radius, rc. Typically, the calculated results converge quite fast as rc increases. This is
demonstrated below in calculations for the electronic and magnetic structure of a monolayer
island of Fe-atoms on a W(110) surface.

The position of the Fe-atoms in the monolayer are determined by the atomic structure of
the W(110) substrate. Each Fe-atom has four nearest neighbors at a distance of

√
3/2a, where

a is a lattice constant of the W-crystal (see Fig. 5(a)). For the Fe monolayer, the number of
atoms inside the sphere, Nc, changes stepwise as a function of rc as shown in Fig. 5(b). The
position of the steps, r(ζ)c , ζ = 0, 1, 2, . . ., is defined by the distance between the neighbors.
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Any value of rc in the range
[
r
(ζ)
c ; r

(ζ+1)
c

]
will result in the same self-consistent values for the

number of d-electrons and magnitude of the magnetic moments. Below, we will refer to ζ as
the number of shells of interacting neighbors and study how the choice of ζ affects the results
of the self-consistency calculations.

FIG. 5. (a) Positions of Fe-atoms in a monolayer of Fe on a W(110) surface. (b)
Number of Fe atoms inside a coordination sphere of radius, rc, in a Fe monolayer
on a W(110) surface.

The parameters Ẽ0 and Ũ in the NCAA model were chosen to have values that are
typical for Fe: -12 and 13, respectively [7]. For simplicity, only nearest neighbor hopping
parameters were included and the value Ṽ = 0.9 was chosen to reproduce DFT calculated
magnetization of an Fe overlayer on a W(110) surface [35].

A self-consistent calculation was carried out for a relatively large Fe island containing
17× 17 atomic rows. Observe that due to the structure of the (110) surface the total number of
atoms in the island is not equal to the product of the number of atomic rows along [001] and
[11̄0] directions. Reference values of N ref and M ref at each Fe-atom were first calculated by
including all 144 atoms explicitly. Then, approximate calculations were carried out for the same
orientation of the magnetic vectors. The coordination sphere of a particular size was chosen
for each atom in the island and corresponding self-consistent values of N and M evaluated and
compared with the reference values. Fig. 6(a) shows the deviation in the number of d-electrons
and the magnitude of the magnetic moments from the reference values as a function of the
number of coordination spheres included. For both N and M , the error drops rapidly as ζ
increases.

The MFT is a rigorous statement only when all atoms in the system are included
explicitly. When the coordination sphere approximation is used, the theorem is, strictly speaking,
not satisfied and the self-consistency state is no longer a stationary point of the energy as
a function of the number of d-electrons and magnitude of the magnetic moments. This is
illustrated in Fig. 6(b) where the derivative of the energy with respect to N and M as a function
of ζ is shown. The magnitude of the derivative, however, vanishes as ζ increases.

Thus, the coordination sphere approximation can provide reasonably accurate results
while significantly reducing the computational effort. After the system becomes larger than the
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FIG. 6. (a) Maximum deviation of the number of d-electrons (crosses, and left
vertical axis) and the magnitude of the magnetic momentum vectors (diamonds,
and right vertical axis) from the reference values, N ref and M ref , as a function
of the number of coordination shells included in the self-consistency calculation.
(b) Maximum derivative of the energy, E, with respect to N (crosses) and M
(diamonds), as a function of the number of coordination shells included in the
self-consistency calculation.

chosen number of coordination shells included in the self-consistency calculation, the computa-
tional effort increases only linearly with the system size. The level of approximation can readily
be increased by increasing ζ , i.e. including more coordination shells.

With this approximation, the NCAA model can be used to study large systems including
thousands of non-equivalent atoms.

6. Summary

A detailed description of the NCAA model and its implementation is given in this
article as well as an application to trimers of Cr, Mn and Fe adsorbed on a metal surface
and a simple model for STM tip interaction with a dimer. While the Cr and Fe trimers are
found to have collinear stable states, the former with antiferromagnetic ordering and the latter
ferromagnetic, the Mn trimer has two different stable states, both non-collinear. In all three
cases, the maximum energy configurations along the minimum energy path, i.e. first order
saddle points on the energy surface, correspond to collinear ordering. These simple systems
were chosen as illustrations of the method because the energy surface can be visualized easily.
A finite range approximation is also presented which leads to linear scaling of the computational
effort with the number of magnetic atoms in large systems. The theoretical approach described
here can be used in studies of magnetism in 3d-metal systems, including simulations of spin
dynamics and, in general, navigation on the energy surface characterizing such systems to find
stable state and transition state for magnetic transitions.
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APPENDIX

A. Recursion method and continued-fraction expansion of the Green function

An efficient algorithm for calculating the matrix elements of the Green function G (in
this Appendix, a dependence of G on ε is implied) using the recursion method involves finding
a new orthonormal basis in which the Hamiltonian has a tridiagonal form, while the matrix
element to be evaluated, Gαβ

ij , remains unchanged.
We begin by discussing how diagonal matrix elements, Gµµ = 〈xµ|G |xµ〉, can be

evaluated. Here,
{
|x1〉 , . . . , |x2P 〉

}
is an initial basis set and indices µ, ν enumerate both

atomic site and spin projection. The first vector of the new basis is chosen so that |y1〉 = |xµ〉.
Then, the diagonal matrix element of the Green function is given by:

Gµµ = 〈y1|G |y1〉 = G̃11, (41)

where tilde indicates a quantity in the new basis. Other vectors of the new basis
{
|y1〉 , . . . , |y2P 〉

}
are found given that the Hamiltonian has a tridiagonal form:

H̃µν =



a1 b1 0 0 . . . 0 0 0

b1 a2 b2 0 . . . 0 0 0

0 b2 a3 b3 . . . 0 0 0
...

...
...

...
. . .

...
...

...
0 0 0 0 . . . a2P−2 b2P−2 0

0 0 0 0 . . . b2P−2 a2P−1 b2P−1
0 0 0 0 . . . 0 b2P−1 a2P


. (42)

Not only basis vectors |yµ〉 are found within the recursion scheme, but also elements
{a1, a2, . . . , a2P} and {b1, b2, . . . , b2P−1} are successively calculated. From the equation:

H |y1〉 = a1 |y1〉+ b1 |y2〉 , (43)

the second basis vector |y2〉 as well as a1 and b1 can be found as follows:

a1 = 〈y1|H |y1〉 , (44)

b1 = ‖H |y1〉 − a1 |y1〉‖ , (45)

|y2〉 =
H |y1〉 − a1 |y1〉

b1
. (46)

Then, the Hamiltonian acts upon the second basis vector and the next portion of elements
of the tridiagonal matrix is found. This operation is reapplied until all elements of H in the
new basis have been calculated. For example, on the k-th step (k < 2P ), when a1, . . . , ak−1,
b1, . . . , bk−1 and |y1〉 , . . . , |yk〉 are known, we have:

ak = 〈yk|H |yk〉 , (47)

bk = ‖H |yk〉 − bk−1 |yk−1〉 − ak |yk〉‖ , (48)

|yk+1〉 =
H |yk〉 − bk−1 |yk−1〉 − ak |yk〉

bk
. (49)
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G̃11 is found in the following way. Let us introduce a notation:

λk = 〈y1|G |yk〉 . (50)

The following set of equations is then valid for λk, which follows from the definition of the
Green function, (ε−H)G = I:

(ε− a1)λ1 − b1λ2 = 1,

(ε− ak)λk − bk−1λk−1 − bkλk+1 = 0, k 6= 1, k 6= 2P,

(ε− a2P )λ2P − b2P−1λ2P−1 = 0.

After straightforward algebra, we obtain the representation of G̃11 in the continued-fraction
form:

Gµµ = G̃11 = λ1 =
1

ε− a1 −
b21

ε− a2 −
· · ·

· · · −
b22P−1
ε− a2P

(51)

The nondiagonal elements of the Green function can also be expanded in terms of
continued fractions. Namely, if Gµν , µ 6= ν, is to be found, one has to perform tridiagonalization
four times, where the starting vectors are:

|ya1〉 =
1√
2

(|xµ〉+ |xν〉) ,∣∣yb1〉 =
1√
2

(|xµ〉 − |xν〉) ,

|yc1〉 =
1√
2

(|xµ〉+ i |xν〉) ,∣∣yd1〉 =
1√
2

(|xµ〉 − i |xν〉) .

In each basis, matrix element G̃ζ
11 =

〈
yζ1

∣∣∣G ∣∣∣yζ1〉, ζ = a, b, c, d, is expanded in terms of contin-

ued fractions as described above. Continued-fraction representation of the real and imaginary
part of the nondiagonal element, Gµν , is thus given by:

ReGµν =
1

2

(
G̃a

11 − G̃b
11

)
, (52)

ImGµν =
1

2

(
G̃d

11 − G̃c
11

)
. (53)

B. Partial-fraction expansion of the Green function

We proceed with the continued-fraction representation of the matrix element of the Green
function, Eqn. (51). Let us consider the last level of the continued fraction:

f (1)(ε) = ε− a2P−1 −
b22P−1
ε− a2P

. (54)
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If b2P−1 6= 0, then the equation f (1)(ε) = 0 has two real roots, q(2)1 and q(2)2 , q(2)1 < q
(2)
2 , which

can be found either analytically or numerically. Then:

f (1)(ε) =

(
ε− q(2)1

)(
ε− q(2)2

)
ε− q(1)1

,

where q(1)1 ≡ a2P . As a result, the next level of the continued fraction acquires the form:

f (2)(ε) = ε− a2P−2 −
b22P−2

(
ε− q(1)1

)
(
ε− q(2)1

)(
ε− q(2)2

) .
The ratio of polynomials here can be transformed into a sum of two partial fractions:

b22P−2

(
ε− q(1)1

)
(
ε− q(2)1

)(
ε− q(2)2

) =
p
(2)
1

ε− q(2)1

+
p
(2)
2

ε− q(2)2

,

where

p
(2)
1 = b22P−2

q
(2)
1 − q

(1)
1

q
(2)
1 − q

(2)
2

, p
(2)
2 = b22P−2

q
(2)
2 − q

(1)
1

q
(2)
2 − q

(2)
1

.

Thus, the function f 2(ε) is represented in the form analogous to Eqn. (54):

f (2)(ε) = ε− a2P−2 −
p
(2)
1

ε− q(2)1

− p
(2)
2

ε− q(2)2

, (55)

and the number of levels in the continued fraction is reduced by one.
The same technique is sequentially applied in order to transform the continued fraction

into a sum of partial fractions. For example, at the k-th step we have:

f (k)(ε) = ε− a2P−k −
k∑
j=1

p
(k)
j

ε− q(k)j

. (56)

Zeros of the function f (k)(ε) are well separated (see Fig. 7) and can be found numerically
without problems.

The function f (k+1)(ε) is then represented as follows:

f (k+1)(ε) = ε− a2P−k−1 −
k+1∑
j=1

p
(k+1)
j

ε− q(k+1)
j

.

Here q(k+1)
1 , . . . , q

(k+1)
k+1 are the roots of f (k)(ε) = 0 and p(k+1)

j are given by:

p
(k+1)
j = b22P−k−1

k∏
i=1

(
q
(k+1)
j − q(k)i

)
k+1∏
i=1
i6=j

(
q
(k+1)
j − q(k+1)

i

) .
As a result, any continued fraction of the form (51) and thus an arbitrary element of the Green
function can be expanded in a sum of partial fractions (see Eqn. (29)).
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FIG. 7. Graphical solution of the equation f (k)(ε) = 0. Exactly one root is
located between poles q(k)1 , . . . , q

(k)
k of f (k)(ε).

C. Proof of lemmas (32) and (33)

We proceed with the equation for the matrix elements of the Green function:

(ε− Eα
i )Gαβ

ij (ε)−
∑
k,γ

V αγ
ik G

γβ
kj (ε) = δαβδij. (57)

This equation can be solved iteratively giving the following result for the diagonal elements of
the Green function:

Gαα
ii (ε) =

1

ε− Eα
i

+
∑
γ,k

V αγ
ik V

γα
ki

(ε− Eα
i )(ε− Eγ

k )(ε− Eα
i )

+ . . .

+
∑

γ1,...,γn
k1,...,kn

V αγ1
ik1

V γ1γ2
k1k2

. . . V γnα
kni

(ε− Eα
i )(ε− Eγ1

k1
) . . . (ε− Eγn

kn
)(ε− Eα

i )
+ . . .

(58)

where summation over k1, k2, . . . , kn and γ1, γ2, . . . , γn runs over all atomic sites and spin
projections, respectively. Each term in Eq. (58) can be considered as a sequence of vertices
forming a path with endpoints at (α, i):

(α, i)→ (γ1, k1)→ (γ2, k2)→ . . .→ (γn, kn)→ (α, i) ≡
V αγ1
ik1

V γ1γ2
k1k2

. . . V γnα
kni

(ε− Eα
i )(ε− Eγ1

k1
) . . . (ε− Eα

i )
.

(59)
Therefore, Gαα

ii (ε) can be thought of as the sum of all such closed paths. Each path describes
some multiple scattering process, where a single scattering event (‘hopping’) can be either an
on-site spin-flip or a non-spin-flip intersite transition. The sum of all possible paths of the same
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length and endpoints fixed at (α, i) can be represented as:∑
γ1,...,γn
k1,...,kn

V αγ1
ik1

V γ1γ2
k1k2

. . . V γnα
kni

(ε− Eα
i )(ε− Eγ1

k1
) . . . (ε− Eγn

kn
)(ε− Eα

i )
=
[
G0(ε)V G0(ε)V . . . V︸ ︷︷ ︸

n+1 V -factors

G0(ε)
]αα
ii
≡ Sααii (ε;n).

(60)
Here, V is a hopping matrix (see Eq. (19)) which contains information about all scattering events
in the system and G0(ε) is the Green function for the non-interacting magnetic impurities. G0(ε)
is diagonal and its matrix elements are given by:

[G0(ε)]
αα
ii =

1

(ε− Eα
i )
. (61)

In order to prove lemmas (32)-(33), it is sufficient to derive corresponding identities for
the sum of the paths, S(ε;n), for an arbitrary path length, n. The derivative of TrS(ε;n) with
respect to Ni is given by:

∂

∂Ni

TrS(ε;n) =
∂

∂Ni

Tr [G0(ε)V G0(ε)V . . . V G0(ε)] = Tr

[
∂G0(ε)

∂Ni

V G0(ε)V . . . V G0(ε)

]
+ Tr

[
G0(ε)V

∂G0(ε)

∂Ni

V . . . V G0(ε)

]
+ . . .+ Tr

[
G0(ε)V G0(ε)V . . . V

∂G0(ε)

∂Ni

]
.

(62)

Only two matrix elements of
∂G0(ε)

∂Ni

are non-zero (see Eq. (61)). According to Eqs. (61) and

(18), they can be expressed in terms of derivatives with respect to ε :

∂G0(ε)

∂Ni

= −Ui
2

∂G0(ε)

∂ε
Σ0
i , (63)

where Σ0
i is 2P × 2P matrix defined so that only the elements (++, ii) and (−−, ii) are equal

to unity, while the others are zero. Therefore, Eq. (62) takes the form:

∂

∂Ni

TrS(ε;n) = −Ui
2

{
Tr

[
∂G0(ε)

∂ε
Σ0
iV G0(ε)V . . . V G0(ε)

]
+ Tr

[
G0(ε)V

∂G0(ε)

∂ε
Σ0
iV . . . V G0(ε)

]
+ . . .+ Tr

[
G0(ε)V G0(ε)V . . . V

∂G0(ε)

∂ε
Σ0
i

]}
.

(64)

The factor
∂G0(ε)

∂ε
Σ0
i found in every term in the curly brackets can be transformed into:

∂G0(ε)

∂ε
Σ0
i = −G0(ε)Σ

0
iG0(ε), (65)

where use has been made of the identity

∂G0(ε)

∂ε
= −G2

0(ε), (66)
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as well as commutativity of G0(ε) and Σ0
i . Using Eqs. (65) and (66) and invariance of a trace

under cyclic permutations, each term in Eq. (64) is transformed to obtain the following:

∂

∂Ni

TrS(ε;n) = −Ui
2

{
Tr

[
Σ0
i

∂G0(ε)

∂ε
V G0(ε)V . . . V G0(ε)

]
+ Tr

[
Σ0
iG0(ε)V

∂G0(ε)

∂ε
V . . . V G0(ε)

]
+ . . .+ Tr

[
Σ0
iG0(ε)V G0(ε)V . . . V

∂G0(ε)

∂ε

]}
= −Ui

2

∂

∂ε
Tr
[
Σ0
iG0(ε)V G0(ε)V . . . V G0(ε)

]
=

= −Ui
2

∂

∂ε
Tr
[
Σ0
iS(ε;n)

]
= −Ui

2

∂

∂ε

(
S++
ii (ε;n) + S−−ii (ε;n)

)
,

(67)

which proves Lemma (32).
Lemma (33) is proved in a similar way. However, when computing the derivative of

TrS(ε;n) with respect to Mi, one needs to observe that both G0(ε) and V depend on Mi. More
specifically:

∂G0(ε)

∂Mi

=
Ui
2

cos θi
∂G0(ε)

∂ε
Σz
i , (68)

∂V

∂Mi

= −Ui
2

sin θi (cosφiΣ
x
i + sinφiΣ

y
i ) . (69)

The only nonzero matrix elements of Σx
i , Σy

i and Σz
i are defined as follows:

(Σx
i )

+−
ii = 1 (Σx

i )
−+
ii = 1, (70)

(Σy
i )

+−
ii = −i (Σy

i )
−+
ii = i, (71)

(Σz
i )

++
ii = 1 (Σz

i )
−−
ii = −1. (72)

Note that if only one magnetic impurity is present in the system, Σx
i , Σy

i and Σz
i coincide with

ordinary 2× 2 Pauli matrices. This gives the following:

∂

∂Mi

TrS(ε;n) =
Ui
2

cos θi
∂

∂ε
Tr [Σz

iG0(ε)V G0(ε)V . . . V G0(ε)] +

Ui
2

sin θi
∂

∂ε

(
cosφi Tr [Σx

iG0(ε)V G0(ε)V . . . V G0(ε)] + sinφi Tr [Σy
iG0(ε)V G0(ε)V . . . V G0(ε)]

)
=
Ui
2

∂

∂ε

{
cos θi Tr [Σz

iS(ε;n)] + sin θi

(
cosφi Tr [Σx

i S(ε;n− 1)] + sinφi Tr [Σy
iS(ε;n− 1)]

)}
=
Ui
2

∂

∂ε

[(
S++
ii (ε;n)− S−−ii (ε;n)

)
cos θi +

(
S+−
ii (ε;n− 1)eφi + S−+ii (ε;n− 1)e−φi

)
sin θi

]
,

(73)

which proves lemma (33).
For large (or infinite) systems, the calculation of Green functions is often performed

approximately, using a finite range approximation (see Sec. 5) or by truncating the recursion
method (see appendix A) at a certain step. In this case, the scattering matrix Vi may be different
for different sites i and Lemmas (32)-(33) and, therefore, the MFT, are strictly not valid. This
was demonstrated in Sec. 5 where direct calculations of the derivatives of energy with respect
to Ni and Mi for the self-consistent values N∗i and M∗

i were found not to equal zero because
of the finite range approximation. However, if any subsystem of atoms is chosen and the same
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set of hopping contributions are included for all the atoms of this subsystem, then the scattering
matrix will be the same for all atoms in the system and the proof of Lemmas (32)-(33) will
hold just as in the case when all atoms and hopping contributions are included. In particular,
one can choose as a subsystem the atoms included in one closed loop in Eqn.(59) and the
corresponding hopping contributions to form the scattering matrix V . Then, the MFT will be
valid for this subsystem. Formally, it is a consequence of the fact that all closed paths in
Eqn.(59) which make a contribution to the matrix element of the Green function Gii, make the
same contribution to any Gjj if the path in Eqn.(59) goes through site j. If, however, we try to
improve the calculation by taking into account additional atoms and hopping contributions that
are different for different atoms, as in the case of the finite range approximation described in
Sec. 5, then the MFT is violated.
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The article presents the results of an experimental study of the effect of the radiofrequency radiation (RF)

of a cell phone on a freely suspended liquid-crystal film (FSLCF) as a system that simulates biological

structures. The selection of the FSLCF model is theoretically substantiated. A polarizing microscope with

a video camera was used to visualize the process under study. The reaction of the FSLCF was analyzed

using a specially developed software. The responses of the FSLCF were studied for exposure to the RF

radiation in the presence of protective device Gamma 7.N-RT and for the action of a static magnetic field

of strength 500 Oe. The RF radiation of a cell phone was found to change the orientation structure of the

FSLCF, which, after some time, returns to the nearly initial level despite the presence of external field.

The protective device Gamma 7.N-RT attenuates the reaction of the FSLCF. The response of the FSLCF

in a static magnetic field remains unchanged during the exposure to the field. These experimental results

are evidence that the structure of the freely suspended liquid-crystal film is a viable model for biological

structures, and is capable of adapting to the effect of the RF radiation emitted by a cell phone.
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1. Introduction

The intense advancement of wireless technologies and the spread of mobile telecom-
munication facilities in every-day life are among the primary reasons that people are per-
sistently under the influence of low-energy RF electromagnetic fields. Despite the fact that
there are numerous studies [1–4] on the matter, the issue of the biological effects of low-
intensity electromagnetic fields on human and other organisms remains debatable [5–7].

The electromagnetic wave energy of a cell phone’s RF radiation is known to be
insufficient to break chemical bonds. The revealed biological effects are discussed primarily in
terms of the thermal exposure of electromagnetic radiation (EMR) [8]. However, a number of
nonthermal biological effects caused by low-energy electromagnetic radiation are described in
the literature [3,4]. These studies have questioned the hypothesis of the thermal nature of the
biological effects and the currently accepted safety levels of the EMR. These effects, caused by
the low-energy electromagnetic radiation comprise the increased permeability of the blood-
brain barrier, changing the expression of heat shock genes, impaired calcium homeostasis,
reduction of melatonin synthesis, etc. [4,9–11]. These biological effects can modify adaptive
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processes in the organism. Therefore, studying the adaptive response patterns at different
levels for the organism structure under exposure to low-energy EMR is an important and
urgent task both in terms of understanding of the biological action mechanisms and assessing
the hazard this factor presents to human health.

In addition to the biological research, it is of interest to study the effect of the RF
radiation on the systems that simulate real biological objects. The advantage for such studies
is that these make it possible to obtain quantitative data, permitting rigorous theoretical
analysis.

Many biological structures are known to possess a number of properties which are
typical for liquid crystals [12]. These include chloroplasts, visual receptors, muscle, nerve, cell
membranes, etc. Therefore, a study of the influence of the RF radiation on the model crystal
structures may elucidate some of the mechanisms of biological reactions to this radiation.

Nematic liquid crystals are highly sensitive to the effects of external electric and
magnetic fields [13]. This makes liquid crystals the basis for displays as well as systems of
information transfer and storage. First of all, these are light modulators, displays, monitors,
etc. In these devices, a thin layer of the liquid crystal is placed between the glass surfaces
that preset the specific direction of the optical axis of the liquid crystal (the direction of the
preferred orientation of the molecules). Under the action of an external electric field of a
sufficient strength that exceeds the threshold value, the direction of the optical axis alters,
which affects the intensity of light passing through the liquid-crystal layer.

The energy density W required to change the orientation direction of the liquid crystal
placed between the glass surfaces is estimated by the relation [14]:

W ∼ K

d2
,

where d is the layer thickness and K is the modulus of orientation elasticity of the order
of 10−6 dyn [13]. For the oriented layers with a thickness of 3 to 30 µm the energy den-
sity required to change the direction of orientation of the liquid crystal is on the order of
W ∼ 0.1− 10 erg/cm3, which is much larger than that of cell phone RF radiation.

In all likelihood, the orientation of liquid-crystal structures in biological objects is
fixed more weakly than on the solid surfaces of technical devices. Therefore, to cope with
the stated problem, we used a freely suspended film of a nematic liquid crystal as a liquid-
crystal system, which, in our opinion, is most similar to biological structures and could be
responsive to the RF radiation of cell phones. In such a film, the process of changing the
direction of the preferred orientation of the liquid crystal molecules is nonthreshold [15]. The
energy density required for the reorientation of the liquid crystal in a freely suspended film or
for the disordered-to-ordered state formation by an external field is estimated asK/L2, where
L is the dimension within which the external field can be considered homogeneous. This
value is on the order of several fractions of millimeter to several millimeters. For these fields,
the energy density required for the reorientation is on the order of W ∼ K/L2 ∼ 10−5 − 10−3

erg/cm2, that is, by several orders of magnitude lower than that required for the reorientation
of a liquid crystal placed between the solid surfaces. It is the nonthreshold nature of the
reorientation in a freely suspended liquid-crystal film that can provide its extremely high
sensitivity to the external effects.

Cell phone radiation density near the phone is known to be on the order of 2-
20 mW/cm3. The dielectric constant of liquid crystal at frequencies of several GHz is
approximately 3. This means that the energy density acting on the liquid crystal inside
the film amounts to 10−6 − 10−5 erg/cm3. By an order of magnitude, this energy density
is comparable with the energy of the orientational ordering. The aim of this study is to



784 A.A. Bogdanov, S. P. Denisov, et al.

investigate the effect of cell phone RF radiation on freely suspended films of a nematic liquid
crystal.

2. Materials and Methods

To study the effects of the RF radiation on the freely suspended liquid-crystal film,
we used an experimental setup that enabled us to visually observe and record the structural
changes in the film. The setup comprised a polarizing microscope POLAM L-213M equipped
with a video camera DCM-130 with a 1.3 megapixel photodetector array, and a PC with a
display. The liquid-crystal film was composed of a binary mixture of alkylcyanobiphenyls
was suspended on the wall of a circular aperture 2 mm in diameter in a plastic plate 0.5-
mm thick and placed on the stage of the polarizing microscope. A cell phone Nokia-3110,
operating in the signal transmission mode, was placed at a distance of 2 cm from the film.
The linearly polarized light flux was directed normal to the film surface and arrived at the
video camera through the objective of the microscope. The digitized 40-fold zoomed image
was transmitted to the PC for viewing and recording. The light source was an incandescent
lamp energized from a rectifier or a battery-powered LED.

The response of the liquid-crystal film to the influence of the RF radiation was as-
sessed visually by changes in the distribution of light intensity and its color spectrum.

To compare the responses to different EM field effects, the freely suspended liquid-
crystal film was also subjected to the action of a static magnetic field of strength 500 Oe.

Quantification of the freely suspended liquid-crystal film’s reaction was performed
using specially developed software. The observation field was selected as a section of the
film free of the boundary effects occurring at the contact of the film with the aperture
wall [16]. The image analysis technique is based on the count of the number of pixels with
different color codes in the RGB24 system. At the first stage, the number of pixels of each
color code in each frame was calculated and a histogram was constructed. At the second
stage, the number of non-recurrent color codes was determined from the histogram (the
number of columns that contain non-zero values).

At the third stage, the ratio of the absolute number of the color codes per frameK and
the minimum number of the color codes during the observation period M was calculated.
The time dependences of the expression (K/M) − 1 = N were plotted as graphs of the
dynamic series.

3. The results of measurements

In the absence of a cell phone electromagnetic field (Fig. 1a), the freely suspended
liquid-crystal film has, at equilibrium, an anisotropic structure with a nonuniform spatial
distribution of the predominant direction of the long axes of the molecules (the local optical
axis). This structure is formed under the action of the orienting forces of the molecules of the
surface layer, the cylindrical wall of the aperture at which the film is attached and, possibly,
the electromagnetic fields acting in this spatial region. The light flux passing through the
system has a nonuniform distribution of the intensity and spectral composition in the field
of observation due to the inhomogeneous distribution of the local optical axis of the film.

During the first minute of exposure to the cell phone’s electromagnetic field the
brightness and color of the film alter (interference fringes appear), which may be associated
with a local change in the spatial distribution of the optical axis in the film. Having reached
a maximum difference from the initial pattern (Fig. 1b), the image of the film changes again
(interference fringes appear) and becomes similar to the original pattern (Fig. 1c). It should
be noted that, throughout this time, the film was exposed to the RF radiation of the cell
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a b c

Fig. 1. Photomicrograph of a liquid crystal film before the impact of RF cell
phone radiation (a), one minute (b) and two minute (c) after the start of
exposure

phone. This may mean that the structure of the liquid-crystal film adapts to the cell phone
radiation, and the local distribution of the optical axis recovers to a value similar to the
original undisturbed condition.

The results of mathematical processing for the dynamic behavior of the video char-
acteristics of the luminous flux are presented graphically in Fig. 2 (curve 1). It can be
seen that, after the onset of liquid-crystal film exposure to cell phone radiation, the value
(K/M)− 1 = N which describes the reaction of liquid crystal increases and reaches a maxi-
mum in one minute, and then decreases and returns to the baseline level within two minutes
from the start of the experiment.
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Fig. 2. Graphical display of a liquid crystal film reaction (quantity of image
colors relative to the minimum) on the impact from the field of a cell phone
in the absence and presence of the device “Gamma-7.N-RT”

A similar response of the liquid-crystal film was observed for the influence of cell phone
EMR equipped with a protective device (Gamma 7.N-RT), which eliminates the negative
impact of biotropic components of radiation from mobile phones [17, 18]. Photographs in
Fig. 3 show the brightness and color distribution of the film before exposure to the cell
phone electromagnetic field (Fig. 3a), and at one minute (Fig. 3b) and two minutes (Fig.
3c) after the onset of the RF radiation. Alteration of the brightness and color of the film in
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the presence of the protective device Gamma 7.N-RT differs from that in its absence. The
observed phenomenon quantitatively confirms the results of the mathematical processing of
the dynamic behavior of the video characteristics of the light flux presented graphically in
Fig. 2, which demonstrates that, although the value (K/M)−1 = N also increased under the
action the mobile phone with the Gamma 7.N-RT device, it was 1.3 times smaller than that
in the case without this device. This could mean that the Gamma 7.N-RT device partially
attenuates the effect of the cell phone RF radiation on the local distribution of the optical
axis in the freely suspended liquid-crystal film.

a b c

Fig. 3. Photomicrograph of a liquid crystal film phone in the presence of the
device “Gamma-7.N-RT” before the impact of RF cell phone radiation (a),
one minute (b) and two minute (c) after the start of exposure

The observed response of the freely suspended liquid-crystal film to the cell phone’s
low-energy electromagnetic field significantly differs from the response to a constant magnetic
field of high strength. Photographs in Fig. 4 show the brightness and color distribution of
the films under the action of a magnetic field of 500 Oe after one minute (Fig. 4b), and
three minutes (Fig. 4c) from the start of the experiment.

a b c

Fig. 4. Photomicrograph of a liquid crystal film before the impact of a static
magnetic field of strength intensity 500 oersted (a), one minute and two minute
(c) after the start of exposure

After the initial sharp change, the characteristics of the light flux remained constant
throughout the action of the magnetic field and did not recover to the original undisturbed
condition of the liquid-crystal film structure. This is illustrated in Fig. 5, which shows the
behavior of the value (K/M)− 1 = N over the course of the experiment.

The structure of the liquid crystal film recovered to the original unperturbed state
only after the cessation of the constant magnetic field’s action.

4. Conclusion

The experiment revealed that the structure of a freely suspended liquid-crystal film
changes in the low-energy electromagnetic field of a cell phone. The liquid crystal transforms
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start

end

Fig. 5. Graphical display of a liquid crystal film reaction (quantity of image
colors relative to the minimum) on the impact from a static magnetic field of
strength intensity 500 oersted

to a quasi-equilibrium state, and, in the presence of the same field, recovers to equilibrium
after some time. The structure of a freely suspended liquid-crystal film shows the property
of adaptation to the effects of the RF radiation of a cell phone. In the presence of protective
device Gamma 7.N-RT, the reaction of the liquid crystal is diminished and attenuated, which
indirectly indicates a decrease in the energy consumption in the process of adaptation. In
earlier studies [19], the data was obtained that provided evidence of a decrease of the tension
of functions of the human body under the influence of high physical and psychic loads using
devices Gamma 7.N-RT. This observation indirectly reflects the reduction of load on the
system of the body responsible for its adaptation to the environment, in particular, to the
influence of physical fields of different nature. The totality of the experimental results and
published data suggest that the response of the liquid-crystal structure is one of the essential
elements of adaptation of organism to the action of the RF radiation of cell phones.
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Thin films and nanorods of Sn1-xPbxS (0.00 6 x 6 0.45) with orthorhombic crystal structure and c-axis

oriented perpendicular to the substrate surface were grown by hot wall vacuum deposition (HWVD) method.

The nanorods grew via a self consuming vapor–liquid–solid (VLS) mechanism by means of Sn-droplets onto

the surface of an underlying thin film. The former one consists of stacked blocks with their c-axis always

parallel to the growth direction. However, each block is alternately rotated around the [001] against its

underlying and subsequent one. As revealed by composition analysis, there is no composition gradient

across or within the nanorods and the underlying film. The rods were about 500 nm high and 250 nm

in diameter. The droplet at the top of rods consists of Sn with small trace of Pb and S. The density of

rods, arranged like a lawn, depends on the metal ratio and substrate temperature. The as-grown Sn1-xPbxS

samples showed p-type electrical conductivity. Increasing the lead atom concentration results in a decreased

Seebeck coefficient and lower conductivity.
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1. Introduction

Novel inexpensive materials with high photovoltaic efficiencies are needed for thin
film solar cells, replacing most extensively studied materials as CdTe and Cu(In,Ga)Se2.
Recently, a considerable effort has been invested to gain a better and deeper understanding
of physical properties of the lead tin chalcogenide semiconductors because of their potential
application in electrical and photonic devices [1-4]. The most interesting candidates are
(Sn,Pb)S mixed crystals. SnS has an orthorhombic structure and consists of double layers
weakly bound to each other, while PbS has a cubic structure. The crystal structures of SnS–
PbS bulk materials have been examined and linear relationships between cell parameters
a, b and c and composition have been established [5-7]. Both PbS (optical band gap of
0.4 eV) and SnS (optical band gap of 1.1–1.7 eV) semiconductors are promising materials in
photovoltaic, infrared detection and other optoelectronic devices. To evaluate these materials
for such applications, their microstructure, optical, electrical properties should be thoroughly
understood. In addition, lead and tin containing sulfides in photovoltaic structures would
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decrease the production costs of solar cells, because the materials involved are cost effective,
abundant in nature, and somewhat less-toxic.

A few techniques have been applied for the preparation of Sn1-xPbxS thin films. The
first report was by Thangaraju and co-workers [8], who prepared PbSnS2 films by a spray
pyrolysis method. Unuchak et al. deposited PbSnS2 thin film by thermal evaporation [4].
The preliminary structural and optical characteristics have been reported.

New approaches and various techniques must be developed to control the deposi-
tion of photoactive materials with minimum density of defects, so that carrier generation,
transport, and collection are optimized. Shape and size of nanostructures have considerable
influence on physical properties of such semiconductors especially for the phonons due to the
lattice part of the thermal conductivity for which nanorods constitute an important class
of corresponding 1D nanostructures [9-11]. At the same time, bicontinuous morphology is
necessary to decrease the distance needed for excitons to diffuse to interfaces and to allow
charges to efficiently diffuse to electrode interfaces. Nanorods constitute an important class
of 1D nanostructure and can also act as active components in devices. Previously, much
effort has been made to develop novel methods for fabrication of nanostructured chalco-
genide semiconductors [12]. Among these technologies, the vapor-liquid-solid (VLS) method
seems to be the most successful for generating nanocrystalline nanowires with relatively large
quantities [13,14].

In our continuing effort to prepare the SnS–PbS semiconductor films, we have used
a hot wall vacuum deposition (HWVD) method. Among the various thin films deposition
techniques, HWVD has become a popular and reliable synthesis for films preparation [15-21].
This deposition technology yields high quality thin films with smooth surfaces grown under
conditions very close to a quasi thermal equilibrium. The high quality of the electrical and
optical properties thin films of the different II-VI materials produced by this method didn’t
require additional post-growth heat treatments [22,23].

Here, we report on the preparation of Sn1-xPbxS thin films and nanorods by the
hot wall vacuum deposition of bulk materials onto glass substrates using different synthetic
parameters. Microstructure and electrical properties of the as deposited materials are also
described.

2. Experimental details

The polycrystalline Sn1-xPbxS (0.00 6 x 6 0.45) ingots used as targets were syn-
thesized by reaction of Sn, S of high purity 99.999% and natural galena (PbS) containing
0.04 at.% Ag and Sb, 0.06 at.% Cu, 0.07 at.% Zn, and 0.08 at.% Au in silica ampoules. Mix-
tures of constituent elements in stoichiometric proportions (with an accuracy of 5×10−7 kg)
were sealed into evacuated ampoules at the pressure of 10−3 Torr. The evacuated tube was
then placed into an electric furnace and kept at 730 K for 7 days and after that at 970 K for
10 days. In order to avoid explosions due to the sulfur vapor pressure, the tube was heated
slowly (300 K/h). The tubes were cooled gradually, with a cooling rate of about 295 K/h to
room temperature in order to obtain polycrystalline Sn1-xPbxS compounds.

The main feature of the hot wall deposition system is the heated linear quartz tube
of 1.2×10−2 m diameter, which served to enclose and direct the vapor from the source to
the substrate. The quartz tube and substrates were heated independently. The quartz tube
was charged with Sn1-xPbxS powder and the films were deposited by keeping the quartz tube
temperatures around 870 K. Glass plates were chemically cleaned, rinsed with distilled water
before deposition. Substrate temperature was varied from 520 to 680 K. The substrate was
held at a distance of about 10−4 m above the open end of the quartz tube acting almost
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as a lid closing the tube with the help of a substrate holder heater. The pressure in the
chamber was about 10−5 Torr during evaporation. Chromel–alumel thermocouples were
used to measure the temperatures of quartz tube and the substrate.

The crystal structure of the Sn1-xPbxS in both powder and thin film forms were
investigated by X-ray diffraction (XRD) using a Siemens D-5000 diffractometer with CuKα

(λ= 1.5418 Å) radiation. Silicon powder suspended in acetone and covering the samples was
used as a standard. The 2Θ-range for the diffractometer was set from 10 to 100◦ with a step
size of 0.038◦. The observed phases were determined by comparing the d-spacing with the
Joint Committee on Powder Diffraction Standard (JCPDS) data files. Surface morphology
and cross-section of the films were investigated with scanning electron microscope (SEM)
(Hitachi S-806). The elemental composition of the obtained films was determined from
energy dispersive X-ray (EDX) data, using Scanning electron microscope Stereoscan-360
with EDX spectrometer AN 10000 with an accuracy of about 2 %. The depth profiling
was done by Auger electron spectroscopy (AES) using a Perkin Elmer Physical Electronics
model 590 with simultaneous sputter etching. The nature of the crystalline surface was
also analyzed using atomic force microscopy (AFM, Model: NT-206) and the grain size
was evaluated. The TEM examinations have been performed by means of a Philips CM-
200 STEM operating at 200 kV accelerating voltage and equipped with a calibrated EDX
system. The cross-sections needed for TEM were prepared by mechanical grinding, dimpling
and Ar+ ion milling using a Gatan PIPS machine.

Electrical conductivity measurements were made by using a dc two-probe configura-
tion in a special cryostat. The temperature range of investigation was extended from 150–
420 K. All measurements were carried out under vacuum condition of about 5×10−4 Torr.
The “Leit-C” paste was used as ohmic contact. The ohmic nature of the contacts was checked
by recording the current–voltage characteristics.

3. Results and discussion

The physical properties of Sn1-xPbxS thin films are influenced by the elemental com-
position and substrate temperature. The characteristics of layers were studied by appropriate
techniques and are discussed in the following section. The as-deposited films were pinhole
free and strongly adherent to the surface of the substrate. Sn1-xPbxS layers appeared grey
in color; the valuated thickness varied from 2.0 to 4.0 µm.

The influence of substrate temperature and Pb content on the phase formation and
crystalline structure of the Sn1-xPbxS structures were characterized by XRD measurements.
Teallite pattern (PDF # 44-1437) was used as reference for qualitative analysis of the sam-
ples. The structures obtained were single phase in nature and had an orthorhombic crystal
structure. All films showed strong orientation along [001] axes with strong 004 peak [24].
A linear relationship between the lattice parameters and the composition of Sn1-xPbxS thin
films were established. These relationships, calculated mathematically by least-squares anal-
ysis, are:

a = 4.333 − 0, 0745 · x(Å), b = 3, 977 + 0, 1435 · x(Å), c = 11, 219 + 0, 4402 · x(Å).

The value of the a parameter gradually decreases with increasing Pb content in films,
while value of the b and c parameters increase and agree with data of previously synthesized
herzenbergite–teallite bulk minerals [6]. The change of lattice parameters with substrate
temperature is marginal. SEM examinations (Fig. 1) of the as-grown structures showed
that the nanorods lawn was formed onto a thin film interlayer (about 1500 nm thick) on the
glass substrate.
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Fig. 1. SEM images of Sn0.92Pb0.08S nanorods grown onto under lying
thin film (a) top view, (b) cross sectional view

The average length and diameter of rods for the Sn0.92Pb0.08S sample are 500 nm
and 250 nm respectively. The underlying thin film is composed by single-crystalline blocks
with their orthorhombic 11.2 Å axis (c-axis) always perpendicular to the substrate surface
(Fig. 2).

Fig. 2. (a) TEM bright-field image of nanorods and block structured under-
lying thin film of Sn0.92Pb0.08S, (b) bragg-filtered experimental HRTEM image
of plane defects

The individual adjacent blocks, which differ in their azimuthal orientation, are ran-
domly directed. Therefore, the whole grown Sn1-xPbxS displays polycrystalline behavior but
has a well-distinct (001) texture, which is in agreement with XRD results [24]. However,
between blocks that are stacked over each other to form columns there are well-defined
twist boundaries. The whiskers are formed either by thicker blocks (see Fig. 2,b) separated
by twist boundaries containing dislocations or they are composed of many extremely thin
lamellae with the same orientation relationship as the blocks but without dislocations. This
means that in the former case, plastic relaxation between stacked blocks took place. In the
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latter one, pseudomorphic intergrowth between stacked thin strained lamellae occurs, i.e.,
there is elastic relaxation without forming dislocations. As revealed by TEM-EDX analysis,
the average composition of the blocks and rods is the same without any composition gradient
across the whole Sn1-xPbxS sample structure (Fig. 3). As seen from the Fig. 1 and Fig. 2
the droplets were formed at the tip of the rods. TEM-EDX experiments showed that these
droplets consist of Sn and about 0.6 at.% Pb and 1.2 at.% S.

Fig. 3. Compositional distribution along Sn0.9Pb0.1S sample determined by
calibrated TEM-EDX. The points for quantitative TEM-EDX measurements
are indicated by 1 to 16

It was suggested that these droplets are liquid at growth temperature and act as
a solute for the sulfur and lead, and tin may also come from the vapor phase during the
growth process. Therefore, it is assumed the rods grew via a self-consuming vapor–liquid–
solid (VLS) mechanism [13-14].

The experiments confirm that the nanorod growth depends strongly on the lead con-
centration and substrate temperature. The lawn of nanorods with lead concentration ranging
from 4 at.% to 6 at.% was formed onto the underlying Sn1-xPbxS thin film at substrate tem-
peratures of 570–590 K. Thin films containing ca. 8 at.% Pb grown on glass at temperatures
less then 540 K have few droplets on their surfaces only (Fig. 4).

At a substrate temperature of 600 K, the droplets required for VLS growth begin to
form (Fig. 4b) and at 630 K an array of whiskers 500 nm high and 250 nm in diameter can be
observed (Figs. 4c). However, at substrate temperatures of 670 K and higher, lawn-growth
could not be found even though some few droplets and single nanorods appeared. Thus,
it can be concluded that for higher Pb content, higher substrate temperatures are required
to produce nanorods. The as-grown Sn1-xPbxS films showed p-type electrical conductiv-
ity, which is confirmed by the thermoelectric probe measurement. The Seebeck coefficient
and conductivity of the layers was in the range of α = 6-360 µV/K and σ = 4.8×10−5

– 1.5×10−2Ω−1·cm−1 respectively at room temperature, depending on concentration of the
lead in the films.

An increase of the Pb concentration leads to a decrease of the Seebeck coefficient
and decrease of conductivity [4]. If Na deriving from diffusion from the glass substrate is
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Fig. 4. SEM images of Sn0.84Pb0.16S thin film samples deposited at different
substrate temperature: (a) 540 K; (b) 600 K; (c) 630 K

incorporated within the thin film and nanorods, the electrical conductivity can be increased
up to σ = 102 Ω−1·cm−1 and the Seebeck coefficient up to about 800 µV/K. First data
on structural and electrical characteristics of Sn1-xPbxS thin films grown by hot wall vac-
uum deposition method promise optimal conditions for application within photovoltaic and
thermoelectrical devices.

4. Conclusion

Sn1-xPbxS films and nanorods were deposited by hot wall vacuum technique on glass
substrates at temperatures of 520–680 K. The nanorods and film it self are composed of well-
defined stacked blocks with orthorhombic crystal structure like α–SnS and show a preferential
orientation along [001] perpendicular to the substrate surface. There is no composition gra-
dient across the rods and the underlying thin film. Nanorod growth strongly depends on
the lead concentration and substrate temperature. Increasing the Pb content requires the
substrate temperature to be increased in order to realize whisker growth via VLS. Electrical
measurements showed that Sn1-xPbxS films were of p-type conductivity. The values of See-
beck coefficient and conductivity at room temperature depended on the lead concentration
were in the range of 6-360 µV/K and 4.8×10−5 – 1.5×10−2Ω−1·cm−1 respectively.
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Semiconductor ZnCdS nanowire arrays have been synthesized by electrochemical deposition from aqueous solutions

into porous anodic alumina substrates. X-ray diffraction analyses show that the as-synthesized nanowires have a

highly preferential orientation. Scanning electron microscopy indicates that high-filling, ordered, and single-

crystalline nanowire arrays have been obtained. The optical absorption spectra of the nanowire arrays show that

the optical absorption band edge of the ZnCdS nanowire array exhibits a blue shift compared with that of bulk

ZnCdS. The growth mechanism and the electrochemical deposition process are discussed together with the chemical

compositions analysis.
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1. Introduction

Sulfides or selenides, as wide-band gap II-VI semiconductor materials, have been stud-
ied extensively due to their wide applications in the fields of light-emitting devices, solar cells,
sensors, and optical recording materials [1–3]. ZnS is a wide band gap semiconductor, commer-
cially used in a variety of applications, including optical coatings, solid-state solar cell windows,
in thin film electroluminescent devices, photoconductors, field effect transistors, sensors, and
light-emitting applications. To date, there are many methodologies available for synthesizing
ZnS powders, such as laser ablation, electrochemical fabrication and solvothermal methods. The
synthesis of ZnS nanowires, ZnS nanorods by a surfactant-assisted soft chemistry approach and
ZnS nanocrystals in colloids are all known methods.

One-dimensional (1D) semiconductor nanostructures have received much attention due to
their novel properties and potential applications in nanoscale electronics and optoelectronics [4,
5]. Among these semiconductor systems, the II-VI family of the compound semiconductors,
including ZnS, CdS, and CdTe, has been widely studied because of their potential applications
in solar cells, photodetectors, and light emitting diodes [6,7]. Many attempts have been made to
fabricate 1D nanostructures, such as high-temperature chemical vapor deposition (CVD) [8, 9],
Among these methods, the anodic alumina substrate (AAS)-based synthesis is a widely used
route for fabricating 1D nanostructures, because the AAS’s possess a uniform and parallel porous
structure, which can be used as templates to assemble high-quality nanowire and nanotube
arrays [10, 11].

Cadmium sulfide (CdS), an important semiconductor material with a direct optical band
gap of 2.4 – 2.45 eV at room temperature, has potential applications in optoelectronic and
thermoelectric devices. To the best of our knowledge, there are no reports on the fabrication of
the CdS nanowire (NW) arrays.
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In this paper, large-scale, ordered, and single-crystalline ZnCdS nanowire arrays have
been fabricated in AAS using an electrochemical deposition technique from an aqueous solution
for the first time. For the as-formed ZnCdS NWs, systematic morphological, compositional,
structural characterizations are carried.

2. Experimental Section

The AAS templates were prepared using a two-step anodization process as described
previously. The pore size of the anodic alumina membrane (AAM) used was about 60 nm. A
layer of Au film (thickness, 200 nm) was sputtered onto one side of the AAM to serve as the
working electrode in a two-electrode plating cell, and a graphite plate was used as the counter
electrode. The pulsed electrochemical deposition was carried out at a constant current density
of 10 mA/cm2 at 330 K. During the pulsed time, species were reduced on the pore ground. The
delayed time provided time for the recovery of the ion concentration. Here, both the pulsed
time and delayed time were 100 ms. The electrolyte was prepared by dissolving 10 mM CdSO4,
10 mM ZnSO4, 0.15 mM Na2S2O3, 0.2 M C6H8O7. H2O (H3Cit.H2O), and 0.2 M NaOH in
water. Due to the low solubility of Na2S2O3 continuous heating and stirring for several hours
is required. The pH of the final electrolyte was adjusted to 3.5 with H2SO4.

Powder X-ray diffraction (XRD, D/MAX-rA), field-emission scanning electron mi-
croscopy (FE-SEM, JEOL JSM-6700F), transmission electron microscopy (TEM, H-800), se-
lected area electron diffraction (SAED), and high-resolution transmission electron microscopy
(HRTEM, JEOL-2010) were used to study the crystalline structure and morphology of nanowire
arrays. The chemical compositions of the nanowires were determined by energy dispersive
spectrometer (EDS). The band structure of the nanowires was obtained by measuring the optical
absorption spectra on UV-visible spectrophotometer (Cary-5E). For XRD and optical absorption
measurements, the overfilled nanowires on the surface of the AAM and the back Au film were
mechanically polished away using Al2O3 nanopowders. For SEM observation, the AAM was
partly dissolved with 0.5 M NaOH solution and then carefully rinsed with deionized water
several times.

The SEM images and elemental compositions [energy-dispersive X-ray analysis] of the
ZnCdS NWs were analyzed by scanning electron microscope (HR-SEM, JSM, 7000F). The
particles’ morphology and structure were also studied by transmission electron microscopy
(TEM) with a JEOL-2010HRTEM instrument. The 632.8 nm line of an He–Ne laser was used
as the excitation source, focused to a 1 – 2 µm spot size. The X-ray diffraction patterns of the
products were measured with a Bruker AXSD* Advance Powder X-ray diffractometer (using
CuKR) 1.5418 Åradiation). The collection of the emission was done through an objective
with 40× magnification, then into an optical fiber connected to a SHAMROCK spectrometer
SR-303I-A from ANDOR Technology onto a cooled CCD camera, connected to a computer.

3. Results and Discussion

The SEM images were taken of the reactant Zn, Cd and S powders for the realization of
morphological difference between them. Typically, poly dispersed Zn and Cd particles possess
spherical shape, submicron size and smooth surfaces. The Cd submicrometer sized particles
reacted with an S vapor environment at 450 ◦C in a closed reactor, yielding ZnCdS particles
(Fig. 1). A close observation (high resolution SEM micrograph) of ZnCdS particles showed
that they were 50 – 300 nm in diameter and closely packed. The HR-SEM image confirmed
the diameters of the formed ZnCdS are in the range of 100 – 400 nm. The existence of Zn, Cd
and S elements was confirmed with an atomic ratio of S/Zn, Cd very close to 1 – 3. The insert
plot for as-prepared ZnCdS powder also confirmed the atomic ratio of S/Zn, Cd close to 3.
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Figure 1 shows the XRD pattern of the as-prepared ZnCdS nanowire array. The inten-
sity of the (220) diffraction is much higher than all the other peaks, indicating that the ZnCdS
nanowires have a preferential orientation along the [220] direction, which will be further con-
formed by HRTEM analysis. In addition, no diffraction peaks for elemental Cd and S can be
detected.

FIG. 1. XRD pattern of ZnCdS nanowire array

Figure 2 shows the dependence of the (220) peak intensity of XRD patterns of the
ZnCdS nanowires on the current density and pulsed time. One can see that the peak intensity
first increases, after reaching a maximum value at the current density of 10 mA/cm2, and then
decreases with further increasing of the current density.

FIG. 2. Relative intensity of the (220) peak of ZnCdS nanowires as a function
of (a) current density (I) and (b) pulsed time (t), keeping the delayed time at
100 ms

The reduction in the peak intensity might be due to hydrogen evolution at larger current
densities, which suppresses the growth of the nanowires along the (220) orientation. Keeping
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the delayed time at constant 100 ms, the (220) peak intensity always decreased with increasing
pulse time. This result indicates that the best crystallinity of the ZnCdS nanowires can be
obtained at a current density of ∼ 10 mA/cm2 and pulse time of about 100 ms.

Figure 3 shows SEM images of the as-prepared AAS and the ZnCdS nanowire array.
Fig. 3a is a typical image of the as-prepared empty AAS. One can see that the AAS has a highly
ordered pore array with an average pore size of about 60 nm. The morphologies of the ZnCdS
nanowire arrays after different etching times are represented in Fig. 3b-c. Parts b and c of Fig. 3
are the surface images of the nanowire arrays after etching for 10 and 20 min, respectively.

FIG. 3. SEM images of empty AAS (a) and ZnCdS nanowire arrays: (b and c)
top views of the ZnCdS nanowire array after etching for 10 and 20 min

Apparently, the nanowires are highly filled (nearly 100%) and the exposed parts of the
nanowires increase with increasing etching time. The length of the nanowires is the same as
the thickness of the AAS used, because the deposition of the nanowires starts at the Au cathode
on the bottom of the pores, and then the nanowires grow along the pores until the top of
the AAS. It is noted that all the ZnCdS nanowires have the same length, implying that the
electrodeposition process is well-controlled and all the nanowires grow along the pores at the
same rate. It is evident that the ZnCdS nanowires with a smooth surface and a high aspect ratio
still inside the nanochannels of AAM can be clearly seen. The diameters of the nanowires are
uniform and equal to the pore size of the AAS used. One can see that the nanowire is dense
and uniform in diameter corresponding to the pore size of the AAS. Some contrast variations
were observed along the nanowires. The variation in the intensity of the individual spots might
arise from slight structural deformation along the length in the release process of the nanowires
from the substrate. The lattice-resolved image of the nanowire further reveals that the nanowire
is structurally uniform and single-crystalline, with an interplanar spacing corresponding to the
(220) plane of cubic ZnCdS. This result indicates that the growth direction of ZnCdS nanowire
is along the [220] direction, which is in agreement with XRD results.

The EDS spectrum of ZnCdS nanowires is shown in Fig. 4, which proves that the
nanowires consist of only Zn, Cd and S. Quantitative analysis of the EDS spectrum indicates
that the atomic ratio of Zn/Cd/S is close to 1:1:1. It is well-known that a high Zn, Cd2+

concentration in the electrolyte is necessary for the deposition of ZnCdS thin films in order to
bring the electrode potentials of the Cd2+ closer to S2+. To confirm the feasibility for nanowire
growth, electrolytes with different Cd2+ concentrations were used to grow ZnCdS nanowires.

That the compositions of the nanowires are stoichiometric despite the wide range of Cd2+

concentration in the electrolytes, which indicates that we can use a high Cd2+ concentration in
the electrolyte to co-deposit a ZnCdS nanowire array. It is worth noting that the potential has
a very important influence on the compositions of ZnCdS nanowires. The ZnCdS nanowires
deposited at about −2.0 V were found to exhibit a stoichiometric composition with Zn/Cd/S
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FIG. 4. EDS spectrum of the ZnCdS nanowire array

ratio of 1:1:3, and that deposited at more negative potentials (< −2.1 V) exhibited a Cd-rich
phase, while that deposited at more positive potentials (> −1.5 V) revealed a S-rich phase.
Fig. 5 shows the optical absorption spectra of the ZnCdS nanowires/AAS assembly system with
the diameter of 60 nm and 40 nm. The absorption spectrum of the ZnCdS nanowires/AAS
assembly system was shown to be quite different from that of the blank AAS, which is due
to the absorption of ZnCdS nanowires. The relationship between the absorption coefficient (α)
near the absorption edge and the optical band gap (Eg) for direct interband transitions are known
to obey the following formula: (αhν)2 = A(hν − Eg), where A is the parameter that related
to the effective masses associated with the valence and conduction bands, and hν is the photon
energy. Hence, the optical band gap for the absorption edge can be obtained by extrapolating
the linear portion of the plot (αhν)2 versus α = 0. The two insets (topright corner in Fig. 5)
show the (αhν)2 versus hν plots for the two samples. For all samples, the optical absorption
in the edge region can be well-fitted by the relation (αhν)2 ∼ hν − Eg, which shows that the
ZnCdS nanowires embedded in the AAS have a direct band gap. The band gap of nanowires
with diameters of 60 and 40 nm is about 2.83 and 2.88 eV, respectively. The shift of 40 nm
nanowires is higher than that of 60 nm nanowires. This result indicates that the optical band
edge of the ZnCdS nanowires embedded in AAS exhibits a marked blue shift with respect to
that of the bulk and thin-film ZnCdS (2.83 – 2.88 eV). The blue shift could be attributed to the
quantum size effect, which has also been observed in other semiconductor nanosystems.

Therefore, ZnCdS nanowires have a relatively strong quantum confinement effect and
exhibit a marked blue shift. The shift for 40 nm ZnCdS nanowires is larger than that for
60 nm ZnCdS nanowires. Simple electrochemical calculation indicates that the formation of
ZnCdS alloy can be realized by using the basic electrochemical reactions for the simultaneous
co-deposition of Zn, Cd and S, as described in the present experimental conditions. To obtain
a highly-filled, uniform, and single-crystalline ZnCdS nanowire array by the electrochemical
deposition into the nanochannels of the AAS, several factors should be considered. First,
before electrodeposition the AAS should be treated ultrasonically in water for a few minutes
to remove the impurities and air bubble inside the nanochannels, because the ZnCdS ions
will preferentially nucleate and grow at the sites of the impurities, causing the inhomogeneous
growth of nanowires, and the air bubbles will hinder ion diffusion into the nanopores of the AAS,
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FIG. 5. Optical absorption spectra of the ZnCdS /AAS nanowire arrays with
different diameters: (1) 60 and (2) 40 nm

causing the electrodeposition on the surface of the AAS. Second, a suitable deposition rate is
critical to obtain dense, ordered, and singly-crystalline nanowires. To avoid rapid nucleation and
growth and inhomogeneous concentration gradient in the nanopores, a pulsed electrodeposition
technique is employed, which allows a better control over the deposition parameters, such as
deposition rate and ion concentration at the deposition interface, as compared with the direct
and alternating current deposition. In this paper, the pulsed time in each pulse cycle was so
short (100 ms) that only a small number of metal ions at the interfaces were consumed. The
delayed time (100 ms) provided enough time for the concentration of the metal ions at the
pore tips to achieve steady state through diffusion. No evident concentration gradient near the
reaction interface exists during the deposition, and the pulsed time controls the atom-by-atom
deposition of nanowires, which improves the homogeneity of the deposition and makes the
deposited nanowires have a highly preferential orientation and good crystallization. The proper
choice of electrolyte pH value and deposition potential is also important.

4. Conclusions

In summary, highly-filled and ordered ZnCdS nanowire arrays have been prepared
from aqueous solutions by the electrochemical deposition into the pores of AAS. The ZnCdS
nanowires are single-crystalline and have a preferential orientation along the [220] direction.
The optical absorption band edge of ZnCdS nanowires exhibits a marked blue-shift compared
with that of bulk ZnCdS due to quantum size effect. We believe that the ZnCdS nanowire arrays
will find interesting applications in optoelectronic and thermoelectric nanodevices in the future.
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In this work, the absorption of aluminum nanoparticles and the critical energy densities of the pentaerythritol

tetranitrate -aluminum nanosystems, initiated by laser pulses, were calculated for wavelengths from 400 to

1200 nm. Data showed that it is necessary to consider both thermal and optical characteristics in order

to calculate the critical initiation energy density and the radius of the most dangerous inclusion. The

nanoparticle’s radius, corresponding to the maximum on the curve of absorptivities, and the maximum’s

amplitude and critical energy density of the explosive materials, were all shown to depend on the initiating

wavelength. The maximum of the aluminum nanoparticles’ absorptivity and minimum of the critical energy

density of the explosive decomposition were observed for the 400 nm wavelength, there is also a local

maximum at 850 nm. The results from the experiment qualitatively and quantitatively agree with our

calculations. These results are very important to optimize the cap composition for the optical detonators.
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1. Introduction

The process of discovering energetic materials which have selective sensitivity to laser
irradiation, in order to determine the ideal cap compositions for optical detonators has been
carried out for almost 20 years. The first optical detonators were based on silver and lead
azides. Their disadvantages were the high sensitivity not only to the laser impulse but also
to the stroke, friction and heating. Because of their low selectivity, optical detonators based
on priming powder were not widely adopted. The main direction of current research is
now based on composite materials consisting of explosive materials and photosensitive metal
particles [1-3]. The initiation threshold values for composites of pentaerythritol tetranitrate
(PETN) and aluminum nanoparticles were obtained. Sensibility to laser initiation for these
composites was shown to be about 1 J/cm2, while their sensibility to striking remained the
same [1-4]. This proves both the possibility of using disruptive explosives, containing metal
nanoparticles, as a cup of the optical detonators, and the role of the metal nanoparticles as
the centers for light absorption in the bulk matrix of the transparent media. To find the ideal
material, optimal sizes for the metal inclusions and parameters for the initiating system, it is
necessary to consider several factors, which used to be considered negligible: the dependence
of the metal nanoparticles’ absorption on their sizes and the initiation wavelength. The aim
of this work is to theoretically estimate the aluminum nanoparticles’ absorption in the PETN
matrix for the initiating wavelengths from 400 to 1200 nm; calculation of the minimal values
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of the critical energy density for PETN – aluminum composites for different inclusion sizes
and initiating wavelengths.

2. Hot spot model

The hot spot model [1-4] is based on the assumption that in the matrix of the en-
ergetic material there are nanoparticles, which can absorb irradiation very efficiently. In
this model, it is assumed that the main result of light absorption is the heating of these
particles. The heating causes growth of the surrounding energetic material’s temperature
and formation of the center of the self-accelerating exothermic reaction. The system of equa-
tions, describing conductive heat-transfer processes in the nanoparticles and media and the
exothermal decomposition in case of the spherical symmetry, are [2-5]:

∂T

∂t
= α ·

(
∂2T

∂x2
+

2

x
· ∂T
∂x

)
+
Q

c
k0n · exp

(
− E

kBT

)
, x > R,

∂n

∂t
= −k0n · exp

(
− E

kBT

)
, x > R, (1)

∂T

∂t
= αM ·

(
∂2T

∂x2
+

2

x
· ∂T
∂x

)
, x < R,

where T – temperature, n – relative concentration of the explosive material (PETN), which
decreases during the reaction from 1 to 0, α and αM – are the coefficients of thermal con-
ductivity of the matrix and inclusion materials, R is the inclusion radius, kB – Boltzmann
constant, E – energy of activation, Q – heat efficiency of the decomposition, k 0 – preexpo-
nential factor, c is the volumetric heat capacity of the matrix. The boundary conditions for
x = R are:

J − cMαM ·
∂T

∂x

∣∣∣∣
x→R−0

+ cα · ∂T
∂x

∣∣∣∣
x→R+0

= 0, (2)

where cM is the volumetric heat capacity of the nanoparticle, J(t) – is the absorbed density
of the laser pulse radiation power. During the calculations the following parameters were
used (the same as in works [2-5]): = 2.22 J/(cm3K), cM= 2.7 J/(cm3K), = 165 kJ/(mole·K),
k0= 1.21016 s−1, α=1.1·10−3 cm2s−1, αM= 0.97 cm2s−1, Q = 9.64 kJ/cm3.

To research the explosive decomposition of energetic materials, the Nd:Yag based
laser system is often used [6-7]. The dependence of the laser’s radiating power on time is
close to the function of the normal distribution [7-8]. Taking as a zero-time the moment of
the impulse’s maximum, one can obtain for J(t) the following equation [9-10]:

J(t) =
√
π ·QabsR

2kiH0 · exp
(
−k2i t2

)
, (3)

where ki = 8.325·107 c−1 – parameter, determining the impulse duration (corresponds to the
impulse duration on the half-height 20 ns); H0 – impulse energy density; Qabs – the coefficient
of absorption efficiency equal to the ratio of intensities of radiation absorbed and incident
on the inclusion. The value of Qabs depends on different factors – the inclusion radius and
material of inclusion, and radiation wavelength. Multipliers of Eq. (3) normalize the integral
of J(t) over time by H0.

Qabs of the spherical inclusion was calculated in terms of Mie theory. According to
this theory, Qabs might be calculated as a difference between coefficients of extinction (Q)
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and the scattering coefficient (Qsca) (Qabs = Q - Qsca) [11]:

Qsca =
2

ρ2

∞∑
l=1

(2l + 1) ·
(
|cl|2 + |bl|2

)
, Q =

2

ρ2
Im

∞∑
l=1

(2l + 1) · (cl − bl), (4)

where ρ = 2πRm0/λ, m0=1.54 [12] – PETN’s refractive index. c1 and b1 coefficients, which
can be obtained using the boundary conditions for the nanoinclusion’s surface [11-12]:

Fig. 1. Calculated dependences of the aluminium nanoparticles’ absorptivity
(Qabs) in PETN-matrix on the particles’ sizes for wavelengths 400, 600, 800,
1000, 1200 nm

cl = i
ψl(ρ)ψ

′

l(nρ)− nψ′

l(ρ)ψl(nρ)

ζl(ρ)ψ
′
l(nρ)− nζ ′

l (ρ)ψl(nρ)
,

bl = −iψ
′

l(ρ)ψl(nρ)− nψl(ρ)ψ
′

l(nρ)

ζ
′
l (ρ)ψl(nρ)− nζl(ρ)ψ

′
l(nρ)

, (5)

where n=mi/m0 – complex refractive index of the nanoparticle relative to the matrix. To
calculate the functions (ψl and ζl) and their derivatives (ψ

′

l and ζ
′

l ) the following recurrence
relations were used:

ψl+1(z) =
2l + 1

z
ψl(z)− ψl−1(z), (6)

ψ
′

l(z) = ψl−1(z)− l

z
ψl(z). (7)
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If l = 1; 2 the special functions are:

ψ0(z) = sin z ψ1(z) =
sin z

z
− cos z, (8)

ζ0(z) = ie−iz ζ1(z) = −e−iz(1− i/z). (9)

The use of recurrence relations (6-9) greatly shortened the time required for calcu-
lation. Dependences of the aluminum nanoparticles’ absorptivity in the PETN-matrix on
the particles’ sizes, calculated using equation (4-9) are presented in fig. 1. Calculations
were done for different initiating wavelengths – 400, 600, 800, 1000, and 1200 nm. Each
dependence has a maximum (Qabs max), its position (Rmax) depending on the irradiation
wavelength. For smaller radii, the curve decreases to zero, and in the extreme case R→0,
the dependence changes according to Rayleigh–Jeans law. For nanoparticles having larger
radii, the curve plateaus with some oscillations. In terms of the Mie theory, the wavelength
influences the Qabs because the factorial expansion arguments of the special functions are
ρ = 2πRm0/λ and miρ/m0. If mi did not depend on the wavelength, the Qabs(ρ) depen-
dences would coincide. The real and imaginary parts of mi change considerably over the
range of the examined wavelengths (Table 1). Table 1 shows the following: complex refrac-
tive index of aluminum [13], the calculated radii of aluminum particles having the largest
absorptivity and those absorptivity values. The results presented for the wavelengths from
400 to 1200 nm, for which the complex refractive index of aluminum are well known [13-14],
and for wavelengths of 1064 and 532 nm – the first and the second harmonic of the Nd:YAG
laser using in the experimental work [2-3]. If the wavelength increases, the absorptivity max-
imum moves to the area of the larger radii (fig. 1), the maximum’s amplitude – decreases
(fig. 2). But for λ =850 nm there is a local maximum, caused by the local maxima of the real
and imaginary parts of the complex refractive index. Thus, for the Qabs max(λ) dependence
for aluminum in a PETN-matrix, there is a local maximum, and so, there must be corre-
sponding minimum of critical initiation energy for explosive decomposition. The calculated
Qabs max(λ) dependence over wavelengths ranging from 400–1200 nm is presented on fig. 2.

In order to calculate the critical parameters for explosive decomposition, a numerical
solution for models (1)–(3) was made using a variable-pitch grid. A step in the vicinity of
the inclusions with the radii R>30 nm was no more than 1/20 of the thickness of the inert

substance heated during the pulse (
√

2α/ki), then the cell size increased exponentially, so
that the total thickness of the surrounding material was no less than 7R. For a half-height
pulse duration of 20 ns, the heating length was equal to ≈50 nm and the size of cells near
the inclusion was about 2.5 nm. The step of the grid inside the inclusion exceeded the
step outside by

√
αM/α times. The cell on the bound inclusion-matrix contained both the

matrix material and the inclusion material with the thickness equal to the half step of the
grid. For the mentioned characteristics, the size of the cell inside the inclusion was about
10 nm, which is approximately the thickness of the light absorption layer. This layer does not
exceed 10 nm for most metals. This method allows one to make a reasonable consideration
of light absorption by means of boundary conditions (2) [15].

The ordinary differential equation set obtained after dividing the space into cells was
solved by the Runge — Kutta method of 1–5 orders with a variable time step. A relative error
at an integration step does not exceed 10−9, whereas the integral relative error estimated by
the precision of performance of the law of conservation of energy did not exceed 2.5·10−5.

Calculation of the radius of the most dangerous inclusion was made using the following
method. First the absorptivities for the different particles’ radii were calculated. Then, the
critical energy density was calculated for these radii in terms of models (1-3). Next, quadratic
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Fig. 2. Dependences of the aluminum nanoparticles’ maximal absorptivity in
PETN matrix on the initiating wavelength in a spectral range 400 – 1200 nm

interpolation was done to obtain the minimal value results. After that, the critical energy
density was calculated at the point of this minimum. All these steps were repeated until the
most dangerous inclusion’s radius accuracy became 0.1 nm.

Fig. 3 shows dependences of the critical energy density on the radius of the aluminum
inclusion in the PETN-matrix for initiating wavelengths of 532, 700, 850, 900, and 1064 nm.
For each wavelength, there is an optimum radius of the nanoparticle (Rc), which corresponds
to the minimum critical energy density (Hc), for the definite impulse duration. Values Rc

and Rmax for each wavelength have some differences (see table), this is due to the particu-
larities of the nanoparticle heating by the laser pulse in solid-state matrix. For 20 ns pulse
duration, there is a size of the nanoparticles, which is heated to the maximum temperature
(particularities of the absorption were not considered – Qabs = 1). The absorption cross
section of the particle is πR2, heat capacity of the system nanoparticle – matrix layer might

be written as 4π
3
·
(
cMR

3 + c

((
R +

√
2α/ki

)3
−R3

))
[11], where h ≈

√
2α/ki – thickness

of the energetic material’s layer, which is heated during the laser action. Therefore, the
dependence of the heat rate (∆T) of the particle on the nanoparticle’s sizes during the pulse
action is:

∆T =
HR/4c

Rξ1
√

2α/ki + ξ21 · 2α/ki + cMR2/3c
, (10)

where ξ1 – variable parameter, its value is about 1 [11].
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Table 1. Calculated parameters for the absorption and explosive decompo-
sition process of the aluminum-PETN composites – complex refractive index
(mi), maximum of absorptivity (Qabs max) and particle’s radius Rmax corre-
sponding to this maximum, minimum of critical energy density (Hc), optimal
particle’s radius Rc

λ,
nm

mi Qabs max Rmax,
nm

Hc, µJ/cm2 Rc, nm

400 0.32-3.72i 1.2358 30 7.25 30.7

450 0.41-4.06i 1.0410 35 7.93 36.1

500 0.5-4.59i 0.7815 41 9.93 42.1

532 0.56-4.86i 0.7064 44 10.66 45.8

550 0.6-5.01i 0.6799 46 10.93 47.6

600 0.77-5.46i 0.6419 52 11.25 53.1

650 0.98-5.97i 0.6090 57 11.59 58.6

700 1.26-6.4i 0.6210 63 11.22 63.8

750 1.5-6.72i 0.6307 68 10.95 68.8

800 1.78-6.87i 0.6771 73 10.16 73.5

850 1.91-6.9i 0.7027 78 9.77 77.7

875 1.82-6.87i 0.6871 80 9.99 79.7

900 1.7-6.97i 0.6364 82 10.79 81.8

950 1.4-7.22i 0.51 87 13.52 86.6

1000 1.17-7.58i 0.3939 93 17.58 92.1

1064 0.98-8.03i 0.2942 100 23.66 98.7

1100 0.85-8.33i 0.2375 104 29.43 102.2

1200 0.78-9.16i 0.1757 115 40.48 111.6

Maximum of the dependence corresponds to the Rm = ξ1
√

3c/cM ·
√

2α/ki. The
existence of the optimal nanoparticle’s size for which the heating rate is maximal was pos-
tulated in previous works. If the half-height pulse duration is 20 ns, then Rm=75 nm.
Table 1 shows the calculated minimum energy densities for the explosive decomposition of
aluminum-PETN composites, optimal radius with the minimal initiating energy density for
the laser wavelengths from 400 to 1200 nm. If λ 6800 nm, the radius, corresponding to the
absorptivity maximum, Rmax <Rm (75 nm), and so the optimal radius, corresponding to
the minimal critical energy density, Rc >Rmax, i.e. the optimal radius for explosive decom-
position initiation is larger than the radius, corresponding to the absorptivity maximum.
If λ >850 nm Rmax >Rm, and so the optimal radius of the particle is smaller than the
radius, corresponding to the maximum of absorptivity. Calculated critical energy densities
are minimal if λ = 400 nm and have local minimum at λ = 850 nm. Minimal critical energy
densities for the first harmonic of the Nd:YAG laser in 2.2 times bigger than the same values
for the second harmonic. This fact is in good agreement with the experimental data (for the
first harmonic – 1.15 J/cm2, for the second – 0.7 J/cm2 [3]), where this difference is 1.6.



Spectral regularities of the critical energy... 809

Fig. 3. Dependences of the critical energy density on the aluminum nanopar-
ticle’s radius in PETN matrix for the initiating wavelengths 532, 700, 850, 900
and 1064 nm

3. Conclusion

In this work, the dependences of the absorption of the aluminum nanoparticles and
the critical energy densities of the pentaerythritol tetranitrate-aluminum composites were
calculated for the wavelengths from 400 nm to 1200 nm. It was shown that it is necessary to
consider both thermal and optical characteristics in order to calculate the critical initiation
energy density and the radius of the most dangerous inclusion. The nanoparticle’s radius,
corresponding to the maximum on the curve of absorptivities, the maximum’s amplitude
and critical energy density of the explosive materials, were all shown to be dependent upon
the initiating wavelength. The maximum of the aluminum nanoparticles’ absorptivity and
minimum of its critical energy density of the explosive decomposition are observed for the
400 nm wavelength, there is also a local maximum at the 850 nm wavelength. The results of
the experiment qualitatively and quantitatively agree with our calculations. These results
are necessary to determine the ideal cap composition for optical detonators.
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Measurement of local quantum yields for the photoluminescence of semiconductor nanocrystals (quantum dots)

and photoinduced transformations of dye molecules in polymer films is demonstrated using a laser scanning

microscope capable of mapping luminescence spectra and intensities of transmitted laser light. The confocal

scanning microscope (Zeiss LSM710) was applied for both the induction of photochemical transformations and

measurement The luminescence quantum yield values for quantum dots in different locations of a polymer film

were found to differ, ostensibly depending on their aggregation. To measure photoisomerization quantum yield,

the effects of scanning a tiny area of a polymer film with a focused beam on the intensities of luminescence and

transmitted light were monitored.
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1. Introduction

Quantum yield (QY) is one of the most important characteristics of photoinduced pro-
cesses such as photoluminescence and photochemical transformations. The quantum yield de-
pends on intrinsic properties of molecules, nanocrystals, and other species as well as on their
interactions with the environment. As a rule, only values for QY averaged over relatively large
areas can be measured, while information about their microscopic local values remains hidden.

Nanocomposites with luminescent semiconductor nanocrystals (quantum dots, QD) are
widely used in different areas, such as microelectronics, solar energy conversion, biology and
medicine [1, 2] due to their unusual optical, electrical and structural properties [3]. Spatial
heterogeneity of properties is a common feature of nanocomposite materials. Aggregation of
nanoparticles may lead to considerable inhomogeneity of light intensity, decrease of lumines-
cence caused by nonradiative energy transfer. The distribution of the QY could be regarded as
a quantitative measure of nanocrystal and molecular interactions and provide information about
efficiency of nanocrystal incorporation in the polymeric matrix. Bulk polymers are known to
be spatially inhomogeneous, and luminescent dyes dissolved in them may serve efficient probes
for testing microheterogeneous environment, provided local QY becomes available.

There are two different approaches to measuring QY of luminescence: (i) direct, or
absolute, which typically requires a spectrophotometer with an integrating sphere, and (ii)
comparative, based on relative measurements of light emitted by a specimen under study and
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a fluorescent standard with known QY. Traditional techniques of QY measurements, as well
as possible sources of errors, have been analyzed and described in detail [4–9]. In a similar
way, the QY of photochemical reactions can be obtained from spectroscopic monitoring of
photoreaction progress and comparison with phototransformations of etalon substances whose
QY are well established (chemical actinometers) [10] or by direct measurement of exposure.

Various techniques intended for the measurement of absolute luminescence and photore-
action QY are known, such as that using a spectrophotometer with integrating sphere [11] or
the dual-beam thermal lens technique [12], but only in a few publications local characteristics
with microscopic resolution have been revealed. Thus, a combined map of topography and
single-particle fluorescence QY of single particles was obtained using correlated atomic-force
and single-particle fluorescence microscopy [13], however such a technique could hardly be
applied to investigate the inhomogeneous bulk of thick samples.

The present work is aimed at the development of a technique utilizing a confocal laser
scanning microscope (LSM) for the measurement of local QY of exemplary photoprocesses
induced by laser light in doped polymer films: quantum dot luminescence and phototransforma-
tions of organic molecules such as trans-cis photoisomerization of a thioindigo derivative and
photoreduction of phenanthrenequinone.

2. Experimental

2.1. Instrumentation and calibration

In this study, a Zeiss LSM710 scanning microscope based on Axio Imager Z1 stand, Carl
Zeiss Microimaging GmbH, Germany, was used to measure QY. Confocal scanning microscopy
allows one to obtain digital images with high spatial resolution due to the filtering-out of light
scattered and emitted by out-of-focus optical slices. The LSM is capable of measuring the
intensity of laser light transmitted by specimens and obtaining local luminescence spectra.

Prior to applying the microscope for numerical measurements of QY, we needed to assess
the accuracy of light transmittance measured with its help and calibrate the spectral response of
the microscope photodetector system, in order to ensure correct calculation of photons absorbed
by the species and inducing their luminescence or phototransformations.

To verify the accuracy of quantitative measurements using LSM, the transmittance of
laser light by several neutral gray light absorbers (glass plates with thin metal coating of
controlled thickness) with well defined optical densities was measured. The measured optical
densities versus their etalon values are presented in Fig. 1 that demonstrates perfect agreement
within the range of optical densities up to 1 and slight deviation at O.D.=2.4, for the small
aperture (0.2) lens. In the case of large numerical aperture (0.95), a significant deviation
from linearity shall be taken into account already for O.D.>0.6, which is already far beyond
absorbance values considered acceptable for luminescence measurements.

For the present study, objective lenses were chosen with sufficiently small numerical
aperture (predominantly 0.1 to 0.2) that ensured, along with correct transmittance measurements,
‘optical slice thickness’ larger than the sample thickness, to avoid possible uncertainties caused
by absorption heterogeneity along the optical axis. Axial resolution of luminescence images
strongly depends not only on numerical aperture, but also on the diameter of the confocal
pinhole (Fig. 2); however, this does not apply to transmittance measurements that do not
involve the pinhole.

Spectral calibration of LSM photodetector system was performed using an etalon incan-
descent lamp verified at S. I. Vavilov Optical institute (St. Petersburg) as black body with color
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FIG. 1. Optical density of neutral gray etalon absorbers at 543 nm measured with
LSM using two different objective lenses (magnification / numerical aperture:
10 × /0.2, squares and 50 × /0.95, circles), vs. nominal etalon optical density.
The dashed line is the best linear fit for the low aperture dependence; the solid
curve is exponential fit for the large aperture drawn as a guide to the eye

FIG. 2. Optical slice thickness as a function of numerical apertures of the objec-
tive lenses, at confocal pinhole diameters 40 (squares) and 200 µm (circles)

temperature T = 2856 K; the spectra of its emission measured with the LSM was used for
correction of the luminescence spectra.

Diode (405 nm), Ar+ (488 nm) and He–Ne (543 nm) lasers served as light sources for
luminescence excitation and the induction of phototransformations. In order to avoid overheating
of specimens by focused laser beams, not more than a few per cent of maximum power was
used in the measurements. Within these limits, no effect of varied power on the results of
measurements was revealed.
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The temperature of specimens could be monitored and stabilized during the measure-
ments within the range from room temperature up to 100 ◦C with an accuracy of ±0.125 ◦C
using a glass substrate with conductive coating serving as a heater run by a specially designed
LabView-compatible controller. Almost all the measurements were fulfilled at 24 ◦C.

2.2. Sample preparation

The polymer films were made by casting from tetrahydrofuran solutions of polymers:
polybutylmethacrylate (PBMA), polymethylmethacrylate (PMMA), polyvinylbutyral, or poly-
carbonate mixed in appropriate proportions with solutions of either semiconductor quantum dots
(QD), thioindigo dye (TI), phenanthrenequinone (PQ), or Rhodamine 6G (R6G) onto polished
glass plates. The polymer powders were purchased from Vekton (St. Petersburg, Russia).

The photoisomerizing thioindigo derivative [14] was synthesized and kindly presented
by Dr. M. Mostoslavsky and Dr. V. Paramonov (NIOPIK branch, Rubezhnoe, Ukraine) and
remained in the possession of our laboratory. Previously, this compound served in 3D hologra-
phy as a photoswitchable sensitizer of anthracene photooxidation in Reoxan media that helped
convert weak amplitude ‘latent image’ into efficient phase holograms [15]. The dye was used in
the present work after its absorption and luminescence spectra were found to remain unchanged.

Phenanthrenequinone (PQ), which was purchased from Aldrich, is capable of photore-
duction through hydrogen abstraction from surrounding molecules [16] and is known as a key
component of light-sensitive materials with postexposure development of holograms by photoat-
tachment and molecular diffusion [17].

Core/shell CdSe/ZnS QDs, with average diameter of 2.5 nm and capped by trioctylphos-
phineoxide (TOPO), were synthesized and tested in Belarusian State University, Minsk, Belarus.
For hexane solutions of the QDs, the maximum luminescence was found at 531 nm, with QY
of ∼ 13 %.

3. Results and Discussion

3.1. Luminescence of quantum dots

Luminescence quantum yield of QDs in a polycarbonate film was determined by a
comparative technique using a similar film with R6G as an intermediate fluorescence reference,
whose QY (47 %) was previously determined in turn by comparison with R6G solution in
ethanol (QY= 94 %):

φ = φR
I

IR

ODR

OD

n2

n2
R

, (1)

where φ is QY, I is luminescence intensity integrated over the whole spectrum, n is refractive
index, OD is optical density and the subscript R stands for reference.

While no spatial inhomogeneity was found in R6G luminescence intensity, the lumines-
cent image of polycarbonate film with QDs (Fig. 3a) manifests their uneven spatial distribution,
with apparently uniformly luminescent area with dark holes in the left part and small bright
spots on the right. Quantum yields of QD luminescence in these areas were found to differ:
0.4 in the uniform layer and 0.12 in the agglomerates (circle), despite the apparently brighter
luminescence in the latter case. The lower QY value within the rounded spot in Fig. 3a can
be explained by stronger interaction between agglomerated QDs as compared to less densely
distributed QDs in the rectangular area, which also correlates with notably larger red shift of the
luminescence spectrum (Fig. 3b) in the latter case with respect to QD luminescence spectrum in
liquid (hexane) solution (531 nm). It should be noted that, contrastingly, QD luminescence in a
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polyvinylbutyral film was found to be uniform, with QY = 0.23 and maximum luminescence at
534 nm.

FIG. 3. a) Luminescent image of a 80×80 µm part of a polycarbonate film with
CdSe/ZnS nanocrystals; excitation wavelength 405 nm; b) luminescence spectra
of the film region within the rectangle 1 and the bright spot in the centre of
the circle 2 (squares and circles, respectively). Solid lines are best Gaussian
fits; dotted lines depict the maxima of luminescence intensity at 537 (1) and
543 nm (2). Notice the lower intensity in the area 1 with QY larger than that in
the area 2

3.2. Photoisomerization of thioindigo dye

The thioindigo dye exists in two isomeric forms that can undergo reversible phototrans-
formations accompanied by dramatic spectral changes. In Fig. 4, absorption spectra of the
TI-doped PBMA film obtained after exposures to mercury arc light with wavelengths 578 nm
(curve 1) and 436 nm (2) are plotted, representing almost pure trans-isomer and isomer mixture
with predominant contribution of cis-isomer, respectively. Only trans-TI molecules are capable
of fluorescence [14, 18] whose intensity can be then a measure of their concentration. Almost
identical fluorescence spectra acquired with LSM and Cary Eclipse spectrofluorimeter are also
presented in Fig. 4 (3 and 4, respectively).

To study trans-cis-photoisomerization of TI, different exposures of actinic light were
applied to small strip-shaped areas of the specimen by scanning them with a He-Ne laser
(543 nm) of the microscope, followed by monitoring transmittance and luminescence excited
by properly attenuated light of the same laser. The intensities of emitted and transmitted light
are shown in Fig. 5 as functions of exposure. Before the measurements, the dye in the film
was brought into the trans-isomeric form by uniform exposure to 436 nm light of a 120 W
high-pressure mercury lamp.

Unlike fluorescence, light absorbance at the excitation wavelength does not exclusively
belong to trans-isomer. Therefore, the optical density of the film at 543 nm can be taken as a
measure of trans-isomer concentration only at low degree of trans-cis conversion, in the initial
stage of the process. Hence, we consider luminescence intensity more reliable for monitoring
the dynamics of phototransformation, while the initial value of optical density was used to
determine the number of TI molecules.
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FIG. 4. Absorption spectra of polymer film with thioindigo dye exposed to light
with wavelength 436 nm (1, dash-dotted line, almost pure trans-isomer) and
578 nm (2, dashed line, predominantly cis-isomer with small contribution of
trans-isomer); fluorescence spectra measured with LSM (3, dotted line) and Cary
Eclipse spectrofluorimeter (4, solid line; excitation at 405 nm)

FIG. 5. Photoisomerization of thioindigo in PBMA film monitored with LSM:
intensities of transmitted excitation light (543 nm, solid line, T) and luminescence
of the trans-isomer (dashed line, L) as functions of exposure
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The QY of the trans-cis photoisomerization can be calculated as ratio of the number
∆DNAS/α of molecules within the illuminated area S converted from trans- to cis-isomer
divided by the number E (1 − T ) /hν of absorbed photons with energy hν:

φtc =
∆DSNAhν

Eα (1 − T )
, (2)

with ∆D- the small photoinduced change of optical density caused by exposure to light energy
E, NA – Avogadro number, a = 8700 Lmol−1·cm−1 – molar absorption coefficient of trans-TI
calculated using the spectroscopic data available from [14], T – transmittance of the doped film
at 543 nm.

The initial (measured when almost all the dye was in trans-isomeric form) value of
φtc= 0.006 is between the values previously reported for QY of trans-cis isomerization of TI
in more rigid PMMA and in liquid butyl acetate solution, 0.001 and 0.06, respectively [19].
During photoisomerization, φtc dramatically decreased after about 30 – 35 % of trans-molecules
had been converted to the cis-isomer (Fig. 6). This was presumably due to the significantly
heterogeneous distribution of free volume needed for restructuring dye molecules in the bulk
polymer, even though glass transition temperature of PBMA is quite close to the measurement
temperature. Contrastingly, QY of fluorescence that apparently does not require much free
volume did not significantly vary from its initial value (0.15).

FIG. 6. Quantum yields of isomerization (squares, I) and luminescence (cir-
cles, L) as functions of degree of dye conversion from trans- to cis-isomeric
form in the course of isomerization. Lines are guides to the eye

3.3. Photoreduction of phenanthrenequinone

Photoreduction of PQ provided another example of a photochemical process for this
study. Different doses of laser light (488 nm) were applied to 50×50 µm squares of PQ-doped
PMMA film using the scanning microscope (Fig. 7a). As a result of the exposure, PQ was
partially bleached and the film transmittance has grown, as well as its luminescence intensity
(Fig. 7b) – the situation contrary to that of photoisomerization (cf. Figs. 5 and 8). This
means that the luminescence belongs to the photoproduct, despite the latter is known to have
almost negligible absorption in the visible range. Because absorbance of the photoproduct at the
wavelength of excitation remained unknown, no QY of its luminescence could be calculated.



818 V. V. Zakharov, M. A. Baranov, A. S. Zlatov, A. V. Veniaminov

FIG. 7. Phototransformation of phenanthrenequinone in PMMA: a) luminescent
image of a 100 × 100 µm2 part of a PMMA film with PQ; the lighter square
areas were exposed to 36, 73 and 109 J/cm2 of laser light at 488 nm before
scanning for imaging; (b) local optical density (open symbols) and luminescence
spectra (full symbols) of the film in its intact state (0) and after 36 and 109 J/cm2

exposure at 488 nm

FIG. 8. Relative intensities of transmitted light (T, 488 nm) and luminescence of
the film at 500 nm (L, excitation wavelength 405 nm) measured with LSM, as
functions of exposure

The QY of PQ phototransformation was calculated similar to that of photoisomerization and
was approximately 10 percent.

4. Conclusions

In this study, we gave three examples of using a confocal scanning microscope as a
convenient tool for measuring local quantum yields of luminescence and photochemical trans-
formations. This application of the precision imaging instrumentation is based on its ability to
measure the spatial distributions and the intensities of sample-related transmitted and emitted
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light, obtain local luminescence spectra, and expose small regions of interest to photochemi-
cally active light. Such measurements can provide important information on microstructure of
composite materials, their spatial heterogeneity, and can also be helpful if only a small amount
or small area of a specimen is available for study.

Acknowledgments

The authors gratefully acknowledge the financial support of this work from the Ministry
of Education and Science of the Russian Federation (Grant No. 14.B25.31.0002) and the Russian
Foundation for Basic Research (Grants No. 12-02-01263 and No. 12-02-00938).

References

[1] Rajeshwar K., de Tacconi N.R., Chenthamarakshan C.R. Semiconductor-Based Composite Materials: Prepa-
ration, Properties, and Performance. Chem. Mater., 13, P. 2765–2782 (2001).

[2] Tomczak N., Janyczewski D., Han M., Vancso G.J. Designer polymer-quantum dot architectures. Progr.
Polymer Sci., 34, P. 393–430 (2009).

[3] Bukowski T.J., Simmons J.H. Quantum Dot Research: Current State and Future Prospects. Critical Reviews
in Solid State and Materials Sciences, P. 119–142 (2002).

[4] Demas J.N., Crosby G.A. The Measurement of Photoluminescence Quantum Yields. Review, J. Phys. Chem.,
75, P. 991–1024 (1971).

[5] Williams A.T.R., Winfield S.A., Miller J.N. Relative fluorescence quantum yields using a computer controlled
luminescence spectrometer. Analyst, 108, P. 1067–1071 (1983).

[6] Lakowicz J.R. Principles of Fluorescence Spectroscopy, 3rd ed. Springer, 954 p. (2006).
[7] Carlson L., Krauss T.D. Direct measurement of the fluorescence quantum yield for individual single-walled

carbon nanotubes. Proc. Conf. Electrochem. Soc. ‘Carbon Nanotubes and Nanostructures: Fundamental
Properties and Processes’, Abstr. 1018 (2007).

[8] Brouwer A.M. Standards for photoluminescence quantum yield measurements in solution (IUPAC Technical
Report). Pure Appl. Chem., 83, P. 2213–2228 (2011).

[9] Wuerth C., Grabolle M., et al. Relative and absolute determination of fluorescence quantum yields of trans-
parent samples. Nature Protocols, 8, P. 1535–1550 (2013).

[10] Kuhn H.J., Braslavsky S.E., Schmidt R. Chemical Actinometry (IUPAC Technical Report). Pure Appl. Chem.,
76, P. 2105–2146 (2004).

[11] Gaigalas A.K., Wang L. Measurement of the fluorescence quantum yield using a spectrometer with an
integrating sphere detector. J. Res. Natl. Inst. Stand. Technol., 113, P. 17–28 (2008).

[12] Bindhu C.V., Harilal S.S., et al. Measurement of the absolute fluorescence quantum yield of rhodamine B
solution using a dual-beam thermal lens technique. J. Phys. D: Appl. Phys., 29, P. 1074–1079 (1996).

[13] Ebenstein Y., Mokari T., Banina U. Fluorescence quantum yield of CdSe/ZnS nanocrystals investigated by
correlated atomic-force and single-particle fluorescence microscopy. Appl. Phys. Lett., 80, P. 4033 (2002).

[14] Mostoslavskii M.A. Photochromic Thioindigoid Dyes. In: Organic Photochromes, ed. by Eltsov A.V.,
Springer, New York and London, P. 45–104 (1990).

[15] Lashkov G.I., Popov A.P., Ratner O.B. Three-dimensional phase-recording reoxan media with physical devel-
opment of a latent image. Opt. Spectrosc., 52, P. 350–352 (1982).

[16] P.A. Carapellucci, H.P. Wolf, K. Weiss. Photoreduction of 9,10-Phenanthrenequinone. J. Amer. Chem. Soc.,
91, P. 4635–4639 (1969).

[17] Veniaminov A.V., Mahilny U.V. Holographic Polymer Materials with Diffusion Development: Principles,
Arrangement, Investigation, and Applications. Opt. Spectrosc., 115, P. 902–925 (2013).

[18] Haucke G., Paetzold R. Photophysikalische Chemie Indigoider Farbstoffe. Nova Acta Leopoldina. Deutsche
Akademie der Naturforscher Leopoldina, Halle (Saale), 123 p. (1978).

[19] Veniaminov A.V., Lashkov G.I. Photochemical isomerization of thioindigo derivatives embedded in
poly(methylmethacrylate). Polymer Sci. USSR, 28, P. 963–971 (1986).



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2014, 5 (6), P. 820–828

HYDROGEN ADSORPTION PROPERTIES
OF METAL-ORGANIC FRAMEWORKS
WITHIN THE DENSITY-FUNCTIONAL
BASED TIGHT-BINDING APPROACH

Bassem Assfour*, Thaer assaad, adnan odeh

Department of Chemistry, Atomic Energy Commission of Syria (AECS),
P.O. Box 6091, Damascus, Syrian Arab Republic,
Tel.: +963 11 213 2580, Fax: +963 11 611 2289

*cscientific@aec.org.sy

PACS 87.15.ag

Practical methods for hydrogen storage are still a prime challenge in the realization of an energy economy based on

Hydrogen. Metal organic frameworks (MOFs) are crystalline ultra-porous materials with ability to trap and store

voluminous amounts of gas molecules. MOFs represent an encouraging storage method relying on their enormous

surface area. However, MOFs show reduced hydrogen uptake at room temperature due to low adsorption energy

of hydrogen. To increase the adsorption uptake of MOFs at room temperature, the adsorption energy must be

increased. In this contribution, materials exhibiting higher adsorption energy and enhanced hydrogen adsorption,

namely MIL-53 (Al) and MOF-74, have been investigated using molecular dynamics (MD) simulation. MD

simulations were performed within the density functional based tight binding method (DC-SCC-DFTB). Our results

demonstrate that DC-SCC-DFTB method predicts structural parameters, adsorption sites, adsorption energies and

diffusion factors with a very good accuracy, making this method a very powerful tool to investigate various types

of MOF. Moreover, results show that the adsorption energy can be increased by incorporation of transition metals

in MOF structures.
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1. Introduction

Hydrogen storage in metal organic framework materials (MOFs) attracts significant
attention because these materials have enormous specific surface area, low density and a crys-
talline structure that can be tailored and chemically functionalized to maximize the adsorption
uptake. MOFs are constructed from metal oxides interconnected by different organic linkers.
Thousands of MOFs have been synthesized (only some of them are stable and porous), cate-
gorized and carefully studied over the last decade [1, 2]. Some MOFs showed exceptional gas
storage capacity and selectivity [3–5]. The essential issues for hydrogen adsorption in MOFs are
both the strength of adsorption interaction (adsorption energy), and the number and surface of
adsorption sites. The former determines the operation temperature and pressure, and the latter
determines the storage capacity. The hydrogen adsorption energies on MOFs are ranging from
3 to 5 kJ/mol [6,7]. This small adsorption energy is sufficient for H2 adsorption below 80K, but
not at room temperature because an extremely high pressure is needed to make the adsorption
possible [8]. To store the hydrogen reversibly at room temperature and moderate pressures, the
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adsorption energy should be about 0.3 – 0.4 eV/molecule (30 – 40 kJ/mol), according to the es-
timations of Li et al. [9]. According to the estimations of another authors, the adsorption energy
should be about 0.15 eV/molecule (15 kJ/mol) [10] according to Myers et al. and 20 kJ/mol
according to Snurr et al. [11].

Several strategies have been proposed in order to enhance the adsorption energy of
hydrogen such as incorporation of transition metals, fullerene impregnation and lithium dop-
ing [12,13]. Another method to improve the storage capacity is reducing the framework density.
This requires investigating the MOFs formed by light metal ions such as Li+, Mg2+, and Al3+.
One expects that the large polarizing power of Al3+ should give rise to relatively strong co-
ordination bonds [14]. From structural point of view, a large number of different Al-based
MOFs have been synthesized and studied [15–17]. Some compounds are highly porous and
promising for gas storage, separation and adsorption applications [18, 19]. The MIL-53 [20, 21]
are porous materials synthesized by the group of Férey, first reported to store significant amount
of hydrogen at 77 K [22]. These structures are made up of chains of corner-sharing metal
octahedral (Al+3, Cr+3) interconnected by benzene dicarboxylate (BDC) groups, forming 1D
diamond-shaped channels and a porous solid with pores of 8.5 Å (see Fig. 1).

FIG. 1. Crystal structures of the MOFs studied in this work. (Zn, dark blue; O,
red; C, gray; H, white; Al, pink). (For interpretation of the references to colour
in this fig legend, the reader is referred to the web version of this article)

MOF-74 is constructed from rod-shaped secondary building units; the rod is constructed
from 6-coordinated Zn2+ centers, where each Zn has three carboxyl and hydroxy groups to
produce one-dimensional channels of section area 10.3×5.5 Å2 (see Fig. 1). MOF-74 is
especially interesting, because it shows the highest surface density for physisorbed hydrogen in
framework structures [23], which leads to enhanced hydrogen capacity.

From a modeling point of view, hydrogen binding in MOFs has been extensively in-
vestigated in the last few years [24]. Most of studies focus on prediction of hydrogen storage
properties of these compounds [25], and trying to optimize chemical structure, pore volume and
surface area to enhance hydrogen uptake [26, 27].

In this contribution, we report a comprehensive theoretical study comparing the H2

adsorption in the MIL-53(Al) and MOF-74 materials. We performed molecular dynamics (DFTB
MD) simulation on the full crystal structures with hydrogen molecules adsorbed in them. The
adsorption sites and energies as well as the values for the hydrogen diffusion coefficients will
be presented. The results are compared to experimental data in the literature.
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2. Molecular dynamics simulation and calculations of H2 binding energies

The pore surfaces of MOFs contain numerous distinct sites at which hydrogen might
be adsorbed. To investigate the preferable sites for hydrogen adsorption, we performed MD
simulations within the dispersion-corrected self-consistent density functional based tight binding
method (DC-SCC-DFTB) [28–31], as implemented in the deMonNano program package [32].
DFTB is an approximate version of the DFT method that was later extended to account for
the London dispersion energy. This technique showed exceptional performance and ability
to study large biological and supramolecular systems [33, 34]. The DC-SCC-DFTB method
was successfully used to study the structural, energetic, electronic, and mechanical properties
of variety of MOF materials [35, 36]. Recently, DC-SCC-DFTB has been shown to describe
the structural properties, formation energies and hydrogen adsorption sites of covalent organic
frameworks (COFs) in rather good accuracy [37, 38].

Two sets of Slater-Koster parameters have been used: the standard SCC-DFTB parameter
set optimized by Seifert et al. for MOF-74 [39], and for Al-MIL we have used materials science
parameter set developed by Heine et al. [40].

Initially, the structures for Al-MIL and MOF-74 from X-ray diffraction data were opti-
mized with the DC-SCC-DFTB method. In order to obtain the possible adsorption sites, up to
11 and 22 H2 molecules (corresponding to 2.67 and 1.56 wt. %) were added randomly to the
optimized Al-MIL and MOF-74 unit cells, respectively. First, the structures were equilibrated
for 4 ps at 100 K. A 16 ps DFTB MD simulation was performed starting at temperatures of
100 K with a step size of 0.25 fs; the temperature was gradually decreased by simulated anneal-
ing down to 5 K. The DFTB MD trajectories were generated in the NVT ensemble using the
Berendsen thermostat. Such procedure allows determination of the preferred adsorption sites in
a rather unbiased manner, because the H2 molecules were free to diffuse between the different
sites, and by decreasing the temperature were first trapped in the strongest adsorption sites.

The H2 binding energy at each of the revealed adsorption sites (EB) was calculated
from the energy difference between the relaxed structure with adsorbed hydrogen and the same
structure after specific hydrogen molecule was removed plus the free hydrogen molecule in the
same but empty unit cell. i.e. The binding energy was calculated using:

EB = E (MOF + H2) − E (MOF) − E (H2). (1)

The mean square displacements (MSDs) for the H2 molecules were evaluated at 25 K,
using the following equation where N corresponds to the number of H2 molecules considered:

MSD(t) =
〈
∆r2i (t)

〉
=

1

N

N∑
i=1

(ri(t)− ri(0))2. (2)

We note that MSDs present a reasonably linear profile after 2 ps simulation time and
over a broad time domain. The self-diffusion coefficients (Ds) were then obtained by fitting the
MSDs plots as a function of time in the region, 2 – 6 ps and assuming the well-known Einstein
formula:

D =
1

6
lim
t→∞

〈∆r2〉
t

, (3)

where 〈∆r2〉 is the mean square displacement of the particles averaged on trajectories of dura-
tion t.
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3. Results and discussion

The optimized structure of empty Al-MIL has a shape similar to that reported in the
literature [21], the calculated lattice parameters: (a = 6.76 Å, b = 16.91 Å, c = 12.59 Å)
are well comparable with those reported from experiment (a = 6.6085 Å, b = 16.6750 Å,
c = 12.8130 Å) at 548 K [21]. The fact that the minimized structure at zero temperature is not
exactly the same, but closely related to the experimental one is not surprising in light of the
presence of thermal motion at 548 K.

The results of the DFTB MD simulation at T = 25 K for Al-MIL loaded with molecular
hydrogen are shown in Fig. 2. The three sites with the largest adsorption energies are numbered
1 – 3 and listed in Table 1. Two of them with the highest adsorption energies (site 1 and 2)
are near the AlO6 clusters at the corners of the pore. Site 3 is located over to the benzene
ring (the organic linker); site 3 has the lowest adsorption energy so it is the least preferred
adsorption site for the hydrogen molecules. The average adsorption energy for 11 hydrogen
molecules was found to be 6.35 kJ/mol, and this value was consistent with experimental results
where the average heat of adsorption was found to be 5.6 kJ/mol [41]. The maximum total
hydrogen uptake, i.e. when the three adsorption sites are fully occupied, was found to be
3.87 wt.%, which compared favorably with 3.8 and 3.1 wt.% measured at 77 K and 16 and 20
bar, respectively [22, 41].

FIG. 2. The main three hydrogen adsorption sites in Al-MIL-53 obtained from
DFTB MD simulations. White: hydrogen, dark gray: carbon, red: oxygen, pink:
Aluminum. The Hydrogen molecule is plotted in light blue

The optimized structure of empty MOF-74 has a shape similar to that reported in the
literature [23], the optimized (a = 25.987 Å, b = 25.981 Å, c = 6.846 Å) and the experimental
(a = b = 25.887 Å, c = 6.816 Å) lattice parameters are in good agreement. The DFTB MD
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TABLE 1. Adsorption energy per H2 of different adsorption sites in MIL-53(Al)
and MOF-74. Multiplicity indicates the number of available similar sites in the
unit cell, the Max. wt.% indicates the maximum weight percentage reached when
the site would be fully occupied.

Material
Adsorption site

number
Adsorption

energy (kJ/mol)
Multiplicity Max. wt.%

1 9.41 4 0.97

Al-MIL-53 2 5.88 4 0.97

3 3.76 8 1.94

1 9.56 18 1.23

MOF-74 2 6.13 18 1.23

3 4.09 18 1.23

simulations of MOF-74 loaded with molecular hydrogen revealed three adsorption sites with the
largest adsorption energies. The adsorption sites are presented in Fig. 3 and the corresponding
adsorption energies are listed in Table 1. Site 1 is located directly above the Zn2+ ions with
distance of ≈ 2.5 Å, site 2 is located above a triangle of oxygen atoms with distance of ≈ 3.1 Å,
and site 3 is located vertically on the side of the benzene ring with a closest distance to the
framework atoms of 2.7 Å.

The calculated adsorption sites are in very good agreement with the neutron diffraction
results reported by Channing et al. [23], in which 4 adsorption sites were found. Three of them,
with the highest adsorption energy are consistent with the calculated adsorption sites. The short
distance between the unsaturated metal and H2 molecules is not a surprising finding and has been
observed in other framework structures, where the distance varied between 2.3 – 2.5 Å [42–44].
A recent theoretical calculation has also implicated such short distances [45]. This confirms that
the DC-SCC-DFTB method used in this simulation is appropriate to investigate the adsorption
of hydrogen in MOF materials. The inelastic neutron scattering (INS) experiments indicate that
the H2 adsorption energy for site 1 is ≈ 8.8 kJ/mol, for site 2 is ≈ 5 kJ/mol and it drops to
≈ 4 kJ/mol with increasing H2 uptake. Such values are comparable to the calculated adsorption
energy for the adsorption sites found from DFTB MD simulation (see Table 1).

The theoretical maximum total hydrogen uptakes, i.e. sites 1 – 3 are fully occupied, is
found to be 3.69 wt.%, such value compares favorably with 3.6 wt.% achievable at T ≈ 30 K
and a very low pressure, i.e. with the complete population of the first three adsorption sites
found experimentally [23]. Lower experimental H2 adsorption capacities, ≈ 1.7 wt.% and
≈ 2.5 wt.% at 77 K and 1 and 30 bars respectively, have been reported in literature [45]. The
higher maximum calculated capacity could be attributed to the fact that each site is assumed
to be fully occupied, but actually, there may be steric hindrance from the different hydrogen
molecules which may prevent all the sites from being occupied simultaneously. Another source
of error may arise when one considers that the real material has nanoporous artifacts, while the
DFTB MD simulations were carried out in under perfect crystal conditions, which can lead to a
difference in hydrogen uptake.

Our theoretical calculations for the H2 binding energies in MIL-53(Al) and MOF-74
demonstrate that such MOFs have at least one adsorption site, located next to the metal cluster
with stronger H2 binding energy than classical MOFs, due to the direct H2-metal interaction.
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FIG. 3. The main three hydrogen adsorption sites in MOF-74 obtained from
DFTB metal clusters simulations. The colours are like in Fig. 1.

From DFTB MD simulation at 25 K, the values of the diffusion coefficients can be
obtained (Fig. 4). The simulation results for the self-diffusion coefficients of Al-MIL were
found to be 4.36 × 10−10 m2/s. At 25 K, the values of the diffusion coefficients appear to be
much smaller than those reported at 77 K for such MOF systems [46, 47]. This indicates that
at such a low temperature only a few H2 molecules left the site in which they were adsorbed.
Clearly, this will also depend on the loading of the sample with hydrogen. To compare our
results with the other results in the literature, we have performed an extra 8 ps DFTB MD
simulation for Al-MIL at 77 K. The diffusion coefficient at this temperature is calculated to
be 5.2 × 10−9 m2/s. This value is also smaller than the values reported for other MOFs [46].
For instance, for Cr-MIL and MIL-47 loaded with 5 H2 per unit cell the diffusion coefficient
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is around 1.0 × 10−8 m2/s. This is due to the difference in the loading of the material with
hydrogen, whereas in our simulations, the unit cell was loaded with 11 H2 molecules. Apart
from that, it appears that the order of magnitude of the diffusion coefficient is comparable to
that found experimentally for hydrogen adsorbed onto nanostructured carbon, like nanotubes.
For instance, at 38 K, a diffusion coefficient of 2.0 × 10−8 m2/s is reported [48]. However,
the higher adsorption energy for MILs when compared to the nanocarbon does not limit the
diffusion. Perhaps the reason for this is that the differences in adsorption energy between the
different sites are not large, and the H2 molecules can easily diffuse between the different sites
in which they can be temporarily trapped.

FIG. 4. Example of MSD fits of Al-MIL at 77 K. The simulated MSD curve is
represented in thin black; the least square fits of the MSD curve are represented
with thick dash red

4. Conclusion

Molecular dynamics (DFTB MD) simulations were used to investigate the hydrogen
adsorption in MIL-53 (Al) and MOF-74. DFTB MD simulations were performed within the
density functional based tight binding method (DC-SCC-DFTB). Our results demonstrate that
DC-SCC-DFTB predicts structural parameters, adsorption sites, adsorption energies and dif-
fusion factors with a very good accuracy, which makes this method a very powerful tool to
investigate various types of MOFs. Moreover, the results show that the adsorption energy can
be increased by the incorporation of transition metals into MOFs. However, further investigation
is required to focus on the design of new MOFs with optimal metal coordination environment.
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A novel entry toward poly( 2,6-diimidazo(4,5-b: 4’,5’-e)pyridinylene-1,4(2,5-dihydroxy)-phenylene) (PIPD) has

been elaborated. A strategy based on a new route to monomers: a sequential nitration of 2,6-diaminopyridine

with KNO3/H2SO4 gives 2,6- diamino- 3,5-dinitro pyridine (DNDAP) in moderate yield and its hydrogenation

with Raney nickel as catalyst leads to 2,3,5,6-tetraaminopyridine (TAP) in high yield. The second monomer

2,5-dihydroxyterephthalate (DHTA) was synthesized in high yield as product of sulfur-mediated aromatization of

dimethyl succinoyl succinate with subsequent base hydrolysis. PIPD was synthesized by step-by-step heating in

polyphosphoric acid with molecular weights of 19 – 25 kilodaltons. The macromolecule of PIPD can be seen as

lap-join chain form nano-sized rigid fragment. The as-polymerized liquid crystalline PIPD solution was used for

fiber spinning. The tensile strength of PIPD fibers were 1.28 – 1.99 GPa and depended on the molecular weight

of the polymer used for spinning.
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1. Introduction

The development of polymer composites over the last 50 years has seen the emergence
of new materials that are lightweight and have exceptional mechanical properties. The com-
posite properties depend on filler fiber properties. Traditional inorganic fiber (glass, metal etc)
composites deliver exceptional stiffness and stress but can often have a limited extensibility and
poor damage tolerance, especially at low operating temperatures. Unlike carbon and inorganic
fibers, rigid-rod polymeric fibers do not show catastrophic failure under compressive stress. That
fact stimulated researchers to create stiffer rigid-rod-like polymeric materials. The best result
was been obtained with synthesis of poly (p-phenylene benzobisoxazole) (PBO) [1]. PBO has
very impressive tensile properties but its performance under compression is disappointing [2].
The traditional way to solve this problem in polymer chemistry is cross-linking macromolecules
in the fiber by introducing double bonds into the macromolecule or Υ-irradiation [2]. An al-
ternative route to increase the lateral strength of the PBO fiber is introducing intermolecular
hydrogen bonds [3]. This choice was realized by the synthesis of poly( 2,6-diimidazo(4,5-b:
4’,5’-e)pyridinylene-1,4(2,5-dihydroxy)-phenylene) (PIPD) [4]. This polymer forms in fiber in-
termolecular bonds in two dimensions and has the highest compressive strength (1 – 1.7 GPa) of
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any polymeric fiber to date [5]. However, the synthetic pathway to this polymer is laborious and
expensive in preparation and purification. The aim of present work is to optimize a procedure
for PIPD synthesis with a view to enhancing of monomer yield, improve the polymerization
to increase the polymer molecular mass, spin a fiber directly from the polymerization solution
without polymer precipitation or redissolution by dry-jet wet spinning method, and investigate
the performance of the obtained nano- and macro-sized fibers.

2. Materials and Methods

All used reagents are commercial products were purchased from National medicine Co.
Ltd., China, and were used without additional purification. Prior to use, al solvents were
distilled. Hydrogen was purified by passing though columns with a nickel/chromium catalyst
and molecular sieves.

2.1. Nitration 2,6-diaminopyridine

7 g of KNO3 was mixed with 25 ml of conc. sulfuric acid, and to this was added 3 g of
2,6-diaminopyridine. The mixture was stirred at 80 ◦C for 2 h and then at120 ◦C for 1 h. The
reaction mixture was then poured into 500 ml of water and cooled to 5 ◦C. The solution was
neutralized by 20% NaOH, and precipitated 2,6- diamino- 3,5-dinitro pyridine (DNDAP) was
collected after 24 h at 5 ◦C as yellow powder. DNDAP was recrystallized from water-DMSO
(7:1 v/v). Yield 4.2 g (76.7). Purity by HPLC 95.8% IR, cm−1: 3473/3359, 1621, 1554,1508,
1371, 1322. 1H NMR, (DMSO-d6), δ, ppm : 8.28; 8.44 (2), 9.00 (4). 13C NMR, (DMSO-d6),
δ, ppm: 155.21 (ortho), 120.66 (meta), 136.03 (para).

2.2. 2,3,5,6-tetraaminopyridine (TAP)

In a 200 ml autoclave, 10 g of DNDAP, 50 ml of water and 10 ml of 85% phosphoric
acid with 1 g of Raney nickel were slurried; the air was displaced with nitrogen and 1.3 kPa of
hydrogen was supplied; the hydrogen pressure was increased to 0.1 MPa and then to 0.5 MPa;
the temperature was kept at RT and stirring was continued with the supply of hydrogen at
0.5 MPa until the hydrogen consumption ceased (10 h). Without the introduction of air, 20 ml of
37% hydrochloric acid was added, and mixture was extruded through the filter from autoclave;
to filtrate were added 50 ml of THF and and 25 ml of conc. HCl. The precipitate was filtered
off and dried, yielding 12.9 g TAP·HCl·H2O (93%) with HPLC purity of 99.7%. IR, cm−1:
3500 – 2500, 1654, 1610, 1320. 1H NMR, (D2O), δ, ppm : 7.70 (1), 8 – 9 (NH2). 13C NMR,
(D2O), δ, ppm: 147.56 (ortho), 102.77 (meta), 131.22 (para).

2.3. Dimethyl 2,5-dihydroxyterephthalate

In a 2 l four-necked flask with stirrer, reflux head, dropping funnel and thermometer
were placed 500 ml of water and 240 ml of glacial acetic acid and in this mixture was dispersed
44 g of dimethyl succinyl succinate. The dispersion was heated in a stepwise manner with
stirring to 80, 85 and 110 ◦C, and 1 g of each iodine and potassium iodine were added.
Without external heating was added 20 ml of 30% hydrogen peroxide in a course of 20 min at
temperature 110 ◦C. After ten minutes the 40 ml of warm and than 40 ml of cold water were
stirred through reaction mixture. After cooling to RT, the slurry was filtered off and washed
twice with water. After drying, yield 32.7 g (75%), m.p. 153 ◦C.
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2.4. 2,5-dihydroxyterephthalate (DHTA)

In a 1 l four-necked flask with stirrer, reflux head, dropping funnel and thermometer were
placed 20 g of NaOH dissolved in 160 ml of water. 32.7 g of dimethyl 2,5-dihydroterephtalate
was slurried into 100 ml of warm water, and slurry was added to alkali. The solution was heated
under stirring to 95 ◦C and after 2 h, 45 ml of 37% HCl was added to the boiling solution.
After cooling to RT, the precipitated DHTA was filtered off and dried to yield 18.5 g (65%)
with HPLC purity of 99.8%. IR, cm−1: 3300 – 2500, 1650, 1491, 1429, 1290, 1201, 894, 843,
695, 525. 1H NMR, (DMSO-d6), δ, ppm: 7.21 (2), 11.7 (OH). 13C NMR, (DMSO-d6), δ, ppm:
117.78, 119.95, 152.48. 170.80.

2.5. Preparation of PIPD Fiber

Into a 1 l glass reactor with powerful anchor-type stirrer was step-by-step added 71.5 g
of 115% polyphosphoric acid (PPA) and 30.5 g of 85% phosphoric acid in a stepwise manner.
The mixture was heated to 100 ◦C and 40 g of solid TAP·HCl·H2O added. The reactor was
closed and air was displaced by argon by repeated evacuation and argon blanketing. After
homogenization for 1 h, to the mixture was added 29.7 g of DHTA and 88.5 g of P2O5. The
reaction mixture was stirred for 48 h at 100 ◦C, 2.5 h at 150 ◦C, 2.5 h at 160 ◦C, and finally
19 h at 185 ◦C. The reaction mass became opalescent at 150 ◦C. The bottom part of the reactor
was removed and the polymer solution was transferred into the cylinder of a piston-type fiber
spinning machine. The intrinsic viscosity of the obtained PIPD polymers ranged from 10.9 to
19.1 dL/g. The obtained PIPD/PPA dopes were directly spun into fibers via dry-jet wet-spinning
process. Fibers were completely washed in running water, and dried at 100 ◦C in vacuum.

2.6. Fiber Properties

Tensile Strength and Young’s Modulus of Fibers was tested according to the standard
of ASTM C1557-14. A fiber was selected randomly from the fiber bundle and the two ends
of the fiber were grasped between the clamps of the tester. Tensile properties were measured
using a UTS 10 device (UTStestsysteme, Germany). No less than 5 specimens were taken for
each sample to obtain an average value. Arithmetical mean measurement error was less than
0.03 GPa for tensile strength and 1.5 GPa for Young’s modulus.

3. Techniques

1H- and 13C NMR spectra were recorded on a Bruker AV400 spectrometer. IR spectra
were obtained on a Nexus 670 (Nicolet) infrared spectrometer (liquid on KBr disk or in KBr
tablets for powder). HPLC was performed on Agilent 1100 instrument using a phosphate buffer
as a solvent on 6890/5973N Agilent column. Scanning electron microscope (SEM) images was
obtained using a Carl Zeiss Supra55VP scanning electron microscope.

4. Result and discussion

4.1. Monomer synthesis

The synthesis of PIPD was achieved by polymerization of 2,5- dihydroxyterephthalic
acid with 2,3,5,6-tetraaminopyridine (TAP) (see the scheme).

To achieve a fiber with optimal mechanical properties, it is necessary to have a polymer
with high molecular weight and without defects in the chemical structure. This necessitates
the elaboration of versatile procedures for the synthesis of monomers and optimization of
polymerization conditions. The main problem in the synthesis of TAP is their oxidative lability
as free base. This problem can be solved if the synthetic route using the salt of TAP (for
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example with hydrochloric acid) that avoids any handling of the TAP free base. Such synthetic
procedure was described by Sikkema in [4] and in a number of patents [6–8]. This synthetic
pathway included the nitration of commercially-available 2,6-diaminopyridine to 2,6-diamino-
3,5-dinitropyridine and its reduction to TAP salt by hydrogenation in solution using different
catalysts. The best results were obtained using 10 % Pd/C. The yield of final product with
polymer grade purity was about 85% [4]. We used a new route to DNDAP: a sequential
nitration of 2,6-diaminopyridine with KNO3/H2SO4 gives a DNDAP in moderate yield. We
modified the Sikkema procedure to avoid using a palladium catalyst and replace it by the
inexpensive Raney nickel. This allowed us to increase the yield of TAP salt to 93% with
an HPLC purity of 99.7%. The second monomer for PIPD synthesis, DHTA, was used in
polymer chemistry, particularly in the synthesis of ‘hairy rod’ liquid crystalline polymers [9].
The workable procedure for DHTA synthesis was suggested by Sikkema [4] and was used by
us with minor modification. As a result, DHTA was obtained in 65% yield in 99.9% purity
as determined by HPLC analysis. Hence, the new synthetic route we developed for PIPD
monomers allowed to obtain both monomers in polymerization-grade purities with high yields.

4.2. Polymerization

For the synthesis PIPD, we used the traditional method with step-by-step heating of
monomers in weak acid (polyphosphoric acid- PPA). The high-purity monomers allowed us to
obtain the polymer (Fig. 1) with high molecular weight (MW) in amounts sufficient for fiber
spinning.

For spinning, three samples were selected with MW according capillary viscometry
19.1, 22.0 and 25.5 kilodaltons respectively. For calculating the MW, we used the Mark-Kuhn-
Houwink equation:

[η] = KMα,

where for K was accepted value 2.27×10−7 and for α 1.8. The selection constants in the Mark-
Kuhn-Houwink equation were based on values recommended for rigid-rod polymers capable of
forming H-bonds in solution for viscosity measurements [10]. Capillary viscometry was carried
out in a solution of methanesulfonic acid, which suggests the possibility of a polyelectrolitic
effect and as a result, the increase of the calculated values for MW relative to their true value.
However, the high tensile strength of spinning fibers supports the high MW of synthesized
PIPD simples. Theoretically calculated values for persistence length was in the range of 22 –
65 nm [11–13], which is in good agreement with experimental data for cis-PBO, which was
found to range from 20 – 30 nm [14] or 50 nm [10]. Hence, the macromolecule of PIPD can
be seen as lap-join chain form nano-sized rigid fragment [11].

The solubility limit of PIPD in the reaction mixture is about 20% for high MW poly-
mer. This allowed spinning from the polymerization solution without polymer precipitation and
redissolution by dry-jet wet spinning method. It should be noted that solution of PIPD in PPA
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Wavenumbers (cm−1)

FIG. 1. IR spectrum of PIPD

with polymer contain higher than 18 wt% is lyotropic nematic [6] that contribute any specifics
in spinning process. Liquid crystallinity offers desirable properties, which make it possible to
efficiently spin a thread from such a rigid macromolecule as PIPD.

4.3. Spinning

Conventional air gap wet spinning of the as-polymerized PIPD solution was performed
at 180 ◦C in a steam bath for fiber production. As result, filaments with diameter 18 – 20 µm
(Fig. 2) were obtained, which were further washed to low phosphorus content and dried to
produce final, high-modulus fibers. In PIPD solutions used for spinning, a high degree of
molecular orientation of the polymer chains with respect to the local director can be expected.
During the spinning process the local directors are aligned in the direction of flow by the shear
flow in the capillaries of the spinneret and by the elongation flow in the entrance zone above the
spinneret and in the air gap. The high degree of the orientation of the director together with the
high degree of local molecular order implies that the PIPD macromolecules are highly-oriented.
Assuming that this orientation order is merely ‘frozen-in’ during the coagulation process, the
high modulus of PIPD fiber obtained can be predicted. It was supported by our measurements.
The average data for tensile strength of three samples with different MW are 1.28, 1.49 and
1.99 GPa. Young’s moduli were 101, 120 and 161 GPa correspondingly. Elongation before
break for all samples was about 1%. Hence, this strong dependence of tensile strength on MW
shows that polymerization grade of our samples is relative low. However, the absolute value of
tensile strength is high compared with literature data [15].

5. Conclusion

A novel entry toward PIPD has been elaborated. A strategy based on a new route to
monomers: a sequential nitration of 2,6-diaminopyridine with KNO3/H2SO4 gives a DNDAP
in moderate yield and its hydrogenation with Raney nickel as catalyst leads to TAP in high
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FIG. 2. SEM images of PIPD fiber (MW = 25.5 · 103 ) in two directions

yield. Second monomer (DHTA) was synthesized in high yield as product of sulfur-mediated
aromatization of dimethyl succinoyl succinate with following base hydrolysis. PIPD was syn-
thesized in a stepwise manner by heating in polyphosphoric acid with MW 19 – 25×103. The
macromolecule of PIPD can be seen as lap-join chain form nano-sized rigid fragment. The as-
polymerized liquid crystalline PIPD solution was used for fiber spinning. The tensile strength
of PIPD fibers were 1.28 – 1.99 GPa in dependence on MW polymer used for spinning. PIPD
is light as well as strong. Its strength approaches and even exceeds that of typical high strength
engineering steel (1.3 GPa). However, the PIPD have a significantly lower relative density
(1.7) [6] than steel (7.8). Compared on a weight basis, PIPD is thus by far the stronger material.
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1. Introduction

In general, the structure of Aurivillius phases Bim+1Fem−3Ti3O3m+3 can be regarded
as alternating fluorite-like layers F={(Bi2O2)

2+}∞ and pseudo-perovskite blocks P={(Bim+1

Fem−3Ti3O3m+1)
2−}∞ consisting of m pseudo-perovskite layers [1, 2]. According to experi-

mental data from papers [3-5], the number of octahedral layers in a pseudo-perovskite block
of Aurivillius phases Bim+1Fem−3Ti3O3m+3 may reach m=9, which corresponds to the com-
pound Bi10Fe6Ti3O30. The thickness of the pseudo-perovskite block in this compound is
∼3.7 nm [3]. In this context, the Bi2O3-TiO2-Fe2O3 system represents a unique object, since
for the majority of layered pseudo-perovskite compounds, m cannot exceed 6 (E.g., see [6,
7]). The extremely high stability of compounds Bim+1Fem−3Ti3O3m+3 with a great number
of pseudo-perovskite layers in the structure was analyzed in papers [4, 5, 8].

Following the data of papers [9-11], Aurivillius phases Bi2O3-TiO2-Fe2O3 possess mul-
tiferroic properties. Compounds Bim+1Fem−3Ti3O3m+3 experience high-temperature phase
conversion (Curie point) accompanied by transition from an orthorhombic structure to a
tetragonal one [13-15], for Bi10Fe6Ti3O30, this occurs at 953 K [3, 16, 17].

Papers [3, 16] describe the preparation of Bi10Fe6Ti3O30 using solid-state chemical
reactions. As shown in papers [4, 17], given the limiting value of m, multilayered Aurivillius
phases will be in a state close to indifferent equilibrium. Such objects are of interest when
regarded as transition nanostructures from a chemical compound to a heterogeneous system.

The study of the properties of Aurvillius phases with a great number of pseudo-like
layers in the structure is of particular interest. The physical and chemical properties of
compounds Bim+1Fem−3Ti3O3m+3, including Bi10Fe6Ti3O30, are described in papers [3-8, 16,
17]. Dielectric properties of some compounds Bim+1Fem−3Ti3O3m+3 are described in papers
[15, 18-23], however, only papers [24, 25] provide a system-oriented approach.

This paper aims to study the nature of the electric relaxation for a ceramic mate-
rial Bi10Fe6Ti3O30 using electric modulus formalism for analyzing dielectric data. Combined
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with the data on composition and structure of the compound Bi10Fe6Ti3O30, the said re-
search is required to forecast a possibility for preparing new multiferroic materials using that
compound.

2. Experimental

For the synthesis of Bi10Fe6Ti3O30, solid-state chemical reactions were employed.
The purity of initial reagents Bi2O3, TiO2 and Fe2O3 was 99.9% or higher. Papers [3, 26]
describe the procedure in detail. Phase state was studied using the X-ray diffractometry
(XRD) employing XRD-7000 Shimadzu. The elemental composition of the samples was
determined by the energy dispersive X-ray microanalysis (FEI Quanta 200 SEM with the
EDAX attachment).

Electrical measurements were taken for samples in tablet form, 7 mm in diameter,
3 mm thick, with platinum electrodes on the end face. Investigation was carried out in the
open air using RCL-meter Fluke PM6063 (USA), within the temperature range 70–470◦C,
in the range f 10 kHz to 1MHz. Temperature was regulated using a tube furnace SNOL
(Latvia) containing a double-pin cell with a sample. Toward that end, resistance R, module
Z, and impedance phase shift angle ϕ were measured, and these values subsequently served
as a basis for the determination of real and imaginary parts of the complex electrical module
M , complex specific conductivity σ, complex dielectric permeability ε and loss-angle tangent
tgϕ=ε”/ε’ according to the following ratios:

M = iωε0
S

l
Z = M ′ + jM ′′, (1)

σ =
l

S
Z
−1

= σ′ + jσ′′, (2)

ε =
1

jε0ω
· l
S
Z
−1

= ε′ − jε′′, (3)

where M’ and M” are real and imaginary constituents of M ; σ’ and σ” are real and imag-
inary constituents of ε; ω = 2πf is circular frequency, ε0 is vacuum dielectric permeability,
S and l are the sample area and thickness, correspondingly. The measuring procedure is
described in papers [24, 25].

3. Results and discussion

Fig. 1 a, b present an X-ray diffraction pattern and a microstructure of a Bi10Fe6Ti3O30

sample, correspondingly. The data obtained testify to a single phase of the tested material
and to good agreement between real chemical composition and stoichiometric one. At room
temperature, Aurivillius phase has a rhombic elementary cell (space group D4h

17-14/mmm),
with parameters a=4.7 Å, b=5.2 Å, c=81.8 Å.

The dielectric properties of Bi10Fe6Ti3O30 were studied using electric modulus for-
malism. Such an approach is informative for studying volumetric response from ceramic
materials in a case when increased conductivity of a sample complicates analysis of dielec-
tric relaxation processes [27, 28]. As shown in papers [24, 25], Aurivillius phases’ conductivity
will increase with an increase in the number of pseudo-perovskite layers in the structure.

Fig. 2 shows typical frequency dependencies for the overall specific electric conduc-
tivity σac(f) for Bi10Fe6Ti3O30 at different temperatures. This behavior reflects the interre-
lation between the relaxation process in charge carriers and conductivity in grain volume.
The nature of the curves σac(f) corresponds to the “universal dynamic response” [29]:
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Fig. 1. X-ray diffractograms ( λ= 1.54056 Å) (a) and electron micrographs
(b) for Bi10Fe6Ti3O30

σ(f) = σdc + Afα, (4)

where σdc – direct current specific conductivity, A– pre-exponential factor, f – frequency,
α – an index denoting the degree of interrelation between charge carriers and crystal lattice
(0<α<1).

For Aurivillius phases, this type of σac(f) dependency characterizes slow relaxation
mechanisms for polarization and polaron “hopping” movement [20], for which a hop fre-
quency (fp) between self-localization states corresponds to the change in the slope of σac(f)
curves, it being <100 kHz at temperatures < 400◦C. As the temperature rises, the curves
enter a plateau phase.

Fig. 3 a, b represent frequency dependencies between a real (ε’ ) and imaginary (ε”)
constituent parts of complex dielectric permeability of the compound Bi10Fe6Ti3O30 at dif-
ferent temperatures. The ε’,ε”(f ) dependencies are given as smooth curves with a single
peak at temperatures >370◦C, and with different dispersion in areas of low and high fre-
quencies, increasing with increased temperature. Peaks of curves ε’, ε”(f ) for temperatures
exceeding 370◦C are apparently beyond the frequency range of measurements. In the low
frequency range, ε’ values are reasonably high, while they sharply decrease when frequencies
exceed 100 kHz. The ε”(f ) dependency is of a similar nature, however, at lower frequen-
cies (< 100 kHz), its value is an order of magnitude greater, which points to conductivity
contribution towards direct current [27, 31]. Within the low frequency range, a rise in tem-
perature will cause extreme dispersion of dielectric permeability determined by the presence
of thermally activated charges (e.g. volume charge, charged defects, etc.) [9].

Dielectric losses within the temperature range under consideration are relatively in-
significant (loss tangent is tgϕ=ε”/ε’ <0.15). Frequency dependencies of tgϕ(f ) are char-
acterized by dispersion within the low frequency range, they sharply decrease at higher
frequencies (Fig. 3c). Increased tgϕ values in the low frequency range testify to the presence
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Fig. 2. Frequency dependence of the ac-conductivity Bi10Fe6Ti3O30

of direct current electric conductivity (σdc) [31]. Dielectric losses will increase as temperature
rises, which, apparently, are determined by recrystallization processes in the sample volume,
or by reduced oxygen vacancies.

To analyze relaxation processes of the electric field, the frequency dependencies of the
imaginary part of the electric module M”(f ) was examined (Fig. 4a). At the temperatures
specified, for dependencies M”(f ), single peaks of the same height are recorded, which differ
in the position with respect to the frequency axis. Their nature points to a single relaxation
process in the sample volume and for an increase in electric conductivity with temperature
rise. This is also proved by the nature of diagram M”–M’ (Fig. 4b), represented by semi-
circles centered on the X-axis, which agrees with Debye relaxation [29]. As the temperature
rises, peaks of the curves M”(f ) will shift to higher frequencies. The frequency range below
the peak will determine the range where the charge carriers are mobile at long distances,
while the frequency range above the peak means that the carriers are in a “trap”, in a po-
tential pit, with mobility at short distances preserved. The frequency range, where peaks
are recorded on the curves M”(f ) are characterized by a change in the movement of charge
carriers from long to short distances. In this case, the asymmetry of the peak, denoting
relaxation processes with different time responses, is not observed [32].

According to the position of the high-frequency peak on the M”(f ) curves, the relax-
ation time of dielectric polarization, τM = 1

2πfm
, was determined, with temperature depen-

dence following the Arrhenius law:

τM = τ0 exp

(
∆EM
kT

)
, (5)
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Fig. 3. Frequency dependence of the real, ε’ (a) and imaginary, ε”(b) parts
of the dielectric permittivity (a, b) and dielectric, tgϕ, for Bi10Fe6Ti3O30, mea-
sured at various temperatures

where τM is relaxation time in the grain volume determined by the peak of the curves M”(f),
τ 0 is a pre-exponential factor, EM is energy of activation of the charge carriers in the grain
volume determined by the curve slope τM(1/T), k is Boltzmann constant, and T is absolute
temperature.

The relaxation time τ within the temperature range under consideration ranged from
5·10−4–1·10−3 s. The activation energy EM of the charge carriers in the grain volume, esti-
mated by ratio (5), was 0.8±0.1 eV, which is a typical value for compounds of Aurivillius
phases type [18-25], with electric conductivity determined, primarily, by oxygen vacancy
movement. The presence of oxygen vacancies in the structure of bismuth-containing Au-
rivillius phases is caused by the partial evaporation of Bi3+ ions under the high synthetic
temperatures of these materials. This contributes to the overall electric conductivity, along
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Fig. 4. Frequency dependence of the imaginary part of the electric modulus,
M” (a), and the M”–M’ diagram (b) for Bi10Fe6Ti3O30 measured at various
temperatures

with the phenomenon of hopping polarons between the Fe3+–O–Fe2+ positions at elevated
temperatures [3, 26].

4. Conclusion

Based on the Aurivillius phase Bi10Fe6Ti3O30, distinctive features of dielectric be-
havior of a ceramic material prepared using solid-state chemical reactions have been stud-
ied. The presence of a single process of Debye-type dielectric relaxation in a bulk sample
(EM=0.8±0.1 eV) has been shown.
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Lanthanum fluoride (LaF3) was synthesized using LaCl3 and NH4F as starting materials in de-ionized water as

solvent via a microwave-assisted technique. The structure of LaF3 nanocrystals, analyzed by XRD and TEM,

was found to be hexagonal with an average crystalline particle size of 20 nm (JCPDS standard card (32-0483)

of pure hexagonal LaF3 crystals). The resistivity and conductivity at room temperature for LaF3 was verified

and found to depend on the applied DC field. At an applied voltage of 20 V/cm – 30 V/cm, the resistivity

and conductivity changes rapidly due to the liberation of extra fluoride (F−) ions, whereas the conductivity of

LaF3 nanocrystals depends upon temperature. The variation of dielectric constant (ε′) and dielectric loss (ε′′) with

applied frequency shows normal dielectric behavior, attributable to the space charge formation. The observed peak

in the plot of tangent loss (tan δ) vs. logF around 2.6 KHz can be attributed to interface charge relaxation at the

grain boundaries.
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1. Introduction

Lanthanum fluoride based chemical sensors have potential to be widely used in applica-
tions such as the detection of fluorine, oxygen, and carbon monoxide, due to its high chemical
stability and ionic conductivity [1]. The ionic conducting nature of the rare earth fluorides
(solid electrolyte) is exploited as sensor materials to construct various electrochemical sensors
like gas sensors, biosensors, and ion selective electrodes [2]. Lanthanum fluoride is an excellent
F− ionic conductor among other rare earth fluorides [3]. Miura et al. reported the use of
lanthanum fluoride film in biosensor and room-temperature oxygen sensor based on its high
F− ion-conducting properties. The working principle of LaF3 based biosensors and oxygen
sensors is explained as the movement of F− ion conduction [4, 5]. Fedorov P. P. [6] et al. re-
view the major aspects of inorganic chemistry of nanofluorides, methods of synthesis, including
nanochemical effects, preparation of 1D, 2D, and 3D nanostructures, surface modification of
the nanoparticles, fluoride nanocomposites and applications of nanofluorides. The orthorhombic
β-YF3 structure and ionic conductivity of rare earth fluorides and of tysonite-structured were
investigated by Trnovcova et al. [7, 8]. At room temperature, the ionic conductivity of single
crystals of tysonite-type solid solutions Lal−xBaxF3−x has been studied and no exchange occurs
between different types of anion sites in the tysonite structure [9, 10]. Very recently, Kumar et
al. [11, 12] attempted to synthesize lanthanum fluoride nanoparticles by the simple method of
direct precipitation in aqueous solution. The impedance, modulus and dielectric spectra analysis
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of the prepared LaF3 nanoparticles has been studied using AC impedance spectroscopy. The
ionic conductivity of LaF3 nanoparticles were reported to be significantly increased by an order
of magnitude, from 10−6 S cm−1 to 10−5 S cm−1. The modulus and dielectric spectra analysis
confirmed the non-Debye type behavior in the material. The synthesized LaF3 nanoparticles
exhibited hexagonal shape and red luminescence. In the present case, LaF3 nanoparticles have
been synthesized using a conventional microwave radiation technique for first time.

2. Experimental

2.1. Synthesis of Nanocrystals

Synthesis of LaF3 nanocrystals follows an aqueous route and uses a microwave heating
at low power range. The method is simple and cost effective. Water soluble LaCl3 and NH4F
are mixed to obtain a solution in 1:3 molar ratio [13]. To a 10 ml homogenous solution of
0.64 mol LaCl3 in de-ionized water in a 100 ml beaker was added a 10 ml solution of 0.192 mol
NH4F in a drop-wise manner via a funnel fitted with a stopper to control the rate of dripping,
and placed the whole set up inside a conventional microwave set at low power range (in on-off
mode set at 30 sec) for around 30 min. The low power range setting largely helped us avoid
spill-over of the solution. A white ultrafine crystalline precipitate identified as doped LaF3

nanocrystals appeared almost instantly, having settled to the bottom of the beaker. The white
precipitate was then washed several times with de-ionized water and absolute methanol, and
was then dried in a microwave oven for approximately 15 minutes. The dried sample was then
stored in sealed ampoules for further characterization and analysis.

2.2. Characterization

Powder X-ray diffraction (XRD) measurements have been performed using a PANA-
LYTICAL X’PERT PROMPD diffractometer model using CuKα radiation λ = 1.5405 A. U
with a scanning rate of 2 ◦ per min in the 2θ range from 0 ◦ to 80 ◦. Transmission electron
microscope (TEM) analysis was performed at different magnification by PHILIPS (CM 200)
0.24 nm resolution, operating at 200 kV. The dielectric constants of the sample have been mea-
sured using sophisticated Hioki 3532 LCR Meter. The capacitance and dissipation factor of the
parallel plate capacitor formed by sample as a dielectric medium was measured.

3. Result and Discussion

The XRD pattern obtained from the LaF3 nanocrystals shown in Fig. 1. The results of
the XRD are in good agreement with the hexagonal LaF3 structure as described in the reports
LaF3 (JCPDS card No. 32-0483) [14]. The average crystallite size was estimated from the
Scherrer equation, D = 0.90λ/β cos θ, where D is the average crystallite size, λ is the X-ray
wavelength (0.15405 nm), θ and β being the diffraction angle and full width at half maximum
of an observed peak, respectively. The strongest peak (111) at θ = 27.84 ◦ for LaF3 samples
were used to calculate the average crystallite size (D) of the nanoparticles [15]. The average
crystallite sizes of LaF3 nanoparticles are 20 nm, which is in agreement with the TEM and SEM
results. The XRD pattern of the LaF3 nanoparticles is nearly similar to that of LaF3: Ce3+,
Tb3+ [16]. No XRD signals are observed for impurity phases.

Figure 2 shows the transmission electron microscopy (TEM) image of LaF3 nanocrystals.
Hexagonal, assorted and spherical shape nanocrystals with average particle size of about 21 nm
were found. Fig. 3 shows the selected area electron diffraction (SAED) pattern. Three strong
diffraction rings, corresponding to the (002), (111) and (300) reflections were observed, which
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FIG. 1. X-ray diffraction pattern of LaF3 nanocrystals

is in close agreement with the hexagonal LaF3 structure [17]. This shows that the original
structure of LaF3 may be retained even after modification.

FIG. 2. TEM image of LaF3 nanocrystals

FIG. 3. Selected area electron
diffraction (SAED) pattern im-
age of LaF3 nanocrystals

I – V characteristic of LaF3 nanocrystals synthesis in deionized water and methanol
is shown in Fig. 4. Conductivity / resistivity depended on the applied DC field. The ionic
conductivity was calculated using the relation σdc = t/RA. Where, R is the measured resistance,
t be the thickness of the pellet (cm) and A is the area of the pellet (cm2) in contact with the
electrode. The conductivity at room temperature of the sample prepared in deionized water was
found to be 2.7× 10−6 S cm−1, in agreement with previously-reported work. The conductivity
was found to be 8.0×10−6 S cm−1, nearly four times higher in methanol than in de-ionized water
samples at room temperature. The current was found to increase with the applied field [11].
The conductivity and resistivity were thus found to depend on the applied field. At an applied
voltage of about 20 V/cm – 30 V/cm the conductivity / resistivity was found to change rapidly
due to liberation of extra fluoride (F−) ions [12].



846 Sidheshwar G. Gaurkhede

FIG. 4. Current vs. Voltage graph of LaF3 nanocrystals prepared in (a) de-ionized
water (b) methanol

FIG. 5. Variation of dielectric constant with logF for LaF3 nanocrystals prepared
in (a) de-ionized water (b) methanol

The variations of dielectric constant in log frequency at room temperature for LaF3

nanocrystals prepared in de-ionized water and methanol have been studied. Fig. 5 and Fig. 6
shows the plot of dielectric constant ε′ as a function of log frequency and the plot of dielectric
loss ε′′ as a function of log frequency for LaF3 nanocrystals. Both dielectric constant and
dielectric loss exhibited similar variation with frequency, both being inversely proportional to
frequency. This is normal dielectric behavior, that both ε′ and ε′′ decrease with increasing
frequency. The dielectric constant was found to fall more rapidly as compared to dielectric loss
with applied frequency.

A plot of tan δ against logF is shown in Fig. 7. The relaxation peaks were found to lie
near 2.6 KHz. From the figure, the peak in the low frequency region indicates the contribution
of the real dielectric constant of the material due to the polarization [18].
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FIG. 6. Variation of dielec-
tric loss with logF for LaF3

nanocrystals prepared in (a)
methanol (b) de-ionized water

FIG. 7. logF versus Tan δ for
LaF3 nanocrystals prepared in
(a) de-ionized water (b)
methanol

4. Conclusions

LaF3 nanocrystals were successfully synthesized using LaCl3 & NH4F in deionized
water. Elongated & assorted size hexagonal geometry of LaF3 nanocrystals were observed.
XRD and TEM studies indicated that the average particle size was 20 nm. The conductivity
at room temperature for LaF3 sample prepared in deionized water was found to be in close
agreement with reported values. This is the first report of conductivity varying with the applied
field. With an applied frequency, the variation of ε′ and ε′′ shows normal dielectric behavior,
attributable to space charge formation. A very sharp peak in the plot of tangent loss (tan δ) vs.
logF has been noted around 2.6 KHz which can be attributed to interface change relaxation at
grain boundaries.
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1. Introduction

Properties of carbon materials with effective surface are attributable both to the
quantity of specific surface, and to their structure, including morphology, size, and porous
structure of nanoparticles.

Carbon materials with high surface area having micro-, meso-, and macropores based
on particles of micron and submicron dimensions are known and widely applied.

The synthesis of new substances, based on highly-porous carbon opens promising
prospects for the use of these materials and carbon-based nanocomposites as sorbents and gas
accumulators, catalysts in producing super-condensers, electrodes for electric-chemical gen-
erators, etc. One of the promising classes of porous carbon materials is based on nanoporous
carbon prepared by high-temperature chlorination of carbides [1, 2]. In papers devoted to
the synthesis and study of nanoporous carbon, carbide powders of micron or submicron
dimensions were chlorinated [1-4].

The study of the porous structure of carbon nanoparticles synthesized by chlorinating
carbide powders is of interest. This article analyzes the porous structure of carbon nanopar-
ticles synthesized by high-temperature chlorination of silicon carbide nanoparticles of cubic
modification ( SiC).

2. Experimental

For the synthesis of carbon nanoparticles, silicon carbide nanopowder primarily con-
sisting of particles SiC (maximum content of amorphous phase 3-15%), with specific gravity
3.22 g/cm3, spherical shape, 45–55 nm in diameter produced by Aldrich (USA) was em-
ployed. Silicon carbide was chlorinated in a Tamman furnace under chlorine atmosphere
at 700 to 1000◦C for 10 and 60 minutes. To remove chlorine impurities from the sample
according to the procedure described in [3], after chlorination, the sample was exposed to
thermal hydrogenation at 800◦C for 60 minutes.
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Reliable data on the structure of nanoscale objects can only be obtained by em-
ploying a comprehensive approach [5]. This requirement also applies to the analysis of the
formed materials’ porous structure. Therefore, to define the structure and dimensions of
nanoparticles, as well as parameters for their porous structure, a variety of techniques were
employed.

Parameters for the crystal structure of the sample were determined based on powder
X-Ray diffraction data using a Shimadzu XRD-7000. Crystallites dimensions were calculated
according to Scherrer formula based on data from X-Ray diffraction line broadening.

Pycnometric specific gravity of powders was measured using a helium pycnometer
AccuPyc 1330 (Micromeritics, USA).

Adsorption and structural analysis of powders were carried out using an analyzer
ASAP 2020 (Micromeritics, USA). Specific gravity of nanoparticles, cumulative pore volume,
and distribution of pores by dimensions were calculated according to the model BET using
DFT method [6], included in the analyzer software. These methods, like others, suggest that
the pores have a particular shape. Therefore, the results obtained for spherical, cylindrical,
and slot-like pores or pore space of mixed type may vary widely [7].

This paper suggested that slot-like pores are most prevalent. Despite ambiguity, this
model was chosen following the results of papers [2-4].

3. Results and discussion

Diffraction patterns of the samples under investigation (Fig. 1) show that for the
initial silicon carbide, consisting of nanocrystals SiC with diameters of d=20±2 nm (Ta-
ble 1), the carbon synthesized by high-temperature chlorination will be amorphous. On the
contrary, for the carbon prepared by chlorination of macrocrystalline σSiC, the diffraction
patterns show the broadened lines similar in position to the graphite pattern lines [4].

Table 2 provides elemental composition of samples of nanoporous carbon prepared by
chlorination of nanopowder SiC under different conditions. The data obtained show that the
samples contain insignificant quantities of oxygen and chlorine. In the sample chlorinated at
700◦C, low silicon content was observed. Silicon is apparently present as SiO2. The presence
of silicon dioxide is likely attributable to the presence of impurities of silicon dioxide in
the initial sample, and to the stability of SiO2 under a chlorine atmosphere at 700◦C. To
remove chlorine impurities, the samples were treated under hydrogen atmosphere. The
treatment ensured almost complete chlorine removal, see Table 2. Then, the nanoporous
carbon samples, once dechlorinated via hydrogenation, were then analyzed.

Table 3 gives the values for the specific surface area and parameters of porous struc-
ture for nanoporous carbon samples prepared under different conditions for the chlorination
of SiC nanopowder. It should be noted that the results of the structural and adsorption
analysis obtained for models BET and DFT vary widely (Table 3). The difference is most
pronounced in nanoporous carbon samples synthesized at higher temperatures, i.e. at 850
and 1000◦C. This can be proved by the data on micropore volumes and cumulative pore vol-
umes provided in Table 3, as well as the by the data on distribution of pores by dimensions
in nanoporous carbon prepared at different temperatures. Note that the presence of pores
with dimensions of 37 nm is apparently attributable to interparticle porosity. The pores
share dimensions for all chlorination conditions, because initial nanoparticles SiC were of
50–60 nm in size (Table 1), chlorination did not cause considerable change in the dimensions
of the carbon particles as compared to the particles of the initial silicon carbide [7].
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Fig. 1. X-Ray diffraction patterns of silicon carbide (1), carbon prepared by
chlorination (2-1), and carbon sample treated in vacuum (2-2). Line diagrams
of powder patterns show the peaks corresponding to phases -SiC (1´) and
graphite (2´)

Table 1. Characteristics of silicon carbide nanopowder

Specific density, g/cm3 size (d), nm Specific surface

Substance
Crystal Pycno- Per unit Per unit

structure X-Ray metric Crystallites Particles of volume, of weight,

m2/cm3 m2/g

Silicon
Cubic, primarily

3.220 (1) 45-50 (1) 70-90 (1)

carbide
-phase (3-15% 3.219

3.217
(2) d111=20±2

59 (3) 100.7 (3)

31.3 (3)

of amorphous one)

Notes:

(1) characteristics of the powder provided by company Aldrich, USA (CAS Number 409-21-2);

(2) helium pycnometry data;

(3) following the data of adsorption and structural analysis
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Table 2. Elemental analysis of nanoporous carbon synthesized from -SiC

Elemental composition, At. %

Chlorination conditions
After chlorination

After treatment

in hydrogen flow

C – 96.99 C – 97.31

1,000◦C, 10 min O – 1.58 O – 2.69

Cl – 1.43

C – 94.22 C – 98.42

850◦C, 60 min O – 2.68 O – 1.58

Cl – 3.10

C – 91.67 C – 98.68

700◦C, 100 min O – 3.36 O – 1.05

Si – 0.77 Si – 0.24

Cl – 4.20 Cl – 0.03

Table 3. Specific surface and porous structure of carbon synthesized from
nanoparticles β-SiC

Pore Cumulative Specific Specific Size in the

Chlorination Pycnometric volume pore volume surface surface peak points

conditions density (<2 nm), (DFT), (BET), (DFT), of the size

g/cm3 cm3/g cm3/g m2/g m2/g distribution

curve, nm

Pores sizes <0.45

1000◦C, 686 nm 1472 1126 0.68

10 min 2.17 0.403 0.8

0.564 1.3

37

Pores sizes 0.5

850◦C, 693 nm 1529 1270 0.66

60 min 2.11 0.470 0.8

0.599 1.3

37

Pores sizes 0.54

700◦C, 1.98 686 nm 1538 1550 0.8

100 min 0.527 1.3

0.612 37
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4. Conclusion

The results obtained show great potential for the synthesis of nanoporous carbon from
nanoparticles of silicon carbide, as the prepared carbon nanopowder had effective specific
surface areas and high micropore content.
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1. Introduction

Perovskite-like oxides, produced by different synthetic methods and having a variety
of structural peculiarities, possess a complex array of electric, magnetic, catalytic, thermal,
and other properties being of interest, in terms of practical applications [1-20]. Conven-
tionally, the most common technique for obtaining complex oxides, including perovskite-like
phases, is the method of solid-state synthesis [21-23]. Usually, for solid-state synthesis, sim-
ple oxides, carbonates, nitrates, oxalates, citrates or other salts of proper metals can be used
as reagents. To ensure stoichiometry of the compounds synthesized, definite composition of
gaseous medium can be prescribed, i.e. air, nitrogen, oxygen, hydrogen, etc. Despite a great
number of papers devoted to the solid-state synthesis of perovskite-like oxides and to research
into the peculiarities of their structure and properties [12, 17-21], limited data on the forma-
tion processes for perovskite-like oxides are available. There is also insufficient data on state
equilibria for Ln2O3 – Fe2O3 (Ln = La, Gd) systems, which include perovskite-like oxides.
Additionally, since the composition of the substances determines their basic properties, the
lack of the mentioned data may affect the preparation of materials based on perovskite-like
oxides with function-oriented characteristics.

Recently, the preparation of perovskite-like oxides using “soft chemistry” techniques
has become of greater interest [24-25]. This is determined by the practical application of
nanomaterials with unique structure and properties prepared using “soft chemistry” tech-
niques [26]. However, mechanisms for the formation of the considered compounds remain
mostly unstudied, which is associated, inter alia, with a lack of reliable generalized data on
stability regions, processes of decomposition of intermediate substances, typically, p-, d - and
f -elements hydroxides resulting from the reactions of precipitation, hydrolysis, etc., i.e. those
proceeding, primarily, in aqueous media. Shafer and Roy attempted to determine stability of
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rare-earth oxides and hydroxides in studying the state equilibria of Ln2O3 – H2O (Ln= La,
Nd, Sm) systems [27]. Lanthanum oxide was found to differ from neodymium and samarium,
primarily, in its greater tendency towards hydration. The authors were not able to deter-
mine whether LaOOH monohydrate or La2O3 forms via the decomposition of lanthanum
hydroxide, or its crystal structure. The authors of [28] studied the dehydration kinetics for
Gd(OH)3 obtained via hydrothermal conditions. The chemical transformations within the
Fe2O3 – H2O system within media of different pH and with different P -T -conditions were
investigated in [29, 30]. Papers [2, 5, 31] also discussed the formation of LaFeO3 during the
dehydration of components of the La2O3 – Fe2O3 – H2O system. It has been reported that
for the preparation of GdFeO3 nanoparticles using polyol technique, the authors obtained
an until-then unknown compound corresponding to the formula Gd3FeO6, extending the
number of compounds formed in the Gd2O3-Fe2O3-H2O system [32].

Thus, in literature, there are a number of works concerning the study of nanocrys-
talline perovskite-like oxides using “soft chemistry” techniques. However, to describe the
mechanisms of perovskite-like oxides formation using “soft chemistry” techniques requires
application of a comprehensive approach, taking into account information about phase equi-
libria in the systems where perovskite-like oxides could form, and analysis of the impact
chemical background could have on the formation of the synthetic targets.

Therefore, the data investigation aims at studying of the formation processes of
nanoscale perovskite-like oxides in Ln2O3 – Fe2O3 – H2O (Ln = La, Gd) systems differ-
ing in synthetic prehistory.

2. Experimental

2.1. Synthesis procedure

LnFeO3 (Ln = La, Gd) samples were prepared the by precipitation method from
aqueous solutions of stoichiometric amounts of 1M Ln(NO3)3·6H2O and Fe(NO3)3·9H2O.
Aqueous 10 wt.% NH4OH was used as the precipitating medium. To the NH4OH medium,
the aqueous solutions of lanthanum, gadolinium and iron nitrates were added in a drop-
wise manner by adjusting the pH value to 8–9. The co-precipitated mixtures were filtered
immediately after preparation to remove traces of NO−

3 ions. Samples were then dried at
room temperature in air. These initial mixtures were then pressed and calcined in air at
500–900◦C for 3 h.

2.2. Characterization of prepared nanocrystalline perovskite-related oxides

The purity and crystal structure of LnFeO3 (Ln = La, Gd) samples were characterized
by powder X-ray diffraction (XRD) using Shimadzu XRD-7000 with monochromatic CuKα

radiation (λ= 154.178 pm). α-Al2O3 was used as an internal standard. Crystallite sizes
of the obtained powders were calculated by the X-ray line broadening technique based on
Scherer’s formula.

The elemental composition and the composition of separate phases were analyzed
by means of scanning electron microscopy (SEM) using Quanta 200, coupled with EDAX
microprobe analyzer. The error in determining the elements content by this method varies
with the atomic number and equals to 0.3 mass% on average.

The IR spectroscopic investigations of samples were carried out on an FSM-1202
Fourier-transform spectrometer from 400–4000 cm−1. Samples were prepared as KBr pellets.
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3. Results and discussion

X-ray phase analysis of precipitated mixtures testifies to their X-ray amorphous con-
dition. Elemental analysis showed that the stoichiometric ratio of Ln:Fe is 1.00:1.06, which
is close to that of the synthetic targets, LnFeO3 (Ln = La, Gd). Furthermore, the obtained
samples were exposed to thermal treatment from 500 to 900◦ in air (pO2 = 0.21 atm.).

Fig. 1a shows the data obtained from X-ray phase analysis for samples corresponding
to the stoichiometry of LaFeO3 after thermal treatment from 500 to 900◦C in air. According
to the X-ray phase analysis, when the initial mixture was exposed to thermal treatment at
500◦C for 3 hours, La2O2CO3 is crystallized as a monoclinic structure. The IR spectrometric
analysis of this sample showed presence of bandwidths at 3,650-3,300; 2,936; 2,862; 1,774;
1,639; 1,500; 1,450-1,400; 1,388; 1,057-1,076; 856-900; 700-725 cm−1 (see table), which can
be attributed to valence and deformation vibrations of crystallization water, Fe-O groups
typically found in Fe(OH)3, Fe2O3, La2O2CO3 (Fig. 1b) spectra. Raising the initial mixture
processing temperature to 600◦C will lead to a decrease in the bandwidth intensity, associated
with the removal of crystallization water (3,500–3,200; 1,630 cm−1), and with initiation of
decarbonation of La2O2CO3, forming La2O3. According to the data presented (see Fig. 1,
table) the reaction mixture thermally treated at 600 and 900◦C contained a wide bandwidth
at frequency 670–530 cm−1, which can be referred to as a band corresponding to La-O-Fe
vibrations in perovskite structure, by analogy with [33, 34]. The data obtained agree with the
results of X-ray phase analysis for samples exposed to thermal processing at 600◦C when the
formation of LaFeO3 is recorded. The size of the regions of coherent scattering for LaFeO3,
prepared by thermal treatment of the co-precipitated mixture at 600◦C, was 30±3 nm.

Fig. 1. ) X-Ray diffraction patterns and b) IR transmission spectra of initial
mixture corresponding with stoichiometry of LaFeO3 heat treated in the air

Thus, the activation temperature for the formation of LaFeO3 is connected with
the decarbonation of La2O2CO3, proceeding from 500 – 600◦C, with La2O3 thus formed,
initiating the generation of nanoscale perovskite-like lanthanum ferrite from 600◦C.

Fig. 2 shows the X-ray phase analysis for samples corresponding to a stoichiometry
of GdFeO3, prepared after thermal treatment of the initial mixture from 500 to 900◦C in air.
According to the presented X-ray phase analysis data (Fig. 2), the samples thermally treated
from 500 to 600◦C contain Gd2O3 and Gd2O2CO3 phases. The appearance of Gd2O2CO3 in
the reaction mixture may be caused by utilizing synthetic precursors that were previously
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Table. IR spectroscopic data of the initial mixture on stoichiometry closed
to LaFeO3, heat treated at 500, 600, 900◦C temperatures versus reference data
[33-34]

Experimental data Reference data [33-34]

wavenumber (cm−1) wavenumber (cm−1)

500◦C 600◦C 900◦C H2O La2O2CO3 La(OH)3 Fe(OH)3 α-Fe2O3

515-670 530-670 530-670 650 660-680-730 655 500-620

858 860-875 860-870-880

1075 1080 1050-1060-1080 1080

1382 1375 1388 1380 1353 1388

1473 1468-1500 1470-1500 1500

1638 1645 1650
1600-

1634 1656
1630

2862 2859 2859 2865

2928 2934 2934 2930 2951

3350- 3350- 3400- 3200- 3420,

3600 3600 3600 3550 3600

dried in air (and thus exposed to CO2). According to [35], Gd2O2CO3 exists in layered struc-
tures consisting of alternating (Ln2O

2+
2 )n and carbonate groups (CO3)

2n−
n layers. Raising

the thermal treatment temperature will result in decarbonation, leading to the formation
of cubic crystallized active-reactive Gd2O3. According to [35], Gd2O2CO3 decomposes as

follows: Gd2O2CO3
650◦C−−−→Gd2O3+ ↑CO2. According to the presented data of X-ray phase

analysis (Fig. 2), starting from 700◦C, the GdFeO3 phase is formed. The mean size of
coherent scattering regions, calculated from reflex with 111 index for the GdFeO3 sample
obtained after thermal treatment of the initial mixture at 700◦C, was 40±4 nm.

Thus, the activation temperature for the formation of GdFeO3, in the case when
one of the reagents is Gd2O2CO3, shall be determined by its decarbonation temperature at
600–700◦C, leading to the formation of active-reactive Gd2O3. In such a case, the formation
of nanoscale perovskite-like gadolinium ferrite will be recorded as starting from 700◦C.

Thus, in case when initial compositions were obtained by the co-precipitation method,
the processes for LnFeO3 nanoparticle formation can be represented as a scheme depicted
in Fig. 3, exemplified by the formation of GdFeO3 nanocrystals. The diagram is given with
experimental and literature data [27-30, 33-35] taken into consideration. The formation
of FeO(OH) and Gd(OH)3 hydroxides, mixed on the molecular level at the initial stages of
synthesis, apparently, may lead to the formation of GdFeO3 nanoparticles, with simultaneous
dehydration of both components. The second mechanism is connected with both dehydration
and decarbonation processes, the latter proceeding at a higher temperature. In connection
with this, localized in space Fe2O3 and Gd2O3 will interact at the next stage. This will
lead to a rise in the synthesis temperature for GdFeO3 and to an increase in the size of the
formed crystals. The obtained results correlate with the previous conclusions [22]. Note that
if GdFeO3 nanocrystals are prepared via hydrothermal methods, the initial mixture obtained
according to the technique described in this paper, we also record a difference in the nature
of intermediate products, despite carrying out the synthesis in an aqueous medium [1].
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Fig. 2. X-Ray diffraction patterns of initial mixtures corresponding with sto-
ichiometry of GdFeO3 after sintering within the temperature range 500 to
900◦C in the air

Fig. 3. LnFeO3 nanocrystals formation scheme exemplified by the forming
of GdFeO3 under the heat treatment of co-precipitated initial mixture in air
Remarks: I - the mechanism of co-precipitated hydroxides simultaneous de-
hydration with GdFeO3 formation; II - the scheme of step-by-step transfor-
mations of co-precipitated components with spatial-isolated Fe2O3 and Gd2O3

nanoparticles formation followed by solid state interaction for GdFeO3 pro-
duction
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4. Conclusion

Therefore, the mechanism for perovskite-related lanthanum and gadolinium ferrites
formation depends heavily on chemical processes resulting in the spatial separation of com-
ponents of a target product. In particular, these processes may determine the temperature at
which perovskite-related ferrite begins to form, as well as the size of the formed nanocrystals.
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