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An anodic alumina membrane (AAM) is produced using two-step anodizing by using various types of acidic electrolytes, such as sulfuric acid,

phosphoric acid and oxalic acid. Holes are characterized by hexagonal structure with diameters ranging from 40 to 420 nm. Heat and chemical

stability also regular formed holes are made the membranes appropriate for using in gas separating process, drug delivery and applicant for

fuel cell membrane. Detaching of membrane from the aluminum base is the most important stage of the membrane production process. In this

research, initially, the aluminum base layer was removed with the use of CuSO4 and HCl. In secondary step, barrier layer at the end of the

holes were removed with phosphoric acid solution. The aim of this work is to analyze the effect of time on the barrier layer removal process.
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1. Introduction

The use of anodized aluminum began only in the last century. The anodic behavior of aluminum was
intensively investigated to obtain protective and attractive films on its surface. Currently, anodizing is defined as
an electrochemical process of converting metal (usually aluminum) to metal oxide on the metal’s surface. The
electrochemical cell of anodizing consists of cathode, anode (the metal substrate to be converted to metal oxide)
and direct current (DC) power supply. The anodic aluminum oxide thin film starts to grow at the anode (aluminum
surface) as the anodic current or voltage is applied [1, 2].

An anodic alumina membrane (AAM) can provide a simple template for deposition and the growth of various
materials with ordered structures. A new two-step anodization method for the synthesis of porous aluminum oxide
having regular structure in oxalic acid was invented by H.Masuda in 1995 [3]. After this invention, scientists have
tried to discover new ways to synthesize this material with different characteristics.

The success of AAM is due to its attractive physical and chemical properties: its ceramic temperament involves
high thermal strength (up to several hundred degrees) and excellent chemical insensitivity in many environments
(from pH’s ranging from 5-9). It has highly-ordered nanopores with controllable and uniform dimensions arranged
in a close-packed hexagonal footprint. AAM’s with pore diameters ranging from 4-420 nm, density as high as
1011 pores/cm2, and film thickness variable from 0.1–300 µm have been obtained using two-step anodization
or nanoimprint methods. These materials can be synthesized in slightly soluble electrolytes, such as sulfuric,
phosphoric and oxalic acids [4, 5].

The synthesis of nanomaterials such as polymeric nanowire, metallic nanowire [6] , 3D nanodots [7],
polymeric- [8] and metallic nanotubes [9], etc have given many research directions to anodic alumina membrane
also because it can be used as membrane in various applications such as gas separation [10], drug delivery [11], in
solid acid fuel cells [12] and solar cells [13].

A key difficulty encountered in the above-mentioned applications is how to attain through-hole porous anodic
alumina which was previously produced on an alumina barrier layer covering aluminum substrate in the anodization
process. Wet chemical etching founded on H3PO4 is commonly considered the most reliable method for custom
pore opening of AAM [14, 15]. The difficulty of this method is that the process of pore opening is controlled
by the etching time, usually from 50–90 minutes. Different etching conditions, e.g. the concentration of H3PO4

(5–10 wt %), temperatures (25–50 ◦C) have been reported for pore opening of AAM, but there are no details on
how these variations affect the pore diameters of AAM [14, 15]. The aim of this work is to analyze the effect of
time on the barrier layer removal process. The morphological modifications were monitored by Scanning Electron
Microscopy (SEM).
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2. Experimental procedures

AA1057 aluminum (diameter 14 mm, thickness 0.3 mm) was used as the starting material. Active surface
diameter of the samples was 10 mm. The samples were disc-shaped to minimize both the uneven electric field
during electropolishing (EP) and anodizing, and the undesirable effects of heat treatment such as remaining stress.
Before anodizing, the aluminum was degreased with acetone and then annealed at 450 ◦C for 15 min. During the
EP, the aluminum specimens were electropolished in a mixture of ethanol- hydrochloric acid solution (1:4) at 35 V
for 1 min. To speed up the anodizing process, a polyethylene chemical reactor was designed which permitted the
anodization of 4 specimens simultaneously. The temperature of the electrolyte was maintained at 17±0.1 ◦C by
means of isotherm Lauda circular bath (RE106). AAM’s were prepared in a two-step anodizing process. In the
first step, aluminum specimens were anodized in 0.3 M oxalic acid (C2H2O4) electrolyte 40 V and 17 ◦C. After
15 h of anodization, the specimens were immersed in a mixture of 0.5 wt% H3PO4 and 0.2 wt% H2CrO4 at 70 ◦C
for 6 h to remove the alumina layers. The aluminum specimens were then anodized again for 24 h under the same
anodization conditions used in the first step. The Current-Time diagram of the 2-nd anodizing at 40 V, was drawn
using multi-meter (Loutron 801) software. The film thickness was measured using a scanning electron microscope
(SEM, XL30, Philips company). Since the layers are fragile, they are deeply cracked when curved. Hence, the
thickness of oxide layer will be observed more easily and carefully using Scanning Electron Microscopy. X-Ray
Diffraction (XRD) patterns of AAM were obtained by Philips PW1140 system. A saturated solution of copper
sulfate and hydrochloric acid was used for dissolving the metallic base. Then, the membrane was immersed in
100 mL of 5.00 wt% phosphoric acid at 30.0 ◦C for different periods of time (30 min, 60 min and 90 min).

3. Result and discussion

3.1. Model of anodic alumina membrane

The model of an AAM nanopore is shown in Fig. 1 by following a literature reference [16]. As indicated in
the figure, C is the cell dimension (pore-to-pore distance) with cell wall thickness, w and P is the pore diameter,
and A is the center of curvature that moves continuously during anodization toward the bottom. The active layer
during nanopore growth is the barrier layer with thickness (d). There are two active interfaces associated with the
barrier layer. The outer one is associated with oxidation of aluminum to aluminum cation (Al → Al3+), and the
inner one is associated with O2− migration that leads to the formation of alumina (Al2O3), as well as dissolution
and deposition of alumina to and from the etching solution. The whole process is driven by the local electric field
(E), which is defined by the current applied (I) over conductivity (σ) and the surface area of the spherical bottom

(
ω

4π
· 4πb2), where ω is the solid angle of the active barrier area and b radius of curvature:

E =
J

b
=

I

bσω2
.

FIG. 1. Schematic drawing of the cross section a nanopore
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3.2. Current – time diagram

As shown in Fig. 2, the current drastically decreases as the anodizing duration increases. The reduction is due
to the formation of a barrier layer with high electric resistance on the aluminum surface. As the thickness of the
layer increases, the voltage approaches its minimum value. Then, the oxide layer is partially cracked, leading to
a voltage increment (Fig. 2). The cracks made on barrier layer are responsible for pore formation. On the other
hand, the cracks themselves are formed after dissolution of areas of barrier layer having physical and/or chemical
defects. When no more cracks are going to be created, the current reaches a steady state (Fig. 2, the horizontal
lines at t > 50 s) in which the pore growth initiates. In two-step anodizing, all pores grow in the same direction.
This is because of the reaction related to the oxide layer formation and its dissolution simultaneously in myriads
of pores, leading to an equilibrium state. In fact, there is a uniform electric area in all pores which arranges the
pores in an equidistant arrangement from each other.

FIG. 2. Current density–time curve of the second anodic oxidation process at 40 V and 0.3 M
H2C2O4 at 17◦C

3.3. Barrier layer opening

The SEM images of the anodic alumina generated by anodization at 40 V are shown in Fig. 3a. The average
pore diameters at this voltage were calculated to be 62 nm. The SEM pattern also shows that the thickness of the
oxide layer under these conditions was about 80.9 µm (Fig. 3b).

To investigate structural changes that occurred during the pore opening process, a series of SEM images of the
barrier oxide layer were taken at different time intervals representing different stages of barrier layer dissolution,
and these are presented in Fig. 4.

The SEM image (Fig. 4b) of the barrier layer after about 30 minutes of etching did not show morphological
differences in comparison with structures prior to etching (Fig. 4a). After 60 min of etching, the barrier layer is
finally breached by the acid (Fig. 4c). Note that the initial opening is uneven across the surface. The majority of
the cells have an opening of 57 nm, while a few of the cells remain closed. The structure of the barrier layer after
90 minutes of etching, is completely removed (Fig. 4d).

The XRD patterns for the anodic alumina generated by anodization at 40 V are shown in Fig. 5. There is no
peak for nanoporous alumina except the peak of aluminum basis and the amorphous oxide layer. The oxide layer
is fragile (ruptured) owing to its amorphous structure.

4. Conclusion

In this work, it has been shown that through a highly-controlled process, the chemical etching of the AAM
barrier layer can be performed in such a way as to achieve nanometer scale control of the pore opening. The
time resolved dissolution of the barrier oxide film was characterized by SEM. This method has the potential
to significantly improve existing pore opening procedures based on time-controlled etching and to improve the
reproducibility in the fabrication of AAM membranes having desired pore diameters, particularly when AAM is
synthesized using different anodization conditions.
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FIG. 3. SEM images of surface (a) and cross section b) of anodic alumina at anodizing conditions
of 40 V, 0.3 M H2C2O4, 17 ◦C, 24 hours

FIG. 4. Bottom surfaces of specimens after barrier layer removal for different processing times.
a) 0 min b) 30 min c) 60 min d) 90 min
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FIG. 5. X-ray diffraction patterns of alumina formed by two step anodizing process
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The dielectric properties of a paramagnetic terbium-containing liquid crystal have been studied. The magnitude and the sign of the dielectric of

the liquid crystalline complex have been determined. The relaxation processes (modes) characterizing the dispersion of the principal values of

the sample’s dielectric permittivity has been studied. The relaxation times, activation energy and the dipole moment of the complex could be

evaluated.
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1. Introduction

Lanthanide containing compounds are widely used in various optical electronic devices, organic light-emitting
diodes of different colors, flat-panel and flexible displays, optical waveguides, hybrid lasers, solar cells, etc [1–3].
Synthesizing and studying the molecular and macroscopic properties of liquid crystalline coordination compounds
of lanthanides (lanthanidomesogens) is an important physicochemical problem. Paramagnetic complexes of lan-
thanides with organic ligands combined highly effective luminescence with abnormally large values of magnetic
susceptibility anisotropy, allowing the easy alignment under the influence of an external magnetic field [4]. The
technical characteristics of the lanthanidomesogens depend essentially on their physical properties.

Some important physical parameters that determine the effectiveness of the orientation of the lanthanidomeso-
gens under the magnetic or electric field are the anisotropy of magnetic susceptibility and of dielectric anisotropy,
respectively. Physical characteristics of lanthanide coordination compounds are determined by the central ion and
its surrounding ligands [5]. Therefore, studying the relationship between molecular and macroscopic properties of
lanthanidomesogens is an important task of physical chemistry of the lanthanides.

In recent years, a number of lanthanide complexes that include Lewis bases and -diketones serving as ligands
have been synthesized [6–10]. Rare examples of these compounds have a stable enantiotropic nematic phase
within a wide temperature range, which was demonstrated by methods of differential scanning calorimetry and
polarizing optical microscopy [11, 12]. It was found that magnetic properties of lanthanidomesogens are strongly
dependent upon the nature of the lanthanide ion and on the structure of the coordination center [13, 14]. The first
study of the dielectric properties of lanthanidomesogens - tris[1- (4- (4-propylcyclohexyl) phenyl) octane-1,3-dion]-
[5,5’-diheptadecyl-2,2’-bipyridine] ytterbium (Yb(CPDk3−5)3 Bpy17−17) is presented in [15, 16]. The frequency
dependence of the components of the dielectric permittivity tensor has been obtained in the range between 100 Hz–
5 MHz. The magnitude and the sign of the dielectric anisotropy, the relaxation time, the activation energy, and the
dipole moment have been determined.

The aim of this study is to investigate the influence of the central ion on dielectric properties of nematic
lanthanidomesogens, and, in particular, on the magnitude and the sign of dielectric anisotropy.

2. Material

The object of the study was a liquid crystal complex tris[1-(4-(4-propylcyclohexyl)phenyl)octane-1,3-dion]-
[5,5’-di(heptadecyl)-2,2’-bipyridine] terbium (Tb(CPDk3−5)3Bpy17−17), containing ligands similar to the previ-
ously studied lanthanidomesogens Yb(CPDk3−5)3Bpy17−17 [15,16]. The synthetic schemes for the investigated
materials are shown in Fig. 1.

Quantum-chemical simulation of the equilibrium geometry of Yb(CPDk3−5)3Bpy17−17 complexes was per-
formed using the Prird 06 software by the DFT method with the PB exchange correlation functional (Fig. 2).
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FIG. 1. Synthesis and chemical structure of the investigated terbium-based liquid crystalline complex

FIG. 2. Optimized structure and geometry parameters of Tb(CPDk3−5)3Bpy17−17 complexes

For synthesizing Tb(CPDk3−5)3Bpy17−17, an alcoholic solution of 0.031 g (0.083 mM) TbCl36·H2O, while
stirring, was slowly poured into a hot solution, containing 0.085 g (0.25 mM) of β-diketone
(1-(4-(4-propylcyclohexyl)phenyl)octane-1,3-dion), 0.053 g (0.083 mM) 5,5’-diheptadecyl-2,2’-bipyridine and
0.015 g (0.25 mM) EOH. The deposited yellow precipitate was filtered off while hot, under stirring, washed
with alcohol and dried in vacuo. Yield: 0.078 g (52 %). Formula: C113H175N2O6Tb; Found, %: C, 74.68; H,
9.84; N, 1.51; Tb, 8.72. Calculated, %: C, 74.71; H, 9.71; N, 1.54; Tb, 8.75. IR spectrum, ν, cm−1: 1590, 1492
(C=N, Phen); 1542, 1465, 1437, 938 (C=O); 1394, 1348, 1024 (CH3); 1172, 784, 765 ((CH2)n ); 1254 (C=C),
1218, 1103 (C6H4); 729, 654, 634, 602, 512 (Tb-O); 728 ((CH2) n-O). CHN elemental microanalysis was per-
formed with the analyzer CE Instruments EA-1110, X-ray fluorescence analysis – with the universal spectrometer
“SUR-02 “Renom FV”. IR Specta of the sample in KBr were registered with ALPHA FT-IR spectrometer. The
terbium complex Tb(CPDk3−5)3Bpy17−17 forms a nematic liquid crystalline phase within the temperature range
100–160◦C.

The anisotropy of the magnetic susceptibility of the complex ∆χ = χ|| − χ⊥ (χ|| and χ are values of the
magnetic susceptibility of the liquid crystal in the directions parallel and perpendicular to the axis of preferential
orientation of molecules, respectively) was measured using the Faraday method [17]. The sign of ∆χ was via
optical birefringence measurements in a magnetic field (Cotton-Mouton effect) [13].

The obtained value ∆χ, that equals −12690× 10−6 cm3/mol, is one of the largest absolute values among the
compounds using the same type of ligand environment but various lanthanide ions [13].

3. Dielectric measurements

The measurement of the dielectric permittivity is a powerful tool for characterizing the structure and physical
properties of liquid crystalline materials [18] Investigations of the terbium complex were carried out using the
analyzer HIOKI-3532 operating within the frequency range 100 Hz to 5 MHz. A titanium plane capacitor with
the 200 µm distance between electrodes (electrical capacity 12 pF) was used as a sample cell. The macroscopic
alignment of the liquid crystal sample in the cell was provided by a magnetic field of up to 5000 Oe. As probing
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voltage U we used 1V because the dielectric permittivity ε do not depend on U between 0.5 V and 2.0 V (Fig. 3).
In this range the electric field does not affect the orientation of the complex.

FIG. 3. The dielectric permittivity ε of the sample versus the probing voltage U (frequency
f = 10 kHz, T = 130 ◦C)

X-ray diffraction pattern of a number of paramagnetic lanthanidomesogens oriented throughout a magnetic field
showed that, unlike diamagnetic liquid crystal, the director (the preferred direction of orientation of the molecular
long axes) can vary by several degrees from the direction of the highest value of the magnetic susceptibility χ [17].
The difference of 10 degrees between the directions of the axes of the highest value of the magnetic susceptibility
χ and the highest value of the dielectric permittivity ε, has been found in the study of the dielectric properties
of Yb(CPDk3−5)3Bpy17−17 using the orienting magnetic field [16]. Therefore, in this study we measured the
dielectric permittivity Tb(CPDk3−5)3Bpy17−17 at different angles ϕ between the directions of the probing electric
field E (f = 10 kHz) and the orienting magnetic field (H=5000 Oe). The dependence of ε on ϕ at 130 ◦ is shown
in Fig. 4.

It can be seen the dielectric permittivity reaches a maximum value at angle ϕ = 0 ◦, i.e. the directions of
the electric and magnetic fields, respectively, coincide (E||H). The minimum value of the dielectric permittivity
corresponds to the angle ϕ = 90 ◦, if the direction of the electric field is orthogonal to the magnetic field
(E⊥H). Consequently, the maximum of the magnetic susceptibility coincides with the maximum of the dielectric
permittivity. That is why the measurement of the components of the dielectric permittivity Tb(CPDk3−5)3Bpy17−17
was carried out for E||H and E⊥H.

The orientation of the nematic liquid crystal molecules in the plane sample cell relative to the direction of the
orienting magnetic field H and the probing electric field E is shown schematically in Fig. 5.

In the case of a positive sign of the magnetic susceptibility anisotropy ∆χ > 0, the long axes of the
mesogenic molecules are homogeneously aligned along the direction of the magnetic field (Fig. 6a,b). The
paramagnetic complex under study, as noted above, has a negative sign of the macroscopic anisotropy of the
magnetic susceptibility [13]. In this case the long axes of the molecules Tb(CPDk3−5)3Bpy17−17 are perpendicular
to the orienting magnetic field (Fig. 5c,d). However, the magnetic field does not provide a homogeneous orientation
(same direction) rather a planar one of the long molecular axes throughout the sample (Fig. 5c,d). Fig. 5 shows that
for E||H the electric field direction is perpendicular to the long axes of the molecules. Then it seems evident that
the measured component ε(E||H) is the transverse component of the dielectric permittivity ε⊥. The reorientation
around the short molecular axes is at lower frequencies, probably hidden under the conductivity part.

The measurement of the dielectric permittivities over frequency range of 100 Hz to 5 MHz indicated the
presence of the dispersion within the temperature range of the nematic phase and in the isotropic liquid state εis.
To illustrate it, Fig. 6 showed the dependencies of ε(E||H) = ε⊥ and ε(E⊥H) on lg f at 130 ◦C, and also εis at
160 ◦C.

First, it can be seen from Fig. 6 that within the 100 Hz–100 kHz frequency range the anisotropy ε(E⊥H) − ε⊥
has a negative sign and changes the sign to positive at the highest frequencies (the insert in Fig. 6). The increase
of all components ε⊥, ε(E⊥H) and εis at frequencies below 5 kHz is due to contribution of conductivity to the
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FIG. 4. The dielectric permittivity ε of the sample versus the angle ϕ between the directions
of the probing electric field E (f = 10 kHz) and the direction of orienting magnetic field
(H=5000 Oe), T = 130 ◦C

FIG. 5. The orientation of nematic liquid crystal molecules in the sample cell under the influence
of the magnetic field H relative to the direction of the probing electric field E: a) and b) –
nematic liquid crystal with a positive magnetic anisotropy E||H and E⊥H respectively; c) and
d) – nematic liquid crystal with a negative magnetic anisotropy E||H and E⊥H respectively
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FIG. 6. The dependence of the components of dielectric permittivity on the electric field fre-
quency. Experimental points: 1 – ε(E||H) = ε⊥; 2 – ε(E⊥H); 3 – εis; Theoretical curves calculated
using the Cole-Cole equation: 4 – ε(E||H) = ε⊥; 5 – ε(E⊥H); 6- εis

effective value of the dielectric permittivity. From the given data it also follows that the dispersion is realized
within the same frequency range 10 kHz – 1 MHz. The values ε⊥ = 2.496 and ε(E⊥H) = 2.564 at highest
frequency f = 5 MHz differ slightly from the values n2o = 2.256 and n2e = 2.522, that was measured using the
prism method [19] at wavelength λ = 632 nm). This means that the dipole part is almost completely excluded from
the dielectric polarization of the complex at frequencies above 5 MHz. Perhaps the small contribution (ε⊥- n2o) and
(ε(E⊥H)- n2e) to the dielectric polarization by intramolecular rotation of polar groups remains. In order to understand
the observed phenomenon, it is useful to consider the well-known dipole mechanisms of dielectric polarization of
nematic liquid crystals [20–22]. In the presence of the longitudinal and transverse components of the molecular
dipole moment these mechanisms are: the rotation of molecules around short molecular axes, the rotation around
the long axes and the rotational motion about the long axis of the precessing molecule. It should be noted that
the rotation of molecules around the short transverse axis requires overcoming a potential barrier responsible for
a long-range order in the liquid crystal phase, while the rotation of molecules around the longitudinal molecular
axes and the cone is less hindered. Therefore, parts of the dipole polarization ε⊥ and ε|| are excluded from the
polarization at much higher frequencies than the dipole part of polarization ε|| determined by the first mechanism.
Therefore, it can be claimed that the experimentally observed coincidence of dispersion areas of the permittivity
ε⊥and ε(E⊥H) of Tb(CPDk3−5)3Bpy17−17 (Fig. 6) indicates that the dipole parts of the dielectric polarization of
the complex ε⊥ is associated with the rotation of the polar molecules around the longitudinal axes and across to
the cone surface. Reorientation around the short molecular axes was not seen. Perhaps this mechanism of the
complex dielectric polarization is realized at frequencies below 100 Hz and may be hidden under the conductivity
part.

The experimental frequency dependences of the dielectric permittivities given in Fig. 6 are approximated by
the Cole-Cole equation taking into account the contribution of the sample’s conductivity:

ε = ε∞ +
ε0 − ε∞

1 + (i2πfτ)
1−α +

B

fN
, (1)

where, ε0 is a quasi-static dielectric permittivity; ε∞ is a high-frequency value of the dielectric permittivity; τ is
average time of the dielectric relaxation; α is a parameter characterizing the distribution of relaxation times; B and
N≤1 are numerical coefficients. The best agreement between theoretical curves and experimental points for the
components of the dielectric permittivity was obtained under the following parameters: for ε⊥(ε0 = 5.6; ε∞ = 2.5;
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α = 0.1; τ = 1.7 × 10−6; B = 100; N = 0.67), for ε(H⊥E) - (ε0 = 4.6; ε∞ = 2.5; α = 0.15; τ = 1.4 × 10−6;
B = 100; N = 0.75), and for εis (ε0 = 4.55; ε∞ = 2.65; α = 0.01; τ = 1.4 × 10−6; B = 100; N = 0.75). In
Fig. 6 theoretical curves are represented by solid lines 4,5,6. The above parameters are also determined for other
temperatures in the nematic and isotropic phases.

The dependencies of quasi-static values ε0⊥= ε0(E||H), and ε0is on the temperature are shown in Fig. 7, where
the lower scale presents temperature; and the upper scale presents the relative temperature ∆T .

FIG. 7. The dependence of the quasi-static dielectric permittivity components on the tempera-
ture:1 – εo⊥; 2 – εois; 3 – < ε >; 4 – εo||

The value ε|| can be calculated using the Maier-Meier theory of liquid crystal dielectric polarization [23] and
experimental data showing that the average value of the dielectric permittivity < ε >= (ε|| + 2ε⊥)/3 equals εis
or is only a few percent different from it at the transition temperature from an isotropic phase to a mesomorphic
state. The extrapolation of the temperature dependence εois to the area of the mesophase existence allows one to
obtain the dependency of < ε > on the temperature (Fig. 7) and calculating ε|| at different temperatures. Thus
determined values of εo|| are presented in Fig. 7 (dependence 4). The value of the dielectric anisotropy of the
complex Tb(CPDk3−5)3Bpy17−17 ∆ε = ε||− ε⊥, calculated on the basis of the data shown in Fig. 7 varies from
−0.5 to −2.15 within the temperature ∆T from −5 ◦C to −25 ◦C For the studies in the paper [6], the ytterbium-
based coordination compound Yb(CPDk3−5)3Bpy17−17 with similar ligands in the same interval of temperatures
∆T the dielectric anisotropy ∆ε varies from −0.4 to −2.4. We can conclude that the dielectric anisotropies of
the discussed liquid crystal complexes, found within the same frequency range, are identical in sign and close in
magnitude.

During the analysis of the dispersion of the dielectric permittivities of the studied complex ε⊥ and ε(E⊥H) the
relaxation times for different temperatures were determined. The dependencies of relaxation times τ⊥τ (E⊥H) and
τ is on the reciprocal temperature 1/T are shown in Fig. 8.

From the slopes of the lines according to the Arrhenius equation:

τ = τ0 exp

(
W

kT

)
, (2)

we obtained the activation energy of the molecular mechanisms responsible for the dipole polarization in the studied
frequency range in the mesophase and isotropic state. The values W|| and W(E⊥H) are identical within experimental
error, and equal to 80 kJ/mol. The activation energy in the isotropic phase was greater Uis = 105 kJ/mol. This
can be explained by the fact that the rotation of the molecules around the long axis in the isotropic phase is
more hindered than in the nematic phase. As an example this was confirmed by experimental data for 4,4’-di-n-
heptyloxyazoxybenzene [24].

The significant difference between the values of quasi-static dielectric permittivity ε||ε⊥εis and refractive
indices ne, no and nis, and also the presence of dispersion ε(E⊥H), ε⊥, εis suggests that the studied paramagnetic
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FIG. 8. The dependence of relaxation times on the temperature. 1 – τ⊥; 2 – τ(E⊥H); 3 – τis

complex is a polar substance. The value of the permanent dipole moment of the complex µ = 6.4 D was determined
using the dielectric permittivity εis = 4.7, the refractive index of the isotropic phase n = 1.522 and the Onsager’s
formula:

9
(
εis − n2

) (
2εis + n2

)
εis (n2 + 2)

2 =
4πNAρµ

2

MkT
, (3)

where NA – Avogadro’s number, ρ ≈ 1 g/cm3 – complex density, M = 1814 – molecular weight. The true value
of the dipole moment of the complex µ can be higher than the obtained one, as the Onsager’s formula is valid
only for weakly polar substances. In addition, the presence of the longitudinal component of the dipole moment,
that has not manifested itself during the polarization within the 100 Hz – 5 MHz electric field frequency range,
can also increase µ.

4. Conclusion

Dispersions of the dielectric permittivity components of Tb(CPDk3−5)3Bpy17−17 and Yb(CPDk3−5)3 Bpy17−17
are realized within the same frequency range and are associated with the rotation of the polar molecules around the
longitudinal axes and across to the cone’s surface. Dispersion associated with reorientation around the short molec-
ular axes was not seen. The value dielectric anisotropies of the discussed liquid crystal complexes are identical in
sign and close in magnitude, therefore it can be concluded that variation of the central ion has a weak influence
dielectric properties of lanthanidomesogens with the same ligand environment.
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The subject of this study is the thermoelectric efficiency (Z) and the thermoelectric parameter (ZT ) of carbon nanocomposites, namely, the

structures consisting of graphite-like (gr) and diamond-like (d) regions made of sp2 and sp3 hybridized carbon atoms, respectively. The impact

of heat transfer across the boundary between sp2 and sp3 areas is analyzed for the first time. It is shown that the interfacial thermal resistance

(Kapitza resistance) is not lower than the thermal resistance in the macroscopic gr region. The influence of various factors on the Kapitza

resistance is analyzed. The value of ZT ≈ 3.5 at room temperature, taking into account the interfacial thermal resistance, is significantly

higher than it would be in gr films (ZT ≈ 0.75).
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1. Introduction

In recent years, a lot of attention has been paid to the influence of size on transport phenomena in solids and,
in particular, on thermoelectric effects [1–5]. Currently, attention is focused on the creation of new materials with
the highest possible thermoelectric figure of merit (quality factor) Z, which makes it possible to use this material in
refrigerators or generators [2,5]: Z = S2σ/χ. Here, S is the thermoelectric coefficient or the Seebeck coefficient
(V/K), σ is the conductivity ratio ((Ohm·m) -1), and χ is the thermal conductivity (J/(m·s·K)).

The higher the value of the parameter ZT (where T is the temperature in Kelvin) is for any material, the
more useful this material is for thermoelectric conversion. Therefore, ZT is used as a dimensionless quantity that
characterizes thermoelectric materials.

Serious efforts were made to increase Z, both by selecting an appropriate semiconductor and by determining
its optimal layer thickness [3, 4]. To the best of the authors’ knowledge, the highest value ZT = 2.6 at room
temperature is reported in [6] for SnSe crystals.

Part of this effort is the study of thermoelectric phenomena in carbon nanostructures [3–5]. In these nanos-
tructures, hybridized carbon atoms coexist. The coexistence of regions with very different electrical and thermal
properties at such small distances from each other is a unique feature of these structures. The gr areas are
semimetallic with a high electrical conductivity but a relatively low thermal conductivity. The d areas are wide
bandgap semiconductors, dielectrics in fact, but with a high thermal conductivity. The corresponding kinetic
coefficients differ in value by many orders of magnitude.

The article deals with the Z values of the composite produced from 4 nm diamond nanoparticles generated by
detonation synthesis. Such diamond nanoparticles were prepared by milling [7–9] and before long by purification
techniques [10, 11] from agglomerates about 100 nm in size. Then, solid composite was produced from 4 nm
particles by sintering at high pressure and high temperature (HPHT). Regions with sp3 hybridization, as determined
by areas of coherence, reached sizes of up to 4-12 nm. The composite consists of such particles with a d core,
which can be covered by up to four layers of the sp2 phase, but may have no coating at all. The composite is
completely free from the separate gr phase. The average particle size becomes 4-35 nm [12]. Then, the size of gr
regions can be assumed at an average of l ≈ 10–30 nm. The thermoelectric effect and mechanisms that contribute
to the increase in the thermoelectric coefficient S, the main component of the Z, were discussed in [13, 14] for
carbon nanostructures.

As for the ratio of electrical and thermal conductivity coefficients σ/χ being part of Z, it is always considered
to be proportional to the temperature according to the Wiedemann - Franz law (see, e.g., [15] §78). Of course,
there may be limitations associated with the possible flow of heat in the gr areas. Let us further assume that the
percolation threshold (see, eg, [16]) is reached [9], but the heat carried by electrons is small compared with the
lattice vibrations heat transfer.
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It was recently shown that the presence of borders between the gr and d regions greatly influences the thermal
conductivity of carbon nanostructures [17,18]. In this paper, we examine the effect of borders on the thermoelectric
efficiency.

2. Statement of the problem of heat transfer through the interface between phases

Let us assume that the gr area is heated or cooled on one side and contacts with a d area on the other side.
In this case, the gr phonons migrate into d or d phonons migrate into gr. In accordance with Fourier’s law, this
heat source lowers or raises the temperature of the gr lattice. The heat of the electron gas from the gr area is not
directly transferred to the d area. However, the electrons can heat or cool the crystal lattice in gr. An increase in
the phonon flux component takes place, and then the heat is transferred from this component to the d area. This
nonlinear process occurs due to the temperature difference between the electronic and phonon subsystems in gr. It
appears as a result of presence of the boundary with d. The ideal structure would be the one with plane borders
perpendicular to the direction of heat propagation. Any possibility of heat flow bypassing the border increases the
thermal conductivity, and thus reduces the thermoelectric efficiency Z.

The temperature at the border undergoes a jump ∆T , which is proportional to the heat flux q (W/m2).
Such dependence makes it possible to use the electrothermal analogy. The proportionality coefficient r (m2·K/W)
between the ∆T and q is called interfacial thermal resistance (Kapitza resistance). The Kapitza resistance is a
characteristic of the interface; in the heat transfer theory the reciprocal value of 1/r is called the heat transfer
coefficient.

The process being considered is a special case of heat transfer through the metal – dielectric boundary. The
Kapitza resistance at the metal-dielectric interface has been widely studied (see, e.g., [17]). It was found that the
Kapitza resistance, as calculated considering the nonlinearity of the process, does not depend on the dielectric
characteristics and is fully determined by the properties of the metal. This thesis was experimentally confirmed
in [19].

In fact, each subsystem in gr is characterized by its set of values: electron Te; qe: χe, and phonon Tph, qph,
χph. Each triplet of values is related according to the Fourier law.

The interaction coefficient θ (W/(m3·K)) characterizes the efficiency of heat transfer between subsystems and
relates the heat flux to the difference Te − Tph.

It should be noted that in experiments, the temperature is measured far away from the boundary. At this
location, the temperature is Te = Tph = T , and the thermal conductivity χ = χe + χph can be attributable to the
general heat flow in gr: q = qe + qph. In gr, it can be assumed that χe >> χph and heat transfer through the
electronic subsystem dominates.

Only phonons can pass from gr to d, hence qph = q; qe = 0 at the boundary.
According to [19], the problem is posed so that the properties of d do not affect the Te and Tph temperature

in gr.

3. Temperature and thermal resistance alignment at the boundary between gr and d

The solution of the problem is completely similar to that provided in [17]. The result is that the characteristic
distance λ, at which the temperatures of the electron and phonon subsystems in gr are actually aligned, is related
to the system characteristics as:

λ =

√
χeχph
θχ

' (χph/θ)
1/2

. (1)

The components of the thermal resistance are determined by the jumps of the subsystems temperatures, Te(0)
and Tph(0), relative to the temperature Td in d, which is equal to Td(0) at the boundary (Fig. 1). In the course
of the experiment, the temperature gradient from a region far from the boundary is usually extrapolated linearly to
the boundary. This temperature Tgr is considered to be the gr temperature; accordingly, it is Tgr(0) at the border,
and the temperature jump is considered equal to ∆T = Tgr(0)− Td(0). However, almost always Tgr(0) ≈ Te(0).

The Kapitza thermal resistance caused by the measured jump ∆T can be divided into rph, arising due to
the temperature jump ∆Tph of phonons in gr and d areas, and rr, arising because the electronic and phonon
subsystems in gr are heated unequally near the border. Therefore, r = rph + rr.

The thermal resistance (relative!) rr arises due to the difference in temperature jumps of the electron ∆Te
and phonon ∆Tph subsystems: ∆Tr = Te − Tph = ∆Te −∆Tph. In practice, the temperature in gr is determined
by the electronic subsystem temperature. So, the measured jump ∆T ≈ ∆Te and ∆Tr can be calculated as
∆Tr = ∆T −∆Tph.
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FIG. 1. This figure presents the temperatures in the graphite-like (gr) area Tgr (on the right) and
the diamond-like (d) area Td (on the left), near the boundary located at x = 0. At the boundary,
the temperatures are, respectively, Tgr(0), Td(0), Te(0) and Tph(0). Also shown are values of
the corresponding temperature jumps ∆Tph and ∆Te at the border to the temperature T d(0). The
jump ∆T = Tgr(0) − T d(0) is measured experimentally. Finally, the temperature differences
in gr subsystems were shown to be caused by the Kapitza resistance due to the presence of the
boundary ∆Tr

The value of the jump ∆Tph determines the proportion of phonons reflected from the boundary back into gr.
This proportion was determined in [13] for a system very similar to the carbon nanocomposites under study. There,
it was found to be usually small. Therefore, ∆Tph << ∆Tr and accordingly rph << rr. This inequality is the
major, roughest approximation that is used for the solution of the problem. The values in Fig. 1 are provided using
this approximation.

FIG. 2. A possible thermoelement design, where the heat Q and the temperature difference
Thot − Tcold provide the conditions (see [13]) under which the quasi-ballistic drag of electrons
by phonons prevails in the carbon nanostructure

Next, it will be assumed that the Kapitza resistance in carbon nanostructures and, in particular, carbon
nanocomposites produced by HPHT, is determined by the relative temperature jump, which is approximately equal
to the measured temperature jump ∆Tr ≈ ∆T , and therefore, the thermal resistance is determined approximately
by the relative thermal resistance r ≈ rr.
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Then the solution obtained in [17] can be written for the simplest one-dimensional heat propagation as:

T gr − Te =
1

χ
qx+

λq

χ
e−x/λ;

T gr − Tph =
1

χ
qx− λq

χ

χe
χph

e−x/λ.
(2)

Then the thermal resistance:

r '= rr =
λχe
χχph

≈ 1√
θχph

(3)

is expressed in terms of the thermal conductivity of the phonon subsystem in gr and heat transfer efficiency between
the electron and phonon subsystems in the same area.

4. Thermoelectric efficiency

The thermoelectric efficiency Zb of the system at the boundary between gr and d can be represented now as:

Zb =
S2σ

χef
≈ S2σ

(
1

χ
+
r

l

)
. (4)

This formula is stated using the electrothermal analogy. The magnitude of the thermoelectric efficiency
is expressed through the effective thermal conductivity χef of the system that takes into account the thermal
conductivity in the gr area with the overall size of l, and the thermal resistance of the boundary.

FIG. 3. A possible thermoelement design. In addition to the conditions corresponding to the
structure shown in Fig. 2, the Wiedemann – Franz law is violated because of the introduction
of diamond nanoparticles (ND). The thermal conductivity is determined by the Kapitza thermal
resistance, i.e. by heat transfer at the interface of sp2/sp3 areas

Of course, even for macroscopic and microscopic samples, this formula provides the value Z mentioned in the
Introduction. For small values of l << λ in nanosystems, the addition generated by a decrease in scattering due
to heat transfer from the electron subsystem to the phonon subsystem, can significantly increase the thermoelectric
efficiency.

Let us estimate, first of all, the value of θ, the efficiency coefficient of heat transfer between the subsystems.
As the primary heat flux is carried by electrons, we can assume that energy is transmitted from them to the crystal
lattice. It is clear that energy can be transmitted by quanta only and the characteristic energy of the quanta is
determined by the temperature of phonons: Tph when Tph < TD, or Debye temperature TD in case Tph > TD. Of
course, the temperature difference between the subsystems is small compared with each subsystem temperature, it
may be a few tenths of a degree or a few degrees, but the heat transfer occurs with the phonon transition. The
phonons have the specified temperature Tph ≈ TD in the sp2 region. On the other hand, the gradient of the thermal
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flow of electrons is expressed in terms of the heat generated by the current, which would correspond to this heat
flux. The result is:

θ = a
c2e2n20
σTD

. (5)

Here, a is the order of unity factor, c ≈ 1.5 · 103 m/s is the speed at which the electrons move, because
they captivate phonons, n0 ≈ 1025m−3 is the conduction electron density, σ ≈ 103 (Om·m)−1 is the conductivity
coefficient, TD ≈ 0.5 · 103 K, as already indicated, is the sp2 region Debye temperature, and e = 1.6 · 10−19 Cl
is the electron charge. The values of all variables, except, of course, the universal value of the electron charge,
are given for graphite. All values are weakly dependent on the temperature and are borrowed from [20]. By
substituting these values, we get θ ≈ 1015 W/(m3 K). Apparently, smaller values should be selected in reality. Of
course, this assessment is by the order of magnitude.

In [21] and [22] the following values of graphite thermal conductivity versus temperature are given (see.
Tab. 1).

TABLE 1. Graphite thermal conductivity versus temperature

χgr Bt/(m·K) 114 86 61 47 40 34 25

T K 293 473 873 1173 1473 1774 2073

Data for diamond χd = 1000 W/(m·K) at T = 273 and 42 W/(m·K) at 4323 K are also provided. It is obvious
that the thermal conductivity for gr must be somewhat intermediate. In [23, 24] χgr values between 200 and
300 W/(m·K) are provided. On the other hand, the phonon part of thermal conductivity accounts for a small part
of the total value. For further estimates, χph ≈5 - 10 W/(m·K) will be taken (see [25]).

According to the formula (1) it turns out that λ ≈100 nm, which confirms the above assumption on the size
ratio of gr and the characteristic distance at which the temperatures of the electron and phonon subsystems can be
regarded as being equal. Thus, the thermal conductivity in the carbon nanocomposites is no longer dependent on
the size of the gr area, just like in the case where the interface is less than 4 nm thick (for oxides) the thermal
conductivity is no longer dependent on the layer thickness [26–28].

Now, using the formulas (5) and (3) it is easy to estimate the thermal resistance. We obtain r ≈ 10−9 m2K/W.
The same value of the thermal resistance is derived with an entirely different reasoning in [24]. Finally, let us find
the relative thermoelectric efficiency:

Zef
Z
− 1 =

rχgr

l
. (6)

As stated above (see Introduction), we can assume that if the size of the graphite-like area is on the order of
l ≈ 10 − 30 nm, it turns out that the thermoelectric efficiency of carbon nanocomposites is ten times higher than
that of graphite. At room temperature, the thermoelectric parameter is 5-20 times higher than that of graphite.

5. Conclusion

As is known (see, for example, [20]), the Seebeck coefficient of graphite depends on its purity, but it is of
the order of S = 2− 3µV/K. Thus, the graphite-like layer, whose surfaces have the temperature difference 100 K,
produces the voltage of 0.3 mV. This value does not depend on the layer thickness, but the layer geometry affects
the conditions of heating and heat dissipation and, consequently, the thermoelectric efficiency. At the surface with
the lower temperature of 300 K, subject to the Wiedemann – Franz law, such a thermoelement would have the
thermoelectric parameter ZT = 3·10−4. Materials from carbon nanostructures have S = 10 − 20µV/K [28] and
they could produce the voltage of 1-2 mV with ZT = 3 · 10−2 with the same temperature differences. However,
if such conditions are provided under which the quasi-ballistic drag of electrons by phonons prevails in the carbon
nanostructure [13], it would be possible to obtain 5-10 mV and ZT = 0.75 (Fig. 2). In nanocomposites with
the quasi-ballistic drag, in which the Wiedemann – Franz law is not fulfilled, namely, the thermal conductivity is
determined by the Kapitza thermal resistance, it is possible to achieve the thermoelectric parameter 3.5 (Fig. 3).
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The calculation of minimum energy paths for transitions such as atomic and/or spin rearrangements is an important task in many contexts and

can often be used to determine the mechanism and rate of transitions. An important challenge is to reduce the computational effort in such

calculations, especially when ab initio or electron density functional calculations are used to evaluate the energy since they can require large

computational effort. Gaussian process regression is used here to reduce significantly the number of energy evaluations needed to find minimum

energy paths of atomic rearrangements. By using results of previous calculations to construct an approximate energy surface and then converge

to the minimum energy path on that surface in each Gaussian process iteration, the number of energy evaluations is reduced significantly as

compared with regular nudged elastic band calculations. For a test problem involving rearrangements of a heptamer island on a crystal surface,

the number of energy evaluations is reduced to less than a fifth. The scaling of the computational effort with the number of degrees of freedom

as well as various possible further improvements to this approach are discussed.
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1. Introduction

The task of predicting the rate and identifying the mechanism of transitions involving some rearrangements
of atoms in or on the surface of solids shows up in many different applications, for example diffusion, crystal
growth, chemical catalysis, nanotechnology, etc. At a finite temperature, the thermal fluctuations in the dynamics
of atoms can lead to rearrangements from one stable configuration to another, but these are rare events on the
time scale of atomic vibrations, so direct dynamics simulations cannot in most cases be used for these types of
studies. The separation of time scales typically amounts to several orders of magnitude and a direct simulation
would take impossibly long time. Instead, algorithms based on statistical mechanics as well as classical dynamics
and focusing on the relevant rare events need to be applied [1–3]. Typical transitions involve not just one or a few
atoms but rather a large number of atoms so the challenge is also to deal with multiple degrees of freedom. One
way of looking at the problem is to characterise the motion of the system on a high dimensional energy surface
where the number of degrees of freedom is easily more than a hundred. A key concept is the reaction coordinate
which usually is taken to be a minimum energy path (MEP) on the energy surface connecting one minimum to
another. The rate of transitions in solids is usually evaluated within harmonic transition state theory which is based
on a quadratic expansion of the energy surface at the initial state minimum and at the highest maximum along the
MEP, which is a first order saddle point on the energy surface [4]. For given initial and final states, the task is to
determine the MEP and identify the saddle point(s) as well as possible unknown, intermediate minima [5]. The
discussion here has been in terms of rearrangements of atoms, but similar considerations apply to reorientations of
magnetic moments [6–9].

The nudged elastic band (NEB) method is commonly used to find MEPs for atomic rearrangements [5,10,11].
An analogous method, referred to as the geodesic NEB, has been developed for magnetic transitions [12]. In
NEB calculations, some initial path is constructed between two local minima on the energy surface and the path
is represented by a discrete set of replicas of the system. The replicas are referred to as images of the system.
They consist of some set of values for all degrees of freedom in the system. The NEB algorithm then optimises
iteratively the location of the images that are between the endpoint minima so as to obtain a discrete representation
of the MEP. Initially, the method was mainly used in combination with analytical potential energy functions, but
today the method is used extensively in combination with electronic structure calculations. A large amount of
computer time is used in these calculations. Each calculation typically involves 100 evaluations of the energy and
force (the negative gradient of the energy) for each one of the images and the path is typically represented by 5
to 10 images. Since a typical electronic structure calculation takes on the order of tens of CPU minutes or more,
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these calculations can be heavy. Also, several different possible final states usually need to be tested and the
NEB calculation therefore repeated. In light of the widespread use and large amount of CPU time used in NEB
calculations, it is of great practical importance to find ways to accelerate the calculations. The goal should be to
use the information coming from all the computationally intensive electronic structure calculations in an optimal
way so as to reduce as much as possible the number of iterations needed to reach the MEP.

It has recently been shown that a machine learning algorithm based on neural networks can be used to
significantly reduce the computational effort in NEB calculations [13]. An approximate representation of the
energy surface is constructed from the calculations using a machine learning approach and the MEP calculated
using the NEB method on this approximate surface. Then, additional evaluations are made of the true energy
surface, the approximate model surface refined, etc., until convergence on the MEP of the true energy surface
has been reached. The number of function evaluations was shown to drop dramatically by applying such an
approach [13].

We present here an initial step in the development of a similar approach to accelerated MEP calculations based
on Gaussian process regresssion [14–17]. This approach could have some advantages over neural networks for such
applications. Neural networks have a large number of weights which can have multimodal distributions making the
search for global optimum difficult and leading to possible dependence on the initial values of the parameters [13].
Also, the handling of uncertainties in GP theory is easier than in neural networks since the prediction equations
are analytical and integration over the parameter space can be carried out more easily. It is, therefore, of interest
to test the efficiency of the GP approach in MEP calculations. We report in this article initial feasability studies.
More extensive testing and comparison with other approaches such as neural networks is left for future work.

The article is organized in the following way: The methodology is presented in the next section, followed by a
section on applications, both a simple two-dimensional system and a larger test problem involving rearrangements
of a heptamer island on a crystal surface. The article concludes with a discussion section.

2. Methods

The method presented here for finding the minimum energy paths can be viewed as an acceleration of a NEB
calculation by making use of Gaussian process theory. Previously calculated data points are used to construct an
approximate model of the energy surface and the MEP is found for this approximate surface before additional
calculations of the true energy are carried out. This gives an interpolation between the calculated points and
also provides an extrapolation that can be used to explore the energy surface with larger moves. The savings
in computational effort are based on the fact that several computationally light iterations can be made for the
approximate surface in between the computationally demanding evaluations of the true energy function. A brief
review of the NEB method is first given, then a description of the Gaussian process regression, and finally a
detailed algorithm describing how the calculations were carried out in the present case.

2.1. Nudged elastic band method

Given two local minima on the energy surface, the task is to find an MEP connecting the two. The definition
of an MEP is that the gradient has zero component perpendicular to the path tangent at each point along the path.
The NEB method needs to be started with some initial path between the two minima that is represented by a set
of images. Most often, a straight line interpolation between the minima is used to generate the initial path [11],
but a better approach is to start with a path that interpolates as closely as possible the changes distances between
atoms [18].

The key aspect of the NEB algorithm is the nudging, a force projection which is used to decouple the
displacements of the images perpendicular to the path towards the MEP from the displacements that affect their
distribution along the path. In order to make this projection, an estimate of the local tangent to the path at each of
the images is needed. A numerically stable choice involves finding the line segment from the current image to the
adjacent image of higher energy [19].

Given this decoupling, there are several different options for distributing the images along the path. Some
constraint is needed to prevent the images from sliding down to the minima at the two ends. In most cases an even
distribution is chosen, but one can also choose to have, for example, higher density of images where the energy
is larger [20]. An attractive spring force is typically introduced between adjacent images to control the spacing
between images and this also prevents the path from becoming arbitrarily long in regions of little or no force. The
latter is important, for example, in calculations of adsorption and desorption of molecules at surfaces. For systems
that can freely translate and rotate, such as nano-clusters in free space, it is important to remove the translational
and rotational degrees of freedom. This is non-trivial because the system cannot be treated as a rigid body. A
method for doing this efficiently based on quaternions has recently been presented [21].
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The component of the force acting on each image perpendicular to the path is used to iteratively move the
images from the initial path to the MEP. The force is the negative of the gradient and in most cases an evaluation
of the energy delivers also the gradient vector at little or no extra expense. The largest amount of information
from an evaluation of a point on the energy surface is, therefore, represented by the gradient. It is hower typically
too expensive to evaluate second derivatives of the energy and iterative algorithms for moving the images towards
the MEP are therefore based solely on the gradient and the energy at each point. A simple and numerically stable
method that has been used extensively in NEB calculations will be used here. It is based on the velocity Verlet
method where only the component of the velocity in the direction of the force is included and the velocity is zered
of the its dot product with the force becomes negative [11]. A somewhat higher efficiency can be obtained by
using a quadratically convergent algorithm such as conjugate gradients or quasi-Newton [22] but those can be less
stable especially in the beginning of an NEB calculation. A linear interpolation between the initial state minima
was used in all the calculations presented here and the number of images, Np, chosen to be either 5 or 8. An equal
distribution of the images along the path was chosen.

The focus here is on calculations where the energy and the gradient are obtained using some ab initio or density
functional theory calculation. The computational effort in all other parts of the calculation is then insignificant
in comparison and the computational effort is well characterised by simply the number of times the energy and
force need to be evaluated in order to converge on the MEP. Below, we introduce a strategy to accelerate the MEP
search with Gaussian process regression.

2.2. Gaussian processes regression

The general idea behind the strategy is similar to the one introduced by Peterson [13]. The idea is to use the
calculations carried out so far to train an approximate model of the energy surface, and find the MEP with the
conventional methods using the approximations of the energy and gradient based on this model. After converging
to the MEP on the approximate energy surface, the true energy and force are evaluated again, showing whether or
not the path has converged to the true MEP. If not, the model is updated with the new values of the true energy
and force to get a more accurate approximation, and this is continued iteratively, until the true MEP has been
found. Since the number of true energy and force evaluations is the measure of computational effort, basically any
method can be used to optimise the path on the approximate energy surface, as long as it converges to an MEP.

Here, a Gaussian process (GP) is used as a probabilistic model for the energy surface. GPs provide a flexible
framework for modelling multidimensional functions. Through the selection of the covariance function and its
hyperparameters, smoothness properties of the function can easily be defined and those properties can also be
learned from the data. It is also straightforward to both include derivative observations into the model and to
predict the derivative of the modelled function. Analytical expressions for the posterior predictions conditional on
the hyperparameters allow both fast predictions and reliable estimation of uncertainties. In cases where only a small
number of observations are available, Gaussian processes have been shown to have good predictive performance
compared to other machine learning methods [23].

A GP can be seen as a probability distribution over functions in a continuous domain, see, e.g., [14–17]. In a
GP, the joint probability distribution of the function values f(x(1)), f(x(2)), . . . , f(x(N)) at any finite set of input
points x(1),x(2), . . . ,x(N) ∈ RD is a multivariate Gaussian distribution. A GP is defined by a mean function m(x)
and a covariance function k(x(i),x(j)), which determines the covariance between f(x(i)) and f(x(j)), e.g., based
on the distance between x(i) and x(j).

Consider a regression problem y = f(x) + ε, where ε is Gaussian noise with variance σ2, and a training data
set {X,y}, where X ∈ RN×D denotes a matrix of N input vectors x(1),x(2), . . . ,x(N) ∈ RD and y is a vector
of the corresponding N noisy observations. By choosing a Gaussian process to model function f , different prior
assumptions can be made about the properties of the function, and after observing {X,y}, the posterior predictive
probabilities for the function values at a set of new points can be calculated analytically as a multivariate Gaussian
distribution. Here, the mean function is taken to be m(x) = 0 and the covariance function is assumed to have the
form

k(x(i),x(j)) = c2 + η2 exp

(
−1

2

D∑
d=1

ρ−2d (x
(i)
d − x

(j)
d )2

)
,

where η2 and ρ = {ρ1, . . . , ρD} are the hyperparameters of the GP model. The squared exponential covariance
function is infinitely differentiable and thus favours smooth functions. The length scales ρ define how fast the
function f can change, and η2 controls the magnitude of the overall variation. The additional constant term c2

has a similar effect as integration over an unknown constant mean function with a Gaussian prior distribution of
variance of c2. The posterior predictive distribution for a function value of the function at a new point x∗, denoted
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as f∗, is described by a Gaussian distribution with mean

E[f∗|x∗,y,X,θ] = K(x∗,X)(K(X,X) + σ2I)−1y

and variance
Var[f∗|x∗,y,X,θ] = k(x∗,x∗)−K(x∗,X)(K(X,X) + σ2I)−1K(X,x∗),

where I is the identity matrix and the notation K(X,X′) represents a covariance matrix with entries Kij =

k(x(i),x′(j)). The hyperparameter values θ = {η2,ρ} are optimised by defining a prior probability distribution
p(θ) and maximising the marginal posterior probability p(θ|y,X) = p(θ)p(y|X,θ) after observing y.

Since differentiation is a linear operation, the derivative of a Gaussian process is also a Gaussian process
(see, e.g., [24, 25]), and this makes it possible to use observations of the derivative of the function and also to
predict derivatives of the function f . The partial derivative observations can simply be included in the observation
vector y and the covariance matrix correspondingly extended with the covariances between the observations and
the partial derivatives and the covariances between the partial derivatives themselves. In the case of the squared
exponential covariance function, these entries are obtained by

Cov

[
∂f (i)

∂x
(i)
d

, f (j)

]
=

∂

∂x
(i)
d

Cov
[
f (i), f (j)

]
=

∂

∂x
(i)
d

k
(
x(i),x(j)

)
=η2 exp

(
−1

2

D∑
g=1

ρ−2g (x(i)g − x(j)g )2

)(
−ρ−2d (x

(i)
d − x

(j)
d )
)
,

and

Cov

[
∂f (i)

∂x
(i)
d1

,
∂f (j)

∂x
(j)
d2

]
=

∂2

∂x
(i)
d1
∂x

(j)
d2

Cov
[
f (i), f (j)

]
=

∂2

∂x
(i)
d1
∂x

(j)
d2

k
(
x(i),x(j)

)

=η2 exp

(
−1

2

D∑
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ρ−2g (x(i)g − x(j)g )2

)
×

ρ−2d1

(
δd1d2 − ρ−2d2

(x
(i)
d1
− x(j)d1

)(x
(i)
d2
− x(j)d2

)
)
,

where δd1d2
= 1 if d1 = d2, and δd1d2

= 0 if d1 6= d2.
These same expressions are useful also when predicting values of the derivatives. The posterior predictive

distribution of the partial derivative of function f with respect to dimension d at a new point x∗ is a Gaussian
distribution with mean

E

[
∂f∗

∂x∗d

∣∣∣∣x∗,y,X,θ] = ∂K(x∗,X)

∂x∗d
(K(X,X) + σ2I)−1y

and variance

Var

[
∂f∗

∂x∗d

∣∣∣∣x∗,y,X,θ] = ∂2k(x∗,x∗)

∂x∗d∂x
∗
d

− ∂K (x∗,X)

∂x∗d
(K(X,X) + σ2I)−1

∂K(X,x∗)

∂x∗d
.

In the present application, the vector x represents coordinates of the atoms and the function f the energy of
the system. The observations y are the true values of the energy as well as the partial derivatives of the energy
with respect to the coordinates of the atoms at the various sets of coordinates x(1),x(2), . . . ,x(N). With this input,
the Gaussian process model is used to predict the most likely value of energy f∗ and its derivatives ∂f∗

∂x∗
d

at a new
set of atom coordinates x∗ representing in this case an image in the discrete path representation between the initial
and final state minima. Since the training data is assumed to be noiseless and include also derivative observations,
the equations for the mean predictions can be presented as

E[f∗|x∗,yext,X,θ] = K∗extK
−1
extyext (1)

and

E

[
∂f∗

∂x∗d

∣∣∣∣x∗,yext,X,θ

]
=
∂K∗ext
∂x∗d

K−1extyext, (2)

where

y∗ext =

[
y(1) · · · y(N),

∂f (1)

∂x
(1)
1

· · · ∂f
(N)

∂x
(N)
1

,
∂f (1)

∂x
(1)
2

· · · ∂f
(N)

∂x
(N)
2

, · · · ,
∂f (1)

∂x
(1)
D

· · · ∂f
(N)

∂x
(N)
D

]T
,
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K∗ext =

[
K(x∗,X)

∂K(x∗,X)

∂x1

∂K(x∗,X)

∂x2
· · · ∂K(x∗,X)

∂xD

]
,

and

Kext =



K(X,X)
∂K(X,X′)

∂x′1

∂K(X,X′)

∂x′2
. . .

∂K(X,X′)

∂x′D
∂K(X,X′)

∂x1

∂2K(X,X′)

∂x1x′1

∂2K(X,X′)

∂x1x′2
· · · ∂2K(X,X′)

∂x1x′D
∂K(X,X′)

∂x2

∂2K(X,X′)

∂x2x′1

∂2K(X,X′)

∂x2x′2
· · · ∂2K(X,X′)

∂x2x′D
...

...
...

. . .
...

∂K(X,X′)

∂xD

∂2K(X,X′)

∂xDx′1

∂2K(X,X′)

∂xDx′2
· · · ∂2K(X,X′)

∂xDx′D


.

2.3. Algorithm for GP-aided MEP search

Input: the coordinates, energy and its gradient at the two minima on the energy surface, the number of
images representing the path (Np), convergence limit (CL), step coefficient (kstep).

Output: minimum energy path represented by Np images.

1. Place the initial Np images equally spaced along a straight line between the two minima.

2. Repeat until convergence (outer iteration loop):
A. Evaluate the true energy and its gradient at the Np − 2 intermediate images of the path, and add
them to the training data.
B. Calculate the negative energy gradient (e.g., force) component perpendicular to the path (ngc) for
each intermediate image, and denote the mean of their norms as Mngc.
C. If Mngc < CL, the path has converged to the true MEP.
D. Optimise the hyperparameters of the GP model based on the training data, and calculate the matrix
inversion in equation 1.
E. Define CLrelax as 1

10 of the smallest Mngc so far, and repeat (relaxation phase):
I. Move the intermediate images according to any stable path optimisation algorithm.
II. Update the GP posterior mean energy and gradient at the new intermediate images using
equations 1 and 2.
III. Calculate ngc for each image using the GP posterior mean gradient, and denote the mean
of their norms as MGP

ngc .
IV. If MGP

ngc < CLrelax, or if MGP
ngc is increasing, exit the relaxation phase (E).

The GP calculations make use of the GPStuff toolbox [26]. For the hyperparameter optimisation which is
carried out after each evaluation of the true energy and force, the computational effort scales as O((N(D + 1))3),
where N is the number of observations and D is the number of degrees of freedom (here coordinate of movable
atoms). Since the hyperparameters and observations stay the same during a search for the MEP on the approximate
energy surface, the matrix inversion in equation 1 needs to be computed only once for each such optimization of
the path. Thus, the complexity of one inner iteration on the GP posterior energy surface is O(N(D + 1)).

The length of any one displacement of an image is restricted to be less than half of the initial interval between
the images in order to prevent the path from forming loops. Convergence of the path to the MEP is determined
from the norm of the force component perpendicular to the path at each of the intermediate images. The path
is considered to be converged to the MEP, when the mean of the true values of these norms is less than 0.001
eV/Å. During the relaxations, norms based on the current GP model are monitored and the mean of these used
as a convergence criterion. Since it is not necessary to find a path that is accurately converged on the MEP of
the inaccurate, approximate energy surface, the convergence limit for each relaxation phase is defined as 1

10 of the
smallest true mean of norms evaluated so far. Higher convergence limits at early relaxation steps speed up the
algorithm and they also make it more stable by preventing the path from escaping too far from the true observation
points. For the same reason, the relaxation is stopped before convergence if the convergence criterion starts to
increase.



930 O-P. Koistinen, E. Maras, A. Vehtari, H. Jónsson

3. Applications

The method described above has been applied to two test problems: A simple two-dimensional problem where
the energy surface can be visualised, and a more realistic problem involving the rearrangements of atoms in a
heptamer island on a crystal surface.

3.1. Two-dimensional test problem

The two-dimensional problem is formulated by coupling a degree of freedom representing the simultaneous
formation and breaking of chemical bonds with a degree of freedom representing a harmonic oscillator solvent
environment. The model along with the detailed equations is described in the appendix A.2 of reference [11]. Here,
one additional repulsive Gaussian was added to shift the saddle point away from the straight line interpolation
between the two minima. A contour graph of the energy surface is shown in Fig. 1.

FIG. 1. The true and Gaussian process approximated energy surface and minimum energy path
for a two-dimensional test problem. Far left: The true energy surface and points on the minimum
energy path (yellow dots). Far right and intermediate figures: The approximate energy surface
generated by the Gaussian process regression after one, two and three iterations, points (’images’)
on the estimated minimum energy path and points where the true energy and force have been
calculated (red + signs) at each stage of the calculation the period is missing.

This example shows how the GP model of the energy surface is gradually built up and refined as more
observations, i.e. calculations of the true energy and partial derivatives of the energy, are made. Here, Np = 10
images are used to represent the path and the calculation is started by placing the images along a straight line
between the two minima on the energy surface. The first observations are made at those points (see red + signs on
the figure second from the left). Based on the energy and partial derivatives of the energy at those points, the GP
model already shows some of the most important features of the energy surface close to the linear interpolation, but
completely misses the increase in energy in the lower half of the figure. The relaxation of the images on this rough
estimate of the energy surface does not, however, bring the images too far from the initial placement because of
the condition that images cannot be moved in a single iteration by more than half the initial distance between the
images. In the second GP iteration, observations are made at the position of the images at the end of the first GP
iteration. When those data points are fed into the GP model, the energy surface is already showing the essential
features around the MEP, but of course misses the steep increase in the energy far from the MEP. The relaxation
of the images during the second GP iteration brings them quite close to the MEP. The addition of observations at
those points at the beginning of the third GP iteration refines the model energy surface further. While a a total of
six GP iteration are required to bring the images onto the MEP to within the tight tolerance of 0.001 eV/Å in the
mean magnitude of the force component perpendicular to the path, no visible changes occur in the contour graph
or the location of the images, so the results are not displayed in the figure.
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3.2. Heptamer island on a crystal surface

A more realistic test problem which has been used in several studies of MEP and saddle point searches
involves an island of 7 atoms on the (111) surface of a face centered cubic (FCC) crystal (see, for example,
references [27, 28]). Roughly, this represents a metallic system, but the interaction between the atoms is described
here with a simple Morse potential to make it easier to implement the benchmark calculation. The initial, saddle
point and final configurations of the atoms for three possible rearrangements of the atoms is shown in Fig. 2.
Several other transitions are possible (see reference [27]), but these three are chosen as examples.

FIG. 2. On-top view of the surface and the seven atom island used to test the efficiency of the
Gaussian process regression method. The initial state is shown to the left. The saddle point
configurations and the final state configurations of three example transitions are also shown.
Transition 1 corresponds to a pair of edge atoms sliding to adjacent FCC sites. In transition 2, an
atom half way dissociates from the island. In transition 3, a pair of edge atoms moves in such a
way that one of the atoms is displaced away from the island while the other atom takes its place.
At the same time the other island atoms as well as some of the underlying atoms also move but
in the end return to nearly the same position as they had initially.

The three examples chosen here represent three types of transitions that can occur in the shape of the island.
In one case, a pair of edge atoms slides to adjacent FCC sites, in another an atom half way dissociates from the
island, and in the third case pair of edge atoms moves in such a way that one of the atoms is displaced away from
the island while the other atom takes its place.
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The energy along the MEP for the transition 3 is shown in Fig. 3 as well as the energy of the Np = 7 images
at the end of GP iterations 1 to 7. After the first and second GP iteration, the estimates of the MEP is quite
inaccurate and the energy rises along those paths by more than 3 eV, but already after the third GP iteration, the
estimated energy barrier is not too far from the accurate value. After the fifth GP iteration, the shape of the energy
curve is quite well reproduced, and after seven iterations the energy along the MEP of the approximate energy
surface is nearly indistinguishable from the energy along the true MEP.

FIG. 3. Energy along paths for transition 3 shown in Fig. 2. The energy of images on the true
MEP are shown in blue, but the energy of images on MEPs of approximate models of the energy
surface obtained after 1 to 7 Gaussian process iterations are shown in red. After the first two
Gaussian process iterations, the energy barrier for this transition is greatly overestimated, but
already after three iterations the estimated energy barrier is quite close to the true value, and after
7 iterations an accurate estimate is obtained from the model energy surface.

The number of energy and force evaluations needed to converge the five intermediate images to the MEP in
both a regular NEB calculation and in a GP aided calculation was found for varying number of degrees of freedom.
The average for the three transitions depicted in Fig. 2 is shown in Fig. 4. The number of degrees of freedom
varies from 21 (as only the island atoms are allowed to move while all the substrate atoms are kept immobile), to
42 (as seven of the closest substrate atoms are also allowed to move during the transition). The number of energy
and force evaluations for the NEB method obtained here is similar to what has been reported earlier for this test
problem, see references [27, 28]. It is possible to use a more efficient minimisation scheme to relax the images in
NEB calculations [22], but the difference is not large.

A large reduction in the number of energy and force evaluations is obtained by using the GP regression, as
shown in Fig. 4. With the GP regression, the reduction is to less than a fifth as compared with the regular NEB
calculation. In calculations involving ab initio or density functional theory evaluation of the energy and force,
the computational effort is essentially proportional to this number of observations and the additional calculations
involved in the GP regression is insignificant in comparison. This test problem, therefore, shows that the use of
GP regression can significantly reduce the computational effort in, for example, calculations of surface processes.

4. Discussion

The results presented in this article indicate that GP regression is a powerful approach for significantly
reducing the computational effort in calculations of MEPs for transitions. This is important since a great deal of
computer time is used in such calculations, especially when ab initio or density functional theory calculations are
used to evaluate the energy and atomic forces. The heptamer island test problem studied here indicates that the



Minimum energy path calculations with Gaussian process regression 933

FIG. 4. The average number of energy and force evaluations needed to converge five intermediate
images on the minimum energy paths of the three heptamer island transitions shown in Fig. 2 as
a function of the number of degrees of freedom included in the calculations. The convergence
tolerance is 0.001 eV/Å for the magnitude of the perpendicular component of the force on any
one of the images. For the smallest number, 21, only the seven island atoms are allowed to move
and all substrate atoms are immobile. For a larger number of degrees of freedom, some of the
substrate atoms are also allowed to move during the transition. In the regular NEB calculations
(blue dots), the minimization method for relaxing the images to the MEP is based on velocity
Verlet algorithm, as described in reference [11]. In the Gaussian process regression calculations
(red dots), the number of true energy and function evaluations is less than a fifth of what is needed
in the regular NEB calculation. This illustrates well the large reduction in the computational effort
that Gaussian process regression can provide in a typical surface process calculation.

computational effort can be reduced to less than a fifth. But, this study represents only an initial proof-of-principle
demonstration of the GP regression in this context. There are several ways in which the implementation can be
improved and made more efficient. One of the advantages of GP regression over, for example, neural networks
is the availability of uncertainty estimates which can be used to make the observations more selective. In the
present case, an observation (i.e., evaluation of the true energy and force) was made for all the images in each GP
iteration. Alternatively, an observation may only be made for the image for which there is greatest uncertainty.
This could target the calculations better and thereby reduce the total number of energy and force evaluations needed
to converge to the true MEP.

While the whole path has to be converged well enough to provide an accurate estimate of the tangent, the part
of the path that is most important for practical purposes is the region around the first order saddle point. In most
cases, the MEP is needed mainly to find the highest energy point along the path, i.e. the first order saddle point
on the energy surface that is required for evaluating the transition rate within harmonic transition state theory. The
algorithm can be refined to take this into account by, for example, applying the climbing-image NEB [20] where
one of the images is driven to the maximum energy along the path, and at the same time the tolerance for the
convergence of other images can be increased.

In a typical case, the goal is to evaluate the transition rate using harmonic transition state theory. There, the
second derivative matrix, the Hessian matrix, and the frequency of vibrational modes needs to be evaluated at
the end points as well as at the (highest) first order saddle point. While the saddle point is not known until the
MEP calculation has been carried out, the minima are, and the second derivative matrices at those points might
as well be calculated right from the start. This would provide additional information that could be fed into the
GP regression so as to improve the accuracy of the approximate energy surface right from first GP iteration. It
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remains an interesting challenge to extend the GP regression approach to include in some way such information
on the second derivatives.

The test problems studied here are quite simple, and it will be important to test the method on more complex
systems to fully assess its utility and to develop it further. One issue that can arise is that more than one MEP
connects the two endpoint minima. Then, some kind of sampling of MEPs needs to be carried out [29]. Also, some
energy surfaces have multiple local minima and highly curved MEPs, which can lead to convergence problems
unless a large number of images is included in the calculation. The scaling of the GP regression approach to such
more challenging problems needs to be tested. There will, however, clearly be a large set of important problems,
such as calculations of catalytic processes, which often involve rather small molecules adsorbed on surfaces, where
the complexity is quite similar to the heptamer island test probelm studied here, and where the GP regression is
clearly going to offer a significant reduction in computational effort.

At low enough temperature, quantum mechanical tunneling becomes the dominant transition mechanism and
the task is then to find the minimum action path [5, 30, 31]. Calculations of tunneling paths requires exploring the
energy surface over a wider region than a calculation of MEPs and here again the GP regression approach can
lead to a significant reduction in computational effort, even more than for MEP calculations since each iteration
necessarily involves more observations and thereby more input for the modeling of the energy surface.

The discussion has focused here on atomic rearrangements, but it will, furthermore, be interesting to apply the
GP regression approach to magnetic transitions where the evaluation of the magnetic properties of the system is
carried out using computationally intensive ab initio or density functional theory calculations. There, the relevant
degrees of freedom are the angles defining the orientation of the magnetic vectors and the task is again to find
MEPs on the energy surface with respect to those angles [7–9].

Acknowledgements

HJ would like to thank Prof. Andrew Peterson at Brown University for helpful discussions. This work was
supported by the Academy of Finland (FiDiPro program grant no. 263294) and by the Icelandic Research Fund.

References

[1] Wigner E. The Transition State Method. Trans. Faraday Soc., 1938, 34, P. 29.
[2] Kramers H.A. Brownian Motion in a Field of Force and the Diffusion Model of Chemical Reactions. Physica, 1940, 7, P. 284.
[3] Keck J.C. Variational theory of reaction rates. J. Chem. Phys., 1967, 13, P. 85.
[4] Vineyard G.H. Frequency factors and isotope effects in solid state rate processes. J. Phys. Chem. Solids, 1957, 3, P. 121.
[5] Jónsson H. Simulation of Surface Processes. Proceedings of the National Academy of Sciences, 2011, 108, P. 944.
[6] Bessarab P.F., Uzdin V.M., Jónsson H. Harmonic transition state theory of thermal spin transitions. Phys. Rev. B, 2012, 85, P. 184409.
[7] Bessarab P.F., Uzdin V.M., Jónsson H. Potential Energy Surfaces and Rates of Spin Transitions. Z. Phys. Chem., 2013, 227, P. 1543.
[8] Bessarab P.F., Uzdin V.M., Jónsson H. Calculations of magnetic states and minimum energy paths of transitions using a noncollinear

extension of the Alexander-Anderson model and a magnetic force theorem. Phys. Rev. B, 2014, 89, P. 214424.
[9] Bessarab P.F., Skorodumov A., Uzdin V.M., Jónsson H. Navigation on the energy surface of the noncollinear Alexander-Anderson model.

Nanosystems: Physics, Chemistry, Mathematics, 2014, 5, P. 757.
[10] Mills G., Jónsson H., Schenter G.K., Reversible work based transition state theory: Application to H2 dissociative adsorption. Surface

Science, 1995, 324, P. 305.
[11] Jónsson H., Mills G., Jacobsen K.W. Nudged Elastic Band Method for Finding Minimum Energy Paths of Transitions. In “Classical and

Quantum Dynamics in Condensed Phase Simulations”, edited by B.J. Berne, G. Ciccotti, D.F. Coker, pages 385-404. World Scientific,
1998.

[12] Bessarab P.F., Uzdin V.M., Jónsson H. Method for finding mechanism and activation energy of magnetic transitions, applied to skyrmion
and antivortex annihilation. Comput. Phys. Commun., 2015, 196, P. 335.

[13] Peterson A.A. Acceleration of saddle-point searches with machine learning. J. Chem. Phys., 2016, 145, P. 074106.
[14] O’Hagan A. Curve fitting and optimal design for prediction. Journal of the Royal Statistical Society (Series B), 1978, 40, P. 1.
[15] MacKay D.J.C. Introduction to Gaussian processes. In “Neural Networks and Machine Learning”, Editor C.M. Bishop, pages 133-166.

Springer Verlag, 1998.
[16] Neal R.M. Regression and classification us- ing Gaussian process priors (with discussion). In “Bayesian Statistics 6”, Editors J.M.

Bernardo, J.O. Berger, A.P. Dawid, A.F.M. Smith, pages 475-501 (Oxford University Press, 1999).
[17] Rasmussen C.E., Williams C.K.I. Gaussian Processes for Machine Learning. MIT Press, 2006.
[18] Smidstrup S., Pedersen A., Stokbro K., Jónsson H. Improved initial guess for minimum energy path calculations. J. Chem. Phys., 2014,

140, P. 214106.
[19] Henkelman G., Jónsson H. Improved Tangent Estimate in the NEB Method for Finding Minimum Energy Paths and Saddle Points. J.

Chem. Phys., 2000, 113, P. 9978.
[20] Henkelman G., Uberuaga B.P., Jónsson H. A Climbing-Image NEB Method for Finding Saddle Points and Minimum Energy Paths. J.

Chem. Phys., 2000, 113, P. 9901.
[21] Melander M., Laasonen K., Jónsson H. Removing external degrees of freedom from transition state search methods using quaternions.

Journal of Chemical Theory and Computation, 2015, 11, P. 1055.
[22] Sheppard D., Terrell R., Henkelman G. Optimization methods for finding minimum energy paths. J. Chem. Phys., 2008, 128, P. 134106.



Minimum energy path calculations with Gaussian process regression 935

[23] Lampinen J., Vehtari A. Bayesian approach for neural networks – review and case studies. Neural Networks, 2001, 14, P. 7.
[24] Solak E., Murray-Smith R., Leithead W.E., Leith D.J., Rasmussen C.E. Derivative observations in Gaussian process models of dynamic

systems. In “Advances in Neural Information Processing Systems 15”, pages 1033–1040. MIT Press, 2003.
[25] Rasmussen C.E. Gaussian processes to speed up Hybrid Monte Carlo for expensive Bayesian integrals. In “Bayesian Statistics” 7, pages

651-659. Oxford University Press, 2003.
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1. Introduction

Recently interest in the study of extremely short optical pulses in different nanoobjects has increased, from
both theoretical and practical viewpoints [1–7]. This is primarily due to the prospects of using such pulses to
solve different kinds of problems which occur in modern nanoelectronics. In this paper, we will study features
of the three-dimensional propagation of extremely short pulses (ESP) in doped graphene with consideration of
its inhomogeneity. We mean that inhomogeneity is the region of high electron density. Random inhomogeneity
of this field (due to the random arrangements of impurities) can result in interesting and unexpe [8] is related
to the two-dimensional simulation of the propagation of ultrashort electromagnetic pulses in an array of CNTs
(carbon nanotubes) with the inhomogeneity of the field along the axis (in this case, the field is not randomly
inhomogenous, we assume that the inhomogeneity is given experimentally). In addition, in recent years authors
conducted a comprehensive study of the last task in the 3D case, as a result of which, have demonstrated the
possibility of bipolar propagation of electromagnetic breathers through an array of CNT with consideration of field
inhomogeneities [9]. In this case, the electromagnetic pulse causes a significant redistribution of electron density
in the sample for both 2D, and 3D systems. Besides field inhomogeneities that lead to a redistribution of the
electrons, there are other natural inhomogeneities observed in experimental samples. This is especially important
in the case where the inhomogeneities are caused by increased concentration regions of conduction electrons due
to the presence of impurities. It is worth noting that the existence of different kinds of impurities and the nature
of their interactions with graphene also requires the use of a variety of approaches. For example, in [10], the
investigators considered the case of impurities in graphene with the disorder, where the spectrum of electrons was
determined from the renormalization group approach.

In this paper, we will rely on a different approach [11], which is to consider the Coulomb charged impurities
in graphene. In the cited paper, the effect of the gap, which is induced with impurities, was studied by using the
Hartree-Fock method for the calculation of the Fermi velocity. This led to their own energy corrections to the
polarization. The result is a renormalized Fermi velocity, which has a logarithmic dependency on the electron’s
energy.

2. The statement of the problem and basic equations

Consider the propagation of extremely short electromagnetic pulses in doped graphene with impurities, with
consideration of the ultimate quasiparticle mass (i.e. with the gap in the spectrum). The vector-potential A is
directed along the graphene sheet, the direction of the electric field propagation is perpendicular to the graphene
sheet. Graphene is oriented in the plane XOY.

The dispersion relation for graphene can be found according to well-known relationship of charges speed and

energy of electrons: νy =
∂ε (qx, qy)

∂qy
.
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FIG. 1. Geometry of the problem

According to [9], we have:

νy = ν

1 +
α

4
ln

 Λ +
√

Λ2 +m2√
q2
x + q2

y +
√
q2
x + q2

y +m2

 , (1)

Here, qx, qy - electron momentum component, m – gap in the spectrum (0.1 eV). It should be noted that the gap
in the energy spectrum since graphene is considered with impurity.

As follows from the rules of quantum mechanics, in the presence of an external electric field of the E which
for certainty is directed along the x-axis, and will be hereafter considered in the calibration: E = −∂A/c∂t, pulse
needs to be replaced on the generalized pulse: q→ q− eA/c ( is the electron charge).

We write the wave equation for the three-dimensional case in the cylindrical coordinate system:

Att =
1

r

∂

∂r

(
r
∂A

∂r

)
+
∂2A

∂z2
+

1

r2

∂2A

∂φ2
+ 4πj (A) (2)

Next, everywhere we believe that by virtue of the cylindrical symmetry:
∂

∂φ
→ 0.

From the law of charge conservation, we have: ρ ∝ τ
j

ly
(here ρ is the charge density, j is the current density

along y axis, τ is the electric field duration, ly is the characteristic length of the electric field pulse along the y axis)
shows that the duration of ESP has a significant impact on the accumulated charge, which creates an additional
electric field. This electric field is interfering with the field of ESP. Previous estimates made by the authors (the
stored charge is about 1-2% of the charge, giving contribution to the current) allow us to conclude that the charge
accumulation effect for femtosecond pulses may be neglected. This is confirmed by numerical experiments for the
case of carbon nanotubes and a pulse duration of tens of femtoseconds [8].

We write down the standard expression for the current density:

j = e
∑
q

vy

(
q− e

c
A(x, y, z, t)

) 〈
a+
q aq

〉
, (3)

where the brackets denote averaging with the non-equilibrium density matrix ρ(t): 〈B〉 = Sp(B(0)ρ(t)). Given

that [a+
q aq, H] = [nq, H] = 0 (since the interaction with the external field is given by: ε(q− e

c
A(x, y, z, t))a+

q aq ,

A = (0, A (x, y, z, t) , 0), nq is the number of particles) from the equations of motion for the density matrix
immediately obtain that:

〈
a+
q aq

〉
=
〈
a+
q aq

〉
0
, where 〈B〉0 = Sp(B(0)ρ(0)). Thus, in the expression for the

current density, the number of particles can be used, which follows from the Fermi-Dirac distribution. Next, we
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consider the case of low temperatures, when only a small region in momentum space near the Fermi level gives a
contribution to the sum (integral). Accordingly, we write the formula (3) as:

j = e

∆∫
−∆

∆∫
−∆

dqxdqyvy

(
q − e

c
A(x, y, z, t)

)
. (4)

The region of integration over the pulses in (6) is determined from the condition of equality the number of
particles:

∆∫
−∆

∆∫
−∆

dqxdqy =

∫
ZB

dqxdqy
〈
a+
qx,qyaqx,qy

〉
, (5)

the integration of the right is carried out over the first Brillouin zone.
The equation on the distribution of extremely short pulses can be written as:

Att =
1

r

∂

∂r

(
r
∂A

∂r

)
+
∂2A

∂z2
+

1

r2

∂2A

∂ϕ2
+ 4πΦ (A) · f (z) ,

f (z) = 1− α · exp

(
−
(
z − z0

δ

)2
)
,

(6)

here Φ (A) is determined by integrating in (5), f (z) is the function that determines the spatial inhomogeneity, α is
the depth of spatial inhomogeneity (when α=0 – without inhomogenity), δ is the width of the spatial inhomogeneity,
z0 is the given position offset inhomogeneity.

3. Results of numerical simulation

Equation (6) was solved numerically [12]. The initial condition is chosen in the form:
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(7)

where r is the radius, Q is the amplitude, γz , γr are the determine the pulse width, υz is the initial pulse velocity
along z-axis z0 is the initial displacement of the pulse center. This initial condition corresponds to what is an
extremely short pulse consisting of a single oscillation of the electric field applied to the sample. The values of
energy parameters are expressed in units of ∆. It should be noted that time evolution is variable.

The arising evolution of the electromagnetic field during its propagation through each sample is shown in
Fig. 2.

FIG. 2. The intensity of the three-dimensional electromagnetic pulse at different time points:
(a) the initial pulse shape; (b) t = 1.0 · 10−13 s; (c) t = 5.0 · 10−13 s (unity along r and z
corresponds to 5 nm)
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This pulse behavior is associated with the nonlinearity in (6). There is a decline in pulse amplitude, as well as
its spreading over time. This allows us to draw conclusions regarding the instability of pulses, which leads to the
disruption of their structure.

Dynamics of a three-dimensional extremely short pulse considering inhomogeneity of the environment is
shown in Fig. 3.

FIG. 3. The intensity of the three-dimensional electromagnetic pulse at different time points
(α = 0.8 r.u., δ = 5 r.u.): (a) the initial pulse shape; (b) t = 1.0 · 10−13 s; (c) t = 5.0 · 10−13 s
(unity along r and z corresponds to 5 nm)

As follows from Fig. 3, the introduction of spatial inhomogeneity does not preclude spreading of the pulse
along the transverse coordinate.

Comparison of cases with consideration of the spatial inhomogeneity and without it is shown in Fig. 4.

FIG. 4. The difference of the intensities of the three-dimensional electromagnetic pulse in the
case of considering non-uniformity and without it: (a) the initial pulse shape; (b) t = 1.0·10−13 s;
(c) t = 5.0 · 10−13 s (unity along r and z corresponds to 5 nm)

As is shown by the results of numerical calculations, with the passage of time, the difference between the
pulse shape in the homogeneous recording case and without it becomes less noticeable. But, in the case for the
introduction of spatial non-uniformity in the environment, the momentum in the amplitude is reduced by about
0.05% in comparison with the case of a homogeneous medium.

We also note that we studied the impact of inhomogeneity of parameters α and δ on the form of extremely
short pulses. Numerical calculations have shown that the depth and width of the input inhomogeneity has little
effect on the shape of the pulse.

Practical application of the methodology proposed in the article is the following: all the obtained nanotubes
and graphene contain impurities that affect the propagation process of extremely short optical pulses due to electron
density inhomogeneity. Thus, by examining the evolution of such pulse features, we can identify the characteristics
of the impurities.
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4. The conclusions

In conclusion, we will now formulate the main outcomes of this work:

(1) Three-dimensional extremely short optical pulses in doped graphene propagate unstably with violation of
the pulse shape.

(2) Introduction of spatial inhomogeneities in the medium does not permit significant reduction of the pulse
losses in amplitude in comparison with the case of a homogeneous medium.

(3) The depth and width of the spatial inhomogeneity does not seem to have much influence on the shape of
the pulse.
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1. Introduction

The phenomenon of superconductivity occurs in certain substances and materials at temperatures below a
critical value, Tc, which is specific for each material. Phenomenologically, it is considered as the combined effect
of the complete absence of electrical DC resistance and negligible susceptibility to an external magnetic field [1].

The electric effect of superconductivity was discovered by H. Kamerlingh-Onnes in 1911 by means of mercury
experiments at very low temperatures. He found that the electrical resistance of mercury gradually decreases with
reducing temperature to ∼ 4.2 K and then almost abruptly becomes zero [2]. Thereafter, a similar phenomenon
was observed for a number of other metals (lead, tin, thallium, uranium, etc.) when cooled to temperatures close to
absolute zero. It was also accompanied by changes in their thermal properties in contrast to behavior of metals that
cannot be superconductive, such as silver, copper, gold, platinum, etc. In the latter case, the electrical resistance
gradually decreased with temperature, approaching a residual (zero if a metal is hypothetically pure) value at 0 K.
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Magnetic effect of superconductivity was discovered by W. Meissner and R. Ochsenfeld in 1933. They
demonstrated that in parallel, the superconductors are technically perfect diamagnetic materials if they are in a
magnetic field of a magnitude less than a critical value Hc, i.e. they push magnetic lines completely out of the
sample volume [3, 4]. The description of this effect in terms of electrodynamics, proposed in 1935 by brothers
F. London and H. London [5] in addition to J. C. Maxwell’s [6] equations, allowed us to estimate the depth of
magnetic field penetration into the superconductor. In the case of metals, this area covers hundreds of atomic
layers and has the skin layer of superconducting current of thickness ∼ 10 – 100 nm. The proposed approach
also allowed us to associate the superconductivity with the transition of current carriers to the state with the least
possible momentum.

The phenomenological theory of superconductivity [7] created by V. L. Ginzburg and L. D. Landau in 1950
describes the transition to the superconducting state as the formation of phase coherence in the substance electronic
system but does not determine the charge of the superconducting current carriers and does not explain the causes
of superconductivity. The Ginsburg–Landau equations derived on this basis involving a L. P. Gorkov’s microscopic
approach [8] in 1958, match well with the superconductor behavior at critical temperatures and are still used
for the experimental data interpretation and in technical applications [9]. The detailed microscopic theory of
superconductivity [10] was developed in 1957 by J. Bardeen, L. N. Cooper and J. R. Schrieffer. It named as the
BCS-theory – using the first letters of their surnames. According to this theory, electrons experience attraction
at temperatures below Tc due to the interaction with the thermal vibrations of positively charged crystal lattice.
Their excitations, in the form of acoustic frequency elastic waves and corresponding quasi-particles (phonons),
are distributed over the entire space of the material. In the context of quantum mechanics, it is described as
the electron-phonon interaction that does not stop, even at absolute zero, according to Heisenberg’s uncertainty
principle. Due to the fact that it is stronger than the Coulomb repulsion between the electrons, some electrons
(with energies close to the Fermi level) are merged into so-called Cooper pairs. According to the Pauli exclusion
principle, in contrast to individual initial states of electrons as fermion particles with half-integer spin which
comply with Fermi–Dirac statistics, the paired electrons behave coherently as a single quantum-mechanical system
of identical boson particles with integer spin which comply with the Bose–Einstein statistics [11]. Due to this
fact, they cannot exchange energy portions with the crystal lattice that are lower than the energy resulting from
their coupling. Since, according to the principle of wave-particle duality, any particle can be viewed as a wave
of certain amplitude, frequency and phase according to de Broglie relations [12], Cooper pairs as coherent quasi-
particles constitute a single wave together. It is described with the general wave function where the amplitude
square determines the density of Cooper pairs on the spatial scale (length) of coherence. Herewith, there is no
scattering of electron waves on thermal vibrations of the substance lattice and the paired conduction electrons
can flow through it without energy loss and therefore without resistance, which also does not allow the external
magnetic field to penetrate inside the material. To meet these requirements for conventional materials, according
to the classical Bardeen-Cooper-Schrieffer theory, the critical temperature may not exceed the limit of about 40 K
(−233 ◦C).

It should be noted that it was G. Fröhlich who first identified the connection of the superconductivity phenom-
enon with the lattice vibrations in 1950. He proposed a hypothesis of the influence of the ion mass on the critical
transition temperature, with the latter being inversely proportional to the square root of the ionic mass in the iso-
tope collection of the given superconductor [13]. Experiments with isotopic substitutions conducted by E. Maxwell
and other researchers [14, 15], confirmed the isotopic effect predicted by G. Fr0̈hlich and showed that there is a
direct effect of ion mass on inter-ion distances in the lattice and the value of the Fermi energy. Consequently, the
existence of the isotopic effect cannot be a reliable proof of the phonon mechanism as being solely responsible
for the pairing of electrons and the appearance of superconductivity. The BCS theory is also found insufficient in
terms of its inability to explain why particular superconductors have a certain critical temperature and therefore
in terms of impossibility to predict the ways to increase it. This has led to the creation of other high-temperature
superconductivity models (currently, there are more than 100 proposed) where various mechanisms of electrons
pairing are considered [16]. They use ideas about spin and charge fluctuations, polarons, plasmons, excitons,
magnetons, magnons, solitons and other quasi-particles acting as energy quanta of excitation waves in the system,
as well as about the super-exchange between them and the electrons which complements electron-phonon or direct
interaction between the electrons. Other ideas are expressed as well, even those concerning the opposition of
superconductivity to ‘super-magnetism’ [17]. However, these developments have neither resulted in noticeable
progress in order to understand the superconductivity phenomenon nor made it possible to predict the composition
and structure of new superconductors. An indicative opinion in this respect is the one of B. T. Matthias who
managed to synthesize, apparently, the largest number of new superconductors [18]. He argued that, despite the
existence of numerous theories of superconductivity, the only concept that helped him in the discovery of new
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superconductors was D. I. Mendeleev’s periodic table of elements. This situation has been persisting in the theory
of superconductivity so far. The developed theories do not explain the possibility of creating high-temperature
superconducting materials (HTSC) which are studied mostly empirically, by complication of their composition and
structure and identifying correlations between the obtained properties, occurring physical and chemical processes
and external thermal, electrical, magnetic and other influences. Fundamental and practical physical and chemical
problems and results of these studies are published in numerous original articles as well as in various summary
reviews and monographs [19–36] where other details and additional references can be found.

This review deals with the poorly represented but promising and intensively developing directions of modern
research in the field of high-temperature superconductivity nanostructures. In addition, major statements of the
above papers which are important for the analysis of the subject are also addressed as appropriate in the review.

2. Superconductivity thermodynamics and electrodynamics

Thermodynamically, the transition to the superconducting state is associated with the substance phase changes
(phase transitions) [37] occurring when the temperature changes and accompanied by the changes in some of its
thermodynamic and electromagnetic properties. According to the general thermodynamic theory, the transition to
superconductivity and vice versa can be first and second order, which is confirmed experimentally (Fig. 1).

FIG. 1. The pattern of electrical resistance decrease (ρ) and heat capacity variations (CV) for
substances that do not become (a) and become (b) superconductive when cooled (taken from [70])

The first order transition is characterized by an abrupt change of extensive parameters at the Tc transition point,
above all, of thermal energy, entropy and volume which are the first derivatives of the thermodynamic potential of
the system on its intensive parameters, temperature and pressure. The second order transition is characterized by an
abrupt change in the second derivatives of the thermodynamic potential (thermal capacity, thermal expansion factor,
different ways of responsiveness) while the internal energy, density and other first order derivatives, according to the
parameter set of the general system condition, are maintained at the transition point. Thermodynamic fluctuations
arising at the superconducting phase emerge at the spatial scale, corresponding to the coherence length. Phase
symmetry can change simultaneously as well; however, phase transitions in superconductors are not caused by
changing the crystalline state of the body and the lattice symmetry and are only connected with change of its
qualitative electromagnetic properties [38].

The idea of two existing superconductor orders which differ in response to the external magnetic field was
first proposed in 1952 by A. A. Abrikosov and N. I. Zavaritsky [39, 40] based on experimental results obtained by
L. B. Schubnikov for magnetization curves of superconducting alloys [41,42], and data obtained by N. I. Zavaritsky
for the critical magnetic fields of thin superconducting films [43]. The soft superconductor transition from a normal
to a superconducting state, depending on external magnetic conditions, can be both first and second order phase
transition, whereas the hard superconductor transition from a normal to a superconducting state shall be a second
order phase transition only under all conditions. Herewith, soft superconductors have the only Hc value of the
critical magnetic field intensity; they are not superconductive if it increases. However, the possible distortions
of the field due to the heterogeneous interaction with the differently-shaped conductor segments can result in the
simultaneous existence of large alternating areas of superconducting and normal phases separated by a substance in
the ‘intermediate’ phase in this sample. The hard superconductors have two critical magnetic field Hc1 and Hc2
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values, between which it partially penetrates into the superconductor in the form of so-called Abrikosov vortex
lattice [40] whose cores are non-superconducting (normal), and the superconducting currents screening the normal
vortex area circulate around them. As a result, Hc1 field transforms the conductor into the ‘mixed’ (metastable in
nature) state and preserves its superconducting properties, and the field above Hc2 destroys them. Experimental
observation of the structures of soft and hard superconductors being in the intermediate and mixed states was
carried out in 1967 by H. Tauble and U. Essman [44], and N. V. Sarma [45, 46] using the electron microscope
of 10 nm resolution. The schematic figure of magnetic field distribution in the conductors of different types is
represented in Fig. 2 according to [31, 38].

FIG. 2. Magnetic field distribution around the superconducting body (Figures taken from [31,
38]): a) – superconducting state; b) and c) – intermediate state where the alternating superconduct-
ing and normal areas emerge; d) – normal state; e) – hypothetical structure of the superconducting
vortex (quantum filaments of magnetic flux, where crosses and dots show schematically the direc-
tion of a superconducting vortex current); f) – the Schubnikov phase (diagram); ψ-amplitude of
the common wave function of the coherent Cooper pairs, where the amplitude square determines
the η-density of Cooper pairs; e) spatial pattern of the mixed state (the specific section is shown,
where H = B/µ0 is for the magnetic field tension and induction, jS stands for screening super-
current, 2ξ stands for the vortex core diameter, JT stands for the transport current, FL stands for
the Lorentz force)

Along with the ‘diamagnetic’ scenario of superconductivity destruction, the alternative, ‘paramagnetic’, is
possible where the strong magnetic field can change the spin orientation of one of the electrons in a Cooper
pair and simultaneously change its energy similar to the known P. Zeeman splitting effect [47]. As a result, the
pair changes into an unstable triplet and superconductivity is destroyed. In conventional superconductors, the
‘diamagnetic’ mechanism is actuated prior to the ‘paramagnetic’ one. However, in iron-based superconductors
where the ‘paramagnetic’ mechanism is more effective, the preservation of superconductivity is possible even
when it is not supposed to exist with respect to this mechanism. Theoretically, such an effect was predicted
almost simultaneously by R. Ferrell, P. Fulde [48] and A. I. Larkin, Yu. N. Ovchinnikov [49]. According to this,
when the spin orientation of one of the electrons in a Cooper pair is changed by the magnetic field along with a
simultaneous change of its energy, the Fermi energy of this pair will also change, resulting in a difference from the
Fermi energy of unchanged pairs, and as a consequence, the superconductivity will be preserved. The new phase
of the superconducting electron liquid, predicted by them, was called the FFLO phase using the first letter of their
surnames [50].
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As confirmed by numerous experiments, superconductors can change from one type to another. Impurities
in the materials play a fundamental role in such transitions [38]. The theory of such ‘impure’ superconductors
was suggested by P. W. Anderson in 1959 [51]. There is also a theoretical background for discussion and some
experimental evidence for the existence of type 1.5 superconductors which comprise the combined properties of
type 1 and 2 [52, 53]. According to theoretical considerations [52] when a magnetic field increases, type 1.5
superconductors are characterized by a coherent transition from Meissner ‘vortex-free’ condition with the complete
expulsion of magnetic field lines from the sample volume in weak fields to a certain intermediate state. Here,
vortices penetrate into the superconductor not forming a regular triangular lattice of Abrikosov vortices repelling
one other as in type 2 superconductors but some unstable irregular clusters of vortices which attract to each other as
during the transition to the normal area of type 1superconductors. Upon further magnetic field amplification, they
change to a mixed or vortex state of type 2 superconductor where the Abrikosov homogeneous triangular lattice is
formed. This is reminiscent of the behavior of molecular forces repulsing vortices from each other at short distances
and attracting at long distances whereby vortex combinations resulting in the latter case were called by authors of
the theory as vortex ‘molecules’. Experiments with single crystals of magnesium diboride, MgB2, [53] revealed
that the magnetic field really penetrates into them as it was theoretically predicted, that is, when a magnetic field
H < Hc1 is weak, the superconductor is in Meissner condition and if the field amplifies, the vortices penetrate
into the superconductor and form a web-shaped lattice instead of a triangular one (Fig. 3a). Further gradual
magnetic field amplification leads to transformation of the web-shaped vortex lattice into alternating stripes and the
formation of vortex clusters of differing density (Fig. 3b) approximately ∼ 100 nm in size and containing about
30 – 50 vortices, and then the regular triangular lattice of Abrikosov vortices as in type 2 superconductors will
appear (Fig. 3c).

FIG. 3. Web-shaped (a, b) and regular (c) vortex structures in MgB2 films: a) at 4.2 K in an
external magnetic field with induction of 0.0001 T and b) at the same temperature, but in the
field of 0.0005 T (Figure taken from the article [53]), c) at a temperature of T ∼ 6 K and in a
weak magnetic field (Figure taken from the article [54])

However, those with differing opinions will point out that the formation of irregular vortex lattice and its flow
in weak fields corresponds to the well-known phenomenon of pinning – the magnetic field H > Hc1 penetration
into a type 2 superconductor in the form of separate (‘quantized’) vortex filaments, i.e. flux lines, (see Fig. 2) and
their consolidation on the defects present there [55, 56]. Such filaments may also remain in the superconductor
at fields less than Hc1, and even at zero field if it is achieved by lowering from the area of larger fields,
H > Hc2. This is associated with the arising induction (‘Meissner’) currents flowing around the superconductor
surface. They seek not only to escape the penetration of external magnetic fields into the superconductor but also
prevent the magnetic field vortex filaments (field lines) from releasing of its thickness, those ones that penetrated
the sample at temperatures T > Tc when it was not superconducting yet. This also determines, in contrast
to type 1 superconductors, the irreversible (hysteretic) magnetization curve for type 2 superconductors being in
Abrikosov condition, predicted theoretically by K. P. Bin and J. D. Livingston, which is practically very diverse
(Fig. 4, [38]). At temperatures close to the critical temperature of superconductivity Tc, the hysteresis phenomenon
almost disappears.

Along with the critical external magnetic field there is also the critical current which limits the supercon-
ductivity due to creation of the self-magnetic field of critical value with induction Bc = µ0Hc. Its energy
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FIG. 4. External magnetic-field dependence of the magnetic H intensity in ideal hard and soft
superconductors with the same thermodynamic Have – critical field (a), and the actual magneti-
zation curve conforming to the sample (b). Herein, M = pmV is for the magnetization vector;
pm is for the magnetic moment vector; V is for the volume [38]

W = mu0H
2c/2 = B2c/2µ0 = Gn(T ) − Gc(T ) is thermodynamically related to the difference of free Gibbs

energies of the normal Gn(T ) and the superconducting Gc(T ) states, regardless of whether the critical current
only escapes the external magnetic field or it is a transport current that does not depend on the field. The excess
of energy in magnetic line bonds to the centers of their spinning consolidation during the current flow, when the
Lorentzian force influencing the vortices reaches a critical value, leading to an immediate change of their position
(the magnetic flux jump) accompanied by a simultaneous temperature rise which may be sufficient to create the
normal state of the superconductor [57].

The disturbance of this equilibrium but naturally metastable state of the superconductor vortex lattice with a
trapped magnetic flux can probably occur during the flow of weak currents of subcritical value under the trigger-
ing action of external perturbations, including thermal and magnetic fluctuations of small intensities. However,
unlike the previous case, the process of magnetic flux redistribution (so-called magnetic flux creep) in massive
superconductors is long enough at a typical speed of thermal fluctuations. It manifests itself in a slow creep
(in the perpendicular direction to the current density vector and the magnetic field induction vector) of pinned
mutually repelling vortices to their general ‘Abrikosov’ state, with an equally slow magnetization relaxation to the
equilibrium logarithmical value in time [58]. J. Giaever [59] carried out a direct observation of such movement
of the niobium particles sawed on a lead foil. In all cases, the irreversible processes accompanied by heat release
due to the energy dissipation of superconducting current, take place in the superconductor. Phase diagrams for
superconductors of various kinds during tension H change of an external magnetic field and temperature T are
schematically represented in Fig. 5 (based on [60, 61]).

Experimental studies on the magnetization structure and dynamics for different kinds of superconductors with
different composition stoichiometry, of different shape and size have been carried out in many scientific centers [62]
by means of magnetic neutron diffraction and magnetic decoration (under the electron microscope by coating the
superconductor surface with tiny magnetic iron or nickel particles). They have allowed ‘visual’ illustration of
these processes, including the emergence of intermediate-mixed (‘semi-Meissner’) state and assessing their energy
performance.

Another coherent effect of superconductivity should be noted. It lies in the specific tunnel junction of
superconducting pairs from one superconductor to another through a very thin dielectric layer separating them,
when a current passed is less than the critical value, as well as in the voltage drop in their contact with the
simultaneous emission of electromagnetic waves when a current passed is greater than the critical value [63, 64].
The effect was predicted in 1962 by B. D. Josephson [65] based on the BCS theory. It was confirmed experimentally
for the stationary case in 1963 by P. Anderson and J. Rollo [66], although the same phenomenon of resistance
disappearance in the small contact between the two metals during transition to the superconducting state was
observed in 1932 by W. Meissner and R. Holm [4]. According to modern concepts [67], the microscopic mechanism
for Cooper pair tunneling is associated with the so-called ‘Andrey’s’ reflection [68, 69] of quasiparticles localized
in the potential well in the contact area. Thus, there is a change of signs of the effective mass and the charge
carriers along with the transformation of an electron into a hole or vice versa and Josephson current value can
achieve the value of a normal tunneling current through contact at the gap range stress in the superconductor
energy spectrum [67].
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FIG. 5. Schematic state phase diagrams for various superconductors (based on [60,61]): a) type 1
superconductors; b) type 2 superconductors; c) and d) – probable phase diagram for type 1.5
superconductors in case of different two-gap state parameters. Diagram section 1 shows the
normal state, section 2 shows the Meissner state (the Meissner phase), section 3 shows mixed,
or vortex state (the Schubnikov phase), section 4 shows the state characterized by a non-uniform
vortex lattice

3. Energy spectrum of superconducting materials, energy ‘gap’ and ‘pseudo-gap’ in HTSC

Along with the above mentioned macroscopic effects in superconducting materials, there are also transfor-
mations at the microscopic level in the form of changes in the atom energy spectrum. The usual set of discrete
electron energy levels in each atom that are allowed by quantum laws, fissionable to very large number of sublevels
due to the huge number of atoms interacting with each other in a solid, almost merges into a continuous spectrum.
Its feature for metals at temperatures above the critical lies in blocking the area of free ‘conduction’ electrons
(those having more energy) and the area of bound ‘valence’ electrons (having lower energy values), whereas in
case of semiconductors and insulators, these areas are separated by an energy gap (a band gap where there are no
electrons). The coupling of electrons into Cooper pairs in metals at temperatures below the critical Tc leads to
the emergence in their energy spectrum of the ‘superconducting’ energy gap, symmetric with respect to the Fermi
level, of about ∆(T ) ∼ 103EF width. It separates the equilibrium ‘paired’ electrons contained therein from other
‘non-superconducting’ particles which may be above or below the gap. This fact makes it different from the energy
gaps in semiconductors or insulators where there are no electrons (Fig. 6).

Since the combined energy of a Cooper pair in the superconducting gap at the Fermi level is less than the total
energy of two free electrons, in order to separate them back it is necessary to expend energy equal to the doubled
gap energy 2∆(T ) = 3.5kTc, the value of which is determined by the critical temperature Tc. Therefore, the higher
Tc is, the more energy is needed to break this pair. In this case, to break the rigidly connected system of all Cooper
pairs an energy of 2∆(T )ηcoop will be required. But at temperatures above the critical value, the superconducting
energy gap vanishes, ∆(T ) = 0 and the Cooper pair density also becomes zero ηcoop = 0. The type of dependence
of the superconducting energy gap width on temperature is shown in Fig. 7 for Al (Tc ∼ 1.18 K) [38] and for
YbB2 (Tc ∼ 115 K) according to [72].
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FIG. 6. Schematic image of the substance energy spectrum being in various states (based on
Figures from [70, 71]): a) – low-temperature superconductor at temperatures above Tc (normal
state) and a normal metal; b) – low-temperature superconductor at temperatures below Tc (su-
perconducting state); c) – semiconductor; d) – insulator; 1 – conduction band, 2 – valence band;
3 – mutual intersection (overlap) of both bands; 4 – symmetric superconducting ‘∆ and ∆’ gap
of the Cooper pairs (marked with ovals); 5 – band gap. EF is for the Fermi level energy

FIG. 7. The energy gap width dependence on the temperature: a) – for Al in relative units
according to [38]; b) – for YbB2 in absolute units according to [72]

The superconducting Cooper pairing has its own characteristics in samples placed in a magnetic field. This will
happen in the case when the energy advantage of the transition from normal to superconducting state will exceed
the energy cost caused by the displacement magnetic field. For type 1 conductors in fields which are larger than
the critical value Hc1, the superconducting state is unprofitable and should be destroyed. However, as mentioned
above, the possible distortion of the critical field due to the heterogeneous interaction with differently shaped
conductor areas can lead to the simultaneous existence in the sample of sufficiently large areas of superconducting
and normal phases separated by a substance in the ‘intermediate’ phase with the ‘positive’ surface separation
energy obtained externally due to the supply of the magnetic field energy. At the same time, as noted above, when
the field in the form of beams or individual vortex filaments penetrates into the type 2 superconductor, some of
them may remain in such a superconductor in fields between Hc1 and Hc2, as well as in fields less than Hc1 and
even in case of zero field if it is achieved by lowering from the area of larger fields, H > Hc2. Meanwhile, the
conductor goes into the ‘mixed’ (metastable by nature) state along with preserving the superconducting properties
and ‘negative’ surface separation energy into the largest possible number of normal and superconducting phases as
a state that is energetically most favorable and does not require an external energy supply.
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However, the presence of impurity of magnetic atoms in the conductor significantly reduces the critical
temperature of transition to superconducting state until it is completely liquidated, whereas non-magnetic impurities
have only a small effect on the transition temperature [26]. We also determined that in the case of superconductors
with magnetic impurities, the energy gap magnitude becomes zero somewhat earlier than the superconductivity
disappears, since their energy spectrum has pairs with different binding energy including that arbitrarily close to
zero. Such gapless superconductors [73] are characterized by several unusual properties, in particular, a linear
heat capacity dependence on the temperature, as in case of normal metals. Superconductors with magnetic
impurities possess other interesting properties, for example, the theoretical possibility for the existence of a phase
that is simultaneously superconducting and ferromagnetic, which can also enhance the superconducting transition
temperature [74].

It should be noted that in spite of the significant theoretical results, there have not been notable achievements
in the practical search of materials with high transition temperature for the superconducting state for a long time.
The ‘warmest’ superconductors from a large number of metals and hundreds of alloys identified, up to 1986, were
considered to be the intermetallic films of niobium germanide Nb3Ge where Tc = 23 K. This value was the
maximum one which had been managed to achieve for the critical transition temperature over 75-year research
period, meanwhile the BCS theory did not predict the substances of a higher critical temperature. In the late
1960’s to the early 1970’s, great hopes were pinned on the organic complex synthesis with superconducting charge
transfer, for example, complexes of TCNQ-TTF (tetracyanoquinodimethane-tetrathiafulvalene) [75–77]. However,
despite the synthesis of a number of promising compounds, it was found that superconductivity in these complexes
is unstable even at low current densities. Progress has become more significant only with introduction of the
scientific paper by J. G. Bednorz and K. A. Muller who established in 1986, that ceramics of the La–Ba–Cu–O
compound based on oxides of copper, lanthanum and barium (compound La2−xBaxCu04) becomes superconducting
at a temperature of 30 K [78]. Yu. D. Tretyakov specified this issue in his article ‘Chemical superconductors before
the Third Millennium’ [79] ‘...The most striking fact was that it was not any particular organic or polymeric
structure, on which theoretical physicists had pinned their hopes, that exhibited superconductivity, but oxide
ceramics which is typically characterized as dielectric or superconducting. However, the most amazing fact for
experts was that the oxide compounds exhibiting superconductivity had been synthesized long ago. In 1978, this
was made by the IONKh RAN (Kurnakov Institute of General and Inorganic Chemistry of Russian Academy of
Sciences) staff, namely V. Lazarev, B. Kahan and I. Chaplygin who published their results a year later in the
“Journal of inorganic chemistry (1979, v. 24. No. 6)”.... They tried to investigate the synthesized samples but
liquid helium was not available to them, likewise to the French researchers K.Michel and B.Pavo who synthesized
similar and many other cuprates independently of their Russian colleagues. ...However, it goes without saying that
Bednorz and Muller were not plagiarists, they discovered what they were purposefully and persistently looking for
despite any predictions and theories’.

This discovery and the other one followed soon thereafter in 1987, concerning 93 K superconductivity in the
Y–Ba–Cu–O system (YBa2Cu3O7−x compound [80]) stimulated the search for copper-containing superconductors
with a higher temperature all around the world. In 1988, the superconducting transition temperature of cuprate
series with alkaline earth metals without rare earth elements in the Bi2Sr2Cax−1CuxO2x+4 compound synthesized
by the Maeda group, reached 108 K [81, 82], and in case of cuprate materials in the Tl–Ba–Ca–Cu–O system
(Tl2Ba2Ca2Cu3O10 compound discovered by Sheng Z. Z. and Hermann A. M. in 1988) it was 125 K [83, 84].
The discovery of superconducting mercury cuprates in 1993 by S. N. Putilin and E. V. Antipov increased the
transition temperature to 138 K (HgBa2Ca2Cu3O8+x compound doped by Tl), and under external pressure of
350 thousand atmospheres, the transition temperature increases to 164 K (−109 ◦C) [85, 86]. It is only 19 K
less than the minimum temperature registered on earth. To date, there are more than 50 known original layered
HTSC-cuprates [79].

Although the use of metal superconductors instead of ceramic ones solved the problem of increasing Tc,
it simultaneously created a problem of reduction of the critical Jc currents that destroy superconductivity. As
noted by Tretyakov Yu. D. [79], the latter was the result of fundamental differences of metallic and ceramic
superconductors. If the first ones are isotropic and have a coherence length of up to 20 nm, the second ones are
highly anisotropic and their coherence length does not exceed 2 nm. As a result, in the polycrystalline condition,
the crystallites’ boundary in the ceramic superconductors is comparable with the coherence length and creates an
effective barrier to the movement of magnetic vortices and increases the critical current, which is very important
in technical applications, for example, to obtain strong magnetic fields. In particular, in the systems that generate,
accumulate, and transport electric current, in magnetic cushion transport or in NMR-scanners, superconductivity
must be maintained at currents of about 105 A/cm2 in a magnetic field of 2 to 10 T, while the first samples of
superconducting cuprates obtained using the traditional ceramic processes, had rather small critical current value
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of about Ic ∼ 1 A/cm2 [87]. Due to the high responsiveness of this parameter to the structural characteristics
of superconducting ceramics, in order to prepare and treat it with heat, at the P. Makdgin’s [79] suggestion they
began to apply melt technologies used traditionally in the manufacture of metal but not ceramic materials. This
became possible due to exceptional high fusibility of superconducting cuprates compared to the conventional
oxide ceramics based on MgO, Al2O3 or ZrO2. However, due to incongruent nature of melting (melting with
decomposition where the solid phase is converted into a melt and solid phase of another compound), the melt
product is not single-phased as a rule. However, the presence of inclusions of non-superconducting phases
responsible for the emergence of additional pinning centers, i.e., braking of the magnetic vortices, contributes to
a significant increase of superconductive stability in a magnetic field. In this case, the peak effect revealed in
rare earth ceramic system Ln–Ba–Cu–O (Ln = La, Nd, Sm, Gd, Eu) [79], occurs at the same time. The nature
of pinning associated with the peak effect, is fundamentally different from the pinning due to the introduction
of hetero-phase non-superconducting inclusions. Based on the study of microstructural phase changes related the
peak effect in the system, it is presumably associated with the formation of nanoscale areas of solid solutions at
the original substance spinodal decomposition during formation and cooling of the melt enriched with barium and
copper oxides [78]. The discovery of this effect gave rise to hopes for a radical improvement in technology and
process parameters of superconducting cuprate materials which have recently been given considerable attention
(see, for example, papers [88–91]).

Along with this, research was conducted on superconductivity of non-cuprate compounds, in particular, of
Mg–B, Ba–Na–Ge, Na–WO3 systems [31, 92–96], as well as iron compounds, ferronickel and iron selenides [97–
110]. To date, there is a wide class of such materials which give new opportunities to further increase the transition
temperature of the superconductivity with the simultaneous increase in the critical current value. These data
give reason to believe that in case of both copper and non-cuprate superconductors, layered materials including
nanostructured ones are the most promising.

The anisotropy of physical properties along and across the layers, which determines the peculiarity of the super-
conducting Cooper pairing, has been shown to play a special role in increasing temperature of the superconducting
transition for all layered compounds [111]. In particular, discovered in 2001, superconducting MgB2 compound
of the alkaline earth metal Mg and wide bandgap semiconductor B with alternating magnesium and boron layers
and a transition temperature of Tc ≈ 40 K, a record for borides, has two superconducting gaps were predicted
theoretically and confirmed experimentally [112, 113]. In quasi-two-dimensional Bor hole bands (σ-bands) the
superconductivity transition forms a ∆Eσ gap in the quasiparticle spectrum, which is a band of forbidden energies
for single electrons and of holes with values of about 10 – 11 MeV at the maximum Tc. The superconducting gap
∆Eπ, forbidden band of approximately 1.5 – 3 MeV width, is also formed in three-dimensional magnesium bands
(π-bands). The interaction of these two ‘varieties’ of Cooper pairs in two-band MgB2 material with the double-gap
superconductivity ensures a high Tc. As noted above, the doping leads to a decrease in the critical transition
temperature Tc while increasing the critical current [92]. High-temperature superconducting state was also experi-
mentally observed on surfaces of alkali metals, in particular, localized spots of the surface superconducting phase
were found on the superficially doped crystal of Na–WO3 at a critical temperature of 91.5 K [94,95].

An alternating layered structure is also characteristic for a new class of high temperature superconductors
discovered in 2008 by a H. Hosono’s group [97,98], i.e. layered iron compounds and pnictides (group V elements
in the periodic table: nitrogen, phosphorus, arsenic, antimony, bismuth, etc.), or chalcogenides (group VI, main
subgroup elements: oxygen, sulfur, selenium, tellurium, polonium). Compounds LnFeAsO1−xFx (Ln= La –
Gd), in particular, La[O1−xFx]FeAs where Tc = 26 K [97, 98], Sm[O1−xFx]FeAs where Tc = 55 K [99],
Nd[O1−xFx]FeAs [100], Gd1−xThxFeAsO where Tc = 56 K [101] were synthesized on this basis, demonstrating
for the first time the superconductivity of materials containing magnetic components of Fe atoms in alternating
layers, despite screening by a tetrahedron of As or Se atoms. Subsequently, superconducting Fe compounds were
synthesized with Ce, As, F, As, K, Se, Te, Rb, K, Na and other elements [102–108].

The energy spectrum of each band in substances with such multi-band structure has its own gap, which leads to
at least two superconducting bosonic condensates and multi-gap superconductivity similar to the case of magnesium
diboride [109–112]. The presence at the Fermi level of two conduction electron types (π- and σ-electrons) of
different dynamical (effective) mass which is manifested in the particle motion in the electric field of the crystal
lattice of each structural area of such material, leads to different width of each of the superconducting energy gaps
∆π and ∆σ, to different superconductivity types (type 1 for paired π-electrons and type 2 for σ-electrons), and to
the divergence of other coherence characteristics. Now there are several collections of iron-based superconductors,
including new compounds created in FIAN (P. N. Lebedev Physical Institute of the Russian Academy of Sciences)
from barium, iron and 122-type arsenic. The materials of this group are being studied very actively now, their
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production is simpler than the synthesis of their analogues in other collections, for example those consisting of
gadolinium, arsenic, iron, and oxygen, such as GdOFeAs doped with fluorine which replaces the oxygen [113].

In accordance with the early theoretical two-gap superconductor models proposed by V. A. Moskalenko and
H. Suhl [114, 115] independently, without interband interaction, both gaps behave accordingly with BCS theory
and become zero at their own critical temperatures TcL and TcS . And by having this interaction as shown by
experiments [116, 117], both gaps go to zero when a T = Tc is the same and when T < Tc, one of the gaps is
more than the BCS-value and the other is less (Fig. 8).

FIG. 8. The superconducting gap dependence on temperature in the two-gap HTSC Bi2Sr2CaCu2O8+x [117]

During further development of the theory (I. I. Mazin, [118]) they proposed an alternative mechanism of Cooper
pair formation, based on the magnetic resonance of dynamic magnetic susceptibility and then they suggested the
interband interaction model for spin and even orbital fluctuations [120].

Type 1 and 2 phase transitions occurring in the two-gap superconductors with increasing temperature, change
state with a non-uniform vortex lattice to a state with a regular (triangular) vortex lattice depending on the external
magnetic conditions, then the condition of unevenly spaced vortices with a non-uniform vortex lattice can be
observed again and, finally, they change to the Meissner state [121]. These phenomena, discussed above in
connection with the superconductor transitions from one type to another when the magnetic field is changed, cause
a very unusual kind of hysteretic magnetization curve (Fig. 9).

The specificity of ‘iron’ superconductors lies in the fact that in superconductivity, they exhibit another, an-
tiferromagnetic, phase transition which transforms the magnetic moments of the substance’s atoms (in this case
neighboring Gd atoms) into the state of oppositely directed and equal in magnitude, which reduces the total material
magnetization to zero. This magnetic condition is opposite in a way to a condition of the ferromagnetic materials
where, if the temperature is below a certain critical value (the Curie point), magnetic moments of all atoms are
directed in one way resulting in the ability to become magnetized in the absence of an external magnetic field. The
substance becomes antiferromagnetic at the temperature being below a certain TN value (called the Néel point) and
remains antiferromagnetic up to Tc. It should be noted that the anti-ferromagnetism emerges in these and many
other compounds at high temperatures as a phase that precedes superconductivity at a higher temperature, or in the
‘ancestor’ non-doped compounds. As a number of theorists believe, this means that the ‘glue’ that connects the
electrons into superconducting pairs, is their interaction with magnetic fluctuations [122].

In 2009 – 2014 anoxic iso-structured layered selenides AxFe2−Y Se2 (A= K, Rb, Cs, Te, Tl etc.) were
obtained, among which there are superconducting compounds [104–108,123]. Superconducting properties are found
in the β-phase of iron monoselenide FeSe1−δ , with a significant non-stoichiometry of the chalcogen δ ∼ 0.18.
From the phase diagrams of the system Fe–Se–Te, it follows that tetragonal modification of the β-phase is
stable at temperatures ranging from room temperature to ∼ 844 ◦C, while that in the system Fe–Se is stable to
∼ 457 ◦C (Fig. 10, [124]). To obtain SC-samples in the Fe–Se and Fe–Se–Te(S) systems, both standard material
science methods and less time consuming ways of obtaining poly- and monocrystals [125]. FeSe has a much simpler
crystal structure, but it has many of the same magnetic and electronic properties (including superconductivity) as
the iron-based pnictide superconductors (Fig. 11, according to [126]).
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FIG. 9. The magnetic induction dependence on the magnetic field applied and the magnetiza-
tion hysteresis for two-gap superconductors (schematically, according to numerical simulation of
systems such as MgB2 and layered Fe-containing compounds [121])

FIG. 10. The phase diagram of the system Fe–Se according to [124]. Superconducting properties
are found in the β-phase of iron monoselenide FeSe1−δ

The critical magnetic field which such compounds are able to withstand while remaining a superconductor,
according to experts from FIAN (P. N. Lebedev Physical Institute of the Russian Academy of Sciences) is a great
value about 130 T [38]. This parameter, in addition to the other two (Tc and Jc), is very important for technical
applications. As for the new compounds, it almost matches the achieved value of Hc2 = 100 T for the most studied
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FIG. 11. Comparison of the crystal structures of the iron-based pnictide superconductors on the
example of LaOFeAs (left) and BaFe2As2 (center) and FeSe (right), based on [126]

TABLE 1. Electrical and technical specifications of some commercially available superconductors
(according to [38])

Compounds Tc, K Jc, A/cm2 at 4.2 K Hc, T at 4.2 K

NbTi 9.5÷10.5 (3÷8) 104 12.5÷16.5

Nb3Sn 18.1÷18.5 (1÷8) 105 12÷13

NbN 14.5÷17.8 (2÷9) 107 8÷13 (25 at 1.2 K)

TABLE 2. Parameters of some HTSC materials (based on [128,129])

Compounds Tc, K Number of CuO2 layers

La1.85Sr0.15CuO4 40 1

YBa2Cu3O7 92 2

Bi2Sr2CaCu2O8 95 2

Bi2Sr2Ca2Cu3O10 115 3

Tl2Ba2Ca2Cu3O10 122 3

HgBa2Ca2Cu3O8 134 3

cuprate superconductor Y–Ba–Cu–O having almost twofold critical temperature of 92 K (YBa2Cu3O7 compound)
and Bi2(Sr2Ca2)Cu3O10 having Tc = 110 K but considerably lower critical current. Meanwhile the maximum
magnetic field obtained by the ‘traditional’ commercially available superconductors (NbTi, Nb3Sn and NbN) is
now fivefold smaller and only reaches 25 – 28 T (Table 1 [38]).

The theoretical assumptions concerning the definite role of increasing the number of layers for enhancing the
critical Tc temperature, made on the basis of the effect of Josephson tunneling of Cooper pairs between the layers
of HTSC materials [127], initially received an experimental confirmation in experiments with the homologous
cuprate series (Table 2, based on [128,129]).

Along with this, without using any behavior patterns for electrons in a normal or superconducting state, in
his study, A. J. Leggett [129] derived a simple formula for estimating the critical temperature change depending
on the n-number of CuO2 layers in HTSC families of the same structural type in comparison with a single-layer
specimen from the same homologous series as the inequality Tc(n) − Tc(1) = To(1 − 1/n), where To is an
individual constant for each family. In particular, this formula results in [Tc(3) − Tc(2)]/[Tc(2) − Tc(1)] = 1/3,
which was consistent with the available experimental data 0.25 – 0.34 for homologous series of cuprate HTSC
having a number of layers n = 2 and n = 3 (see, for example, Table 2).

However, the subsequent experiments with a multi-layered metal oxide HTSC [130, 131] by methods of
scanning quantum-interference microscopy (SQUID) and nuclear magnetic resonance (NMR) showed that the
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Josephson’s interlayer tunneling is not a basic mechanism for high-temperature superconductivity. The bell-
shaped curve Tc(n) with the cascading branch when increasing the layers number greater than n > 3 and the
redistribution of charge carriers from ‘internal’ to ‘external’ layers within one unit cell was also identified. The
proposed theoretical model, that takes into account the last factor on the phenomenological level [132], describes
the behavior of Tc(n) with a maximum at n = 3 quite well (Fig. 12).

FIG. 12. The temperature dependence of the superconducting transitions on the number of CuO2

planes in the unit cell (schematically, according to [129] for homologous series of
HgBa2Can−1CunO2n+2+δ)

It should be noted that the nature of superconductivity in high-temperature materials produced is still not fully
clear. They are not ‘conventional’ superconductors in terms of the Bardeen–Cooper–Schrieffer theory, for which
the predicted critical temperature should not exceed the above limit of about 40 K (−233 ◦C), and the prospects
in this area for achieving even a higher transition temperature are not clear. However, according to this theory, all
that is required to achieve a high Tc is a favorable combination of high frequency phonons, strong electron-phonon
bonding, and high density of states [133]. As recently shown by A. P. Drozdov, M. I. Eremets, I. A. Troyan,
V. Ksenofontov and S. I. Shylin [134], these conditions can be theoretically fulfilled for metallic hydrogen and
covalent hydrogen-dominated compounds. This idea was confirmed by computational studies predicting the transi-
tion temperature in the range of 50 – 235 K for many hydrides, in particular for hydrogen sulfide (H2S), which is
transformed to a metallic state at a pressure of 90 GPa, and the critical temperature for transition into the supercon-
ducting state depends on the temperature at which the sample becomes compressed. The results of experimental
studies concerning the influence of these factors on the hydrogen sulfide’s resistivity and the transition temperature
obtained by the authors in 2015 are shown in Fig. 13.

FIG. 13. The effect of sample pressure and temperature before compression on the electrical
resistance and critical temperature of sulfur hydride and deuteride transition into the supercon-
ducting state (Figures taken from [134])

In their experiments, they recorded a new supercritical transition Tc temperature of about 203 K (or −70 ◦C)
exceeding the previously noted record Tc level of 164 K (−109 ◦C) of ‘unusual’ (in the above sense) mercury-
containing superconducting cuprates for the compound HgBa2Ca2Cu3O8+x, which was achieved at an external
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pressure of 35 MP. The ‘normal’ hydrogen sulfide (H2S) was compressed at high pressures of about 153 GPa
and a temperature of more than 220 K, and, according to the authors, the superconducting transition was due to
the formation of H3S from H2S by decomposition under pressure and strong isotopic shift of normal hydrogen to
deuterium with the formation of D2S. The hydrogen sulfide transition into the superconducting state is confirmed by
direct measurements through the presence of the Meissner effect using the method of nuclear resonant scattering of
synchrotron radiation by the independent international research team [135]. There are predictions on the possibility
to further increase Tc in the hydrogen sulfide based materials, for example, by replacing some sulfur atoms with
phosphorus, platinum, potassium, selenium and tellurium; these predictions stimulate new directions of research on
the hydrides superconductivity [135–139].

The above data on critical temperatures at which range of materials become superconductive, are compared to
some characteristic temperatures in natural conditions in Fig. 14.

FIG. 14. Comparison of critical superconducting transition temperatures of some materials with
representative temperatures existing in natural conditions (based on [29])

There are still no generally accepted results for the synthesis of more high-temperature superconductors,
although there was some information about superconductivity in the materials based on diamond and other systems
at a critical temperature close to room temperature [136–138]. At the same time, using different experimental
techniques [139,140] it was recorded that there is another energy gap emerging at a temperature above the critical,
which was called as a ‘phony’ gap or a ‘pseudo-gap’ because of its inexplicable origin [30,137–143]. A number of
researchers explain its appearance with the phase transition to a special ‘pseudo-gap’ state, and various hypotheses
of the phenomena occurring during this process are considered in the proposed models. For example, it is argued
that at temperatures above Tc, Cooper pairs are not destroyed but only lose their coherence, i.e. lose the connection
between them [144], or that a pseudo-gap at above the superconducting transition temperature appears due to the
influence of clusters of superparamagnetic or antiferromagnetic ordering as a kind of ‘magnetic glue’ which occurs
when a high-temperature superconductor is not doped or poorly doped with charge carriers [145]. It is also thought
that such a mechanism lies in the formation of spin- or charge-density standing waves involving magnetically
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ordered structures of indirect exchange via the conduction electrons in their organization, leading to the formation
of virtual quasi-localized states, but other ideas exist as well [143–148].

It is worth mentioning the opposing view of the same large number of researchers that see no relation between
transition into the pseudo-gap state and any phase transition and explain it by suppression of the electronic states
density of one-particle excitations near the Fermi level. This is indicated, in particular, by typical dependence of
the superconducting gap characteristics on the external magnetic field, whereas the pseudo-gap practically does not
depend on it [149, 150]. This is evidenced by, for example, the data in the papers [117] and [151] which together
show that at T = T ∗ > Tc, a large spatially inhomogeneous gap (pseudo-gap), irrelevant to superconductivity, is
formed in HTSC, while at T = Tc, the superconducting gap is formed, which is uniform and much smaller in size.

These contradictions show that the authentic origin of the pseudo-gap is still unclear.

4. Energy ‘pseudo-gap’ as an independent phase transition in high-temperature superconductors

It is possible to distinguish the relationship of the energy pseudo-gap occurrence accompanied by formation of
local incoherent Cooper pairs from other, competing with this, conditions by availability (in case of superconductive
pseudo-gap) or absence (in another case) electron-hole symmetry of its energy spectrum relative to the Fermi level.
However, it is clear that regardless of the specific mechanism, the emergence of the energy pseudo-gap can be
considered as an independent phase transition in the substance prior to the transition to superconductivity in HTSC.
Experimental evidence for this fact was presented by a large group of specialists from several research organizations
in Japan, USA and Thailand [140]. Using a scanning tunneling microscope, they found that a significant role for
the occurrence of this state is played by a critical level of doping of the superconductor Ca2CuO2Cl2 with sodium
atoms, beyond which the material becomes superconducting at a rather high temperature. It was also revealed
that when doping the original superconductor with sodium at very low levels, the atoms were observed to form
in nanometer clusters which always appear during the pseudo-gap formation [152]. At the same time as the
sodium atom concentration was increasing, their individual clusters began to merge gradually and when they were
completely coupled, the material demonstrated the properties of superconductor.

The spontaneous appearance of thermodynamically non-equilibrium Cooper pairs (superconducting fluctua-
tions) at temperatures above Tc results in, compared to conventional one-electron mechanism, the additional
charge transfer known as ‘Aslamazov–Larkin contribution’ [153, 154], as well as excess conductivity, or paracon-
duction [155]. Herewith, its conductivity and heat capacity, sound absorption factor, thermal EMF, Hall coefficient,
anomalies of tunneling transition current-voltage characteristic, diamagnetic susceptibility and other phenomena
can be significantly increased even in the normal phase of the superconductor material in the immediate vicinity
above Tc. However, when the superconducting transition temperature is reached, the expected superconducting
fluctuations, a consequence whereof is the effect of superconductivity, are not only suppressed but may be missing
at all.

The common feature of all cuprate HTSC families with different types of doping is a bell-shaped critical Tc
temperature dependence on the x-concentration of charge carriers (with a maximum at xopt ∼ 0.2 for p-doping
and at xopt ∼ 0.15 for n-doping), as presented on the generalized phase diagram (Fig. 15) using papers [111,156].

Considered in [157], the original explanation of this dependency within the theory of Josephson tunneling
of Cooper pairs between CuO2 layers which, as already noted, also predicted an increase in Tc with increasing
number of CuO2 layers in the unit cell [127], is not consistent with the above bell-shaped Tc dependence on the
number of layers with a maximum at n = 3 (see Fig. 12). The latter assumption about the relation of the possible
mechanism of both effects with the ‘Andreev’ reflection is indirectly confirmed by the aforementioned NMR data
in cuprate HTSC [131] which showed that in case of a large number (n > 3) of CuO2 layers, charge carriers
are distributed non-uniformly, their concentration within a single unit cell in the ‘internal’ layers is smaller than
in external ones. The results of the numerical modeling of these phenomena [158] based on phenomenological
representation of the free energy of the system as a function of two interacting order parameters, superconducting
and non-superconducting, indicate their possible connection with a certain ordering (probably, that of charge density
waves) that competes with superconductivity. According to this widely discussed hypothesis in the literature (see,
e.g., reviews [143, 144, 157]), the latter also determines the appearance of the pseudo-gap. In the above phase
diagram (Fig. 15) it is located in the area of the current carrier concentration which is less than optimal and
corresponds to the maximum Tc temperature, and reveals itself with a number of anomalies in their electronic
properties in both normal and superconducting state. Due to the reduced carrier concentration in ‘internal’ layers
of a multilayer unit cell, the pseudo-gap size is large in these layers, and the actual superconducting order is
suppressed, which leads to decrease of Tc when n > 3. This conclusion from modeling results confirms the
competing contribution of the phenomena considered to the formation of superconducting correlations; however,
it does not clarify the underlying mechanism of high-temperature superconductivity, by which, in particular, only
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FIG. 15. Typical phase diagrams for cuprates of different hole and electron doping x-levels
(according to [111, 156]): a) – only hole doped (p-type); b) – both n-doped (on the left, for
the (La,Pr,Nd)2−xCexCuO4−y compound) and p-doped (on the right, for the La2−xSrxCuO4−y
compound). The figures indicate the following: 1 – a zone of incomplete doping, 2 – a zone
of optimal doping, 3 – a zone of excessive doping, 4 and 5 – zones of poor and heavy doping,
respectively. The letters indicate the following: FL – the normal Fermi-liquid area (normal phase);
SC – the superconductivity area (the superconductivity phase); PG – the pseudo-gap phase area;
sPG and wPG – strong and weak pseudo-gap areas, respectively; BS and QSS – areas of bound
and quasi-stationary states of Cooper pairs, respectively, QSS+BS – area of their coexistence; AF
and AFM – anti-ferromagnetism areas (antiferromagnetic phase); QCP – quantum critical point.
Specific temperatures: Tc – the superconducting transition temperature; T* – the pseudo-gap
transition temperature; Ts* – the temperature of strong and weak pseudo-gaps crossover; TN –
the antiferromagnetic transition temperature (the Néel temperature), x – the doping level

a single CuO2 layer is superconducting. The question also remains open in terms of how to achieve a relatively
uniform distribution of carriers in the layers so that the pseudo-gap deterring the critical temperature growth in
superconducting macro-structures would not appear because of their unbalance.

5. Peculiar properties of nanostructure superconductivity

The possibility of superconductivity in metallic and non-metallic systems, and even in organic compounds
at high temperatures was substantiated by V. L. Ginzburg [22, 28] and W. A. Little [75–77]. They believed that
the creation of room-temperature superconductors (RTSC) is one of the most important problems in the field of
nanotechnology.

Fundamentally, this technology can be implemented by depositing atomic layers, for example, by atomic layer
deposition (ALD), first proposed by V. B. Aleskovski in the mid-twentieth century [159,160] and usually called as
the method of molecular layering (ML) in the Russian scientific literature [161]. The specificity of this method lies
in the possibility of forming a molecular or atomic monolayer on complex-shape substrates without forming three-
dimensional nuclei by cyclic alternate supply of gaseous (MOCVD – Metal Organic Chemical Vapor Deposition)
or liquid (with subsequent pyrolysis – MOD – Metal Organic Deposition) precursor reagents of the buffer layer
and the base material to the substrate in a way that the chemical reactions leading to the film growth occur only
in chemisorbing layers, that is, with the exception of reactions in the gas phase. Meanwhile a given increase in
the thickness of the formed film is easily and accurately controlled by the number of deposition cycles using the
ability for self-organization (self-restraint) of surface reactions culminating automatically with the exhaustion of all
reactive sites on the surface.

Another technological approach to produce the HTS conductors is the layer deposition in vacuum using the
laser method (PLD – Pulsed Laser Deposition), electron or ion beam (Electron beam Deposition or Sputtering)
and magnetron sputtering. Here, a high-temperature superconducting layer is deposited by ablation. When this
technology is used, superconducting compound molecules or clusters, instead of individual atoms, should be
transported from the target to the substrate and deposited on it [162, 163].

The mixed technology can be applied, for example, the buffer layers are applied by sputtering, and the HTSC
layer is applied by chemical means.

In general, this enables the construction of both 2D-layered and 3D-dimensional superconducting nanostructures
which are unique in terms of reproducibility and high conformity of the formed layers, thickness and density
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uniformity, number of defects, stoichiometric composition. A large variety of conductors and dielectrics can be
used to generate the required electron-phonon spectra and obtain the superconductivity effect at a high temperature.

However, the existence of the superconductivity at high critical temperature in amorphous metal nano-
films [164] and in a number of nano-carbon substances synthesized based on insertion of the potassium atoms
into fullerenes and nanotubes and the doping of a fullerene crystal with tribromomethane molecules [165, 166]
shows that to obtain the superconductivity, the availability of an ordered structure similar to the layered cuprates or
ferrous compounds is not required [167]. High-temperature superconductivity is typical of many other nanostruc-
tures. For example, it is typical of ultrathin NbC films and films from the aforementioned magnesium diboride,
MgB2 [168], ultra-narrow silicon (Si) quantum p-wells bounded by δ-barriers and heavily doped with boron [169],
copper-containing fullerene quantum-well samples of endohedral nanostructures with the included element atom
location inside the carbonic structure [170] and also of other nanostructures limiting the charge carrier movement
in one, two, or three dimensions.

Discrete quantization levels of the charge carrier energy resulting from these limitations give rise to a great
diversity of the superconductivity characteristics in the nanostructures compared to bulk samples of the same
materials and open up opportunities for creating new materials as well. Thus, research on dependence of a critical
value of the parallel Hc‖ magnetic field for thin nanofilms superconductors NbC and MgB2 on their thickness
and the mean free path of the electrons showed that at low temperatures the critical Hc‖ field can significantly
exceed the critical Hc2 field [168]. In case of NbC films, near the Tc critical temperature, the parallel critical
Hc‖ field varied depending on the film d thickness in proportion of ∼ (1/d)3/2, which is also the case for

pure superconductors [171] and the observed temperature dependence of Hc‖(T ) ∼ (1− T/Tc)1/2 satisfy the
superconductor vortex-free condition in the whole temperature range below Tc. In a perpendicular magnetic Hc⊥

field, in case of both type 1 and 2 thin and ultra-thin superconductor plates being of thickness that is much less than
the London penetration depth, the Meissner and the transport currents are almost constant by thickness. This leads
to the transformation of the Abrikosov vortex into the so-called Pearl vortex [172] where the motion’s speed can
reach 103 cm/s [173], as well as to the effect of local variations in the magnetic field direction (the ‘vapor trail’ in
a magnetic field and even the ‘contrail precursor’ accompanying this vortex [174–176]). This effect reveals under
the action of Lorentz force while passing both direct and alternating transport currents which make the vortices
move uniformly or oscillate, and therefore, either keep fixed the shape of distribution of the vortex magnetic
field in time or change it during the oscillation period while maintaining the general character of distribution
(Fig. 16). Since the inversion of the longitudinal magnetic field component makes the vortices pull towards each
other [177, 178], the moving Pearl vortices in thin films of superconductors are arranged in chains which can be
observed in magneto-optical experiments.

FIG. 16. The distribution of stationary (a) and flash (b) magnetic field H = 2πλ2Hc ⊥ /Φ0

with respect to X = x/λ in the direction of motion, respectively, for a uniformly moving Pearl
vortex [174, 175]; the minima correspond to the ‘inversion precursor’ in front of and to ‘vapor
trail’ behind the vortex center. Herein, x is for the distance from the vortex center, λ – the
London penetration depth, Φ0 – the magnetic flux quantum

Similar effects are also seen in the above-mentioned strongly anisotropic layered high-temperature supercon-
ductors, where the vortex structure is presented by vortices of two types, the properties of which differ markedly.
The internal magnetic flux perpendicular to the superconducting layers is formed of point vortices merging into
chains perpendicular to the layers, similar to Pearl vortices in thin films. Parallel to the layers, the magnetic flux is
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formed from vortices which are similar to vortices in tunnel transitions being parallel to the transition plates. The
interaction between these vortices and the formation of composite vortices, which contain vortex segments of both
types, leads to a complex dynamics of magnetic flux in strongly anisotropic layered superconductors [179].

Great opportunities to produce different types of self-ordering nanostructures such as quantum wires and
crystallography-oriented quantum dot systems are provided by means of a method of molecular beam epitaxy [180],
as well as ion implantation and non-equilibrium impurity diffusion methods [181]. As the method of atomic layer
deposition (ALD) [182], they are widely applied in modern technology of semiconductors and nanoelectronics in
the synthesis of other functional materials in planar technology [183–185]. In particular, created on this basis, the
silicon sandwich nanostructures on the Si(100) n-type surface which are ultra-narrow silicon quantum p-wells with
high current carrier mobility, bounded by heavily boron-dope δ-barriers, show high-temperature superconductivity
with Tc = 145 K and the superconducting gap value of 0.044 eV [186]. As the authors suggest, superconductivity
arises as a result of the transfer of hole (p-type) bi-polarons of small radius through the dipole boron centers
with negative correlation energy at the ‘silicon quantum well – δ-barrier’ boundary. To create them, the fractal
self-organization of the initial micro-defect distribution on the surface of oxidized single-crystal silicon [187] is
applied; this process recurs during the quantum wells self-organization and, apparently, is a ‘Sierpinski wipes’-type
fractal modification [188] with an incorporated longitudinal silicon self-ordered quantum well (Fig. 17).

FIG. 17. The diagram of self-ordered silicon wells produced on Si (100) surface under conditions
of injection of the proper silicon interstitial atoms (white circles) and vacancies (black circles)
during pre-oxidation (a) and subsequent micro-defect passivation under short-time boron diffusion
by the vacancy mechanism (dark areas) (b) according to [187]

The superconductivity in 3D-fragments of carbon deposits with a high content of multivariable spatial nano-
tubular structures were discovered by V. I. Tsebro, O. E. Omel’yanovskii, and A. P. Moravskii from the Physical
Institute of RAN (FIAN) (P. N. Lebedev Physical Institute of the Russian Academy of Sciences). They discovered
almost undamped currents and magnetic flux capture at liquid helium temperatures, just as it occurs in a multi-
variable superconducting structure, moreover, the captured magnetic flux was damped very slowly even at room
temperature [189].

Predicted theoretically, the phenomenon of oscillations in the critical temperature of the superconducting
transition in the form of reentrant superconductivity in layered ‘superconductor - ferrimagnet’ nano-hetero-structures
based on niobium and copper-nickel alloy is experimentally confirmed [190]. It may be considered as a direct
proof that the inhomogeneous Larkin–Ovchinnikov–Fulde–Ferrell superconductivity (the above mentioned FFLO
phase) occurs in the context of anomalous manifestation of the mechanism of ‘paramagnetic’ superconductivity
destruction. In these experiments, samples of atomically-smooth thin film structures, produced using the known
method of vacuum magnetron sputtering, were used.

The anomalous temperature-dependent diamagnetism existing within the range of room temperature to 750 K
is discovered in aerosol-generated nickel oxide nanoparticles which were studied at the Institute of Structural
Macrokinetics and Materials Science of the Russian Academy of Sciences during the crucibleless synthesis in the
levitation-jet generator [191–193]. This effect is associated with the emergence of superconductivity on the surface
of nanoparticles of averagely 10 to 30 nm in size and with different content of metallic nickel clusters. It was
found that the thickness of the superconducting surface layer is independent of the particles size and is about 6 nm
(approximately 30 atomic layers); however, in case of smaller particles, the anomalous diamagnetism disappears
completely at room temperature. Evaluation of the second critical field for the superconductivity vanishing indicates
the expected value of at least 15 T at 300 K. Further consolidation of powder of these particles with the above-
mentioned magnetic behavior peculiarities was also studied applying the method of laser sintering under conditions
ensuring the preservation of the superconductivity in the individual nanoparticles [194].
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A promising way to create such layers with nanometer and sub-nanometer thicknesses and precisely-controlled
chemical composition on the nanoparticle surface is the synthesis of composite ‘core-shell’-structured nanoparticles.
Both the above mentioned ML-ALD method of chemical layer deposition [195] and the method based on self-
organization of nanoparticles of variable composition can be used for this purpose, for example, during the
formation thereof in hydrothermal conditions due to displacement of the excessive components in composition
from the resulting solid ‘core’ solution to a ‘shell’ that surrounds it [196–198].

The following progress of such technologies to achieve compact nanostructured superconducting materials is
interconnected with both the development of new methods for the synthesis of ‘core-shell’ nanoparticles and new
sintering methods in parallel with the study of individual nanoparticle interactions in the consolidated system.
To solve the said problems and the problem of formation of nanomaterial structure and properties in general,
the non-autonomous phases and corresponding non-autonomous substance condition play a particularly important
role [199]. They are formed at the joints between macro-volumes of a substance as an intermediate transition
surface or internal structures where a composition, a structure and properties are determined by space or mass
limits, and which cannot exist as a separate thermodynamic phase. Apparently, the definition of a non-autonomous
substance condition was given for the first time by Defaye and Prigozhin in their papers [200, 201] in order to
thermodynamically describe a substance which is localized in the boundary areas of volume phases and differs from
them by its unique state equation (phase equation, according to J. W. Gibbs’s terminology). The concept of ‘non-
autonomous phase’ was used most successfully to describe the solid-phase processes (see for example [202–205]),
although this approach also shows promise in the description of processes in the area of solid, liquid and gaseous
phase contact [206–208]. Herewith, nanometer-scale environments with spatial limitations in one or several primary
directions, where the walls neither exchange substance nor interact chemically with the substance localized in their
limited space, can be considered as nano-reactors. The dimensional change of reaction zone affects the chemical
or phase transformations occurring there (a known effect of reactor process scaling [209, 210]. It is characterized
by highly quick mass transfers in nano-reactors compared to their macro-sized counterparts. This, combined with
the limited proportion of a substance contained there, provides a set of fundamentally new properties, in particular,
the ability to save individual characteristics of nanoscale objects in the consolidated system with a great proportion
of substance in the non-autonomous phases.

To study the emerging high-temperature superconductivity in ensembles of interacting nanoparticles [206],
nanoscale approaches developed in earlier models of V. L. Ginzburg and W. A. Little [22, 75–77] are involved,
which are discussed in detail by L. V. Keldysh [211]. In particular, they proved the existence of the effect of
superconductivity amplification during formation of various current contacts between nanoparticles of metals and
alloys (tin, indium, lead, vanadium, zinc, lanthanum and their oxides) [208] where the delocalized electron spectra
form energy shells similar to the atomic or nuclear energy shells [212, 214–216].

The study of the superconductivity phenomenon at the level of interphase layers also indicates the possibility to
create tunneling chains of metal nanoclusters with a total charge transfer [217]. This creates the chance to ‘vastly’
intensify the superconducting pairing and significantly increase the critical superconducting transition temperature
up to the room temperature value [218]. This is caused by such a distinctive feature of nanoparticles as a discrete
structure of their electron spectra due to the relatively small number of atoms compared to the massive volumes of
regular solids. As a result, the superconducting energy gap value may exceed the difference between the energy
levels that arise due to the finite particle size (a finite number of atoms in it) or come up with it [219]. In
addition, as the energy levels are not equidistant, they can be highly degenerate and fairly close to each other
in the vicinity of the Fermi level, which leads to the density peak of states at the Fermi level. According to
estimates [220] detailed in [218], such a ‘dimensional’ quantization leads to the effect of Tc increase by value of
δTc/Tc ≈ (2 − 3), which was discovered in thin films and granular materials [220–224]. A similar situation in
the clusters considerably stimulates the electron pairing; moreover, one can expect a tremendous intensify thereof
compared to volume pairing, which emphasizes the importance of the nanoparticle shell structure for pairing as
specified by W. Knight and several other researchers [225]. Most assuredly, this type of pairing also affects the
optical, magnetic, thermodynamic and other properties of the clusters.

One of the important issues is still a resistance of high-temperature superconducting materials, especially
nanostructured ones, to various functional and fluctuation effects which primarily affect chemical, thermal, current
and magnetic stability and cause energy dissipation in superconductors.

6. Dissipative phenomena, chemical, thermal, current and magnetic stability of nanostructured
high-temperature superconductors

The problem of functional stability for the composition, structure and properties of superconducting nanos-
tructures under the thermal, current and magnetic influences reflects the problem of the overall nanomaterial
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sustainability in many ways [29]. It depends greatly on the production method: either by nanocluster aggregation,
in particular, under conditions close to thermodynamic equilibrium [226, 227], or by dispersion from the consoli-
dated substance during non-equilibrium thermodynamic processes while applying outside powerful energy fluxes.
The latter method increases greatly the energy saturation of nanoparticles, which may lead to their specific behavior
and cause the threshold phenomena (see, for example: [228–234]). In all cases, a significant role in forming the
nano-structure stability is played self-organization phenomena [235] including those happening at the formation
level of the above-mentioned non-autonomous phases with particular physical chemistry.

Even being outside the functional impacts (while storing or preparing for use), most superconducting com-
pounds are only thermodynamically stable within a limited range of temperatures and oxygen partial pressures,
beyond which they are in a state of metastable equilibrium. To stabilize these compounds, dopants are applied
that chemically ‘deform’ the crystal structure and can lead to a significant change in functional parameters of the
HTSC material under usage conditions because of geometry changes in superconducting and dielectric areas, as
well as the charge redistribution between them. One of the simplest ways to evaluate stability of the synthesized
oxide superconductors is based on the known Goldschmidt’s geometric tolerance criterion [236, 237], according to
which the perovskite-like A–Cu–O structure (where A is for atoms of K, Rb, Cs, Tl, etc.) will be sustainable in
the above sense, if the (RA +RO) /

√
2 (RCu +RO) ratio lies in the range of 0.8 – 1, where R stands for ionic

radii of constituent elements. The additional influence of other geometrical factors in the structures of specific
chemical compounds is considered, e.g., in [29, 238, 239]. As for the superconducting complex oxides of the last
generations representing, as a rule, solid solutions of different non-homogeneity that depends on the production
technology and subsequent heat treatment, there is an urgent problem of chemical phase metastability in condi-
tions of low-temperature decomposition of the solid solution supersaturated by one or more components, as well
as its instability in relation to small spinodal fluctuations which lead to delamination and formation of coherent
areas of significantly different chemical composition [240]. When thermally influenced, nanomaterials may show
other processes that affect their stability, particularly those related to the relaxation of internal micro-stresses and
the subsequent grain growth, the change in the numerous boundary surfaces and the appropriate proportion of
non-autonomous phases in the total material volume, diffusion and effects of border segregation of the individual
components [241, 242].

These phenomena can become significantly intensified under the influence of various physical fields (magnetic,
electric, power, radiation, etc.), primarily functionally conditioned, especially those leading to the above considered
thermodynamic phase transitions of a substance or those corresponding to extreme working conditions of type 2
superconducting materials wherein the current density can reach a value of j = 105 − 107 A/cm2, and the
superconductivity maintained in magnetic fields is up to H = 105 − 106 G (10 – 100 T) (Fig. 18, [243]).

Since the superconductors are used due to their ability to resist the damaging effects of high currents and
magnetic fields arising at working conditions in most practical applications, much attention is paid to studies
of dissipative processes accompanying and contributing to the emergence and evolution of current and magnetic
instabilities in superconducting materials. In the development of such instabilities, a special role is played by
thermal fluctuations that can lead to overall instability of the critical state itself under certain conditions, which is
evidenced by the so-called ‘giant’ creep phenomenon [244]. As a result, the spontaneous temperature rise taking
place in some volume of the superconductor material reduces the pinning forces that bind the individual vortex
filaments of the occupied magnetic field to the existing defects, which leads to the vortex lattice disequilibrium
and the magnetic flux movement accompanied by heat release due to energy dissipation of the superconducting
currents. In turn, this causes a further increase in the sample temperature and, in case of large values of the external
magnetic field and transport current in high-temperature superconductors, can turn into a snowballing process of
interrelated temperature and electromagnetic field perturbations as a flux jump. In contrast to the usual slow
creep of magnetic flux and its logarithmical relaxation through time at small currents, a ‘giant creep’ can result
in the loss of current, magnetic and thermodynamic stability, which ultimately can cause complete destruction of
superconductivity [245,246].

A very unusual example of development of these ‘thermal’ instabilities in superconductors can be the experi-
mentally observed self-similar tree-like or branching formation of normal (non-superconducting) fractal structures
which emerge incrementally at temperatures ranging slightly below Tc and which are never observed when reach-
ing Tc. The latter circumstance is still not theory-based despite the large amount of experimental data on such
formations which emerge especially well as the macroscopic ones in thin films during the magnetic field penetration
(Fig. 19) [247].

A possible explanation of this phenomenon as ‘deterministic chaos’ [248] can lie in percolation vortex de-
pinning mechanism proposed in [249] to describe the resistive state of thin film of superconductors near the critical
current. This approach relates the transition of a superconductor end portion into the resistive state to the viscous
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FIG. 18. The stability of the critical-current density for various HTSC materials, depending on
the external magnetic field magnitude at 77 K according to [243]: 1 – sintered ceramics, 2 –
Bi2212 tapes, 3 – coarse grain ceramics and single crystals, 4 – Y123, 5 – pure Nd123, 6 - Nd123
with 235U embedded and irradiated with slow (thermal) neutrons, 7 – thin films, 8 – the theoretical
limit

FIG. 19. Magneto-optical images of the treelike branching structures in thin films of YBaCuO
at temperatures of 4.2 K (a), in MgB2 at a temperature of 3.8 K (b) and 10 K (c). Figures taken
from the review [247]

flow of vortices and the formation of randomly distributed vortex cores (joined chains of normal state – ‘flow
clusters’), the probability of formation thereof determines the achievement of the percolation threshold to be below
the critical value the total de-pinning (Fig. 20).

This model also results in a universal power law dependence of volt-ampere characteristics of the resistive
state of the film superconductors near the critical current and allows us to express the exponent in this dependence
through the universal 2D flow theory critical indices of γ ≈ 1.3 − 1.6 [250]. It agrees satisfactorily with
the experimental data for high-temperature superconductors and weakly depends on the HTSC type and sample
quality [251] in contrast to conventional type 2 low-temperature superconductors where an exponential dependence
of the resistive volt-ampere characteristic is typical.

As noted above, induction (‘Meissner’) currents that occur near the superconductor surface tend not only to
escape the penetration of external magnetic fields in the superconductor but also not to let the vortex filaments
of the magnetic field out of its thickness, which penetrated into the sample at temperatures T > Tc when it
had not been superconductive yet. Therefore, the HTSC stability assessment and the consideration of dissipative
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FIG. 20. Percolation 2D-structure in the system of vortex pinning centers in a thin film [249].
Black color denotes the areas where vortices may flow steadily; grey color denotes extra areas
appearing when the Lorentz force increases due to the transport current step-up

processes thereof under different perturbations and functional regime regulation should be carried out based on the
general non-equilibrium thermodynamics methods [252], taking into account the high-tension electromagnetic field
emerging in such materials long before the superconductivity is destructed. With this in mind, we should search
the mechanisms to maintain the HTSC superconductivity at the AC current input in overloaded regimes of non-
intensively cooled HTS magnets, when the input current peak values can significantly exceed the so-called quench
current which defines the boundary of steady states during the DC current flow in the superconductor [38, 253].

7. Conclusion

The analysis of achievements, challenges and prospects for materials with high transition temperature of the
superconducting state indicates a large variety of existing approaches to solve this problem which is relevant in
scientific and practical terms.

The obtained experimental results and the proposed theoretical models describing the physical mechanisms of
the superconductivity’s occurrence at a phenomenological and microscopic level, including those on atom energy
spectrum modification, relate the further progress in the understanding of the ‘superconducting’ gap origin at a
temperature below the critical transition, as well as the ‘pseudo-gap’ above the critical temperature. Although the
pseudo-gap origin is not completely understood, it can be considered as an independent phase transition in the
substance prior to the transition to a zero-resistance state and insusceptibility to external magnetic field in high
temperature superconductors. In this respect, studies of the characteristics of multi-gap and gapless superconducting
materials, their abilities to further increase the supercritical transition temperature and the critical current magnitude
are also of considerable interest.

Large reserves to create the necessary electron and phonon spectra during the high-temperature superconduc-
tivity formation are associated with nanoscale structures and nanoparticle systems of conductors and dielectrics.
Herein, a significant role is played by features of their electronic spectrum with a noticeable discrete structure due
to the relatively small number of atoms compared to the massive volumes of regular solids, and the formation of
the different current contacts between the nanoparticles and the creation of the tunnel circuits. The study of the
superconductivity phenomenon at the level of interphase layers (non-autonomous phases) and in the nanoparticles
also indicates the possibility to create tunnel chains of metal nanoclusters of certain parameters along with the
total charge transfer, where the delocalized electron spectra form energy shells similar to the atomic or nuclear
shells. This makes possible the ‘vast’ intensifying of superconducting pairing and a strong increase in the critical
temperature of the superconducting transition.

Implementing of these possibilities requires further study of the superconductivity at the level of the non-
autonomous phases in these structures, developing adequate methods of synthesis of nanoparticles of variable
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size, structure and phase composition, as well as consolidation technologies thereof ensuring the preservation of
individual nanoparticle superconductivity along with its chemical, thermal, current, and magnetic resistance.

A special role in the instability development, when there are functionally-related effects, is played by thermal
fluctuations that are able to lead to the overall supercritical state instability akin to the ‘giant’ creep phenomenon
under certain conditions. It is also necessary to search for the mechanisms to preserve the HTSC superconductivity
at AC current input therein in the overloaded modes when the peak values of input currents can significantly exceed
the quench current which sets the boundary of steady states during the DC current flow in the superconductor.

In general, the research lines considered reveal resources to find suitable nanoscale structures and materials
with high superconductivity transition temperature.

8. Post Scriptum

Before the submission of the present review to the Journal it became known that Nobel prize in Physics 2016
was awarded to David J. Thouless, F. Duncan, M. Haldane and J. Michael Kosterlitz [254] ‘for theoretical
discoveries of topological phase transitions and topological phases of matter’. The use of the topological concept
for studying of space properties which remain unchanged at its remaining invariable at its continuous deformations
allows one to describe the order disturbance in the condensed systems, in particular, transition to a superfluid
or superconducting state. On this basis the mechanism of phase superconducting transition is explained at low
temperatures even in thin (two-dimensional) layers with a stepwise change of conductivity with the increase of
induction of the imposed magnetic field as well as the mechanism of disappearance of superconductivity at high
temperatures. The latter transition was received the name of Berezinskii–Kosterlitz–Thouless (BKT) transition [255–
257], but the Soviet physicist-theorist Vadim Berezinskii participated in theory development in the 1970’s has not
lived up to getting the Nobel Prize. Approximately at the same time F. D. Haldane discovered that topological
representations could be used for properties description of the one-dimensional magnetic chains appearing in some
materials [258–260]. It is expected that such theoretically grounded search for unusual topological phases (or states)
of matter could help researchers in quantum physical phenomena in the field of materials science, electronics, in
quantum computer creation.

In this regard it should be also mentioned the work of Yu. F. Antonov and J. B. Danilevich [38] where the
topological approach for new type of superconductor topologial electrical machines of high power (the electric
engines and electric generators, electromagnetic couplings and DC transformers) has been considered. Here, the
local changes of superconductors phase state are considered as topological transformations taking into account that
for superconducting structures of any geometrical form and connectivity the fundamental value of quantization of
the magnetic flux as the direct consequence of rigid phase coherence remains unchanged as a topological property
of those structures.

Technical operation of such machines is provided by electromagnetic effects caused by phase transitions
accompanied by the formation of intermediate and mixed states of superconductors and movements of quantum
filaments due to the change of connectivity of superconducting circuits using a specially developed resistive-
superconducting switch.
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1. Introduction

When heat flows through the boundary between two crystals, the temperature at the interface experiences a
sharp jump. The proportionality coefficient between the heat flux and the temperature jump is known as the thermal
boundary resistance or the Kapitza resistance. The Kapitza resistance is a crucial parameter for calculating the heat
conductivity of nanocomposite materials. These materials are needed for the development of compact, inexpensive,
easily-fabricated heat sinks for electronic devices, primarily for computer processors [1, 2]. The study of thermal
transmission across the crystal interface, on in its own, attracts the attention to the problem of phonon transmission
across the crystal interface since, in the majority of cases, the phonons are responsible for the energy transfer
across the interface. Additionally, several thermal devices, such as thermal transistors [3], thermal rectifiers [4]
and thermal logical gates [5] have been recently suggested. An accurate description of crystal lattice dynamics is
important for these purposes.

Various approximations are used in the theory of thermal boundary resistance. Two basic approaches are the
so called Acoustic Mismatch Model (AMM) and Diffusive Mismatch Model (DMM). In the first approach [6, 7],
it is suggested that the interfacial coefficients of the phonon transmission and reflection could be calculated using
the elasticity theory. However, firstly, this approximation is suitable only for calculation of the Kapitza resistance
at low temperatures. Secondly, this approximation doesnt take into account the phonon scattering at the crystal
interface. The values of the Kapitza resistance calculated within AMM occurred significantly higher than the
experimentally determined values [8].

The second approach [9] suggests, vice versa, that the interfacial scattering is very strong, and phonons
incident at the interface ‘forget’ their initial direction and uniformly scatter in all directions. The Kapitza resistance
calculated within this approach is higher than the value calculated within the AMM, but still doesn’t give the good
agreement with the experimental data [8].

Thus, it is necessary to develop more accurate model of the phonon transmission across the interface, which
takes into account the atomic structure of actual crystals. The simplest model of this kind is the one-dimensional
chain with the interface. Such a model has been detailed in papers [10, 11]. Paper [12] describes the three-
dimensional model of lattice dynamics near the interface. However, this model does not take into consideration the
lattice mismatch of the two crystals.

More complicated models are studied by computer simulation. Thus, in paper [13] it was found that longitudi-
nal phonons have the significantly higher interfacial transmittance coefficient than the transverse phonons. Phonon
transmission across the interface is studied with a Green’s function method in [14]. It is also suggested that atoms
located at the interface are randomly displaced from the position that they would occupy if they were in volume
of the crystal.

The role of anharmonicity of oscillations in the phonon transmission across the interface is considered in the
paper [15]. In the most recent study [16], it has been found that atoms at the interface oscillate with a frequency
exceeding the maximum possible frequency in a given crystal.

The presented paper proposes an analytical description of dynamics of the crystal lattice near the interface
which takes into account the mutual mismatch of the lattices. The main assumption is that displacements of atoms
at the interface are not random, but determined by forces affecting them from the side of atoms of the adjacent
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crystal. Generally the exact solution in such a model is not possible. At the same time, the essential qualitative
effects related to the lattice mismatch can be found. In particular, it is possible to explain why the transverse
phonons have much lower transmission coefficients compared to longitudinal ones. It turns out that the lattice
mismatch, even in the absence of defects, results in phonon scattering at the interface. This scattering is not
random, but has a certain structure.

2. The model

We consider the interface between two crystals having the structure of a simple cubic lattice and contacted
by both crystal surfaces (1, 0, 0) (Fig.1). The axis x is normal to the interface. In each of the crystals we
take into account the interaction with the atoms of the first and second coordination groups. Such a model of a
three-dimensional crystal lattice is the most simple and well-studied [17].

FIG. 1. Shown are the interface between two crystals (viewed from the side) and the atomic
bonds considered in the model. The lattice constants are denoted as aL, aR; the interfacial atoms
are numbered.

The lattice constants for the crystals on the left and on the right are aL, aR, respectively. The constants of the
quasi elastic coupling with the atoms of the first and second coordination groups for the atoms of the left crystal
and for the atoms of the right crystal are βL1 , βL2 , βR1 , βR2 , accordingly. We neglect the changes of the quasi elastic
coupling constants and lattice constants near the interface. It is assumed that interactions between the atoms are
due to short-range forces, and that with the atoms of the opposite crystal, only the atoms lying at the interface
interact.

We introduce the following numbering: nx is the numbering of atoms along the axis x. For the left crystal the
numbering goes from minus infinity to zero. Atoms in the interface plane are numbered as zeroes. For the right
crystal the numbering goes from zero to plus infinity. ny, nz is the numbering of atoms in the interface plane, it
goes from the minus to plus infinity. The bold marking denotes a set of indexes n = (nx, ny, nz).

Atoms located near the interface are influenced by an external potential produced by atoms from the opposite
side of the interface. Due to this influence, the crystal is deformed, and the equilibrium position of an atom
changes relative to its position in an ideal crystal. We perform the expansion of energy in the Taylor series in
displacements of atoms from the positions which the nearest-to-interface atoms would occupy if they would not
interact with atoms of an adjacent crystal. Derivatives of higher than third order, i.e. anharmonic terms, are not
taken into consideration. The following expressions are valid for atoms on both sides therefore the index denoted
the side is omitted.

Thus, we obtain:

U(.., ~rn, ...) =
∑
n,α

∂U

∂rn,α
rn,α +

1

2

∑
n,α

∑
l,β

∂2U

∂rn,α∂rl,β
rn,αrl,β , (1)

where rn,α – is the displacement of n-th atom along the axis α, α = x, y, z; U(.., ~rn, ...) is the potential energy as
a function of the displacement.

In the equilibrium position, the condition ∀n, ∂U

∂rn,α
= 0 is fulfilled. We substitute the introduced expression

for the potential energy into Eq. (1), and obtain:

∂U

∂rn,α
+
∑
l,β

∂2U

∂rn,α∂rl,β
r0l,β = 0. (2)
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This system of 3N equations (N , number of atoms) determines the displacements r0l,β at zero temperature in the
absence of atomic oscillations, or 0-displacements, that are displacements of atoms from the position about which
the potential energy is expanded into the Taylor series, to the equilibrium position.

Now, we set temperature to not equal to zero and atoms oscillate about the equilibrium position. Then the
total displacement of an atom consists of the 0-displacement and its displacement due to thermal oscillations:
rn,α = r0n,α + un,α. The expression for the potential energy can be rewritten as:

U(.., ~rn, ...) =
∑
n,α

∂U

∂rn,α
(r0n,α + un,α) +

1

2

∑
n,α

∑
l,β

∂2U

∂rn,α∂rl,β
(r0n,α + un,α)(r0l,β + ul,β). (3)

According to the Newtons second law:

mün,α = − ∂U

∂un,α
= − ∂U

∂rn,α
−
∑
l,β

∂2U

∂rn,α∂rl,β
(r0l,β + ul,β). (4)

By using the definition of the 0-displacement (2), we have:

mün,α = −
∑
l,β

∂2U

∂rn,α∂rl,β
ul,β . (5)

Thus, by taking into account only the terms of the Taylor series containing derivatives of not higher than the
second order, the 0-displacements are completely excluded from the equations of lattice vibrations.

Let us define the interface, at which the average 0-displacements are much less than the lattice constant, as
ideal. Interaction of 0-displacements with lattice vibrations is revealed only if the terms of Taylor series with third
and higher derivatives are taken into account. Obviously, if the model of an ideal interface could be described
properly, the real interface, the latter should be sufficiently smooth, and the interaction between atoms on opposite
sides of the interface essentially weaker than interaction between atoms of the same crystal.

3. Equation for the quasi one-dimensional case

Let’s consider first the simple case where the phonon falls normally at the interface, that is, the wave vector
components are parallel to the interface qy , qz = 0.

We define uLn,α to be the displacement of the n-th atom lying on the left side of the interface along the axis α,
and uRn′,β the displacement of the n′-th atom on the right side of the interface along the axis β. Newtons second
law for the l-th atom of the left crystal lying at the interface is then given by:

müLl,α = −
∑
n6=l,β

∂2U

∂uLl,α∂u
L
n,β

uLl,β −
∑
β

∂2U

∂uLl,α∂u
L
l,β

uLl,β −
∑
n′,β

∂2U

∂uLl,α∂u
R
n′,β

uRn′,β . (6)

We take into account that:

∂2U

∂uLl,α∂u
L
l,β

= −
∑
n6=l

∂2U

∂uLl,α∂u
L
n,β

−
∑
n′

∂2U

∂uLl,α∂u
R
n′,β

, (7)

as follows from the fact that the energy does not change if the atoms of both crystals are displaced by an equal
distance in the same direction. Substitution of Eq. (7) in Eq. (6) gives:

müLl,α = −
∑
n6=l,β

∂2U

∂uLl,α∂u
L
n,β

(uLn,β − uLl,β)−
∑
n′,β

∂2U

∂uLl,α∂u
R
n′,β

(uRn′,β − uLl,β). (8)

The first term in the right part of Eq. (8) describes the interaction of an atom with atoms of the same crystal,
the second one relates to the interaction with atoms lying on the other side of the interface.

We seek a solution in the form of superposition of the incident, reflected and transmitted waves. We do not
take into consideration the wave scattering at the interface, so that the wave vector components of the reflected and
transmitted waves, parallel to the interface, equal zero. In this case, there are three reflected and three transmitted
waves with different polarizations. Let us assume that from the left, at the interface falls the wave of unit amplitude
and polarization 1. Then, for an atom on the left side (not necessary at the interface itself) we obtain:

uLn,α = exp (iωt)
(

exp (−iqL1 aLnx)eL1α +A1 exp (iqL1 a
Lnx)eL1α +A2 exp (iqL2 a

Lnx)eL2α +A3 exp (iqL3 a
Lnx)eL3α

)
.

(9)
Here, indexes 1, 2, 3 denote polarization, A1,2,3 amplitudes of the reflected waves with different polarization, q1,2,3
are x-components of the wave vectors. ~eL1,2,3 stand for the polarization vectors, eα for the component of the
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polarization vector in direction of the axis α. At the interface nx = 0, so for interfacial atoms each exponent in
Eq. (9) becomes unity.

The wave vector values q1,2,3 are assumed to be known for the given frequency ω, because the disperse
relation for the waves in a simple cubic lattice is known [17]. Near the interface, it also may be that the values
qL2,3 are imaginary, that is, the oscillation is gradually damping inward into the crystal (see the paper [11] and
discussion in section 7). Subsequently, we assume that the phonon falls at the interface from the left, and so the
crystal from the side of which the phonon falls, will be called as ‘left’ for brevity.

Similarly, for crystal atoms to the right of the interface we have:

uRn′,α = exp (iωt)
(
B1 exp (−iqR1 aRn′x) eR1α +B2 exp (−iqR2 aRn′x) eR2α +B3 exp (−iqR3 aRn′x) eR3α

)
, (10)

where B1,2,3 are the amplitudes of the transmitted waves.
Equations (9) and (10) are the solutions to Newtons equations for the atoms lying off the interface, since q1,2,3

and ω satisfy the dispersion relations for lattice vibrations. The problem thus reduces to finding the A1,2,3, B1,2,3

which would satisfy Newtons equations for the interfacial atoms. For this purpose we substitute Eqs. (9) and (10)
in Eq. (8) and try to simplify the expression obtained. For the term describing the interaction of an atom with
atoms of the same crystal, we can proceed in a way similar to that in [12]. We divide both parts of Eq. (8) by
exp (iωt), and then for the first term in the right part, we have:∑
n6=l,β

∂2U

∂uLl,α∂u
L
n,β

(uLn,β − uLl,β) =
∑
n6=l,β

∂2U

∂uLl,α∂u
L
n,β

(
(1− exp (−iqL1 aLnx))eL1β +

∑
j

Aj(1− exp (iqLj a
Lnx))eLjβ

)
=

∑
n6=l,β

∂2U

∂uLl,α∂u
L
n,β

(1− exp (−iqL1 aLnx))eL1β + +
∑
j

Aj
∑
n6=l,β

∂2U

∂uLl,α∂u
L
n,β

(1− exp (−iqLj aLnx))eLjβ .

(11)

We take into account that the frequency and the polarization vector can be expressed in terms of the dynamic
matrix [17], for both crystals:

ω2ejα =
1

m

∑
n6=l,β

∂2U

∂ul,α∂un,β
(1− exp (−iqja(nx − lx))ejβ =

∑
β

Dαβ(qj)ejβ(qj). (12)

In Eq. (11), the summation is over the atoms of the same crystal only. To the right of the interfacial atom
of the left crystal (for interfacial atoms nx = 0), there are no more atoms of that crystal (nx ≤ 0), that can be
formally taken into consideration in the form of the condition lx ≤ nx. We introduce the notation:

DL×
αβ (qj) =

1

mL

∑
l6=n,β
lx≤nx

∂2U

∂uLn,α∂u
L
l,β

(1− exp (iqLj a
Llx)), (13)

which is for the dynamic matrix describing the atom lying at the interface. Here, we can ignore the fact that
nx ≤ 0, since for an interfacial atom it was taken into account in the expression lx ≤ nx. So we can operate with
Eq. (13) formally.

Denote the difference of the two dynamic matrices (one for an atom in the depth of the crystal and the other
for an atom at the interface) as:

⊗DL
αβ(qLj ) = DL

αβ(qLj )−DL×
αβ (qj) =

1

mL

∑
l6=n,β
lx>nx

∂2U

∂uLn,α∂u
L
l,β

(1− exp (iqLj a
Llx)). (14)

We substitute Eqs. (12), (13) in Eq. (8) and transfer the first term of the right part of Eq. (8) to the left. The
expression thus obtained can be written in new notations in the form:∑

j

Aj
∑
β

⊗DL
αβ(qLj )eLjβ + ⊗DL

αβ(−qL1 )eL1β = −
∑
n′,β

∂2U

∂uLn,α∂u
R
n′,β

(uRn′,β − uLn,β). (15)

Now, we rearrange the right part of Eq.(15) by using the relation:

Kn,αβ =
∑
n′

∂2U

∂uLn,α∂u
R
n′,β

, (16)

which is the matrix of the interfacial interaction, describing the interaction of an atom with atoms lying on the
opposite side of the interface, where nx = 0 is supposed. Unlike the conventional dynamic matrix, this type of
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matrix depends on the n, because each atom at the interface is differently located relative to atoms on the opposite
side of the interface.

Substituting Eqs. (10), (16) into Eq. (15), we come to:∑
j

Aj

⊗∑
β

DL
αβ(qLj )eLjβ +⊗ DL

αβ(−qL1 )eL1β = −
∑
β

Kn,αβ

(
−eL1β +

∑
j

(Bje
R
jβ −AjeLjβ)

)
. (17)

Then, we sum over all values of n in Eq.(17) and divide the result by a total number of atoms N at the
interface on the left. The left part of the expression is unchanged for it is independent of the number n of the
atom. In the right part of the expression, we obtain:

KL
αβ =

1

N

∑
n

Kn,αβ . (18)

This is the averaged matrix describing the interaction of atoms across the interface. By performing such an
averaging, we do not take into account that the atoms nearest to the interface differ in their position relative to
atoms on the opposite side of the interface, and, hence, interact differently with them. Taking account of this
difference involves the appearance of scattering, which calls for mathematical technique presented below in Sec. 5.
In this section, we proceed ignoring the scattering. The problem in this case becomes quasi-one-dimensional.

Let the relation:
ML,±
αj =

∑
β

(⊗DL
αβ(±qj)−KL

αβ

)
eLjβ , (19)

be the second dynamical matrix. It expresses the forces acting on atoms near the interface in terms of amplitudes
of waves differing in polarization on the left side of the interface. To write the analogous expression for the forces
acting on atoms on the other side of the interface, we introduce:

ILαj =
∑
β

KL
αβe

R
jβ . (20)

With new notations, Eq. (17) can be rewritten in the form:

ML,−
αj Aj + ILαjBj = −ML,+

α1 , (21)

where the summation is supposed to be performed over the repetitive index j standing for the wave polarization.
By writing Newtons second law for atoms on the right of the interface, one can rearrange the obtained

expression in a similar way. A distinction is in the fact that the averaged matrix of the interfacial interaction is
defined as:

KR
βα =

1

N ′

∑
n′

∑
n

∂2U

∂uLn,α∂u
R
n′,β

=
N

N ′
KL
αβ , (22)

where N ′ is a number of atoms nearest to the interface in the crystal on the right. The amounts of atoms near the
interface are related as inverse squares of the lattice constants. Thus, we obtain:

KR
βα =

(aL
aR

)2
KL
αβ , (23)

which represents the fact that the force acting on the right crystal from the side of the left one is equal, in
magnitude, to the force acting on the left crystal from the side of the right one. Finally, we have:

ML,−
αj Aj + ILαjBj = −ML,+

α1 , MR,+
αj Bj + IRαjAj = −IRα1. (24)

This is the sought-for system of equations.

4. Theorem on the interfacial interaction and the exact solution in the quasi-one-dimensional case

Let us study the matrix of interfacial interaction, Kαβ , using the fact that the interaction energy of two crystals
is invariant with respect to the displacements by any linear combination of the lattice vectors. We consider first
the general case when the lattice parameters are incommensurate, that is, their ratio is irrational, aL/aR /∈ Q.
In this case, linear combinations of the lattice vectors and, hence, a set of rearrangements converting the system
into itself, is dense on the plane. It is reasonable to require that the energy be continuous as the function of the
relative displacement of the crystals. Since the energy is constant on the dense set and, besides, is continuous, it is
constant.

To be specific, we will demonstrate that Kyy = 0. We displace the first crystal by a small distance Y along
the axis y. The energy in a new state will, on the one hand, be equal to the initial one, and on the other, be a
different amount of work done by the force of interaction between crystals:
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E = E +

Y∫
0

Kyyydy ⇒ KyyY
2/2 = 0 ⇒ Kyy = 0. (25)

For the other seven components of the matrix Kαβ (except for Kxx), the proof can be performed in a similar
way. Thus, we conclude that, with initial assumptions, the only nonzero component of the matrix of interfacial
interaction is Kxx.

We now consider a case of resonance where aL/aR ∈ Q. It is obvious that the above reasoning is inapplicable.
Let aL/aR = p/q and p/q < 1. The interaction energy U of two crystals will be described by a periodical function
of their relative displacement with a period qaL. We expand it and Kαβ into the Fourier series and substitute the
result in Eq. (16). The first, largest term of the series turns out to be:

KR
αβ1 =

1

q2(aL)2
U1. (26)

We drop the other terms and obtain the following assessment for the case of equal potentials of the interatomic
interaction:

Kαβ ∼ 1/q2, aL/aR = p/q, Kαβ = 0, aL/aR /∈ Q. (27)

Such a function experiences a discontinuity in all rational points, which is impossible from the physical point
of view. This paradox can be resolved from the consideration that this function was obtained ignoring the
interaction with 0-displacements which are large near the resonance. Accounting for the anharmonic coupling with
0-displacements leads to smearing of spikes at rational points. As a result, the actual matrix of the interfacial
interaction will be given by a smooth envelope for the function (27).

Hence, we come to the following qualitative result: the atomic oscillations perpendicular to the plane of the
interface interact intensively with the atomic oscillations on the opposite side of the interface only in the case when
the ratio of the lattice constants is close to a rational number with a small denominator. Otherwise, this interaction
is weak.

This result can be illustrated by an interesting analogy in nebular mechanics, where the close commensurability
of revolution periods of planets, i.e., the proximity of a ratio of periods to a rational number with a small
denominator, leads to the strong long-period perturbation [18].

Using the predetermined theorem on the matrix of the interfacial interaction, one can obtain an exact solution
in the quasi-one-dimensional nonresonance case. We write explicitly the expressions for the elements of the matrix
⊗Dαβ(qj), recalling that in considered model we take into account the interaction with the atoms of the first and
second coordination groups only (see Fig. 1), indexes L,R are ommited:

⊗Dxx(qj) =
β1 + 2β2

m
(1− eiqxa),

⊗Dyy(qj) = ⊗Dzz(qj) =
β2
m

(1− eiqxa),

⊗Dxy(qj) = ⊗Dxz(qj) = ⊗Dyz(qj) = 0. (28)

The remaining three components are also equal zero since the matrix is symmetrical.
We denote KL

xx = βL, KR
xx = βR.

Let a longitudinally polarized wave is incident at the interface. Substituting Eqs. (27), (28) in Eq. (18), we get:

ML,±
x,1 =

βL1 + 2βL2
mL

(
1− exp

(
±iqLx aL

))
− βL

mL
. (29)

In addition, one can easily see that according to the theorem on the matrix of interfacial interaction all nondiagonal
components of the matrix M equal zero. Hence, when the incident wave is longitudinally polarized, the reflected
and transmitted waves also have longitudinal polarization. The system of six linear equations (23) transforms into
the simple system of two linear equations:

ML,−
x,1 A1 + βLB1 = −ML,+

x,1 , MR,+
x,1 B1 + βRA1 = −βR, (30)

From whence, it follows:

A1 =
βLβR −ML,+

x,1 M
R,+
x,1

ML,−
x,1 M

R,+
x,1 − βLβR

, B1 =
βR
(
ML,+
x,1 −M

L,−
x,1

)
MR,+
x,1 ML,−

x,1 − βLβR
. (31)

This solution coincides with the result obtained in the paper [10] for a one-dimensional chain if one rewrite it in
the above notations.
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Later, we consider the case where the wave with transverse polarization is incident at the interface. For the
sake of specificity, we assume that the oscillations occur along the axis y. Since, according to the theorem on
the matrix of interfacial interaction we have Kyy = 0, the corresponding equations for the transmission coefficient
have the form:

ML,−
y,2 A2 = −ML,+

y,1 , MR,+
y,2 B2 = 0, (32)

whence B2 = 0, |A2| = 1.
Actually, however, Kyy is small but does not equal zero, because the 0-displacements, although small, are

nonzero. It was shown in the paper [10] that for small incident wave frequencies, the transmission coefficient is
independent of the interaction force of atoms at the interface, but determined by acoustic impedances of media on
opposite sides of the interface. However, when the interaction force of interfacial atoms is weak, the transmission
coefficient of phonons decreases fast with increased frequency. Since the heat transport is carried out by phonons of
all frequencies, we can neglect the contribution to the energy transport across the interface from atomic oscillations
parallel to the interface.

5. Fourier transform of the matrix of interfacial interaction

In order to study the phonon transmission across the interface between two crystals in more general case when
a phonon is incident at arbitrary angle, and take into consideration the scattering, a special mathematical apparatus
is required which is presented below. For simplicity, we consider the one-dimensional case, because subsequent
generalization to more dimensions is trivial.

Let us have an infinite one-dimensional chain of atoms spaced aL apart. The atoms of the chain are numbered
from minus infinity to plus infinity, and the axis x is located so that the zero-th atom has the coordinate x = 0.
We place the chain into the external potential Φ(x) with a period aR, Φ(x+ aR) = Φ(x).

Let’s expand the Φ(x) into the Fourier series:

Φk =
1

2πaR

aR∫
0

Φ(x) exp
(
−2πikx/aR

)
dx,

Φ(x) =

+∞∑
k=−∞

Φk exp
(
2πikx/aR

)
. (33)

Then, the potential energy of n-th atom, Φn, will equal Φ(naL), or

Φn =
+∞∑

k=−∞

Φk exp
(
2πikn(aL/aR)

)
. (34)

One can demonstrate that the inverse rearrangement is also valid:

Φk = lim
N→∞

1

2N

N∑
n=−N

Φn exp
(
−2πikn(aL/aR)

)
. (35)

Actually,

lim
N→∞

1

2N

N∑
n=−N

Φn exp
(
−2πikn(aL/aR)

)
= lim
N→∞

1

2N

N∑
n=−N

( +∞∑
k′=−∞

Φk′ exp
(
2πik′n(aL/aR)

))
exp

(
−2πikn(aL/aR)

)
=

+∞∑
k′=−∞

Φk′ lim
N→∞

1

2N

N∑
n=−N

exp
(
2πi(k′ − k)n(aL/aR)

)
=

+∞∑
k′=−∞

Φk′δk′k = Φk. (36)

For what follows, Eq. (34) can be conveniently rewritten so that it would correspond to the expansion in
exponents with the wave vectors qk lying in the first Brillouin zone, i.e., qk ∈ (−π/aL, π/aL). To do so, we
introduce:

qk =
2π

aL

({
k
aL

aR
+

1

2

}
− 1

2

)
, (37)
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and, finally, we obtain:

Φn =

+∞∑
k=−∞

Φk exp
(
iqka

Ln
)
. (38)

Equation (34) can be applied to the matrix Kn,αβ and that to use it for description of the phonon transmission
across the interface of two crystal we have to rearrange it. Really,

Kn,αβ =
∂

∂uLn,α

∑
n′

∂U

∂uRn′,β

. (39)

The function:

Φ =
∑
n′

∂U

∂uRn′,β

(40)

is periodical (the period aR), since the potential produced by atoms of the right crystal for atoms of the left crystal
is periodical. Hence, we can introduce:

Kk,αβ = lim
N→∞

1

N

∑
n

Kn,αβ exp
(
−2πikn(aL/aR)

)
,

Kn,αβ =

+∞∑
k=−∞

Kk,αβ exp
(
2πikn(aL/aR)

)
, (41)

where k = (0, ky, kz).

6. Equation and the theorem on the interfacial interaction in the general case

Let the wave of the unit amplitude, polarization 1 and wave vector q1 fall at the interface. Notations:
q|| = (0, qy, qz) are the wave vector components parallel to the interface, and n|| = (0, ny, nz) are the atom
numbers along the axes y, z parallel to the plane of the interface. We seek the solution for the left side in the form
of superposition of the incident and reflected waves:

uLn,α = exp (iωt)
(

exp (−iqL1,xnxaL + iqL||n||a
L)eL1α

+
∑
j,k

Ak,j exp (iqLj,xnxa
L + i(q|| + 2πik/aR)n||a

L) eLk,jα

)
, (42)

And for the right side, in the form of superposition of the transmitted waves:

uRn′,α = exp (iωt)
∑
j,k′

Bk′,j exp (iqLj,xn
′
xa
R + i(q|| + 2πik′/aL)n′||a

R) eLk,jα. (43)

We substitute Eqs. (42), (43) into Eq. (8). Then, we divide the obtained equation by exp i(q||n||a
L) and

multiply by exp (2πil/aR)n||a
L). Then, we sum over n so that the total number of additives would equal N , and

divide by N .
We introduce:

Kn,αβ(q||) =
∑
n′||,β

∂2U

∂uLn,α∂u
R
n′,β

exp
(
iq||(n

′
||a
R − n||a

L)
)
, (44)

KL
kk′,αβ(q||) =

∑
n′||n||,β

∂2U

∂uLn,α∂u
R
n′,β

exp
(
iq||(n

′
||a
R − n||a

L)
)

exp
(
2πi(k||n||a

L/aR + k′||n
′
||a
R/aL)

)
. (45)

Similarly, as was done in section 3, we introduce the second dynamic matrices; the matrix describing the
interaction of the waves with the same q||:

ML,±
k,αj =

∑
β

(⊗Dαβ(±qLj,x + q|| + 2πik/aR)−K0,αβ

)
eLk,jβ , (46)

the matrix describing the interaction with the oscillations on the opposite side of the interface:

ILk,αj(q||) =
∑
β

KL
kk′,αβ(q||)e

R
k′,jβ . (47)
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and the matrix describing the interaction with the oscillations of the same crystal, but with another q||:

SL,±k,αj =
∑
β

Kk,αβe
L
k,jβ . (48)

In these notations, we can finally write:

ML,−
l,αj Al,j +

∑
k

SLk,αjAl−k,j +
∑
k′

ILk′,αj(q||)Bk′,j = −ML,+
0,α1δl0. (49)

For the right crystal a similar approach gives:

MR,+
l′,αjBl,j +

∑
k′

SRk′,αjBl′−k′,j +
∑
k

IRk,αjAk,j = −IR0,α1δl0. (50)

Equations (57) and (58) taken together form a complete system of equations describing the transmission,
reflection and scattering of phonons at the interface between two crystals.

Thus, it is seen that, on the one hand, even in the model of an ideal interface without defects and roughness,
scattering due to the mismatch of the crystal lattices appears. Alternatively, the assumption in DMM that a phonon
incident on the interface ‘forget’ its initial direction is, generally speaking, incorrect. The scattering reveals a
quite determined structure; the wave vector of the transmitted wave, parallel to the interface, differs from the wave
vector of the incident wave by an integer number of the vectors of the reciprocal lattice of the left crystal, while the
wave vector, parallel to the interface, of the reflected wave differs from the wave vector of the incident wave by
an integer number of the vectors of the reciprocal lattice of the right crystal. For vectors of the scattered phonons
lying in the first Brillouin zone, all that remains is to rearrange them using Eq. (37).

It is impossible to solve the infinite system of Eqs. (57) and (58) analytically. However, if the function Φ,
in terms of which the matrix Kn,αβ is determined in Eq. (39), is rather smooth, the coefficients of its expansion
into the Fourier series decreases rapidly, as do the matrices Kk,αβ describing the scattering. In this case, one
can choose a finite number of the terms from the system (57, 58) and solve it numerically. In the case when the
matrices Kk,αβ are large, even at large values of k, one can consider the assumption of the DMM as being valid.

To facilitate the numerical calculation of the problem, it is reasonable to invoke the theorem on the matrix of
the interfacial interaction in the general. Lets expand the function Φ into the Fourier series:

Φ(x) =

+∞∑
k=−∞

Φk exp
(
2πikx/aR

)
. (51)

On substitution into Eq. (39), we find that the matrix KL
k,αβ is expressed in terms of the components of Φ as:

KL
k,αβ = kαΦk. (52)

Thus, K(0,kz),yβ = 0 and K(ky,0),zβ = 0. We use the fact that according to Eq. (23), KR
βα = (aL/aR)2KL

αβ and
that for KR

βα the expression analogous to Eq. (39) is valid. We obtain:

KL
0,αβ = βδαxδβx. (53)

Thus, the atomic oscillations parallel to the interface do not contribute to the transmission of phonons without
scattering at the interface.

7. The uniform crystal limited case

To test the system (49, 50), let us formaly apply it to the case of uniform crystal. We will formally name the
plane (1, 0, 0) in the crystal with simple cubic lattice as a boundary. Which means aL = aR = a; βL1 = βR1 = β1,
βL2 = βR2 = β2. Obviously enough, in this case, the phonons will not reflect at the ‘interface’ because there can be
no reflection in a uniform medium so |B1| = 1, Ai = B2 = B3 = 0. Let us check that it follows from the system
(49, 50).

In the considered case, the matrix of interfacial interaction does not depend on the number of atoms:

Kn,αβ(q||) = Kαβ(q||) =
∑
n′||,β

∂2U

∂uLn,α∂u
R
n′,β

exp
(
iq||(n

′
|| − n||)a

)
, (54)

and all different matrices KL
kk′,αβ degenerate into a single matrix

KL
kk′,αβ = KR

kk′,αβ = Kαβ(q||) =
∑

n′||n||,β

∂2U

∂uLn,α∂u
R
n′,β

exp
(
iq||(n

′
|| − n||)a

)
. (55)
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FIG. 2. A surface of constant frequency in the Brillouin zone. It is shown that a phonon with the
component of the wave vector parallel to the interface, q||1 passes through it. When an incident
phonon has the component of the wave vector parallel to the interface q||2, on the opposite side
there appears an inward-damping oscillation with the damping coefficient κ (shown by dashed
arrow)

The second dynamical matrices also degenerate into a single one:

ML,±
αj =

∑
β

(⊗Dαβ(±qLj,x + q||)−Kαβ

)
ejβ , (56)

the matrix describing the interaction with the oscillations on the opposite side of the interface:

ILαj(q||) =
∑
β

Kαβ(q||)ejβ , (57)

and
SL,±k,αj = 0. (58)

After a similar transformation of the right crystal matrices, an infinite system of equations (49, 50) becomes a
system of six equations:

ML,−
αj Aj + ILαjBj = −ML,+

α1 ,

MR,+
αj Bj + IRαjAj = −IRα1. (59)

Let us verify that B1 = exp (iqxa), Ai = B2 = B3 = 0 is a solution. Indeed, after the substitution, we obtain:

ILα1 exp (iqxa) = −ML,+
α1 ,

MR,+
α1 exp (iqxa) = −IRα1. (60)

We substitude equations (56, 57) into the first equation of the system (60) and obtain:∑
β

Kαβ(q||)e1β exp (iqxa) = −
∑
β

(⊗Dαβ(±qL1,x + q||)−Kαβ

)
e1β . (61)

By defenition (55) Kαβ(q||) (1− exp (iqxa)) =⊗ Dαβ(qLj,x + q||), from which it follows that (61) holds
identically. The second equation in the system is quite similarly checked (60).

8. Refraction of phonons at the crystal interface

Let’s give a qualitative description of refraction of phonons at the crystal interface. To do so, we display the
surface of the constant frequency ω in the Brillouin zone (Fig. 2) and make a projection of this surface onto the
plane (qy, qz). If the component q|| of the incident phonon is lying in the limits of this projection, it is easy to see
that for the transmitted phonon the wave vector component normal to the interface, qx, is equal to the qx of that
point in the Brillouin zone which was projected into the point q||.

If the component q|| of the incident phonon lies beyond the projection, the transmitted phonon does not appear,
because there is no the qx such that the phonon with the wave vector (qx, q||y, q||z) has the frequency ω. In this
case, there occurs an oscillation directed into the depth from the interface, with the damping coefficient κ and wave
vector parallel to the interface q||. The specific cases of such oscillations are well known Rayleigh waves [19].
Just as there are three branches of oscillations for the given ω,q||, one should perform the above procedure for
each of them.

If the frequency of the incident wave exceeds the maximum possible in the given branch, in the crystal, an
inward-damping oscillation at any value of q|| occurs. Oscillations of this kind were predicted in the model of a
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one-dimensional chain in paper [11]. Probably, it is such oscillations that were found in numerical simulations in
work [16].

The maximum frequency of the transverse oscillations for a simple cubic lattice lies inside and not on the
boundary of the Brillouin zone [17]. At some frequencies, the surface of constant frequency for these oscillation
branches is closed (Fig. 3). In this case to every q||, lying inside the projection of the isofrequency surface onto the
plane (qy, qz), correspond two values of qx. To these two values of qx correspond different values of the derivative
∂ω/∂qx, and, hence, different directions for energy propagation.

FIG. 3. It was shown that to each component q||, lying inside the projection of the isofrequency
surface onto the (qy, qz), correspond two values of qx. To these two values of qx correspond
different values of the derivative ∂ω/∂qx, and, hence, different directions for energy propagation
(shown by solid arrows)

The transmitted waves should have the same sign qx as the incident (and the reflected the opposite) due to the
principle of causality. In addition, because of the energy conservation law, the energy flux direction is the same
for the incident and transmitted waves. If we assume that the incident wave is one in which the energy propagates
towards the interface, then the value of qx in such a wave can be both positive and negative. Correspondingly, one
should take the sign of qx in the transmitted and reflected waves. The uncertainty is thus eliminated.

An interesting effect occurs when the parallel-to-the interface component of the wave vector, q||, of the
incident phonon is beyond the Brillouin zone of the right crystal (Fig. 4). In this case, the phonon is refracted
and undergoes the Bragg scattering simultaneously. Then it appears that the refracted phonons have the opposite
direction of propagation, in the plane of the interface, relative to the incident phonons. Thus, inverse refraction
takes place.

FIG. 4. Schematically displayed is the surface of the constant frequency in the Brillouin zone.
It was shown that the incident phonon with the parallel-to-interface wave vector component q||
lying outside the Brillouin zone of the right crystal, is refracted in the opposite direction

It is interesting to note, that the energy flux in the direction perpendicular to the interface should be conserved
for each solution of the system of Eqs. (57), (58). However, for each solution, the energy flux in the plane of the
interface can be different on the opposite sides from the interface. This means that at the interface not only the
temperature may undergo a jump but the thermal flux parallel to the interface plane as well.

9. Conclusion

In this paper, we have studied the model of the interface between two crystals taking into consideration the
mismatch of crystal lattices. The basic assumption of the model is that displacements of atoms near the interface
are not random but determined by interaction with atoms of the other crystal. We have shown that in the harmonic
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approximation, such displacements have no effect on phonon transmission across the interface. The equation was
set up, which determines the amplitudes of the transmitted and reflected waves of lattice oscillations. The exact
solution has been derived for the quasi-one-dimensional case.

It was shown that the mismatch of lattices leads to the scattering of phonons at the crystal interface. In other
words, the scattering appears even in the case of the ideal interface in the absence of defects and roughness. On
the other hand, such scattering occurs non-uniformly in all directions but has a certain structure.

It has been established that the finiteness of the lattice parameter results, at certain angles of incidence, in
the backward phonon refraction at the interface. A new family of lattice oscillations has been described, which
includes only the atoms lying near the crystal interface. It was predicted that at the plane parallel to the interface,
the heat flow experience a discontinuity at the interface.

The main result of our study is that we have shown that the oscillations of atoms in the plane of the interface
interact weakly with the oscillations of atoms on the opposite side of the interface, except for specific resonance
cases. In the case of normal incidence of phonons at the interface, the transmission coefficient of the transversely
polarized phonons is much less as compared to that of the longitudinally polarized phonons. For an arbitrary
angle of incidence, the transmission coefficients of phonons of any polarization are less than that calculated
with the elasticity theory, even in the case of low frequencies. Allowance for this factor leads one to conclude
that the calculated value of Kapitza resistance is approximately three times greater. Calculation of the interface
thermal resistance, performed by means of the method proposed in the work [20], gives significantly lower values,
as compared to those experimentally obtained. Accounting for the smallness of the transmission coefficient of
transversely polarized phonons explains this discrepancy.
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1. Introduction

Silicene holds a special place in graphene science. This phantom material was called into being by an
unprecedented activity of the graphene science development, while not of the science itself, but of its theoretical-
computational part predominantly. Actually, the first appeal to silicene took place even before the ‘graphene era’
in 1994 [1] when looking for Si and Ge analogues of graphite. Since the sought-for materials did not exist (as well
as they have not existed until now) the study was restricted to the theoretical consideration. Evidently, one-atom
thick monolayer of the Si- (and Ge-) graphite of presumably sp2 electron configuration was the mainly studied
model. Because of hexagonal honeycomb structure of the layers, the prediction of Dirac cones attributed to π
bands at K points of the Brillouin zone was quite expected. This was the point from which a close similarity
between graphene and its virtual heavier-tetrel analogues started. The repeated reference to the subject took place
13 years later [2] when the term silicene was introduced to describe virtual free standing one-atom thick honeycomb
monolayer consisting of silicon atoms. In the frame of tight-binding approximation, a description of silicene was
suggested in terms of Dirac fermions similarly to the one described for graphene. The study was the beginning of
a large stream of theoretical and computational studies, implementing and securing representation in the scientific
community about a new highly promising material (see reviews [3–8] and references therein).

The era of real silicene started in 2008 when a possibility to obtain strips of adsorbed silicon atoms on Ag(110)
surface was firstly announced [9]. A new and attractive word silicene was largely used across the publication,
though no one-atom honeycomb free-standing structure was fixed. Just as a response to the publication, a quantum-
chemically grounded skeptical view on silicene’s existence was suggested [10]. As if supporting this conclusion
and making sure that the free-standing silicene cannot be obtained, experimenters have focused their efforts on
obtaining hexagon-packed structure of silicon atoms monolayers on different surfaces. By 2012 a few groups had
succeeded in experimental observations of the sought silicon monolayers obtained in due course of epitaxial growth
in ultra high vacuum on different surfaces of crystalline silver [11–14] and diboride [15]. Successful experiments
on Ir [16] and other substrates (see a comprehensive review [17]) then followed. The produced monolayers are
tightly connected with substrates and are rightly referred to as epitaxial silicene [1]. The monolayers behave as
typical objects of surface science, subordinating to crystallography of substrates in the best way and undergoing
phase transitions when the substrate crystallography favors them.

Epitaxial silicene demonstrates some properties, such as the availability of Dirac cones in the electronic
bands at Fermi level [11, 14] and lays the foundation of the report on the silicene field-effect transistor due to
growth–transfer–fabrication process that was devised via epitaxial silicene encapsulated delamination with native
electrodes [18]. However, these features are mostly related to the physics of adlayers on different substrates,
which is rich and highly variable but has no connections with that demonstrated by real free standing graphene
sheets. Therefore, remaining in the field of graphene science, one should join for a common discussion theoretical
consideration of graphene and virtual silicene only. And the first question which must be answered is: Why free
standing silicene cannot exist? The current paper is aimed at answering the question on the basis of clarifying
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what we know about spin effects in sp2 nanosilicons and relativistic electrons of silicene and what the difference
is between the latter ones and those of graphene.

2. Dirac Fermions in 2D Silicene Crystal

Theoretical investigations of silicene have been presented in hundreds of publications. However, paradoxically
they cover a rather narrow range of topics. The first thing to note concerns a complete ignoring (except two
papers [10, 19]) crystalline-molecular dualism that is so picturesque in graphene and forms two streams in the
graphene theoretical investigations, dividing them into solid state and molecular ones. In the case of silicene,
there is solely the first one, moreover, with a substantial predominance of Dirac’s fermions concept. Evidently,
it is due to a desire to see properties in silicene that may be useful when applied in electronics and spintronics.
Addressing quantum chemical calculations, it is the reason for a particular preference of periodical boundary
conditions (PBC) in constructing models for further computational studying within the DFT approach mainly,
involving its tight-binding version.

Because the Si-Si interatomic distance is larger than that of C-C, π-π (better to say pz-pz) overlap weakens
due to which two DFT PBC honeycomb configurations are usually considered, namely, planar and buckled shown
in the top of Fig. 1. π Bands structures in the bottom of the figure are obtained by using ab initio calculations [21].
As in the case of graphene, π bands of silicene involve cones in the vicinity of the Fermi level at energy Ef

which is a consequence of hexagon symmetry of the considered honeycomb structures. In the absence of spin-orbit
coupling (SOC), the bands in this region are described by the Dirac-like Hamiltonian h̄vFσ · κ. However, the SOC
in silicene is quite considerable due to significant intrinsic SOC in silicon atoms. Accordingly, the quasirelativistic
Hamiltonian is modified by including SOC and takes the form [20]:

Ĥ ≈

(
−ξσz vF (kx + iky)

vF (kx + iky) ξσz

)
, (1)

where vF is the Fermi velocity of π electrons near the Dirac points with nearly linear energy dispersion, σz is
Pauli matrix and ξ presents the effective SOC. The above equation results in the spectrum:

E(κ) = ±
√

(vF k)2 + ξ2). (2)

Therefore, one can estimate the energy gap, which is 2 ξ at the Dirac points and is of 0.07 meV and 1.55
meV for planar and buckled silicene, respectively. Such presentation of the low-energy band structure has been
widely accepted in general, although repeated calculations disclose some quantitative variations.

Much effort has been invested to experimentally observe Dirac fermions (see rev. [7] and references therein).
At the same time it was not about a confirmation of theoretical consideration, since it does not concern the
difference between virtual and epitaxial silicene that was obvious. The insisting attempts were challenged by the
fact that the Dirac cones are a consequence of hexagonal symmetry of one-atom thick layers which could be
expected in the case of epitaxial silicene as well. Actually, a similar packing in monolayers of adsorbed atoms
were not so rare in surface science when a proper substrate was selected. The expectations came true and the Dirac
cones were observed for monolayers of silicon atoms at Ag (111)-(1x1) surface by angle-resolved photo-electron
spectroscopy (ARPES) [11] and quasiparticle interference (QPI) [14]. The Ag(111) surface happens to be the
most suitable for hosting regular structures of atomic silicon adsorbate. Apparently it is coherent with the regular
hexagon-packed adlayers of silver on Si(111)-(1x1) surface that were the beloved objects of the surface science.

Fig. 2 exhibits the Dirac cone obtained by ARPES [11]. A clearly seen energy gap of 0.3 eV was observed.
The value greatly exceeds that caused by the SOC and points to a strong substrate influence. The problem of the
substrate still remains a contested point hindering the justification for applying the quasirelativistic Dirac fermion
concept to the description of epitaxial silicene [17]. This is particularly the case due to the still unmet expectations
of the spin Hall Effect the observation of which at suitable temperatures is favored by significant SOC.

3. Spin Effects of Silicon-Based Open-Shell Molecules

3.1. Peculiarities of the ND(R) Graphs of C=C, Si=C, and Si=Si Bonds

In order to better understand the spin effects of silicene molecules , we will address the cluster (molecular)
approach to the silicene model structure instead of PCB duplication of primitive unit cells so that possible quantum
instability of low-dimensional systems can be avoided [22]. Next, the standard closed-shell DFT formalism, which
is mainly used and which is practically unable to disclose spin effects, will be substituted by the unrestricted
Hartree-Fock (UHF), which has established itself as a very effective means of detecting delicate spin features
of molecules [23, 24]. The effects determine the characteristics for the open-shell character of the latter and
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FIG. 1. (a),(b). Geometry and band structure of flat and buckled DFT PBC silicene (adapted
from [21]). (c) Band structure involving SOC (adapted from [20])

are described by spin contamination of their electronic states that causes the availability of effectively unpaired
electrons of ND total number. Concerning sp2 siliceous molecules, we meet the spin effects first when looking
for disilene molecules. Based on the data of a scrupulous study of the issue [25], Fig. 3 presents ND(R) graphs
related to the dissociation of ethylene, silaethylene (or silaethene), disilene and disilane molecules. Comparing the
graphs for C=C and Si=Si bonds, a drastic difference becomes evident. In the case of ethylene, one can distinctly
see that π electrons govern the molecule’s continuous dissociation when the interatomic distance changes from
1.4 Å to 1.9 Å and then comes the turn of σ electrons until the dissociation is completed at 2.8 Å. At equilibrium
the molecule is a closed-shell one with the C=C bond of 1.326 Å in length. Oppositely, π electrons are practically
unobservable under disilene dissociation since already in equilibrium they are almost fully transformed into a pair
of effectively unpaired electrons (ND = 1.78e). Therefore, disilene has no closed-shell phase at all and in the
equilibrium state is open-shell one. Essentially similar but quantitatively different is the situation for the Si=C
bond of silaethylene. As seen in the figure, at equilibrium, the molecule is open-shell one, the radicalization of
which requires 0.153e.It is well documented that both silaethylene and disilene molecules are highly reactive and
their stabilization usually occurs at low temperatures in rare gas matrices [26].

Since the π electrons of silaethylene and disilene are highly dissociated, the valence electron hybridization
is evidently not sp2 one. This is consistent with the previouh conclusion that because of the large size and
the inner-shell electron’s shielding in silicon atoms, the overlap between pz-orbitals in the relevant molecules is
negligibly small, and thus tends to not form π-bonds preferentially [27]. This feature greatly influences the valence
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FIG. 2. (a) Angle-resolved photo-electron spectroscopy intensity map for the clean Ag surface
(left) and after formation of the 2D Si adlayer (right), taken along the ~Γ · ~KAg direction through
the silicene ~KSi point (hν=126 eV). (b) Brillouin-zone scheme of the 2D Si layer with respect to
the Ag(111)-(1×1) surface. The red arrow indicates the ARPES measurement direction (adapted
from [11])

FIG. 3. ND(R) graphs related to the dissociation of double C=C, Si=C and Si=Si as well as
single Si-Si bonds. Big balls mark the bonds in the equilibrium state of ethylene, silaethylene,
disilene and disilane molecules, respectively. UHF AM1 calculations
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electrons’ hybridization, changing it from sp2 for carbon atoms to sp3-like for silicon [28] when pz electrons
become effectively unpaired. Consequently, the number of effectively unpaired electrons presents a measure of the
transition between the two hybridization modes. When the value per atom, namely, NDA, is zero, the relevant
atoms retain their sp2 mode. When NDA is unity one should speak about a complete unpairing of pz electrons
and of sp3 hybridization with the only difference that the feature concerns not valence-terminated atoms (as in the
case of disilane) but radicals. Within this range one can speak of sp3-like hybridization that gradually strengthens
while NDA increases from zero to unity. In the case of ethylene the equilibrium-state NDA is zero, which provides
a clear vision of the sp2 hybridization of the molecule atoms. In disilene, NDA = 0.89e, which is quite close to
unity, which amply explains why the equilibrium Si-Si distance in this case (2.30 Å) is close to that of disilane
(2.40 Å).

3.2. Silicon Analogues of sp2 Carbonaceous Molecules

To make the picture more complete, the results obtained for siliceous molecules will be discussed alongside
with those related to the core-equivalent carbon analogs. The data of a complete family of such-selected X-
compounds (X=C, Si) is presented in Table 1. The number of odd electrons N counts all valence electrons that do
not participate in the formation of σ bonds; ∆ERU = ERHF − EUHF presents the difference of energies related
to closed-shell (restricted) and open-shell (unrestricted) odd electron configurations. Eight different molecules
were compared, among which there are X-benzene, fullerene X60, fragments of (6,6) and (10,0) single-walled
X-nanotubes, with both empty and hydrogen-terminated end atoms, and (3,7) X-hexagon flat fragments with two
types of the edgeatom termination. The computations have revealed a high similarity in the shape of equilibrium
structures of the molecules with the only difference concerning the length of the relevant C=C and Si=Si bonds.
As for ∆ERU and ND parameters, the first one is a consequence of the spin-dependent splitting of the degenerate
restricted Hartree-Fock (RHF) states and is given in the table in absolute and percentage values, the latter given in
parentheses with respect to the ER energy. The second parameters present the total number of effectively unpaired
electrons ND and the doubled spin contamination since due to the numbers of spins α and β and are equal,
ND = 2∆Ŝ2. In parentheses is given roughly averaged value, α obtained by just dividing ND to the number of
X-type atoms involved. The actual distribution of the value over the molecule’s structure is quite irregular (see
numerous examples in [23]) and should be calculated for each molecule individually.

The data listed in Table 1 exhibit a tremendous difference in the data for carbon and silicon molecules caused
by the difference in the correlation of their pz electrons. Thus, in the carbon family the electron correlations and
transformations from closed-shell to open-shell molecules have exhibited themselves starting from fullerene C60,
while benzene molecule is well defined closed-shell species. In the series of condensed aromatics, the electron
correlation becomes visible in naphthalene and strengthens when the molecule size increases [29]. Thus nature
seems to let benzene play a particular role for establishing and proving the aromaticity concept as well as for
introducing π electrons in organic chemistry. In contrast to benzene, fullerene C60, as well as the studied fragments
of carbon nanotubes and graphene belongs to the open-shell class of molecules and exhibit quite strong electron
correlation. This very effect explains unique peculiarities of the species concerning their chemistry, magnetism, and
biomedical behavior that have been discussed in detail previously [23]. At the same time, the pz ND values fill
the interval (0.17 e – 0.39 e) due to which the species are not completely radicalized and the atom hybridization,
though sp3-like one, is close to sp2. Both these features account for the production and existence of the carbon
species under ambient conditions.

In contrast to the above case, all the quantities related to the silicon counterparts clearly highlight a very
strong electron correlation and the atom hybridization close to the radical sp3 one in all the cases This results
in practically complete radicalization of the species. Actually, as seen in the table, the ND values are equal to
or even slightly exceed the number of odd electrons N in all the cases making molecules N -fold radicals. A
complete radicalization of the species evidently prevents from their production and existence at ambient conditions.
A schematic view of the difference between carbon and silicon valence deficient compounds, presented in Fig. 4
on the background of the graph of ethylene, clearly shows the difference between the two families of species.

Therefore, the silicon-based open-shell molecules exhibit tremendous spin effects that are consequence of a
strong correlation of their pz electrons, on the one hand, and cause high radicalization of the molecules as whole,
on the other [29]. The last feature is the main reason that prevents one from obtaining these species experimentally.
As for computational description, the open-shell character of the molecules mandatorily requires their consideration
in the framework of the CI theory. While the UHF formalism covers CI effects virtually [30] the DFT (including
UDFT) is quite insensitive to the latter. At the same time, most published computational results have been obtained
when using one of the available DFT closed-shell versions thus making the performed considerations unrealistic.
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TABLE 1. Equilibrium structures of silicon-based molecules and ∆ERU and ND parameters of
the equi-X-core (X=C, Si) molecules; number of odd electrons N and effectively unpaired ND

in e; energies in kcal/mol
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FIG. 4. A schematic presentation of the difference in the ND(R) graphs of sp2 nanocarbons and nanosilicons

4. Last News on New One-Atom Thick 2D Silicene-Based Material Si2BN

The use of widely-accessible DFT PBC techniques has led to a virtually endless stream of publications claiming
prediction of more and more ‘new 2D materials’ with a number of attractive properties (see [22] and references
therewith, but a few) The latest, but certainly not to be the last one was discussed on Ray Kurzweil’s Accelerating
Intelligence website on March 25, 2016. It concerned the prediction of a new one-atom thick 2D material Si2BN
made of light inexpensive earth-abundant elements boron, nitrogen, and silicon “that might push graphene into the
background”. The news was accompanied with a PR movie that is still rare in practice, but certainly points to
the emergence of a new trend in the presentation of scientific results directly from the authors. The material in
question is based on silicon and exactly speaking presents a boronitrosilicene As in the majority of similar cases,
it is predicted computationally and the authors appeal to a conventional, gentlemen’s set, including flat structure,
inherent metallicity, easy flexibility high strength and presumably conductivity for heralding their discovery of “a
new class of single-atom-thick graphenelike material formed from Si2BN with unusual characteristics using ab
initio simulations” [31]. The authors are absolutely convinced in their discovery and are not at all embarrassed by
the fact that their pristine silicene is a virtual material. Apparently it should be assumed that in the framework of
theoretical concepts shared by them that silicene is as real as graphene.

One could only rejoice in this power of faith in the omnipotence of quantum-chemical calculations, if only
errors were not made by the authors in their calculations. Since similar errors occur frequently and tend to
build on one another, it is worthwhile to consider them in detail, and in this case, Si2BN is a good example to
clearly illustrate this point. As mentioned earlier, the first trouble awaits computational experts when constructing
the model structure of the species in question. Following the work of others, the authors [30] used PBC to
duplicate a selected unit cell for getting an extended regular structure fully ignoring possible quantum instability of
lowdimensional structures [21], which impugn the PBC application. In the case of covalent structures, involving
different covalent bonds, in particular, one should be particularly careful. Thus, in the case of Si2BN one
deals with four types of covalent bonds, namely: Si=Si, Si=B, Si=N, and B-N. Not all the bonds are quite
stable. Unfortunately, not much is known about the three double bonds. However, judging by the relevant single
bonds, one might expect considerable instability for the Si=B bonds only. Actually, highly stable structures are
characteristic for crystalline silicon and silicon nitrides while silicon boride’s crystal is metastable, primarily due to
the instability of Si-B bonds [31]. The authors of the discussed paper [30] met this trouble when composing the unit
cell for Si2BN: only one of three compositions retained planar structure in the course of the further optimization.
This fact should have warned the authors of the fullest confidence in the stability of the PBC-replicated structure.
As will be shown below, this unease was confirmed.
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The second issue concerns the calculation technique used, which as usual was one of standard versions of
closed-shell DFT theory. To be confident in the correctness of the techniques application it is necessary to verify
that the studied system is a closed-shell one. Graphene and silicene are open-shell systems, which is caused by
length of the relevant C=C and Si=Si bonds [25]. Since the latter constitute the majority of the Si2BN species
another situation should be hardly expected in this case. The correlated open-shell systems require UHF or other
CI technique for their consideration.

Following the computational study of silicene, which was discussed in detail in Section 3, let us consider Si2BN
from the viewpoint of the UHF calculations. Outlining that Si2BN is based on the silicene honeycomb structure it
would be useful for the future to mark it as s-BNSi2 (as used for graphene-like materials, such as siligraphenes –
see the next Section). Presented in Fig. 5a displays the (5, 5) s-BNSi2 regular structure (the molecule presents a
right-angled sheet with five benzenoid-like units along armchair and zigzag edges, respectively) that is coherent
with the working model considered in [31]. The molecule is flat and the atom distribution is governed by chemical
bonds Si=Si of 2.29 Å; Si=B of 1.62 Å; Si=N of 1.54 Å; and B-N of 1.44 Å. The first three bonds correspond
to the UHF-equilibrated molecules H2Si=SiH2; H2Si=BH; and H2Si=NH, respectively. The edge silicon atoms
are terminated by hydrogens. As seen in Fig. 5b, subjected to further optimization, the structure retains its flat
geometry but losses honeycomb packing and becomes irregular thus becoming a perfect exhibition of quantum
instability for the the PBC structure considered in [31]. The same relates to fragments of the pristine (5, 5) s-BNSi2
involving quasi-benzene, quasi-naphthalene and quasi-pentacene. None of these fragments preserves the hexagonal
quasibenzenoid structure involving simultaneously Si=Si, Si=N, and Si=B bonds.

To ascertain if this instability is caused by either the three-set bond group or silicon atoms entering each of the
bonds, the analogous graphene (5, 5) g-BNC2 molecule, composed in the same manner as s-BNSi2, was analyzed.
Fig. 5c presents the equilibrium structure of the molecule while Fig. 5d exhibits the state of its radicalization
in view of the NDA map that exhibits the distribution of ND effectively unpaired electrons over the molecule’s
atoms. The main pattern of the map is provided by carbon atoms excluding two top and two bottom nitrogen
atoms presented by their dangling bonds. The map gives evidence for both the availability of local spins at the
carbon atoms and their differing values at different atom locations which reveals a peculiar distribution of C=C
bond lengths over the molecule.

In view of the difference between equilibrium structures of the (5, 5) s-BNSi2 and (5, 5) g-BNC2 molecules it
is possible to conclude that the breakdown of the former is caused by the chemical bonds silicon atoms being too
long to be accommodated by shorter Si=B, Si=N, and B-N bonds to provide a regular honeycomb structure. Not
considering these chemical features leads to erroneous heralding of ‘new materials’ that cannot exist even virtually.
Unfortunately, such errant statements on the DFT-based PBC predictions of new materials in the current graphenics
have become more commonplace In view of this it is worthwhile to remember bitter words of Roald Hoffmann in
his notes on “Small but Strong Lessons of Chemistry in Nanoscience” [33]: “It is clear that quantum-mechanical
modeling of molecules and extended structures has become easy to do. Much too easy, I would say. . . What
worries me more (and just what you would expect from me . . . ) is that the calculations are done in a way blindly,
with no calibration on related chemistry, no controlling checks with chemical intuition”.

5. Silagraphenes

Another phantom material related to sp2 hybridized silicon atoms concerns the recently heralded ‘new ma-
terials’ called siligraphenes [34–36]. Adjusting the new nomenclature with that previously used in organosilicon
chemistry, it would be better to call these compounds siligraphenes similar to silaethylene, silaalkane, and so forth.
As in the case of boronitrosilicene, silagraphenes were created computationally by using a DFT PBC approach.
The main idea was to place the silicon and carbon atoms constituting the cubic spatial structure of silicon carbide
in one plane. Thus, by modulating Si=C bond lengths flat configurations of silagraphenes g-SixC1−xwith x as the
governing parameter [35], g-SiC1 and g-SiC3 [34] and g-SiC7 [36] were constructed. And again, the indispensable
and failsafe DFT used in its standard versions related to closed-shell approximation supplemented by PBC readily
issued a positive conclusion concerning the models: silagraphenes are stable graphene-like flat 2D materials of
honeycomb-like structure, the latter being slightly irregular due to the difference between the C=C and Si=C bond
lengths. Thus, the obtained new materials are characterized by typical spectra of the Dirac fermions. Meeting the
next temptation of a possible tuning of the conical energy spectrum, the Si:C content ratio was suggested as a
desired modulator. The full readiness of silagraphenes applicability to advanced electronics and spintronics was
heralded.

The example discussed in the previous section compels us to treat these optimistic statements with caution.
Fig. 6 presents a comparative view on isostructural silagraphenes and pristine graphene on the basis of (5, 5)
nanographene (NGr) in the UHF formalism framework. The panels on the right of the figure show the equilibrium
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FIG. 5. Start (a) and optimized (b) structures of the s-BNSi2 molecule; (c) optimized structure
and (d) NDA map of the effectively unpaired electrons (local spins) distribution of g-BNC2

molecule. Hydrogen atoms terminating edge silicon (a) and carbon (c) atoms are not shown.
AM1-UHF calculations. Big and small light-grey, dark gray and small dark balls mark silicon,
nitrogen, carbon and boron atoms, respectively

structures for three molecules, namely: (5, 5) NGr, (5, 5) g-SiC3 and (5, 5) g-SiC7. Si=C and C=C bond lengths
lay in the intervals of {1.76-1.66} Å and {1.44-1.23} Å in g-SiC3 while of {1.73-1.66} Å and {1.48-1-27} Å in
g-SiC7. All Si=C bonds are longer than the equilibrium length in the silaethylene molecule which constitutes 1.60
Å and provides a considerable radicalization of the molecule as seen in Fig. 3. Therefore, the silicon components
of both silagraphenes are obviously radicalized pointing to the open-shell character of the molecules electronic
states. The carbon component retains its open-shell character as well since there are several C=C bonds longer
than 1.395 Å. At the same time, some of the C=C bonds of the pristine graphene remarkably shorten, which is
caused by the accommodation of the neighboring Si=C and C=C bonds to provide a continuous honeycomb core
structure for the molecular. The C=C bond shortening is quite severe, which shows that the accommodation of
the two types of bonds not to be a facile matter. The instability of g-SiC7 can be understood in terms not only
of the bond length changing but as a result of the alternating Si=C and C=C bonds governing the accommodation
which causes a departure from the stable flatness, buckling the gSiC3 core. A summary of the total numbers of
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effectively unpaired electrons is indicated at each panel. As is seen in the figure, the value is quite large in all
the cases supporting open-shell nature of the studied molecules. The quantity is peculiarly distributed over the
molecule atoms as seen in left panels of Fig. 6. Evidently, the edge atoms with two dangling bonds each dominate
in the distribution. Both silicon and carbon atoms are among the dominants.

To reveal what is going in the inner part of the molecules the edge atoms are terminated by hydrogens,
which considerably inhibits the radicalization. Fig. 7 repeats the picture presented in Fig. 6 while influenced by the
termination. As is seen in Fig. 7, on first glance, the termination does not affect the core structure much while NDA

maps in the left panels disclose the influence by a considerable changing of their shape caused by the redistribution
of C=C and Si=C lengths in due course of the termination. The Si=C and C=C bonds intervals become remarkably
narrower, namely: {1.74-1.70} Å and {1.42-1.37} Å in gSiC3 while {1.69-1.67} Å and {1.47-1.38} Å in gSiC7.
Nevertheless, the terminated gSiC7 remains buckled thus pointing to the consequence of Si=C and C=C bonds
as main factor for comfortable flat accommodation. The difference in atom sizes and covalent bonds lays the
foundation of the atom accommodation within a sheet, the flatness of which should be examined before DFT PBC
modeling of new materials and not taken for granted as was done in [34–36]. Thus, g-SiC7 is the same flake ‘new
material’ as s-BNSi2 discussed in the previous Section.

6. UHF-Based Determination of aSO SOC Constant of Siliceous sp2 Molecule

In contrast with carbon counterparts, all silicon molecules, involving so called “Si=Si double bonds”, do not
exist and can be considered only virtually. Consequently, the evaluation of SOC parameters acquires a virtual
character as well. To be in line with the procedure applied to carbonaceous species [25] we have selected fullerene
Si60 and (5, 5) NSil molecule to look at the splitting of spin orbital energies when they are considered in the
RHF and UHF approaches. Fig. 8 shows the result of the RHF and UHF application to a set of 28 spin orbitals
in the vicinity of the HOMO-LUMO gaps of both molecules. When comparing it with the data for C60 and (5,
5) NGr [25], the outward effect in the cases of both carbon and silicon molecules is quite common. Thus, high
degeneracy for the RHF states of both fullerenes, caused by their Ih symmetry, is evidently removed. In the case
of (5, 5) molecules it is less evident due to not so vivid degeneracy of the RHF states. As for the a50 constant
values, in the case of silicon molecules, they are obtained by following the Lande interval rule [25] and fill the
interval of 9 meV – 194 meV and 4 meV – 210 meV for the considered spin orbitals of Si60 and (5, 5) NSil,
respectively. As well as in the case of carbonaceous molecules, the values involve the energy splitting caused
by lowered symmetry in the UHF states. To determine the magnitude of this contribution is not yet possible.
If one takes into account the evaluation of splitting the energy band at K points of silicene crystal (0.07 meV –
1.55 meV ) [37], the structure-induced contribution is quite considerable.

7. A Few Comments about Germanene and Stanene

Along with silicene, considerable attention has been paid lately to honeycomb structures, consisting of the next
members of the tetrel family, namely, germanium and stannum [6, 37–43]. For a long time the studies have been
limited to DFT computations, supplemented by PBCs, of pencil-drawn structures presenting virtual germanene and
stanene. As was found similarly to silicene, the electronic band structure of two latter crystals can be described
in a quasirelativistic approach with the main attention to Dirac fermions. A joint picture of the band structure of
graphene, silicene, germanene and stanene is shown in Fig. 9. The model structures are presented in the figure by
similar honeycomb configurations. However, to fit the energy minimum, the flat structure of graphene should be
buckled, even more so in the cases of germanene and stanene.

Empirical implementation of the associated 2D structures was achieved as epitaxial growth of corresponding
monolayers on crystallographically suitable surface, namely on Ag(111), Pt(111), Au(111), and finally on Al(111)
[41] and Si(111) [42] in the case of germanene and on Bi2Te3(111) in the case of stanene [43]. In all the cases
the choice of the relevant substrate has been done on the basis of knowledge accumulated in the field of surface
science. All the chosen substrates were able to promote hexagonal atom packing in the corresponding adlayers that
provided Dirac cone structure of the related electronic bands.

The successful realization of epitaxial germanene and stanene does not match the validity of structure and
electronic properties of the relevant virtual crystals. If in the case of silicene one could speak about a likeness
of atomic structure of virtual silicene molecule and epitaxial silicene, although even in this case the structure of
the molecule (see insert in Fig. 9b) still significantly differs from both flat and curved crystal structures (Fig. 1a).
It is not actually the case of germanene and stanene. The matter is not about a pencil-drawn virtual species, but
about stability of a honeycomb configuration for germanene and stanene molecules that was already discussed for
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FIG. 6. Equilibrium structures (right panels) and NDA maps (left panels) of bare (5, 5) Ngr (a),
(5, 5) g-SiC3 (b) and (5, 5) g-SiC7 (top and side views) (c) molecules. Scales show the amplitude
of the NDA values changing. UHF AM1 calculations. Small gray and big-light gray balls mark
carbon and silicon, atoms, respectively
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FIG. 7. Equilibrium structures (right panels) and NDA maps (left panels) of hydrogen-terminated
(5, 5) Ngr (a), (5, 5) g-SiC3 (b) and (5, 5) g-SiC7 (top and side views) (c) molecules. Scales
show the amplitude of the NDA values changing. Hydrogen atoms are not shown. UHF AM1
calculations. Atom marking see in the caption to Fig. 6
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FIG. 8. Energies of 25 spin orbitals in the vicinity of HOMO-LUMO gaps of fullerene Si60 (a)
and (5, 5) NSil molecule (b). UHF AM1 calculations
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FIG. 9. Structure, band-structure with Fermi velocities of silicene, germanene and graphene
(adapted from [39] and [41])

s-BNSi2. To clarify this point, let us look at single-hexagon and multi-hexagon structures of the tetrel family
atoms.

Figure 10 presents UHF equilibrium structures of benzene-like X6H6 (X=C, Si, Ge, and Sn) molecules while
Table 2 accumulates their structural and radicalization parameters. The benzene-like pattern is characteristic for
all the molecules, absolutely flat in case of C6H6 and Si6H6 while somewhat out of planarity for Ge6H6 and
Sn6H6. In the latter case, the benzene-like configuration is energetically less favorable (by 25%) comparing with
the boat-like configuration shown in Figs. 10e-f. All the benzene-like molecules are characterized by uniform bond
length while there are two bond lengths in the boat-like Sn6H6 molecule. The transition from closed-shell to
open-shell behavior is marked by the Rdb

cov [25] values which are given in Table 2 as well. When Rdb
eq < Rdb

cov ,
the relevant molecule in the ground state is a closed-shell one. According to the table, this concerns Ge6H6 and
one of Sn6H6 molecules, which explains why the molecules are not radicalized (ND = 0) similarly to C6H6 for
which Rdb

eq
∼= Rdb

cov . Therefore, only in Si6H6 molecule all the bonds are radicalized due to Rdb
eq > Rdb

cov as well as
two longer bonds of the boat-like Sn6H6 molecule for the same reason.

Following this brief analysis of the structural and radical character of the X6H6 molecules, one finds both
similarity and difference of the species at the basic level. Obviously, similarity inspires hope to obtain silicene,
germanene and stannene as prospective new-material playground of the around-graphene science. The similarity
excuses a voluntary choice of the majority of computationists to take the flat honeycomb structure of graphene as
the basic tetrene DFT PBC models. At the same time, the difference between the molecules casts doubt on the
soundness of the basic model choice. Let us see how these concerns are valid.

Figure 11 presents the results for the optimization of the preliminary equi-structural honeycomb compositions
of X66 tetrenes. The configuration corresponds to a rectangular (5×5)nanoX fragment that involves five hexagons
along armchair and zigzag directions, respectively. The equilibrium structures are presented in top and side
projections. As seen in the figure, carbon and silicon compositions preserve the honeycomb structure, perfectly
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TABLE 2. X=X bond lenght, Å, and molecular chemical susceptibility (ND), e in the benzene-
like and (5× 5) honeycomb (X66) tetrenes

Molecule C Si Ge Sn

Rdb
eq 1.395 2.293 2.026 2.544(4), 2.593(2)∗, 2.256∗∗

X6H6 Rdb
cov 1.395 1.80 2.10 2.55

ND 0.05 2.68 0 1.030∗∗

X66− Rdb
eq 1.291-1.469∗∗∗ 2.214-2.330∗∗∗ 1.941-2.407∗∗∗ 2.023-2.709∗∗

(5×5)nanoX ND 16.63 42.51 5.56 10.96
∗The shortest and longest bonds of the molecules in Fig. 10e and Fig. 10d.
∗∗The data related to the molecule in Fig. 10g.
∗∗∗The data are related to equilibrium structures in Fig. 11

FIG. 10. Equilibrium structure of X6H6 molecules when X=C (a), Si (b), Ge (c), and Sn (d-f).
In the latter case, benzene-like (d) and boat-like (top (e) and side (f) views) compositions are
presented. Gray, light-gray, big gray, steel-gray, and white balls mark carbon, silicon, germanium,
tin, and hydrogen atoms. The balls’ sizes roughly correspond to the relevant van der Waals
diameters. UHF AM1 for X=Si, Ge and UHF PM3 for X=Sn calculations (adapted from [25])

planar in the former case and of slightly violated planarity in the latter. In both cases, the X=X bond length values
are quite dispersed and occupy interval, the limit values of which are given in Table 2. The presence of bonds, the
lengths of which exceed Rdb

cov , provides a considerable radicalization of the fragments (ND) in both cases.
A detailed radicalization of the two honeycomb structures C66 ([5,5] NGr) and Si66 ([5, 5] NSil) are presented

by NDA maps in Fig. 12. As is seen in the figure, 22 edge atoms dominate in both distributions. Their positions do
not coincide due to the different numeration of atoms in the model molecules. The radicalization of graphene does
not prevent it from existing under ambient conditions because the latter is mainly concentrated on the circumference
and thus is usually well inhibited by the termination of edge atoms. As for silicene, the termination of edge atoms
is not enough to inhibit its high radicalization since the latter remains still high on the atoms in basal plane as well
due to which free standing one-atom thick silicene sheet cannot exist under ambient conditions. Actually, as noted
in numerous publications, epitaxial silicene is highly chemically active [7] and can survive in UHV only. Once
designed for a practical application under ambient conditions, say, for field-effect transistors it should be laminated
by thin Al or AlO2 films [18]. It is worthwhile to remember a deep comment of Roald Hoffmann concerning the
chemical peculiarity of silicene [38]: “. . . There is a growing literature out there of the Si analogue, silicene. . .
And that literature talks about silicene as if it were graphene. In part this is an attempt to live off graphene’s
mystique, but part comes out of lack of knowledge of chemistry. . . I don’t often say something categorical, but
I will say that a pristine free standing single layer sheet of silicene (or a Si nanotube) will not be made. Silicene
exists and will be made only on a support of some sort, metal or semiconductor. The reason for this is, of course,
the well-known kinetic and energetic instability of Si–Si double bonds. . . They will latch on chemically to every
piece of molecular dirt around.”
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FIG. 11. Equilibrium structure of X66 (5x5) nanoX honeycomb fragments. (a) C66; (b) top and
side views of Si66; (d) top and side views of Ge66; (f) top and side views of Sn66. (c) and (e)
Ge66 and Sn66 start configurations, respectively. Atom marking see in the caption to Fig. 10.
The balls’ sizes roughly correspond to the relevant van der Waals diameters. UHF AM1 and
UHF PM3 calculations for X=C, Si, Ge and X=Sn, respectively (adapted from [25])
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FIG. 12. NDA distribution over atoms of bare (5, 5) NGr (filled area) and (5, 5) NSil (bars)
molecules. UHF AM1 calculations

In contrast to the above species, X66 tetrenes of germanium and tin do not preserve the honeycomb structure in
due course of the optimization. Their initial structures in Fig. 11c and Fig. 11e are just replicas of the equilibrium
structure of Si66 in Fig. 11b. The followed optimization drastically disturbs the structures leaving only small
clusters of condensed hexagon rings and making them considerably non planar thus showing an obvious quantum
instability of the 2D species similar to that discussed for (5, 5) s-BNSi2. The bond lengths cover much wider
interval, abandoned with short bonds, for which Rdb

eq < Rdb
cov . The latter explains why the total radicalization of

both fragments is less than in the case of C66 and Si66 (see Table 2). Possibly, such a large dispersion of the X=X
bond length resulted from the extended isomerism of the species, which is characteristic for Ge- and Sn-tetrenes
in contrast to C- and Si-ones, lays the foundation of the quantum instability.

According to the data presented in Fig. 11 and Table 2, the high radicalization and quantum instability of the
honeycomb 2D structure are two main reasons that greatly complicate the existence of higher tetrene materials
in practice. The former is mainly related to Si66 fragments while the latter concerns Ge66 and Sn66. As for
germanene and stanene, the data from Table 2 tell that the fragment radicalization is much lower than for graphene
and cannot be considered as the main difficulty for the species existence. However, until now none of numerous
attempts to obtain free standing either germanene or stanene in practice has been successful. The inability of the
tetrene atoms to form a lengthy honeycomb structure is apparently the major deterrent due to which the formation
of the desired free standing sheets is not achievable. As we see above, this obstacle was overcome by the choice
of a suitable substrate surface on which the adsorbed tetrels can form hexagon-patterned structures.

8. Conclusion

Carbon is the first member of the tetrel family of group 14 atoms of Mendeleev’s table and the outstanding
importance of C ↔ C bonds for organic chemistry is very stimulating for looking for a similar behavior of X ↔ X
chemical bonds formed by heavier tetrels. The similarity and dissimilarity of different members of the family have
been the topic of heated discussions for more than a century. The current science regarding graphene represents a
new milestone of activity in this direction and is full of suggestions for new prototypes of graphene the foremost of
which are based on the equivalent-electron atoms such as silicon, germanium and stannum. However, for formally
implemented in PBC honeycomb structures, these species suffer from high radicalization and quantum instability
leaving graphene and partially graphene-based materials the only representative of one-atom-thick 2D crystals.
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A number of simple model systems are used to examine the applicability of the “tangent technique”, employed in the small-angle X-ray

scattering for estimating the particle size distribution function, as well as to ascertain the relative contributions of the scattering intensity by

differently sized particles to the total scattering intensity. The undertaken analysis has shown that, even in the most favorable case-an ensemble

of two groups of different-size particles-the “tangent technique” cannot be used either to find the particle size proper, or to ascertain the relative

contributions of individual groups to the total scattering intensity.

Keywords: small-angle X-ray scattering, size distribution of nanoparticles, Guinier plot.

Received: 27 July 2016

Revised: 4 August 2016

1. Introduction

The numerous methods used to process experimental curves of X-ray small-angle scattering with the view to
derive information on the structure of scattering objects include the “tangent technique” [1,2]. This seemed simple
and convenient enough for estimating the size distribution of globular nanoparticles as well as for ascertaining the
relative contributions of particles of each size to the total scattering intensity. At the same time, the technique, as
even its authors remarked, is rather limited in its scope. Though it was proposed as early as the 1950’s and has
since been repeatedly used in the small-angle scattering [3, 4], no one has tried to evaluate the errors arising from
its application. Moreover, no one has raised the issue whether its use is altogether possible. Will errors drive the
required parameters beyond the reasonable values even in the case of the simplest scattering systems and in the
scattering angle region, which is most suitable for application of the technique?

The present work attempts to answer the questions by undertaking a detailed analysis of applicability of the
“tangent technique” in the cases of both model systems and a globular protein mixture.

2. Description of the technique

As is known, the intensity I(q) of the small-angle X-ray scattering by a particle, which comprises N different
scattering centers (atoms) and is chaotically oriented relative to the primary X-ray beam, can be represented with
Debye formula [5]:

I(q) =

N∑
i,j=1

fi(q)fj(q)
sin(qrij)

qrij
, (1)

where rij is the distance between the i-th and j-th atoms, q = (4π/λ) sin(θ/2) is the magnitude of the reciprocal
space vector (λ is the X-ray wavelength, θ is the scattering angle), fi(q) is the scattering factor of the i-th atom.
If q is small, fi(q) is weakly dependent on q and fi(q) = fi(0) = fi, the number of electrons in the i-th atom.

Expansion of Eq. (1) into a series gives:

I(q) =

N∑
i,j=1

fifj

(
1−

q2r2ij
6

+ ...

)
= A2

(
1−

q2R2
g

3
+ ...

)
, (2)

where R2
g =

N∑
i,j=1

fifjr
2
ij

2
N∑

i,j=1

fifj

is the squared electron radius of gyration of a particle and A2 =

N∑
i,j=1

fifj is the squared

number of electrons in a particle.
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The series expansion of function A2 exp
(
− 1

3R
2
gq

2
)

is easily seen to have first two terms coincident with
Eq. (2). This property underlies the Guinier technique (e.g. [6–9]): plotting the scattering intensity as ln I(q) vs.
q2 in the region of small angles yields a straight line, its slope allowing one to find R2

g , i. e., the particle size.
Consider a system, consisting of differently sized particles, and assume the scattering intensity for each particle

to follow the exponential law. Then, the scattering intensity for the entire system – without interference between
individual particles – is presentable in the form:

Ĩ(q) =

N∑
i=1

KiA
2
i exp

(
− 1

3R
2
giq

2
)
, (3)

where N is the number of groups of particles with radii of gyration Rgi and Ki is the particle count in each group.
Let the summation be from the largest (i = 1) to the smallest particle (i = N ).

If the number of groups is rather small and radii of gyration Rgi vary from group to group appreciably, the
“tangent technique” was believed to be fully justified, with inclusion of the following stages:

1) Plotting ln Ĩ(q) vs. q2.
2) Drawing a tangent to the curve at the largest values of q, but in the scattering angle region, where exponential

approximation Eq. (3) is valid for all groups of scattering particles.
3) Finding squared radius of gyration R̃2

gN for the smallest particles by the tangent slope according to Eq. (2)

and value K̃NA
2
N by the intercept of the tangent on axis ln Ĩ(q). If AN is known (roughly, the value AN is

one-half of the molecular mass of the particle), one also finds K̃N , the particle count in group N .

4) Subtracting function K̃NA
2
N exp

(
− 1

3 R̃
2
gNq

2
)

with already known values of K̃N and R̃2
gN from the

experimental intensity Eq. (3). One finds scattering intensity Ĩ(q) by the remaining particles and passes on to
Operation 1) with substituting group N with group N − 1.

Upon completion of the said cycle, the following sought parameters are calculated: radii of gyration R̃gi
(sizes) of all particles included in the scattering system and the relative particle count in each group. One can also
plot K̃i vs. R̃gi (which is sometimes done [4]) to evaluate the particle size distribution, which is dedicated to other
methods in the small-angle scattering [10, 11].

Despite the deceptive simplicity of the technique and the value of the derived information, the application of
the technique gives rise to several somewhat complex questions:

a) How is the angle region to be chosen for the condition of Eq. (2) to hold?
b) What are the grounds to believe that the scattering intensity in the vicinity of drawing each tangent is

governed by but one group of particles, while other groups make no contributions whatsoever to the scattering
curve in this angular region?

c) How is, when drawing tangents, the straight-line segment of the scattering curve to be distinguished from
the curvilinear one, and in the presence of the unavoidable experimental error at that?

d) How is the number of groups with different values of Rg to be found under the conditions of an actual
experiment?

There is, apparently, no general answer to the questions, so the present work examines a number of specific
different-size systems to assess the applicability of the technique.

3. Analysis of the technique applicability

Simplify the problem statement as much as possible. To begin with, assume only two groups of differently
sized particles (N = 2). This is evidently the most favorable model. If the technique proves inapplicable even for
this model, there is no sense to increase the number of groups. Next, an interval of scattering angles is to be selected
for drawing the tangents and, accordingly, to specify the particle sizes in each. The basic condition is that the
intensity, plotted in Guinier coordinates for particles of both groups, had the shape of a straight line in the selected
scattering angle interval. Of importance is also for the angular interval to be available experimentally. In terms of
the magnitude of reciprocal space vector, the interval is defined from qmin = 0.01 nm−1 to qmax = 0.14 nm−1

(hereinafter, a bounded interval), which corresponds (at X-ray wavelength λCuKα = 0.154 nm) to scattering angles
from θmin = 2.5 · 10−4 rad to θmax = 3.4 · 10−3 rad and, respectively, to Bragg spacings from dmax = 300 nm to
dmin = 23 nm. Particle sizes (radii of gyration Rg) were chosen as Rg1 = 15.56 nm, Rg2 = 9.21 nm. It has been
shown for particles of such sizes that the required condition of straightness of Guinier plots in the said scattering
angle interval holds reasonably well. Let K1 and K2 be the initial particle counts in each group, and K̃1 and K̃2

be those found by the “tangent technique”.
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For all particle groups considered under the said conditions, we calculated scattering intensities, constructed
Guinier plots, evaluated the quantities R̃g1, R̃g2, K̃1, K̃2 by the “tangent technique” in a wide variation range of
K2/K1, and estimated the errors of the quantities as compared to their true values. The results are presented in
Tables 1-4. In each table, column 1 is the selected value of K2/K1; columns 2 and 3 are the calculated relative

errors of quantities R̃g1 and R̃g2
(
δRgi =

(
R̃gi −Rgi

)/
Rgi

)
; columns 4 and 5 are the calculated relative errors

of quantities K̃1 and K̃2

(
δKi =

(
K̃i −Ki

)/
Ki

)
.

Hypothetical particles with scattering intensity defined by Eq. (3) at N = 2. The scattering curve for each
particle is shaped in Guinier coordinates as a straight line, yet the dependence of ln[K1A

2
1 exp

(
− 1

3R
2
g1q

2
)

+

K2A
2
2 exp

(
− 1

3R
2
g2q

2
)
] on q2 is no longer a straight line. In a wide scattering angle interval (qmin = 0.01 nm−1 to

qmax = 0.4 nm−1), of course, the effects related to the influence of different groups on the total scattering curve
are separable (Fig. 1), and the “tangent technique” yields reasonable values for radii of gyration and particle counts
in each group (Table 1). However, the effects cannot be separated in the said bounded scattering angle interval.

FIG. 1. Hypothetical particles. Curve 1 is the scattering intensity found according to Eq. (3) at
N = 2; curve 2 is the difference scattering curve between intensity of Eq. (3) and the intensity of

K̃2A
2
2 exp

(
− 1

3 R̃
2
g2q

2
)
. All curves are plotted in Guinier coordinates. Straight lines are tangents

to Curves 1 and 2. Wide scattering angle interval. See details in the text

TABLE 1. Hypothetical particles. Wide scattering angle interval (qmin = 0.01 nm−1 to qmax =
0.4 nm−1). Relative errors of radii of gyration R̃g1, R̃g2 and weighting factors K̃1, K̃2 at
different ratios K2/K1. See details in the text

K2/K1 δRg1,% δRg2,% δK1,% δK2,%

5 0.08 0.13 –0.3 1.3

10 0.08 0.06 –0.3 0.6

20 0.08 0.03 –0.3 0.3

50 0.08 0.013 –0.3 0.13

100 0.08 6·10−3 –0.3 6·10−2

150 0.08 4·10−3 –0.3 4·10−2

Table 2 presents the results of applying the technique in a bounded interval at different ratios K2/K1. As
seen, in the case of the number of small particles much greater than that of larger ones (K2/K1 = 150 and
more), the contribution of the latter tells little on the scattering curve. Hence, quantities R̃g2 and K̃2 are evaluated
comparatively well, but the calculation of quantities R̃g1 and K̃1 yields unacceptable errors. At a smaller K2/K1
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TABLE 2. Hypothetical particles. Bounded scattering angle interval (qmin = 0.01 nm−1 to
qmax = 0.14 nm−1). Relative errors of radii of gyration R̃g1, R̃g2 and weighting factors K̃1, K̃2

at different ratios K2/K1. See details in the text

K2/K1 δRg1,% δRg2,% δK1,% δK2,%

5 47 48 -90 419

10 46 38 -86 200

20 44 26 -82 96

50 43 14 -79 37

100 43 8 -78 18

150 43 5 -78 12

ratio, likely unacceptable errors emerge in evaluation of all four quantities in question. This can now be explained
by the effect of the scattering intensity of larger particles on the total curve in the entire bounded interval. As a
consequence, quantities R̃g2 and K̃2 are evaluated with great errors, while the errors in the evaluation of quantities
R̃g1 and K̃1, naturally, grow significantly.

Homogeneous ellipsoids of revolution and spheres. As previously shown [12], the scattering intensity by
the i-th homogeneous ellipsoid of revolution with electron density ρ is defined by expression A2

i I
el
i (q), where

Ai = ρVi, V = 4
3πa

2b is the volume of the ellipsoid (b is the semi-major axis, a is the semi-minor axis),

Ieli (q) =

1∫
0

Φ2

(
q
√

5R2
gi (1 + x2 (ν2 − 1))

/
(2 + ν2)

)
dx (4)

is its formfactor (Ieli (0) = 1), Φ(t) = 3
sin t− t cos t

t3
, and ν = b/a. Radius of gyration Rg is related to semi-axes

a and b by Rg =
√

(2a2 + b2)
/

5.

The total scattering intensity for two groups of ellipsoids is representable as:

Iel(q) = K1A
2
1I
el
1 (q) +K2A

2
2I
el
2 (q), (5)

where, as before, K1 and K2 are the particle counts in the first and second groups, respectively. We chose
anisotropy ν = 2 the same for ellipsoids of both groups, since the calculations show the straight-line segment in
Guinier plotting to prove to be the most extended at this anisotropy.

Table 3 presents the calculation results. They are close to those obtained for hypothetical particles in a bounded
interval of scattering angles. And while the relative errors for quantities R̃g2 and K̃2 are comparatively small in
the most favorable case (K2/K1 = 150), those for R̃g1 and K̃1 are as high as tens of percent.

TABLE 3. Ellipsoids of revolution. Relative errors of radii of gyration R̃g1, R̃g2 and weighting
factors K̃1, K̃2 at different ratios K2/K1. Bounded scattering angle interval (qmin = 0.01 nm−1

to qmax = 0.14 nm−1). See details in the text

K2/K1 δRg1,% δRg2,% δK1,% δK2,%

5 47 44 -87 404

10 46 34 -83 194

20 45 24 -80 93

50 43 12 -77 36

100 43 6.3 -75 17

150 42 4.1 -73 11
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The model of a scattering system is very often taken to be spheres. As follows from Eq. (4), the form-factor
of the scattering intensity for spheres (ν = 1) is:

Isphi (q) = Φ2

(√
5
3qRgi

)
, (6)

and the total intensity for two groups of spheres is:

Isph(q) = K1A
2
1I
sph
1 (q) +K2A

2
2I
sph
2 (q). (7)

The results of the corresponding calculation are given in Table 4. They demonstrate that the errors in evaluating
all four quantities prove to be unacceptable. In the most favorable case (as before, at K2/K1 = 150), the errors in
evaluating quantities R̃g1 and K̃1 are as high as tens of percent, whereas quantity R̃g1 at K2/K1 = 5 cannot be
calculated at all, for the slope of the corresponding tangent happens to be positive.

TABLE 4. Spheres. Relative errors of radii of gyration R̃g1, R̃g2 and weighting factors K̃1, K̃2

K2/K1. Bounded scattering angle interval (qmin = 0.01 nm−1 to qmax = 0.14 nm−1). See
details in the text

K2/K1 δRg1,% δRg2,% δK1,% δK2,%

5 unevaluable 64 unevaluable 482

10 26 49 -96 223

20 37 35 -91 105

50 40 20 -88 41

100 42 13 -91 21

150 49 10 -94 15

Globular proteins. The procedure for calculating the intensity of X-ray scattering by globular proteins in a
solution, which was developed by one of the authors jointly with others [13–15], is applicable in the case when
the coordinates of all atoms of the protein under study are known. Were we concerned with the scattering intensity
of such protein in vacuum, the problem would not be difficult: it would suffice to use Debye formula Eq. (1).
However, as was shown experimentally as early as in works [16,17], the presence of the solvent has an effect upon
the entire scattering curve of a protein.

Briefly, the method of allowing for the solvent effect can be described as follows. If a protein contains N non-
hydrogen atoms with coordinates ri and scattering factor fi(q), its scattering intensity can be found in accordance
with the expression:

I(q) = 〈I(q)〉 =

〈∣∣∣∣∣∣
N∑
j=1

fj(q) exp (iqr)− ρsΨ(q)

∣∣∣∣∣∣
2〉

, (8)

the averaging is done over all possible orientations of the protein relative to the primary beam, ρs is the solvent
electron density, and function:

Ψ(q) =

∫
V

exp (iqr) dr (9)

is the amplitude of scattering by that homogeneous volume of a protein particle, which is inaccessible to the solvent
molecules. The calculation of the amplitude is a major difficulty. We developed a “cube method” [18], which bases
on filling the entire particle volume, inaccessible to the solvent, with small cubes (with edges 0.0279 nm long);
their dense packing ensures the homogeneity of density inside the molecule. Thus, the calculation of the amplitude
of scattering in Eq. (9) reduces to finding the amplitude of scattering by a system of cubes (parallelepipeds). Next,
scattering intensity I(q) is evaluated at point q of the reciprocal space, and intensity I(q) is found by averaging
I(q) over a sphere of radius q = |q| of the space. The procedure of the said averaging is described in [19].

Consider a mixture of two globular proteins with atom coordinates given in the PDB: human hemoglobin
(http://files.rcsb.org/view/4ESA.pdb) and hen egg-white lysozyme (http://files.rcsb.org/view/6LYZ.pdb). Their radii
of gyration are specified as Rg1 = 15.56 nm and Rg2 = 9.21 nm, respectively. For aqueous solution of the two
proteins, scattering intensities were calculated and total curves were derived at different ratios K2/K1. Table 5
gives the values of all four estimated parameters in a wide variation range of K2/K1.
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TABLE 5. Globular proteins in solution: human hemoglobin and hen egg-white lysozyme. Rela-
tive errors of radii of gyration R̃g1, R̃g2 and weighting factors K̃1, K̃2 at different ratios K2/K1.
Bounded scattering angle interval (qmin = 0.01 nm−1 to qmax = 0.14 nm−1). See details in the
text

K2/K1 δRg1,% δRg2,% δK1,% δK2,%

5 18 24 -77 56

10 19 15 -75 27

20 16 8.8 -75 14

50 3.5 4.8 -79 5.8

100 -61 3.3 -87 3.2

150 unevaluable 2.8 unevaluable 2.3

As is readily seen, when the number of lysozyme molecules is predominant in the solution, the lysozyme
radius of gyration and the relative number of molecules are evaluated within 10% accuracy down to K2/K1 = 50.
However, the hemoglobin scattering intensity in the region of very small angles is distorted by the scattering
intensity of all lysozyme molecules, and, as a consequence, the errors in evaluation of quantities R̃g1 and K̃1

prove to be too great or the quantities are unevaluable altogether. At smaller ratios K2/K1, the evaluation errors
of all four quantities are unacceptable. This result, likewise to the earlier-treated case of hypothetical particles, is
explained by the effect of the scattering intensity of large particles upon the total curve now in the entire bounded
interval, in particular, upon its right-hand part, which is used to calculate R̃g2 and K̃2.

4. Discussion of results

The main conclusion, following from the above examination, is that the “tangent technique” is, from the
practical viewpoint, inapplicable to any of the analyzed scattering systems. This is demonstrated by the data given
in all five tables.

To exemplify the conclusion graphically, consider the scattering intensity for two groups of ellipsoids of
revolution in Guinier coordinates at a great value of ratio K2/K1 = 150 (Fig. 2a) and a small value of K2/K1 = 5
(Fig. 2b). Both figures show four scattering curves: 1 and 2 are those for the first and second groups of particles;
3 is the total scattering intensity, corresponding to Eq. (5); 4 is the difference scattering curve between intensities

of Eq. (5) and K̃2A
2
2 exp

(
− 1

3 R̃
2
g2q

2
)
, where R̃g2 is the radius of gyration of smaller particle, which was found

by the slope of the tangent to the curve in the right-hand part of the bounded scattering angle interval.
For larger K2/K1 ratio values, the prevailing contribution to the total scattering intensity is seen from Fig. 2a

to come from the scattering by small particles; still, the tangents to curves 2 and 3 in the right-hand part of the
bounded interval differ a little both in the slope and the intercept on the axis of ordinates. The differences suffice
to distort sought quantities R̃g1 and K̃1 substantially: the slopes of the tangents to curves 1 and 4 in the left-hand
part of the bounded interval differ markedly, and the intercepts on the axis of ordinates differ, too. At the same
time, quantities R̃g2 and K̃2 proper are evaluated well enough.

At relatively small values of ratio K2/K1 (Fig. 2b), the principal contribution to the total scattering intensity
in the entire bounded interval comes from the large particle, so the tangents to curves 2 and 3 differ markedly even
in the right-hand part of the interval. The intercepts of the tangents on the axis of ordinates differ markedly, too.
In other words, a large error arises in the evaluation of quantities R̃g2 and K̃2, and, hence, even larger error in the
evaluation of quantities R̃g1 and K̃1.

If the bounded scattering angle interval is extended, the technique is seen from Fig. 1 to be completely
applicable, but solely for hypothetical particles, which are non-existent in nature. Indeed, there is no realistic
particle, for which the scattering intensity would follow the exponential law in a wide angular region. Under any
other dependence, even at the first stage of applying the technique (that is, in evaluation of R̃g2 by the tangent
slope), an appreciable error arises, which grows sharply in calculation of other quantities at hand.

It may seem that if the particle sizes (Rg1 and Rg2) differ markedly, say, by an order of magnitude, the
“tangent technique” is completely applicable. However, as follows from Eq. (3), the contributions to the total
scattering intensity by large and small particles (at their equal shares in terms of numbers) differ (Rg1/Rg2)6

times. In this case, for their contributions to the scattering intensity to be comparable, one should take at least



1008 A. V. Smirnov, V. Yu. Kalyakin, B. A. Fedorov

FIG. 2. Scattering intensities for two groups of ellipsoids of revolution. 1 and 2 are scattering
curves for the first (Rg1 = 15.56 nm) and second (Rg2 = 9.21 nm) groups of ellipsoids,
respectively; (3) is the total scattering intensity, found according to Eq. (5); 4 is the difference

scattering curve between intensities of Eq. (5) and K̃2A
2
2 exp

(
− 1

3 R̃
2
g2q

2
)
. All curves are plotted

in Guinier coordinates. See details in the text

million more small particles, which renders the technique absolutely impractical and the calculation of quantities
R̃g1 and K̃1 fraught with even greater errors.

5. Conclusion

The results of the present work can be deemed negative. The grand total is that the “tangent technique” cannot
be used for any different-size scattering particle groups either to find the particle size proper, or to ascertain the
relative contributions of individual groups to the total scattering intensity. The statement is true for two groups of
particles and even more so for a greater number of groups. The ratio of particle sizes in different groups does not
affect the general negative result.
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[5] Debye P. Zerstreuung von Röntgenstrahlen. Annalen der Physik, 1915, 351(6), P. 809–823.
[6] Guinier A., Fournet G. Small-Angle Scattering of X-Rays, New-York, John Wiley, 1955, 268 p.
[7] Porod G. General Theory in Small-Angle X-Ray Scattering, edited by O. Glatter & O. Kratky. London, Academic Press, 1982, P. 17–52.
[8] Almjasheva O.V., Fedorov B.A., Smirnov A.V., Gusarov V.V. Size, morphology and structure of the particles of zirconia nanopowder

obtained under hydrothermal conditions. Nanosystems: Physics, Chemistry, Mathematics, 2010, 1(1), P. 26–36.
[9] Smirnov A.V., Deryabin I.N., Fedorov B.A. Small-angle scattering: the Guinier technique underestimates the size of hard globular particles

due to the structure-factor effect. J. Appl. Cryst., 2015, 48, P. 1089–1093.
[10] Letcher J.H., Schmidt P.W. Small Angle X Ray Scattering Determination of Particle Diameter Distributions in Polydisperse Suspensions

of Spherical Particles. J. Appl. Cryst., 1966, 37, P. 649–655.
[11] Kuchko A.V., Smirnov A.V. The computation of the nanoparticles volume distribution function and the specific surface area based on the

small-angle X-ray scattering indicatrix by the method of the statistical regularization. Nanosystems: Physics, Chemistry, Mathematics,
2012, 3(3), P. 76–91.
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The key problem of the orbital-free approach is calculation of kinetic energy, especially for hetero-atomic systems. In this work, we used the

mono-atomic functionals of kinetic energy to construct the kinetic functionals of complicated systems. We constructed some atomic weights

associated with densities of single atoms and then calculated kinetic functions for some atomic complexes. For the examples of SiC, SiAl, AlC,

SiO and CO dimers we have demonstrated possibility of our approach to find equilibrium interatomic distances and dissociation energies for
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1. Introduction

Nanotechnology requires simulation methods, which could operate with huge numbers of atoms – up to
millions. The most effective quantum methods (for example the Kohn-Sham (KS) method [1]) can work with only
hundreds. Therefore, researchers are obliged to use for large nanosystems some less accurate methods with empiric
potentials (for example [2, 3]).

The Kohn-Sham method is based on density functional theory (DFT) [4]. The orbital-free (OF) approach also
follows this theory, however, it operates with the electron density only (without wave functions or orbitals) and
if properly developed, can be applied for the simulation of very large systems: up to millions atoms [5]. Several
groups [5–13] are working in this area with different success, and the calculation of the kinetic energy is noted as a
main problem. In our previous papers [14–16], we suggested that there is no universal way to describe the kinetic
energy of different atoms and compounds. We proposed some simple formulas for systems containing atoms of
identical types and simulated the dimers and trimers with metallic and covalent bonds. For examples of Al, Si, and
C, we obtained equilibrium interatomic distances, binding energies and interbonding angles in good accordance
with published data. Now we try to describe how it is possible to extend our approach to systems with different
types of atoms.

2. A general description of the OF approach

As it is known, DFT claims that the energy E of the ground state of any quantum system can be found by
minimization of the some functional depending only on the electronic density of this system ρ(r):

E[ρ] =

∫
ε(ρ)dr =

∫
V (r)ρ(r)dr +

1

2

∫
ϕ(r)ρ(r)dr +

∫
εex−c(ρ)dr +

∫
εkin(ρ)dr, (1)

where V (r) is an external potential, ϕ(r) =

∫
ρ(r′)
|r− r′|

dr′ is the electrostatic electron potential Hartree, εex−c and

εkin are exchange-correlation and kinetic energies (per electron).
Minimization of (1) means solution the following equation:

F [p] ≡ δε[ρ]

δρ
= V (r) + ϕ(r) + µex−c(ρ) + µkin(ρ) = 0, (2)

where ρ have to satisfy the condition
∫
ρ(r)dr = N , N is the number of electrons in the system, µex−c(ρ) =

δεex−c(ρ)

δρ
, µkin(ρ) =

δεkin(ρ)

δρ
.

There are some realistic approximations for exchange-correlation potential µex−c(ρ) there; the potential Hartree
ϕ(r) may be calculated using Fourier transformations or Poisson equations; the external potential V (r) usually
consists of atomic potentials or pseudopotentials. The only real problem is the kinetic potential µkin.
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3. Pseudopotential approach

In practice, the DFT calculations are simpler if one uses pseudopotentials instead of full electron potentials.
Therefore, let us rewrite the above equations in the pseudopotential approach, and, for simplicity, let us limit our-
selves by s- and p-components of pseudopotentials and a diatomic system. Their distribution on more complicated
cases is possible without any trouble. Thus, we will present the total density ρ12 as a sum of partial densities:
ρ12 = ρ12−s + ρ12−p + . . .

The electron energy of this system E12 =
∫
ε12(ρ12−s, ρ12−p)dr must be minimal with the condition∫ (

ρ12−s + ρ12−p

)
dr = N12, where ε12 is the electron energy per electron for the two-atomic system with

the total number of electrons N12. In the other words, we have to find the density ρ12 that satisfies the system of
two equations:

F12−s = 0, F12−p = 0.

Here

F12−s ≡
δε12
δρ12−s

= V1−s(r) + V2−s(r) + ϕ12(r) + µex−c12 (ρ12) + µkin12−s(ρ12−s), (3a)

F12−p ≡
δε12
δρ12−p

= V1−p(r) + V2−p(r) + ϕ12(r) + µex−c12 (ρ12) + µkin12−p(ρ12−p), (3b)

where V1−s(r), V2−s(r), V1−p(r) and V2−p(r) are s and p components of pseudopotentials of the first and
second atoms, ϕ12(r) and µex−c12 (ρ12) are the electrostatic and exchange-correlation potentials calculated for the
total electron density ρ12 of a dimer, µkin12−s(ρ12−s) and µkin12−p(ρ12−p) are partial kinetic potentials depending on
corresponding partial densities ρ12−s and ρ12−p.

Thus we can write equations for finding ρ12−s and ρ12−p:

V1−s(r) + V2−s(r) + ϕ12(r) + µex−c12 (ρ12) + µkin12−s(ρs) = 0, (4a)

V1−p(r) + V2−p(r) + ϕ12(r) + µex−c12 (ρ12) + µkin12−p(ρp) = 0, (4b)

Obviously, for two isolated atoms we can write equations similar to (4a) and (4b):

V1−s(r) + ϕ0
1(r) + µex−c1 (ρ01) + µkin1−s(ρ

0
1−s) = 0, V1−p(r) + ϕ0

1(r) + µex−c1 (ρ01) + µkin1−p(ρ
0
1−p) = 0 (5a)

V2−s(r) + ϕ0
2(r) + µex−c2 (ρ02) + µkin2−s(ρ

0
2−s) = 0, V2−p(r) + ϕ0

2(r) + µex−c2 (ρ02) + µkin2−p(ρ
0
2−p) = 0 (5b)

As ρ01−s, ρ
0
1−P , ρ02−s, and ρ02−P are equilibrium atomic densities taken from DFT calculations, we can write

for V1−s(r), V1−p(r), V2−s(r) and V2−p(r):

V1−s(r) = −ϕ0
1(r)− µex−c1 (ρ01)− µkin1−s(ρ

0
1−s), V1−p(r) = −ϕ0

1(r)− µex−c1 (ρ01)− µkin1−p(ρ
0
1−p), (6a)

V2−s(r) = −ϕ0
2(r)− µex−c2 (ρ02)− µkin2−s(ρ

0
2−s), V2−p(r) = −ϕ0

2(r)− µex−c2 (ρ02)− µkin2−p(ρ
0
2−p). (6b)

Putting (6a) and (6b) in (4) we obtain:

ϕ12(r)−ϕa1(r)−ϕa2(r)+µex−c12 (ρ12)−µex−c1 (ρ01)−µex−c2 (ρ02)+µkin12−s(ρ12−s)−µkin1−s(ρ
0
1−s)−µkin2−s(ρ

0
2−s) = 0, (7a)

ϕ12(r)−ϕa1(r)−ϕa2(r)+µex−c12 (ρ12)−µex−c1 (ρ01)−µex−c2 (ρ02)+µkin12−p(ρ12−p)−µkin1−p(ρ
0
1−p)−µkin2−p(ρ

0
2−p) = 0. (7b)

The kinetic dimer functionals µkin12−s(ρ12−s) and µkin12−p(ρ12−p) may be presented as follows:

µkin12−s(ρ12−s) = µkin1−s(ρ
0
1−s) + µkin2−s(ρ

0
2−s) + ∆µkin12−s(ρ12−s), (8a)

µkin12−p(ρ12−p) = µkin1−p(ρ
0
1−p) + µkin2−p(ρ

0
2−p) + ∆µkin12−p(ρ12−p), (8b)

where ∆µkin12−s(ρ12−s) and ∆µkin12−p(ρ12−p) are unknown functions of partial densities of the two-atomic system.
These functions must approach zero if the interatomic distance approaches to infinity. Thus we can take the
following simple approximation for them:

∆µkin12−s(ρ
)
12−s ≈ νkinA−s(ρ

)
12−s − νkinA−s(ρ01−s)− νkinA−s(ρ02−s), (9a)

∆µkin12−p(ρ
)
12−p ≈ νkinA−p(ρ

)
12−p − νkinA−p(ρ01−p)− νkinA−p(ρ02−p), (9b)

where νkinA−s(ρs) and νkinA−p(ρp) are some functions having the same kind for single atoms and for dimers formed
from atoms of the same type A.

We can solve these equations with some fitting functions νkinA−s and νkinA−p and then calculate the total energy.
We find the test functions from the simple request: they must lead to the equilibrium interatomic distances and
binding energy for dimers. We hope that these functions will be suitable for more complicated systems in future.
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The electron energy of a dimer Eeldim contains the electrostatic energy:

Ee−stat12 =

∫
[V1−s(r) + V2−s(r)] ρ12−sdr +

∫
[V1−p(r) + V2−p(r)] ρ12−pdr +

1

2

∫
ϕ12(r)ρ12dr, (10)

the exchange-correlation energy Eex−c12 =
∫
εex−c12 (ρ12)dr and the kinetic energy:

Ekin12 = Ekin1 + Ekin2 +

∫∫ [
νkin12−s(ρ12−s)dρ12−s + νkin12−s(ρ12−p)dρ12−s

]
dr. (11)

To find the equilibrium distance and the total energy Etotdim, we need to add the repelling energy Erep12 =
Z1Z2

|R1 − R2|
, where Z1 and Z2 are positive charges of atomic ions with coordinates R1 and R2. Thus Etotdim =

Ee−stat12 + Eex−c12 + Ekin12 + Erep12 . The binding energy for a dimer (per one atom) would be calculated as follows:
Eb = 1

2 (Etotdim − 2Ea), where Ea is the atomic energy.

4. Dimers with identical atoms

We took Al, Si, and C as test elements. We used the FHI98pp [17] package as a generator of pseudo-potentials
and equilibrium partial electron densities. We calculated exchange and correlation potentials in the local density
approach [18,19]. Studied atoms were located in a cubic cell of the L size (L=30 a.u.; 1 a.u. = 0.529 Å). The cell
was divided on 150× 150× 150 elementary sub-cells for the integration with the step ∆L of 0.2 a.u. The results
of these calculations were compared with published data.

We used the same types of kinetic functions µkins and µkinp for isolated atoms and dimers and trimers, however
they were found different for different types of atoms. Namely, we used
for Al: νkins = 1.0ρ

1/4.5
s ; νkinp = 22.0ρ

1/1.5
p ;

for Si: νkins = 8.0ρ
1/1.5
s ; νkinp = 1.6ρ

1/3
p ;

for C: νkins = 1.75ρ
1/3
s ; νkinp = 1.8ρ

1/3
p .

Calculated values of interatomic distances and binding energies for the Al2, Si2, and C2 dimers are collected
in Table 1 in comparison with other data. Agreement is rather satisfactory, when one considers that other calculated
data are often differing from experimental results and each other.

TABLE 1. Equilibrium distances d and binding energies Eb (absolute values, per atom) for Si2,
Al2 and C2 in comparison with known data

Dimer Source d, Å Eb,eV

Si2

Our OF method 2.2 1.8

Other calculations 2.21a 2.23b 1.599a 1.97b

Experiment 2.24c 3.0c

Al2

Our OF method 2.8 1.4

Other calculations 2.95d 2.51e 1.23d 1.55e

Experiment 2.56f 1.56f

C2

Our OF method 1.4 3.0

Other calculations 1.24g 1.36h 2.6g 2.7h

Experiment 1.24i 3.1i

Notations: a[20], b[21], c[22], d[23],e[24], f [25], g[26], h[27], i[28].
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5. Dimers with different atoms

Let us rewrite equations (8a) and (8b) for a dimer contained atoms of types A and B:

µkinAB−s(ρAB−s) = µkinA−s(ρ
0
A−s) + µkinB−s(ρ

0
B−s) + ∆µkinAB−s(ρAB−s), (12a)

µkinAB−p(ρAB−p) = µkinA−p(ρ
0
A−p) + µkinB−p(ρ

0
B−p) + ∆µkinAB−p(ρAB−p). (12b)

The functions ∆µkinAB−s(ρAB−s) and ∆µkinAB−p(ρAB−p) have to be approximately equal to atomic functions
∆µkinA−s(p) or ∆µkinB−s(p) near atoms A or B, but they have to be mixtures of the atomic functions in the whole

space. It seems to us that the simplest way to construct the functions ∆µkinAB−s(p) and µkinAB−s(p) is to summarize
the atomic functions with some weights:

∆µkinAB−s(ρAB−s) = WA−s∆µ
kin
A−s(ρAB−s) +WB−s∆µ

kin
B−s(ρAB−s); (13a)

∆µkinAB−p(ρAB−p) = WA−p∆µ
kin
A−p(ρAB−p) +WB−p∆µ

kin
B−p(ρAB−p). (13b)

For ∆µkinA−s(p) and ∆µkinB−s(p) we propose the following approximations:

∆µkinA−s(ρAB−s) ≈ νkinA−s(ρAB−s)− νkinA−s(ρ0A−s)− νkinA−s(ρ0B−s), (14a)

∆µkinB−s(ρAB−s) ≈ νkinB−s(ρAB−s)− νkinB−s(ρ0A−s)− νkinB−s(ρ0B−s), (14b)

∆µkinA−p(ρAB−p) ≈ νkinA−p(ρAB−p)− νkinA−p(ρ0A−p)− νkinA−p(ρ0B−p), (14c)

∆µkinB−p(ρAB−p) ≈ νkinB−p(ρAB−p)− νkinB−p(ρ0A−p)− νkinB−p(ρ0B−p), (14d)

where νkinA−s, ν
kin
A−p, ν

kin
B−s and νkinB−p are functions related to atoms A and B. For Al, Si and C they are found in

the previous Section.
The weights WA−s, WA−p, WB−s and WB−P may be determined through Gauss functions fitted to atomic

densities:

WA−s =
αA−s exp

(
− (r−RA)2

βA−s

)
αA−s exp

(
− (r−RA)2

βA−s

)
+ αB−s exp

(
− (r−RB)2

βB−s

) ; (15a)

WB−s =
αB−s exp

(
− (r−RB)2

βB−s

)
αA−s exp

(
− (r−RA)2

βA−s

)
+ αB−s exp

(
− (r−RB)2

βB−s

) ; (15b)

WA−p =
αA−p exp

(
− (r−RA)2

βA−p

)
αA−p exp

(
− (r−RA)2

βA−p

)
+ αB−p exp

(
− (r−RB)2

βB−p

) ; (15c)

WB−p =
αB−p exp

(
− (r−RB)2

βB−p

)
αA−p exp

(
− (r−RA)2

βA−p

)
+ αB−p exp

(
− (r−RB)2

βB−p

) . (15d)

An example of fitting of the densities and weights is demonstrated in Figure 1. Values for α and β for Si, Al, C
and O are presented in Table 2.

TABLE 2. Parameters of weight functions (α and β) for Si, Al, C and O atoms

Type of atom αs αp βs βp

Si 0.065 0.040 3.5 4.5

Al 0.065 0.005 3.5 4.5

C 0.200 0.160 1.5 1.8

O 0.300 0.450 1.0 1.5
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FIG. 1. The s-densities and the weights Ws for oxygen (dashed) and silicon atoms (solid)

We fulfilled calculations for the SiC, SiAl, AlC, SiO, CO, and AlO dimers with parameters shown in Table 2.
The kinetic functions for oxygen νkins = 1.7ρ

1/3
s − 1.0ρs and νkinp = 1.5ρ

1/3.5
p − 1.0ρp have been found through

simulation of the SiO dimer and then they were used for other oxygen contained dimers. Results of calculations
are presented in Table 3. Unfortunately, we did not find published data for the all studied heteroatomic dimers.
Therefore, we compared our OF results also with results calculated by us in the framework of the KS DFT approach
using the well-known package FHI96md [17].

TABLE 3. Equilibrium distances d and energies of dissociation Ed (absolute values) for SiC,
SiAl, AlC, SiO, CO, and AlO

Dimer Source d, Å Ed,eV

SiC
Our OF calculations 1.9 6.9

Published calculations 1.8a 7.7a

Our KS FHI96md calculations 1.69 6.66

SiAl
Our OF calculations 2.5 3.8

Our KS FHI96md calculations 2.30 3.10

AlC
Our OF calculations 2.0 6.1

Our KS FHI96md calculations 1.83 4.32

SiO
Our OF calculations 1.6 7.0

Our KS FHI96md calculations 1.51 12.06

Experiment 1.52b 7.2b

CO
Our OF calculations 1.0 9.5

Our KS FHI96md calculations 1.11 15.96

Experiment 1.13c 9.6c

AlO
Our OF calculations 1.8 3.0

Our KS FHI96md calculations 1.55 9.0

Experiment 1.62c 5.27c

Notations: a[30], b[31], c[32].
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One can see from Table 3 that our OF equilibrium distances slightly exceed the experimental ones as well as
the KS calculation results, except the CO dimer. As for the dissociation energy, the OF results for the SiO and CO
dimers are closer to experimental data than the KS ones. The OF result for SiC correlates with our KS and known
calculated values (there is no experimental data). OF calculated energies for the Al contained dimers are rather
far from experimental values and from results of KS calculations. The reason for this discrepancy requires future
investigation; however, it is remarkable that the KS results are also far from experimental energies in many cases.
As a whole, we can conclude that the OF method is able to give us a rather satisfactory information on interatomic
distances and energies of systems containing different atoms.

6. Conclusion

We showed the possibility for simulating the interactions of atoms of non-identical types in the framework
of the orbital-free version of the density functional theory. For this purpose, we used a rather simple technique,
namely: first, the atomic kinetic functions were found for homo-atomic dimers Si2, Al2, C2 and for the SiO
dimer; second, some atomic weights were proposed using Gaussians associated with atomic densities; third, kinetic
functions for hetero-atomic dimers were constructed. Equilibrium interatomic distances and dissociation energies
for the SiC, SiAl, AlC, SiO and CO dimers were found to be in satisfactory agreement with the Kohn-Shem
calculations and experimental data.

As the calculation of the kinetic energy is a key point in the modeling of polyatomic systems in the orbital-free
approach, it is possible to consider that our work opens a direct way to design an effective modeling method for
complicated nanosystems and macromolecules with a large number of atoms.
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The dependencies of critical energy density and corresponding hot-spot temperature were calculated in terms of thermal model of energetic

materials laser initiation for 12 metal nanoparticles in pentaerythritol tetranitrate (PETN) at pulse duration 12 ns. We showed that the critical

hot-spot temperature depends mostly on the nanoparticle’s radius while its dependence on the specific heat of the metal is much weaker. The

equations for the critical parameters of initiation on radius and specific heat of the nanoparticles were derived. The results are essential for the

explosive compounds for optical detonator cup optimization.
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1. Introduction

The use of pulsed laser methods for the initiation of the explosive processes is under consideration now as
a promising replacement for electrical methods of initiation. The main reason is the crucial increasing of safety
in explosives utilization and the reduction and minimization of environmental risks and technological disasters.
The use of explosives drastically lowers the costs for tunneling works, which determines the increasing scale of
their utilization [1]. The most intensively developed way to improve the safety of storage, transportation and use
of explosives is the development of energetic materials selectively sensitive to the needed impact [1, 2]. Optical
detonators based on silver azide [3, 4] have minimum thresholds value when initiated with laser pulse, but they
are also sensitive to other types of impact (heat, electric spark, etc.). To create selectively sensitive materials to
laser radiation, one introduces light-absorbing nanoparticles [5] or the synthesis of new compound with absorption
bands matching the wavelength of the radiation sources to the existing transparent explosives [6–8]. The minimum
initiation energy density of explosive decomposition of the regular blasting explosives (PETN and RDX) with
additives of aluminum [2, 9, 10], nickel [10, 11] and other metals nanoparticles is of the order of 1 J/cm2, which
is more than hundred times less than for pure pressed tablets of this explosives. This is an energy saving method
to initiate due to the concentration of thermal energy in ”hot-spots” and the implementation of thermal explosion
in a microcenter variant. The initiation mechanism based on the energy absorption by small inclusions in the
explosives volume was formulated in [12] for heavy metal azides. In [13–15], the model was modernized with
optical properties and melting processes of nanoparticles and the matrix. The relevance of modernization and
study of the hot-spot model is defined by its fundamental value for the development of the mechanisms of thermal
explosion model representations, as well as by the applied one based on the selectively sensitive optical detonator
creation.

The purpose of this work is the determination of the critical parameters for the initiation of explosive decom-
position reaction calculation in the framework of the hot-spot model of thermal explosion, defining the role of the
thermophysical parameters of the nanoparticles’ material at the stage of formation and development of the reaction
hot-spot and analysis of the results in dimensionless coordinates for the process. The compounds based on regular
secondary explosives PETN and the nanoparticles of 12 metals were selected as model systems.

The process of initiating self-accelerating decomposition in transparent explosives and metal nanoparticles
of different natures can be divided into several stages: the transfer of energy from the output window of the
source of monochromatic radiation to nanoparticles, the absorption of the pulse energy of nanoparticles, heating
the nanoparticles and labile matrix with the formation of the explosive decomposition hot-spot. The influence of
phase transitions in the nanoparticle and the matrix were considered in [15], where it was shown that the melting
has little effect on threshold values for initiation of PETN – aluminum nanoparticle systems. Depending on the
material and radius of nanoparticles, the absorption efficiency varies considerably [14, 15]. The consideration of
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multiple scattering in the sample leads to a substantial increase of illumination in the sample’s volume [17–19]. The
values of the reflection coefficient from the front surface of the sample, experimentally defined in [20], also change
significantly depending on sample parameters and radiation wavelength. The optical effect consideration greatly
complicates the mechanism for explosive decomposition, but it is possible to allocate a relatively slow subsystem:
heating of the nanoparticles where the ratio of the absorption efficiency coefficients of the nanoparticles is 1 [12],
conductive heat transfer and thermal chemical decomposition of explosives. It is rational to take into account
the peculiar features of nearly instantaneous propagation and absorption of laser light by metal nanoparticles by
later correcting the calculated dependence of the nanoparticles’ radii critical parameters on previously defined
coefficients (as in [15, 21, 22]).

Additional assumptions implicitly used by the authors of the hot-spot model [12, 17] are: metal nanoparticles
do not have an oxide film; they are in tight contact with the matrix explosives; and do not interact with it
chemically. The spherical symmetry originally used by the authors of the model, is due to three circumstances.
First, in the case of pressed pellets of explosives, the light falling onto the sample undergoes multiple reflection
on the grain boundaries and metal nanoparticles [17–19]. Because of the randomness of the reflection acts and
the significantly negative values of the mean cosine of the scattering angle by metal nanoparticles in PETN [23],
the light intensity averages over every direction. Second, the absorbed pulse energy, turning into heat, quickly
spreads over the nanoparticles’ volume, especially when they are not very big (less than 120 nm). The values
of the thermal diffusivity of metals are much higher than that of PETN, which lead to almost uniform heating of
the nanoparticles during the pulse duration (∼ 10 ns) [24]. Third, with one-dimensional approach it is possible to
produce the necessary mathematical calculations with much greater accuracy for a reasonable time. Thus, the use
of spherical symmetry is justified. The system of differential equations describing the processes of conductive heat
transfer, and heat generation due to chemical decomposition of energetic material, has the form [12]:

∂T

∂t
= α

(
∂2T

∂x2
+

2

x

∂T

∂x

)
+
Q

C
k0n · exp

(
− E

kBT

)
, x > R,

∂n

∂t
= −k0n · exp

(
− E

kBT

)
, x > R,

∂T

∂t
= αm

(
∂2T

∂x2
+

2

x

∂T

∂x

)
, x < R,

(1)

where T is temperature, n is relative concentration of explosives decreases in the course of the decomposition
reaction from 1 to 0, α = 1.1·10−3 cm2s1 and αm are thermal diffusivities of the matrix and nanoparticle, kB
is Boltzmann constant, E = 165 kJ/(mol·K) is energy of activation, Q = 9.64 kJ/cm3 is heat efficiency of the
decomposition, k0 = 1.2·1016 s−1 is pre-exponential factor [14], = 2.22 J/(cm3K) is volumetric heat capacity of
the explosives with boundary condition for x = R is:

J − Cmαm ·
∂T

∂x

∣∣∣∣
x→R−0

+ Cα · ∂T
∂x

∣∣∣∣
x→R+0

= 0, (2)

where Cm is volumetric heat capacity of the nanoparticle, J(t) is is the absorbed density of the laser pulse radiation
power. Tn terms of the model we neglecting the possible non-ideal thermal contact of the nanoparticle and the
explosive [25] and possible diffusion of the explosive material [26].

The facilities based on a neodymium laser typically used for initiation of explosive decomposition have the
dependence of the radiation power of the pulse close to the normal distribution function [27]. Taking the maximum
intensity of the pulse as the reference time position, we obtain for the quantity J(t) the expression:

J(t) = kiH0 · exp
(
−k2i t2

)/√
π, (3)

where ki =
2
√

ln(2)

ti
is a parameter that determines the pulse duration; H0 – the pulse energy density. Multipliers

of equation (3) normalized the integral of J(t) with respect to time on H0. Model of explosive decomposition
under initiation by a laser pulse is rational initially to explore in dimensional variables, with a further choice of
dimensionless. To determine the critical parameters of explosive decomposition, the system of equations for the
model (1-3) was numerically solved on the grid with a variable coordinate step by the method described in [24,28].

The calculations were performed for 12 metals to elucidate the role of thermophysical properties for the material
nanoparticles. The values of heat capacities and thermal conductivities of the metals used were taken from [21].
The variation of the nanoparticles radius was carried out over the 10–120 nm range. This interval covers the radii
used in the experimental studies of aluminum [2,19] and nickel [10,11] nanoparticles, a typical area radii of noble
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metal nanoparticles, 10–20 nm, by effectively absorbing electromagnetic radiation at the frequencies of plasmon
resonance [22, 29] and relatively large radii of transition metals at which the radiation of the first harmonic of a
neodymium laser is absorbed the most efficiently [23] though the plasmon band is observed in the UV region for
aluminum nanoparticles [30].

2. The method of calculation and results

The calculation of the critical energy density was carried out using bisection method with the interval reduction
achieving up to a relative accuracy of 10−8. The determination of the system bifurcation point (1)–(3) with such
precision requires the minimization of errors associated with the calculation of critical parameters for explosive
decomposition initiation and definition of the explosive decomposition parameters close to the bifurcation point
[31]. For further analysis, the maximum energy density at which the explosion was not observed H was retained.
To consider the contribution of the chemical reaction in the threshold of initiation, the maximum temperature on
the surface of the nanoparticles with the energy density H(Tmax) and the time of its occurrence t(Tmax) were
calculated. The calculation of the maximum temperature Tmax0 for each system at the energy density of H without
taking into account the heat flux due to chemical decomposition (installed k0 = 0) and the time of appearance of
maximum temperature t(Tmax) was subsequently performed.

For 12 selected metals in PETN, we calculated selected characteristics of the process near the bifurcation
point. Table 1 presents the results of calculations of H , Tmax, t(Tmax), Tmax0 and t(Tmax0) with the radii of
nanoparticles of cobalt ranging from 10–120 nm. The critical energy density values significantly depend upon the
nanoparticles’ radii, but an even more amazing result is the significant dependence of the temperature characteristic
of the process on the radius of the nanoparticles. From Table 1, it follows that Tmax is significantly higher than
Tmax0. The temperature difference increases with decreasing nanoparticle radius. For cobalt nanoparticles with a
10 nm radius and a pulse duration of 12 ns, the difference is around 346 K and in the limit of large radius is less
than 40 K. The dependence Tmax0(R) is well described by the equation:

Tc (R) = T∞ +
rT
R
, (4)

where the variable parameters T∞ and rT (4) are determined with approximation of the corresponding dependencies.
The values of the variable parameters for the 12 considered metals in the matrix PETN are given in Table 2.

As one can see, the values of T∞ for the 12 metals differ by only 19 K. The parameter rT deviates maximally
from the middle value by 2% only. Consequently, the critical temperature of the reaction hot-spot of explosive
decomposition is almost independent on the nature of the metal nanoparticles.

Let us consider the dependence of the critical energy density of the radius and the nature of the nanoparticles.
Consider a simplified model for thermophysical processes with heating of nanoparticles in inert matrices. The
maximum change by primary hot-spot temperature without considering contribution of chemical decomposition of
the matrix could be estimated with the expression [11, 12]:

∆T =
3

4π
· πR2H

CmR3 + C ((R+ h)3 −R3)
. (5)

In the numerator of formula (1), the energy absorbed by the nanoparticle as a result of the pulse action remains,
and the denominator estimates the overall heat capacity of the system, involving heating of the matrix layer of
thickness h and nanoparticles to the same temperature. The value h is the effective thickness of the heated layer
of the matrix, determined by the pulse duration, heat capacity and thermal diffusivity of the matrix, but not the
thermophysical properties of the nanoparticles (as the ration α << αm is fulfilled for all the metals). Using the
formula (4), approximating the dependence of the critical temperature of the hot-spot on the nanoparticles’ radii
without a chemical reaction as Tmax0, and dropping off the term proportional to h3, we get:

H =
4

3R
·
(
T∞ +

rT
R
− T0

)
·
[
CmR

2 + 3Ch · (R+ h)
]
. (6)

Approximation of the calculated dependences H(R) by formula (6) was performed for all 12 selected metals in
PETN applying the previously defined fitting parameters T∞ and rT that are given in columns 2 and 3 of Table 2.
The array h is shown in column 4 of Table 2. From the estimated values of h, it follows that they are independent
of the nature of the metal nanoparticles: the average value of h = 34.87 nm and a maximum deviation is only
0.5 %. This result is consistent with its physical meaning as the typical thickness of the heated layer.

Using formula (6) we could demonstrate the effect of the metals’ specific heat on the dependence of H(R).
The coordinates of the minima for the dependences H(R) for 12 metals in PETN (Hmin and Rmin) are presented
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TABLE 1. Calculated with the radii of the cobalt nanoparticles R values H , Tmax, t(Tmax),
Tmax0, t(Tmax0)

R, nm H , mJ/cm2 Tmax,K t(Tmax),ns Tmax0,K t(Tmax0), ns

10 136.170749 1497.06 4.0496 1150.90 1.3178

15 97.928431 1360.16 6.080 1107.83 1.9417

20 81.485410 1289.6 7.5321 1088.68 2.5232

25 72.908448 1245.46 8.6159 1077.56 3.0538

30 68.110572 1214.96 9.4775 1070.86 3.4867

35 65.3497462 1192.23 10.200 1066.07 3.8931

40 63.8247203 1174.39 10.722 1062.41 4.2578

45 63.1029816 1159.97 11.203 1059.51 4.6208

50 62.931098 1148.01 11.495 1057.11 4.9111

55 63.1510649 1137.91 11.601 1055.09 5.2318

60 63.6594571 1129.31 11.725 1053.32 5.4625

65 64.3858326 1121.89 11.692 1051.77 5.7452

70 65.2806344 1115.45 11.606 1050.37 5.9199

75 66.3080204 1109.81 11.596 1049.10 6.138

80 67.4414514 1104.82 11.558 1047.95 6.3609

85 68.6608745 1100.38 11.488 1046.87 6.5691

90 69.9508670 1096.38 11.465 1045.86 6.6802

95 71.2993787 1092.77 11.388 1044.92 6.8438

100 72.6968651 1089.47 11.400 1044.04 7.0616

105 74.1356704 1086.45 11.316 1043.19 7.2034

110 75.6095868 1083.66 11.349 1042.39 7.3449

115 77.1135275 1081.08 11.330 1041.62 7.4714

120 78.6438735 1078.68 11.316 1040.86 7.6307

in the last columns of Table 2. Assuming that the dependence Tmax0(R) at relatively large radii Rmin corre-
sponding to the minimum H , is weak, in this limit, the dependence H(R) will match the radius of most heated
nanoparticles [14]:

Rmin =

√
6αkiC

Cm
. (7)

Equation (7) leads to a linear dependence of the Rmin square on the reverse value of the metal heat capacity (Cm).
Fig. 1 shows the dependence of the abscissa of the minimum Rmin as a dependence on the metal volume specific
heat capacity in the rectifying coordinates. Points in the figure show the data for the metals lead, tin, aluminum,
silver, gold, palladium, vanadium, chromium, copper, iron, cobalt, nickel, and their good linear approximation.



The dependence of the critical energy density and hot-spot temperature... 1021

TABLE 2. Calculated critical parameters of explosive decomposition for PETN with various metal nanoparticles

Metal T∞, K rT , K·nm h, nm Hmin, mJ/cm2 Rmin, nm

Pb 1070.45 1638.38 35.03 47.712 79.20

Sn 1071.39 1644.82 34.98 49.430 74

Al 1074.31 1688.38 34.85 54.987 61.3

Ag 1074.35 1689.10 34.85 55.206 60.90

Au 1074.43 1690.08 34.85 55.352 60.60

Pd 1075.68 1703.11 34.81 58.068 56

V 1076.33 1709.01 34.79 58.559 55.20

Cr 1076.03 1704.22 34.81 59.930 53.30

Cu 1075.99 1700.82 34.83 61.145 51.60

Fe 1076.73 1702.26 34.82 61.802 50.80

Co 1076.41 1698.39 34.84 62.928 49.40

Ni 1076.51 1693.51 34.85 64.097 48.10

FIG. 1. The dependence of the square Rmin, from the reverse value of the metal heat capacity
(Cm) with pulse width was 12 ns. The dots are the data for the metals: lead, tin, aluminum,
silver, gold, palladium, vanadium, chromium, copper, iron, cobalt, nickel. Line-approximation of
the line passing through the origin

3. Conclusion

Using the characteristics of 12 metals in the present work allowed us to investigate the effect of nanoparticles’
specific heat in the range from 1.46 (lead) to 3.96 J/(cm3·K) (nickel) on the main characteristics of the process
of laser initiation. The obtained analytical equations quantitatively describing the results of the calculations allow
us to predict the influence of specific heat over a wide range that it is necessary to expand the range of materials
considered as promising additives for the selective sensitivity of explosives by laser radiation.

Currently, the refinement of the hot-spot model for the laser initiation of thermal explosion of energetic
materials containing metal nanoparticles occurs in a number of directions that span the optical and thermophysical
processes. For this reason, the comparison with experiment of the results of this study is difficult. Previously
it was shown [9] that taking into account the optical properties of individual metal nanoparticles allows us to
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reduce considerably the differences of the absolute theoretical and experimental values for the critical energy
density. The last quantity can be reliably predicted if we know the kinetic parameters for the decomposition
reaction in the temperature region in which a hot-spot is formed. Direct measurement of the rate constant over
this temperature range is difficult, therefore, reasonable extrapolations from the low temperature region generally
used may not always be applicable. Alternatively, the obtained expressions allow one to predict correctly the effect
of the thermophysical parameters of nanoscale additives, which is essential in the development of new energetic
materials.
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Wet chemical techniques have been used to synthesize undoped and Mn-doped nanoparticles at room temperature. Highly stable pure and

5.0 weight% Mn-doped ZnO nanoparticles have been prepared. The morphologies, structures and optical properties of the as-prepared samples

were characterized by X-ray powder diffraction, scanning electron microscopy, energy dispersive X-ray spectroscopy and UV-Vis spectra.

The results clearly reveled that both the pure and doped samples had a wurtzite hexagonal phase. The SEM studies illustrated that grain

size decreases with Mn doping, with average diameter ∼30 nm, which is in good agreement with the average crystalline size calculated by
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1. Introduction

Due to its wide band gap (∼3.37 eV) and large exciton binding energy (∼60 meV), ZnO is of great interest
for photonic applications and its optical properties have been studied in detail. In recent years, due to prediction
of possible ferromagnetic properties in transition metal-doped ZnO with Curie temperatures (Tc) above room
temperature, studies of transition metal doped ZnO have attracted much interest [1, 2]. Multifunctional materials
come on stage accompanied with magnetic properties in diluted magnetic semiconductors (DMS), in which non-
magnetic ions replace some of the magnetic and non-magnetic cations. The origin of ferromagnetic properties in
diluted semiconductors have been theoretically and experimentally studied [3, 4].

Among DMS materials, ZnO-based DMS has remarkable features: (i) Direct wide band gap at room temper-
ature, (ii) access to the large bulk and high-quality single crystals of ZnO and (iii) large exciton binding energy.
The latter is useful for having lasers with high efficiencies at room temperature [5, 6]. In addition, ZnO is useful
in solar cells and sensors as it is transparent conductive and piezoelectric [7]. Pure ZnO nanostructures show weak
optical features that result from point defects such as oxygen vacancy or interstitial Zn; therefore, they cannot be
used directly in the industry [7]. As a result, doping ZnO with a convenient element is a method for engineering
optical and magnetic properties. Furthermore, in order to make optoelectronic devices, n-type and p-type states are
needed. It is relatively difficult to achieve p-type doping and this limitation is considered an obstacle to using ZnO
in these applications [8].

Additionally, ZnO is lower in cost and is environmental friendly as compared to other metal oxides [9].
Normally, ZnO is studied in nanoscale; this is probably due to the fact that the high surface area to mass ratio of
nanoparticles could enhance the adsorption of organic pollutants on the surface of particles as compared to the bulk
materials [10]. Thus, in order to enhance the optical, magnetic, and electrical properties of ZnO, transition metal-
doped ZnO nanoparticles have been introduced. The modification of ZnO nanoparticles by impurity incorporation
leads to possible application in UV optoelectronic and spin electronics [11]. Among the transition elements, Mn
shows the maximum magnetic behaviors with electron effective mass ∼0.3me (me= free electron mass); a doping
of Mn into the ZnO semiconductor host lattice may result in large injected spins and carrier which make it suitable
to be applied as diluted magnetic semiconductor (DMSs) [12].

ZnO has penetrated far into industry, and is one of the critical building blocks in modern society. Zinc oxide
is in all likelihood one of the most abundant forms of any known material. The properties of ZnO are strongly
dependent on its structure, including the morphology, aspect ratio, size, orientation, and crystal density. Due to its
potential application in many areas, such as optoelectronic devices, solar cells, chemical sensor, and photocatalyst
hence, ZnO has attracted much attention from researchers and scientists to develop it for technological applications.
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The term “doped” is used to modify the optical or magnetic properties of the host by adding impurities ions
which become incorporated into the host lattice. Doping with 3d metals such as Mn, Ni, Fe, Co, and Cr will
increase the surface area and reduce the particle size of ZnO nanoparticles [13]. Mn is preferred for the doping
of ZnO because the d electron of Mn at t2g level can easily overlap with the ZnO’s valence bond, as compared
with other transition elements. Among nanomaterials of transition metal oxides, ZnO is considered as a significant
material for multiple applications, including catalytic, optical, magnetic, electrical, electrochemical and biological
uses. These properties makes ZnO as a multifunctional material that finds applications in solar cell, biosensors,
field effect transistors, light emitting diodes, diluted and ferromagnetic materials for spintronics, photocatalysis
and anti-bacterial activity [13]. There are various studies which have shown that Mn-doped semiconductors have
influenced the physical, chemical, and structural properties of undoped ZnO nanoparticles. For example, the optical
properties of undoped ZnO nanoparticles especially on the tuning of the band gap can be greatly improved at the
nanoscale by optimum Mn doping content [14, 15].

It was observed that doping with 3d metals reduced the Eg of semiconductors by forming interband-gap
localized levels [16]. The charge-transfer transition between the d-electron of dopant (t2g levels) and the conduction
band (CB) or valence band (VB) was reported [17]. Conversely, the metal’s d-orbitals are mixed with the CB and
VB of the semiconductors [18]. This overlap is because wide VB or CB directly decreases Eg. Recently, there
has been much attention focused on modifying ZnO by doping with transition metals, such as Ag [19], Ni [20],
Cu [21], Co [22], Cr [23], Ti [24]. These studies demonstrated that the metals can change the Eg of ZnO, and that
the dopants can alter the ZnO grain size. This also demonstrated the presence of the d-electron because the t2g of
manganese (Mn) is very close to the VB [17, 25]. More recently, the synthesis of a Mn-doped ZnO nano-crystal
(not powder) was reported by wet-chemical techniques [26]. Moreover, ZnO nanocrystalline powders doped with
1, 3 and 5% Mn were prepared using a sol-gel process [27].

Zinc oxide is a II-VI compound semiconductor. Its properties, such as wide bandgap, large excitation binding
energy and low threshold power for optical pumping are considered to be the eminent features of ZnO. Thus, ZnO
is said to be an efficient phosphor [28–31]. Type II–VI semiconductors, as a class of materials, have been and
still are the subject of much intensive investigation. The growth of semiconductor technology in the early 1950’s
highlighted the limitations of silicon and germanium, which perhaps the character and the magnitude of the
forbidden energy gap were the most disadvantageous. At first the extension in the range of energy gaps was sought
in these III–V semiconductors, where considerable success has been achieved with InSb and GaAs in the low and
high energy gap areas respectively. GaAs is today probably the most developed and well understood compound in
existence. Concurrently with the later developments in the III-V semiconductors, systematic studies were made for
several of these compounds.

The results of these studies have revealed much about the general nature of the II-VI semiconductors and the
feature of chemical stability of the higher energy gap materials at room temperature offers an immediate advantage
over the unstable III–V phosphides. Type II–VI semiconductors, in their broadest sense, include compounds formed
from elements of group II and group VI of the periodic table. Zinc oxide has a wide band gap large excitation
energy of 60 meV, high chemical stability, good piezo-electric properties, nontoxicity and biocompatibility. To
synthesize ZnO nanoparticles with transition metals, several different methods have been employed, such as wet
chemical methods like sol-gel [32], co-precipitation [33], combustion [34] etc. These nanoparticles have been used
in a wide range of applications, such as sensors, varistors, piezoelectric, transducers, surface acoustic wave devices,
phosphors, transparent conducting oxides, optoelectronic devices, ferromagnetic devices, and heterogeneous photo
catalysts [35–40]. In this paper we report the synthesis and characterization of Mn doped and undoped zinc oxide
via wet chemical method as well as the effect of 5.0 wt% Mn doping in ZnO on its structural, morphological and
optical properties.

2. Experimental

2.1. Materials Used

Analytical Reagent (AR) grade Zinc acetate dehydrate, Sodium Dodecyl sulfate, Sodium hydroxide and man-
ganese chloride were used for synthesis of pure and manganese doped zinc oxide nanoparticles. Reagents were
purchased from Merck India and used as received without any further purification.

2.2. Synthesis of ZnO Nanoparticles

For the synthesis of pure zinc oxide nanoparticles 10.966 g of zinc acetate dihydrate was added to 250 ml
water with vigorous stirring until an homogeneous solution was obtained. Next, 10.974 g of NaOH was added
to the solution under stirring and to this solution 14.4 g of sodium dodecyl sulfate was added under continuous
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stirring until a pH of 12 was reached. This solution was was dried in a hot air oven at 160 ◦C overnight. The
material was then ground in a mortar and pestle and the powder thus obtained was washed several times using
ethanol and deionized water. The product was then dried at 60 ◦C overnight and the obtained product was calcined
at 500 ◦C for 4 hours.

2.3. Synthesis of Mn-Doped ZnO Nanoparticles

For the synthesis of 5.0 weight% manganese doped ZnO, 0.7916 g manganese chloride was added to 250 ml of
water under vigorous stirring and 10.966 g zinc acetate was then added. Next, 10.974 g of sodium hydroxide was
added to the solution with 14.4 g sodium dodecyl sulfate added under continuous stirring till the pH value reached
12 and the solution was dried in a hot air oven at 160 ◦C overnight. Then the material was taken and ground using
a mortar and pestle and the obtained powder was washed several times using ethanol and deionized water. The
product was dried at 60 ◦C for 2 days and the obtained product was then calcined at 500 ◦C for 4 hours.

2.4. Characterization Studies

The pure and manganese doped Zinc oxide nanoparticles thus obtained were characterized by UV, FTIR,
XRD, SEM and EDAX. The seven synthesized samples were characterized using UV-visible spectroscopy by
dissolving 0.1 g of each sample in 100 ml doubly distilled water. The absorption data was recorded as a function
of wavelength using a UV-visible spectrophotometer model-2202, India. XRD (X-ray Powder Diffraction) is rapid
analytical technique primarily used for phase identification of crystalline material. The average crystallite size was
determined from XRD peaks using Scherer’s formula. The field emission Scanning Electron Microscopy (SEM)
is one of the most versatile and well known analytical techniques, offering advantages like high magnification,
large depth of focus, great resolution. Electrons generated from an electron gun enter a surface of sample and
generate many low energy secondary electrons. The intensity of these secondary electrons is governed by the
surface topography of the same. An image of the sample surface is therefore constructed by measuring secondary
electron intensity as a function of the position of the scanning primary electron beam. EDX analysis is a useful tool
widely used for chemical analysis. The intensity of backscattered electrons generated by electron bombardment
can be correlated to the atomic number of the element within the sampling volume. Hence, qualitative elemental
information can be revealed. The characteristic X-rays emitted from the sample serve as fingerprints and give
elemental information for the samples, including semi-quantitative analysis, quantitative analysis, line profiling and
spatial distribution of elements.

3. Results and Discussion

3.1. UV-Visible Studies

Figure 1 shows the UV-Visible spectra for zinc oxide and 5.0 wt% Mn-ZnO. These graphs show absorption
peaks at 381.62 nm and 379 nm respectively. The strong absorption band in UV region for Zinc oxide and
manganese doped zinc oxide can be attributed to the band edge absorption of wurtzite hexagonal ZnO, blue shift
relative to its bulk 380 nm. The zinc oxide sample that is doped with Mn also shows the absorption band similar
to zinc oxide. When Mn doped in ZnO nanoparticles, the position of the absorption spectra is shifted towards
the lower wavelengths or known as blue-shifted which correlated to the change in the optical band gap value.
Generally, blue-shifting in the bandgap was due to Mn doping in the ZnO nanoparticles with replacement of the Zn
ions in the ZnO lattice by Mn ions. This indicates that the band gap of ZnO nanoparticles increases when doped
with Mn. Furthermore, the blue-shifting of the band gap energy with increased Mn doping concentration can be
defined as the separation in the energy between the top of the valence band and the unoccupied energy states in
the conduction band [41].

3.2. FTIR Analysis

FTIR studies were performed in order to determine the presence of functional groups and chemical bonding, as
well as to study the surface changes on the particles. These analyses can reveal the quality or consistency of sample.
FTIR transmission spectra were obtained using a Bruker, Alpha T; Germany spectrometer from 500–4000 cm−1

using 2 cm−1 resolution. Various peaks corresponding to the main absorption bands can be seen from the FTIR
spectrum on figure 2. The broad absorption bands at 3577 cm−1 and 3578 cm−1 represent the O-H stretching
of the hydroxyl group. The band around 3100 cm−1 represents the O-H stretching [42]. The absorption bands
observed between 1456 and 1330 cm−1 correspond to the asymmetric and symmetric stretching of the carbonyl
group C=O. The small band at 879.97 and 628.104 cm−1 clearly indicate Zn-O stretching. From these studies, the
stretching mode of undoped ZnO is at 628.104 cm−1. When doped with Mn, the absorption values were found to
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FIG. 1. UV spectra of (a) pure and (b) Mn-doped ZnO

be blue-shifted at 618.8 and 595.30 cm−1 and were due to the Mn-O stretching and bending. Undoubtedly, this
proves that the Zn-O-Zn network was perturbed by the presence of Mn in its environment as shown by the changes
in the positions of the ZnO absorption bands [43].

FIG. 2. FTIR Spectra (a) pure and (b) Mn doped ZnO

3.3. XRD Analysis

Figure 3 illustrates ZnO and manganese doped ZnO. (a) shows the XRD spectrum of ZnO. The eleven major
peaks were seen at 23.3, 25.3, 31.7, 34.6, 36.2, 47.6, 56.5, 62.9, 67.9, 68.0 and 69.8 which can be assigned to
diffraction from (-112), (310), (100), (002), (101), (102), (110), (103), (200), (112) and (201) planes respectively,
which is in good agreement with the standard value JCPDS no, 36-1451. (b) shows the XRD spectrum of Mn
doped ZnO. The twelve major peaks were seen at 23.3, 25.3, 31.7, 34.6, 36.2, 37.8, 47.6, 56.5, 62.9, 67.9, 68.0
and 69.8 which can be assigned to diffraction from (-112), (310), (100), (002), (101), (521), (102), (110), (103),
(200), (112) and (201) planes respectively. The sharp intense peaks of ZnO confirm the well-defined crystalline
nature of ZnO and diffraction peak can be indicative of a hexagonal wurtize structured zinc oxide. The average
crystallite size can be estimated using the Debye-Scherrer formula:

2d =
0.9λ

β cos θ
, (1)

where, β is the full width at half maximum intensity [FWHM] corresponding to the diffraction angle 2θ in radian,
and λ is the wave length of Cu-kα radiation. The average crystallite size for the prepared nanocomposite was
found to be 30.587 nm for pure sample and 28.510 nm for doped sample.
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FIG. 3. XRD Pattern of (a) pure and (b) Mn doped ZnO

3.4. Particle Morphology

Figure 4(a) shows the SEM image of undoped ZnO nanoparticles and the corresponding EDX is given in 5(a).
The SEM image reveals that the particles are spherical in shape and mono dispersed with sizes less than 40 nm.
The SEM and EDX images of Mndoped ZnO are shown in 4(b) and 5(b) respectively. These clearly indicate the
transformation of spherical rod shape with the particle size confinement with the result of Mndoping. In elemental
analysis of zinc oxide, the peaks at 1.6 keV, 8.6 keV and 9.6 keV confirm the presence of zinc and the peak at
0.53 keV shows the presence of oxygen. The EDX spectra for the manganese-doped sample also confirmed the
presence of zinc, oxygen and manganese. The peaks at 0.6 keV and 5.9 keV show the presence of manganese. The
peak values at 1.6 keV and 8.6 keV, confirm the presence of zinc and the peak at 0.53 keV shows the presence of
oxygen in the EDS spectra of manganese-doped ZnO.

FIG. 4. SEM images of (a) pure and (b) Mn-doped ZnO nanoparticles

4. Conclusion

In summary, zinc oxide (ZnO) and the transition metal manganese doped at various percentages of zinc oxide
was synthesized by using zinc acetate dihydrate as a precursor. The characterization of the samples was done
using FTIR, UV-Visible spectrophotometer, XRD, SEM and EDX. The presence of functional groups and chemical
bonding was determined by FTIR. The absorption peaks for all the synthesized samples were determined by UV-
Visible spectrophotometry. The average crystallite sizes for all the samples were determined using XRD. The
XRD peaks corresponded to the hexagonal wurtize structure. The SEM images were taken to determine the of the
sample morphology. These analyses showed, the nanoparticles which were formed ranged from 75–90 nm. The
EDX spectra were taken to determine the qualitative elemental information for zinc, oxygen and manganese in the
synthesized particles.
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FIG. 5. EDS Spectra of (a) pure and (b) Mn-doped ZnO
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1. Introduction

Despite the large number of works on formation, technology, structure and properties of compounds of different
composition and structure in the TiO2-H2O system (for instance, see [1]), by now, there is no consensus on the
stability, composition and structure of a significant number of compounds in this system. Such compounds include
hydrated forms of titanium oxide. As mentioned in [2], such uncertainty exists even at the level of names for
hydrated forms of TiO2. This is determined by the uncertainty of the composition of hydrated titanium dioxide
that depends on the synthesis conditions and changes with time [2, 3].

Data on the phase and chemical transformations in the TiO2-H2O system in the P − T -coordinates is quite
limited by now. In particular, there is a diagram of transformations proposed in [4]. In addition to this work, there
are a number of studies on phase transformations in titanium dioxide.

For instance, in [5–12], the structural states of titanium dioxide in a wide range of temperature and pressure
changes summarized in [13] were studied. Along with the literature data, it includes the obtained data as P − T
constitutional diagram for TiO2. Previous research [13], in addition to the rutile structure, which is equilibrium in a
wide range of temperatures, showed the constitutional diagrams include a region for the existence of a high-pressure
phase – TiO2-II, which has a structure similar to α-PbO2 [7]. In addition, these P−T -diagrams include P-T-regions
for the existence of anatase and brookite titanium dioxide structures. However, in [13], it was noted that these
phases were used as precursors for further studies of phase transitions in them with increasing temperature and
pressure, i.e. reverse transition of rutile or TiO2 with a structure of α-PbO2 (TiO2-II) into the anatase or brookite
structure was not observed. In further studies, this allowed many authors [1] to conclude that the phases of anatase
and brookite were metastable. However, the unusual coincidence of the P − T -boundary of transition for anatase
to rutile shown by different authors and marked on the P − T -constitutional diagram of titanium dioxide in [13]
should be noted.

In [4], on the P −T -diagram, where the state of the substance was studied under hydrothermal conditions, i.e.,
actually – the state of TiO2 in the TiO2-H2O system, only the phase transition of anatase titanium dioxide to the
rutile modification was observed. The absence of information on chemical transformation Ti(OH)4 →TiO2+H2O
in the diagram is apparently associated with the ambiguity of the information on the temperature of this transition.
For example, in [15], it was stated that, during the thermal treatment of freshly prepared titanium gels without
separating the solid phase from the mother liquor, crystallization of the amorphous gel of TiO2·nH2O with the
formation of the anatase structure can begin at 60–100 ◦C. However, in [14], it was shown that the gel based on
titanium dioxide is in the amorphous state up to ∼200 ◦C, and the crystallization starts only when the temperature
rises to 250–350 ◦C. The crystallization onset temperature can be decreased by hydrothermal treatment of hydrated
titanium dioxide [16].

The Ti(OH)4 composition is often ascribed only to freshly precipitated hydrated titanium dioxide. Freshly
precipitated Ti(OH)4 (α-form) is subject to aging, which occurs rapidly, even at room temperature. The final
product of aging, according to [2], is hydrated titanium dioxide (β-form), to which the conditional formula of
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H2TiO3 is attributed. Heating accelerates its aging. It is supposed that ignition can induce not only dehydration,
but also partial reduction of titanium dioxide. The progress of the latter process in air is in doubt due to the
stability of titanium in the Ti (IV) oxidation state, which is mentioned in many works [1, 3].

Along with a variety of structural modifications of hydrated titanium dioxide, there is morphological diversity
of particles – from particles of isometric shape to particles of plate-like and nanotubular shapes, which are
characteristic, for example, for H2Ti3O7 [17].

Thus, the uncertainty in the dependence of chemical, structural, and morphological transformations in the TiO2–
H2O system on external conditions, especially the temperature, resulting from the analysis of the literature data,
suggests the need for further study of these processes, including thermodynamic analysis of these transformations.

2. Thermodynamics of chemical and structural phase transformations in the TiO2-H2O system

The thermodynamic analysis of the conditions for the stable existence of titanium oxide, in which titanium
has an oxidation state of less than 4+, conducted with the use of the Ivtanthermo thermodynamic database [18],
depending on the temperature and oxygen partial pressure (Fig. 1), shows that the equilibrium existence of such
compounds is thermodynamically possible only in a reducing atmosphere and at a sufficiently high temperatures.
According to the results of thermodynamic calculations (Fig. 1), in a reducing atmosphere and at increased
temperatures, the following chain of redox processes is observed:

TiO2 ⇒
1

n
TinO2n−1 +

1

n
O2

⇒ 1

2
Ti2O3 +

1

2
O2

⇒ TiO +
1

2
O2.

Reduction to TiO requires the use of significantly more stringent reducing conditions than reduction to
TinO2n−1 and Ti2O3, as can be concluded based on the analysis of the calculation results (Fig. 1).

During calculation, the impact of particle size upon the thermodynamics of redox reactions was not taken into
account. It seems that these effects can not significantly change the results presented in Fig. 1, at least for particles
with a size of tens of nanometers. Thus, for the temperature range below that of the recrystallization processes,
i.e. below the melting point of surface (nonautonomous) phase based on TiO2–Tm2n [19, 20]), there is a potential
possibility to obtain nanoparticles of titanium oxide in different oxidation states, less than 4+, by redox reactions.

The thermodynamic analysis of the possibility for forming titanium dioxide of different polymorph modifica-
tions during decomposition of hydrated titanium dioxide is of interest. Thermodynamic calculations were carried
out with the assumption that hydrated titanium dioxide has a composition of Ti(OH)4 and is in the crystalline or
amorphous state.

FIG. 1. T -lgpO2 regions of existence of titanium oxide in the “hydrogen-water vapor” atmosphere
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Due to the fact that the thermodynamic data on formation enthalpy, entropy and heat capacity for Ti(OH)4
(∆H(T ), S(T ), cp(T )) are absent in the literature, this data was obtained with the use of various approximate
calculation methods. In particular, the method of comparative calculation proposed by Karapetyants [21] was used,
which showed good agreement with the experimental data in the evaluation of the thermodynamic properties of a
similar compound – Zr(OH)4 [22]. This method is based on a comparison of the relevant characteristics of two
similar rows (I and II). To assess H298(Ti(OH)4), S298(Ti(OH)4) and cp(Ti(OH)4), thermodynamic data for the
following compounds were used: AlX3, MgX2, CaX2, SrX2, FeX2, ZrX4, where X= F−, Cl−, Br−, OH− [23].
The results of the calculations are shown in Table 1.

TABLE 1. Thermodynamic data for Ti(OH)4

Thermodynamic property Value Note

H298, kJ/mol
-1358.98 calculation according to [21]

-1084 calculation according to [24]

S298,kJ/mol·K 164.75 calculation according to [21]

127.9 calculation according to [25]

cp,kJ/mol·K 125.52 calculation according to [21]

131.1 calculation according to [25]

Due to the fact that the structure of the substance in an amorphous state, at least in the first coordination
sphere, is close to the melt structure [26, 27], the enthalpy of amorphization of hydrated titanium dioxide was
evaluated based on empirical correlation proposed in [27].

∆H298 amorphization = 0.3− 0.5∆Hmelt,

where ∆H298 amorphization– amorphization enthalpy, kJ/mol; ∆Hmelt – melting enthalpy, kJ/mol. Thus, the
enthalpy of TiO2 · nH2O (n=2) in an amorphous state can be taken as:

∆H0
298 am

= ∆H0
298 cr

+ 0.4∆Hmelt = −1331± 10 kJ/mol,

∆Hmelt is taken as ∆Hmelt = 68 kJ/mol (data according to the IVTANTHERMO database [18]).
Based on Gibbs energy calculations for the reaction of dehydration of titanium hydroxide, shown in Fig. 2, it

can be concluded that the formation of both anatase and rutile modifications of TiO2 is possible throughout the
whole calculated temperature and pressure range. This was the case, regardless of whether crystalline or amorphous
Ti(OH)4 was considered as the starting material.

FIG. 2. Dependence of the Gibbs energy of dehydration of Ti(OH)4cr on the temperature and
pressure for reaction Ti(OH)4=TiO2+2H2O

The inaccuracy in the determination of the thermodynamic properties of Ti(OH)4, apparently, can not affect
the quality of conclusion on the instability of the hydrated form of titanium dioxide, since the ∆G value of the
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dehydration reaction in absolute value significantly exceeds the possible errors in its calculation in the entire range
of considered temperatures and pressures. Thus, the hydrated form of titanium dioxide (Ti(OH)4) in the considered
range of P − T -conditions is unstable and can be transformed into both rutile and anatase forms.

Conclusion on thermodynamic instability of the hydrated form of titanium dioxide is supported by the results
of experimental studies [1–3], in which it is shown that under certain conditions, even at temperatures close to
room temperature, crystallization of amorphous gel of TiO2 · nH2O occurs with the formation of titanium dioxide
with the anatase structure. Thus, based on the results of the analysis, it can be concluded that the kinetic factors,
instead of thermodynamic factors, are determining in the dehydration process.

In addition to temperature and pressure influencing the possibility of the formation of a crystalline modification
of TiO2 in the dehydration of Ti(OH)4, the influence of the size effect should be taken into account. To assess the
effect of the size factor, the dependence between the Gibbs energy of the reaction of decomposition of titanium
hydroxide and the size of formed particles of TiO2 was calculated. The calculation was carried out based on the
known relations (for instance, see [28]).

The surface energy values for rutile and anatase titanium dioxide given in the literature are quite different.
Based on the theoretical analysis given in [29, 30], the surface energy value of rutile was assumed to be 1.5 J/m2

and 1.42 J/m2, respectively. Whereas, based on the results of experimental measurement of the excess enthalpy of
grain boundaries [31], the value of surface energy for the rutile modification of titanium dioxide ranges from 1.3
to 1.7 J/m2. In [32, 33], the rutile surface energy was taken as 1.5 J/m2, which is the average of these values, and
the anatase surface energy was taken as 0.85 of the rutile surface energy, i.e. 1.275, that was associated with a
corresponding increase in the molar volume of anatase compared to rutile. A more thorough analysis carried out
in [34] allowed determination of the temperature dependence of the surface energy for both rutile and anatase as:

σrutil = 1.91− 1.48 · 10−4(T − 298),

σanatase = 1.32− 1.48 · 10−4(T − 298),

where σrutil, σanatase – surface energy of anatase and rutile, respectively, J/m2; T – temperature, K. It should be
noted that the value of the surface energy of rutile, determined according to [34], is much higher than the values
given in [29–32], while σanatase remains almost unchanged (Table 2). This may be due to higher difficulty of
determining the influence of the relaxation processes on the surface energy of rutile having a higher density than
titanium dioxide anatase.

In further thermodynamic calculations, the data given in [34] are used, which are more founded and can be
presented as:

σrutil = 1.9541− 1.48 · 10−4T, (1)

σanatase = 1.364− 1.48 · 10−4T, (2)

where the first term describes mainly the enthalpy component of the surface free energy, and the coefficient in
front of temperature describes mainly the entropy component.

The dependence between the size of critical nuclei of anatase and rutile formed during dehydration of Ti(OH)4
and different values of temperature and pressure in the TiO2–H2O system was calculated (Figs. 3, 4).

FIG. 3. Dependence of the size of the critical nucleus of TiO2 (rutile) on the pressure and
temperature during dehydration of Ti(OH)4

The obtained values for the critical nucleus sizes in the temperature range of nanocrystal formation according to
the analysis of the calculation results shown in Fig. 3 and 4 range from 0.5 to 1 nm. Additionally, the lowest values
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TABLE 2. Values of the surface energy of rutile (σrutil) and anatase (σanatase) modifications of
titanium dioxide

Value, J/m2

References
σrutil σanatase

1.5 - [29]

1.42 - [30]

1.3-1.7 - [31]

1.5 1.275 [32]

1.5 0.85 [32]

1.91-1.865 1.32-1.275 [34]

“clean surface” “clean surface”

(100) – 0.60 (001) – 0.51

(011) – 0.95 (100) – 0.39

(110) – 0.47 (101) – 0.35 “clean surface” – [35]

“hydrated surface” “hydrated surface” “hydrated surface ” – [33]

(100) – 1.57 (001) – 1.55

(011) – 1.79 (100) – 1.13

(110) – 1.08 (101) – 1.03

0.47 – 0.95 0.35 - 0.81 [36]

0.31-1.65 0.44 – 1.09 [36]

FIG. 4. Dependence of the size of the critical nucleus of TiO2 (anatase) on the pressure and
temperature during dehydration of Ti(OH)4

for critical nuclei are observed at minimum values of pressure and maximum values of dehydration temperature
for Ti(OH)4. It should be noted that the calculated values of the critical nucleus size are beyond the applicability
of the approach used. In particular, for surfaces with such curvature, it is necessary to take into account the
dependence between the surface energy and the radius of curvature [37–39], and the term of crystalline titanium
dioxide particle at such values of d does not make sense.

Comparison of sizes for the critical nuclei of anatase and rutile shows that the size of the critical nucleus for
the TiO2 anatase modification is somewhat less than that of rutile one. In addition, it should be noted that the
very small values for the size of the critical nucleus of rutile and anatase show an extremely weak trend in the
formation of anatase nuclei compared to the formation of rutile nuclei, and the possibility of forming TiO2 of any
of these modifications already at room temperature during the dehydration of Ti(OH)4.
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Thermodynamic analysis of the phase transition:

TiO2(anatase)→ TiO2(rutil) (3)

showed that in different variants of thermodynamic data used (IVTANTHERMO database [18], JANAF reference
book [40], data given in Table 3) the bulk phase with the rutile structure is thermodynamically stable throughout
solid phase titanium dioxide’s range of existence (Fig. 5).

FIG. 5. Dependence of a change in the molar Gibbs energy in transition (3) on the temperature:
1) calculation based on the IVTANTHERMO data [18]; 2) calculation based on the JANAF data
[40]

However, since the surface energy of anatase is lower than the surface energy of rutile (Table 2), based on the
analysis of ratio:

∆Gmanatase→rutil = ∆Gmb.p.(anatase→rutil) (T ;P ) + (σrutil · Srutil + σanatase · Sanatase) , (4)

where, ∆Gmanatase→rutil – change in molar Gibbs energy during transition of particles from anatase to rutile
structure; ∆Gmb.p.(anatase→rutil) – change in molar Gibbs energy of bulk phases of TiO2 during transition of
titanium dioxide from anatase to rutile structure; σrutil(anatase) – specific surface energy of rutile (anatase);
Srutil(anatase) – surface of one mole of titanium dioxide with the rutile (anatase) structure. It can be expected that
in the presence of a certain amount of particles of anatase, this phase will be more thermodynamically stable than
the phase with the rutile structure.

Assuming that the particles have a shape close to spherical, expression (4) can be presented as:

∆Gmanatase→rutil = ∆Gmb.p.(anatase→rutil) + 6

(
σrutil · V mrutil

drutil
+
σanatase · V manatase

danatase

)
, (5)

where V mrutil(anatase) – molar volume of TiO2 with a rutile (anatase) structure; drutil(anatase) – diameter of the
rutile (anatase) particles.

For the case when one anatase particle is transformed into one rutile particle, expression (2) can be presented
as:

∆Gmanatase→rutil (T, P, danatase) = ∆Gmb.p.(anatase→rutil) (T, P ) +

6
σanatase · V manatase

danatase

(
σrutil·
σanatase

(
V mrutil
V manatse

)2/3

− 1

)
(6)

Expression (6) does not take into account the effects of particle compression due to surface forces. This
approximation can be used for larger particles [38], for example, having sizes of a few tens of nanometers or more.
For small particles, taking into account the surface compression will lead to the transformation of expression (5)
to the following:

∆Gmanatase→rutil (T, P, danatase) = ∆Gmb.p.(anatase→rutil) (T, P ) +

(6 + 4t)
σanatase · V manatase

danatase

(
σrutil·
σanatase

(
V mrutil
V manatse

)2/3

− 1

)
, (7)
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TABLE 3. Enthalpy of polymorphic transitions of TiO2

∆H, kJ/mol T, K References

Anatase→Rutile

-3.761 298.15
IVTANTHERMO [18]

-3.743 948.15

-6.14 298.15 JANAF [40]

-2.61±0.41 1) 298 [41]

-0.42±0.21 903 [42]

-2.93±1.26 1360
[43]

-3.26±0.84 971

-6.57±0.79 968 [44]

-8.37±5.92 298 [45]

0.42 2) 298 [46]

11.67 2) 1183 [10]

Brucite→Rutile

-0.71±0.38 971 [43]

-0.42±0.31 715 [42]

-0.84±0.42 930 [43]

41.84±9.36 2) [45]

Amorphous TiO2 →Rutile

-20.4to-34.0 3) 298 Calculation according to depend of [27]

-24.25±0.88 4) 298 [41]

Rutile→Melt

68 2185 IVTANTHERMO [18]

Note:

1) – values recommended in [41];

2) – values indicated in [41] as causing doubt;

3) – ∆H298 amophization = 0.3− 0.5∆Hmelt, [27]; ∆Hmelt(TiO2rut) = 68 kJ/mol IVTANTHERMO [18]

4) – Ssurf= 34596 m2/mol [41]

where t = 1+ ∂ lnσ
∂ε (ε – surface deformation), in accordance with [34] with reference to the data presented in [47],

in this case it can be 1 <∼ t <∼ 2.
The results of thermodynamic calculation of limit values danatase, up to which the anatase polymorph mod-

ification of TiO2 is thermodynamically stable, for various input data options ∆Gmanatase→rutil (T, P, danatase),
σrutil (T ), σanatase (T ), t (Table 2, 3) are presented in Fig. 6. The analysis of the calculated results for the limit
values for anatase crystallite sizes, to which this polymorph modification is thermodynamically stable, shows that
depending on possible values ∆Gmanatase→rutil (T, P, danatase) , σrutil (T ) , σanatase (T ), t, as well as on taking
into account the compression of the particles due to the surface tension forces (expression (7)), limit values danatase
can vary widely – from ∼ 5 to ∼ 37 nm (Fig. 6). It should be noted that these calculations do not take into
account dependence σ(d), which was mentioned, for example, in [37–39]. Taking this dependence into account is
appropriate in cases where the particle size is several nanometers [28, 47]. In this case, as shown by the results of
calculations of danatase, dependence σ(d) can be neglected.

Despite the wide range of variability for the possible limit values of danatase, associated with the choice of
various thermodynamic parameters (Table 4), it is possible to determine the sensitivity of danatase to changes of
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these parameters and narrow the range of the most probable values of danatase. First, it should be noted that
insensitivity of limit values of danatase o temperature dependencies of values of ∆Gmb.p.(anatase→rutil) (T ) and
σrutil(anatase) (T ), both in the calculation ∆Gmb.p.(anatase→rutil) (T ) according to the data of IVTANTHERMO [18],
and according to the data of JANAF [40] (Fig. 6 a and b). In addition, the use of thermodynamic data from IV-
TANTHERMO and JANAF databases give substantially different limit values for danatase (compare Fig. 6 a and
6b, Fig. 6 c and 6d). Due to the fact that the thermodynamic data from IVTANTHERMO were checked for
self-consistency [18], and due to the higher compliance ∆H(anatase→rutil) (IVTANTHERMO) with values recom-
mended in [41] (see Table 3), in comparison with calculated according to JANAF [40], the results obtained using
the IVTANTHERMO database should be considered as more reliable.

Limit values of danatase are sensitive to measurement of particle compression by surface tension (Fig. 6 b,
c, d). Higher influence on the accuracy limit values of danatase is observed for uncertainty in the data on the
values of the surface energy of the particles (Fig. 6 e). If we take into account the results of the analysis of
the reliability of data according on σrutil(anatase) and ∆Gmb.p.(anatase→rutil), the range of possible limit values of
danatase is narrowed to a range of ∼16 nm <∼danatase <∼ 37 nm.

TABLE 4. Limit values for the sizes of the anatase particles (danatase) for various calculation
parameters for cases in which one particle of TiO2 with the rutile structure is formed from one
particle of TiO2 with the anatase structure

The parameters for calculating danatse, nm

Calculation according IVTANTHERMO excluding compression
15.7

surface tension forces at different temperatures

Calculation according JANAF excluding compression
9.6

surface tension forces at different temperatures

Calculation according IVTANTHERMO based compression

of the surface tension forces

t = 1 26.25

t = 1.5 31.55

t = 2 36.80

Calculation according JANAF based compression

of the surface tension forces

t = 1 14.37

t = 1.5 17.24

t = 2 20.1

Calculation according IVTANTHERMO based compression forces

of surface tension (t = 1) depending on the values of σ

σrutil = 0.71
4.9

σanatase = 0.58

σrutil= 1.91
26.3

σanatase = 1.32

The thermodynamic analysis of the possibility of anatase particles transforming into rutile particles, in the
case of changes in the total number of particles in the system is of interest. Such mechanism is possible, for
example, in the case of merger of several anatase particles into a crystallite with rutile structure, or alternatively,
in the case of crushing the crystallite of anatase into several crystallites of rutile, as was observed, in particular,
in [47] dedicated to the analysis of structural transformation of t-ZrO2 → m-ZrO2 during cooling. By designating
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FIG. 6. Gibbs energy change in phase transition (3) depending on the anatase particle size
(danatase) for different initial data (Table 4)
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ν = Nanatase/Nrutil, in the approximation of a spherical particle shape, expression (4) can be presented as:

∆Gmanatase→rutil (T, P, danatase, ν) = ∆Gmb.p.(anatase→rutil) (T, P ) +

6
σanatase(T )·Vm

anatase

danatase

(
σrutil(T )·
σanatase(T )

(
Vm
rutil

Vm
anatse

)2/3
ν−

1
3 − 1

)
(8)

In Fig. 7 and Table 5 the calculated results for the thermodynamic conversion possibilities of titanium dioxide
with anatase structure into a rutile structure for different values of ν are presented: 1 (no changes in the number
of particles in the system); 2, 3, 4 (fusion of 2, 3 and 4 particles of anatase into one rutile crystallite); 1/2, 1/3, 1/4
(anatase particle fragmentation during phase transition). The mechanism of such phase transitions for ν=1/4, 1/3,
1/2, 1, 2, 3, 4 is presented in Fig. 8.

FIG. 7. Results of calculation of changes in the Gibbs energy during structural transformations
(3), associated with crushing or fusion of anatase particles (for calculations, IVTANTHERMO
was used, surface energy values were calculated based on expressions (1) and (2), the effect of
the surface compression of the particles was not taken into account)

Calculations of dependencies danatase(ν) were carried out for Gibbs energy values for bulk phases taken
from the IVTANTHERMO database, and vales σrutil (T ) , σanatase (T ) presented in the form of dependencies (1)
and (2), as the most reliable, as it was shown earlier, and for the calculation option, in which the compression
of particles by forces of surface tension is not considered. The results of calculations as a chart of the possible
structural transformations depending on the particle size of titanium dioxide and various options crushing or fusing
of particles during structural transformations are presented in Fig. 8. The results of calculations (Fig. 7, Table 5)
show that if crushing of particles of anatase with the formation of several particles of rutile is possible only in the
case of high values of danatase, which are significantly higher than the limit sizes of anatase particles, at which
this modification of TiO2 is stable, the fusion of several particles of anatase with the formation of one particle of
rutile, except for ν = 2, is possible almost at all danatase values. In addition, the formed rutile particles can be
unstable and undergo transition to the anatase structure (Fig. 8). In a real situation, the presence or absence of
a structural transition can be influenced by the kinetic simplicity or difficulty of structural transition and growth
of the particles, allowing their transition to a potentially stable, from a thermodynamic point of view, state of the
rutile modification, starting with certain particle size values.
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TABLE 5. Dependence of limit values for the sizes of anatase and rutile particles in cases of
crushing (ν < 1) and fusion (ν > 1) of anatase particles according to the data of calculations
given in Fig. 7

ν
The limits of particle size (d), nm

danatase drutil

1/4 51 31

1/3 42 28

1/2 31 24

1 16 16

2 3.6 4.0

3 for any values

4 for any values

Thus, according to the thermodynamic calculation carried out, during dehydration of Ti(OH)4, there is no
significant thermodynamic preference to the formation of certain structural modification of titanium dioxide. The
analysis of the size of the critical anatase and rutile nucleus formed during dehydration does not give reasons
for discussing the preference of forming the anatase or rutile modifications of TiO2, i.e. thermodynamically and
kinetically dehydration of Ti(OH)4 can lead to formation of TiO2 in both anatase and rutile modifications. In
this situation, the preference in the formation of certain structural modifications of TiO2 will be observed for the
modification, the genetic precursor of which is the substance, which is its structural analog, as was observed,
for instance, for the formation of zirconium dioxide nanocrystals [48, 49], or on the surface of the substance,
which is structurally similar [50]. Analysis of the dependence between the stable state of anatase and rutile
modifications and the particle size shows that in the case of formation of rutile particles during dehydration of
Ti(OH)4 with a size below the limit values (Fig. 6, 7, Table 4, 5), i.e. for one of variants of calculation – less
than ∼ 15 nm (Fig. 8), transition TiO2(rutile) → TiO2(anatase) becomes possible, in contrast, for example, to
zirconium dioxide, the transition of which from the thermodynamically stable monoclinic modification (m-ZrO2)
to metastable modification t-ZrO2 is not possible for all particle sizes and for all P − T -conditions, up to (P, T ),
at which t-ZrO2 becomes equilibrium bulk phase. It should be noted that, in general, structural transitions are not
always expected in the case of achieving the limit values of particle sizes,

TiO2(rutile)
drutil < drutil(lim)−−−−−−−−−−−−−−−−→←−−−−−−−−−−−−−−−−−

danatase > danatase(lim)

TiO2(anatase),

since the existence of non-equilibrium structure of nanoparticles due to kinetic reasons is possible [47–49].
Due to the possibility of influencing the phase formation by sizes and shapes of space constraints [48, 51, 52],

as well as the composition and structure of the wall material of these constraints, it is of interest to examine the
formation of titanium dioxide taking into account these factors. Let’s consider options of localization of titanium
dioxide in “infinite cylinder” type channel and on the flat surface [48]. The two cases of solid phase contacts will
be analyzed: coherent fusion of the material forming walls of spatial confinement with 1) the rutile form and 2) the
anatase form of TiO2.

Calculations made for regions of thermodynamically stable TiO2 as rutile and anatase for the idealized cases of
spatial constraints described above have shown that in the case of coherent fusion of the material of the spatially-
constraining walls of “cylindrical channel” or “flat surface” types with the rutile structure, the latter will stably
exist without any possibility of transformation into the anatase structure. In the cases of coherent fusion of the
material of the constraining walls with the anatase structure, depending on the size of the particles of TiO2, it can
exist as both anatase and rutile (Fig. 9, a, b). In addition, the stability of these structures is almost independent
of temperature. It should be noted that this conclusion explains the literature data on the effect of the substrate
structure and the thickness of the deposited layer on the structure of the titanium dioxide layer deposited by
molecular layering [50].
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FIG. 8. Chains of possible structural transformations in titanium dioxide depending on the anatase
and rutile particle size based on the results of calculation presented in Fig. 7

3. Formation of TiO2 nanocrystals under hydrothermal synthesis and aerobic thermal treatment
conditions

As the starting material for the experimental study of methods for titanium dioxide nanocrystal formation,
X-ray amorphous hydrated titanium oxide obtained by direct precipitation with 25% ammonia solution NH4OH
(extra pure grade) from diluted solution of titanium tetrachloride TiCl4 (0.3 mol/l) was used. Completeness of
precipitation was controlled by pH of the solution (∼ 10). The obtained precipitate was washed with distilled
water in order to remove excess ammonia and chloride ions by decantation and filtration. According to elemental
analysis, the obtained precipitate did not contain any traces of chloride ions or other impurities.

The hydrothermal treatment was carried out at 200 and 250 ◦C, 70 MPa, and isothermal time ranged from 10
to 240 minutes.
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FIG. 9. Dependence of the steady state of structural modifications of TiO2 on the nanoparticles’
linear dimensions in varying types of spatially-constrained conditions: a) in “infinite cylinder”
type channel b) and on the flat surface, with the assumption that the the material of the spatially-
constraining walls is coherently fused with the anatase structure

The results of X-ray analysis are given in Fig. 10. According to X-ray diffraction data (Fig. 10), throughout
the whole range of the hydrothermal treatment parameters, the formation of anatase crystalline titanium oxide is
observed. Additionally, the size of crystallites formed is of not more than 16 nm (Fig. 11), which is consistent with
the data obtained by thermodynamic analysis on the possibility of sustainable existence for the metastable anatase
modification.

Analysis of X-ray diffraction data (Fig. 11) suggests that hydrothermal treatment of X-ray amorphous hydrated
titanium oxide (TiO2 ·nH2O) at 200 ◦C for 10 min leads to crystallization of about 0.2 (20%) of titanium dioxide in
the anatase form. Whereas, at 250 ◦C, for the same time, the conversion reaches 0.85 (Fig. 10b, Fig. 10). It should
be noted that the change in the crystallite size change is symbatical to the change in the conversion (Fig. 11), i.e.
at 200 ◦C a significant increase of the size of the TiO2 crystallites occurs during a period of rapid increase in the
conversion (Fig. 11), and when the conversion reaches about 0.8, the growth rate of the crystal phase and the size
of the TiO2 crystallites with the anatase structure significantly decrease.

A comparison of the curve of changes in the conversion and the curve corresponding to changes in the relative
values of the average volume of crystallites (ν) (Fig. 12) suggests that at a temperature of 200 ◦C the formation of
TiO2 nanocrystals in the anatase form from amorphous hydrated titanium oxide in the initial stage of hydrothermal
treatment is mainly associated with the formation of new crystallites of anatase from the amorphous phase. In
the case of increasing the isothermal time, the amount of amorphous phase decreases, which leads to a change
in the predominant mechanism of crystallite growth. Upon reaching a conversion of 0.8, an increase in the TiO2

crystallite size is mainly due to an increase in their volume during the recrystallization process. A change in the
prevailing process greatly reduces the growth rate of TiO2 crystallites (Fig. 11). At a temperature of hydrothermal
treatment of 250 ◦C, the process for forming titanium oxide nanocrystals takes place so rapidly that after 10 minutes
of isothermal time the conversion is higher than 0.80 (Fig. 11), and therefore, a further increase in the size of the
crystallites takes place apparently due to the recrystallization process.

It should be noted that in the case of hydrothermal treatment of amorphous hydrated TiO2 and at a temperature
of 200 ◦C and 250 ◦C, when the conversion is about 0.85, the size of crystallites is about 11 nm (Fig. 11). Also,
the speed of their growth and increase in size during further isothermal treatment are very low. The low crystallite
growth rate, and therefore a small change in their sizes appears to be related to the fact that in conditions of



1044 O. V. Almjasheva

FIG. 10. X-ray diffraction patterns for samples obtained by hydrothermal treatment of hydrated
titanium oxide at T=200 ◦C () and T=250 ◦C (b) and P = 70 MPa

FIG. 11. Dependence of the conversion (α) and crystallite size (d) on the duration of the hy-
drothermal treatment of hydrated titanium oxide at =200 ◦C and =250 ◦C, P=70 MPa

practically avalanche-like crystallization of TiO2 nanoparticles, they are characterized by relatively narrow particle
size distribution, similarly to formation of ZrO2 nanoparticles [50, 51].

For the samples obtained at hydrothermal treatment temperature of 250 ◦C, a change in the specific surface of
samples has been analyzed depending on the isothermal treatment time (Fig. 13). According to the data shown in
(Fig. 13), specific surface area of TiO2 nanoparticles obtained during hydrothermal treatment significantly decreases
when the isothermal treatment time was changed from 30 minutes to 60 minutes. A further increase in the duration
of treatment leads to a monotonic, but not significant decrease in the specific surface area of TiO2 nanoparticles.

Based on the data for the specific surface area of the titanium dioxide nanoparticles (Fig. 13), their size has
been calculated assuming that the shape of particles is close to spherical. In the case of comparison of the crystallite
sizes and sizes of anatase titanium dioxide particles, it can be observed that the crystallite sizes obtained based on
the X-ray diffraction data are systematically lower than those of the TiO2 particles obtained based on the data on
the specific surface (Fig. 14).
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FIG. 12. Dependence of changes of the relative values of the average crystallite volume (ν ) and
the degree of conversion (α), on the duration of the hydrothermal treatment at T=200 ◦C (a) and
T=250 ◦C (b), P=70 MPa

FIG. 13. Dependence of of the specific surface (Ssp) on the duration of the hydrothermal treat-
ment of hydrated titanium oxide at T=250 ◦C, P=70 MPa

This can be be due, for example, to the fact that the obtained particles contain a crystalline core, the size of
which is determined based on broadening of X-ray diffraction lines and X-ray amorphous coating, the presence of
which is taken into account during specific surface area determination. Such explanation of the difference in sizes
of particles and crystallites is possible in cases when the proportion of the amorphous states in the system is large,
i.e. at low temperatures and times of phase formation. When the temperature and time of hydrothermal treatment
are T=250 ◦C, τ ≥60 min as follows from the analysis of the data presented in Fig. 12, the proportion of the
amorphous phase in the system is low. In this case, the difference between sizes of particles and crystallites is
likely determined by the fact that the anatase TiO2 crystallites formed dense polycrystalline aggregates composed
of 3–4 crystallites, as can be concluded based on the analysis of the d3part/d

3
cryst ratio.

The results of complex differential thermal analysis of the TiO2 nanoparticles obtained during hydrothermal
treatment of the hydrated titanium oxide are given in Fig. 15. On the DSC curve, a set of thermal effects
accompanied by a change in the mass of the sample is determined (Fig. 15, Table 6).

The analysis of data presented in Fig. 16 shows that the observed exothermic heat effects in the range of
200–510 ◦C are not accompanied by a marked change in the structural state of TiO2 nanoparticles. Up to 600 ◦C,
in the X-ray diffraction patterns, peaks corresponding to titanium oxide in the anatase structural modification are
observed. Only after heat treatment to temperatures in the area of 1000 ◦C, the anatase → rutile transition is
observed. According to this data, the structural state of titanium dioxide is shown in Table 6. The dependence of
the size of crystallites on the treatment temperature is shown in Fig. 16.
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FIG. 14. Dependence of the size of TiO2 nanoparticles calculated based on the data on the
specific surface area (1) and the size of crystallites of TiO2(anatase) calculated based on X-ray
diffraction data (2) on the duration of the hydrothermal treatment of hydrated titanium oxide at
T=250 ◦C, P=70 MPa

FIG. 15. Results of complex thermal analysis of TiO2 nanoparticles obtained during hydrother-
mal treatment of amorphous hydrated titanium oxide at T=200 ◦C, P=70 MPa, and 120 min
isothermal treatmen

TABLE 6. Thermal effects and changes in the weight of the sample obtained by hydrother-
mal treatment of amorphous hydrated titanium dioxide at T=200 ◦C, P=70 MPa, and 120 min
isothermal treatment

Temperature range, ◦C Nature of the thermal effect Weight loss, % Phase composition

25-200 endo 4 anatase

200-510 exo 3.7 anatase

850-950 exo 0.1 rutile



Formation and structural transformations of nanoparticles... 1047

FIG. 16. X-ray diffraction patterns of the samples obtained during heating of titanium dioxide
nanoparticles in air under conditions similar to used in the DSC heating mode

Thus, it seems that in the temperature range of 200–510 ◦C two processes occur: dehydration of remaining
amorphous hydrated titanium oxide and its crystallization in the form of the anatase modification that leads to
corresponding thermal effects on the thermogram (Fig. 15, Table 6). Based on the data on the weight loss in the
temperature range of 200–510 ◦C, it can be assumed that amorphous hydrated titanium oxide component remaining
after dehydration at 25–200 ◦C has the following formula: TiO2·0.18 H2O.

In the high-temperature region, the exothermic effect is accompanied by a negligible change in the weight of
the sample and is associated with the TiO2-anatase→TiO2-rutile phase transformation. It should be noted that the
size of the crystallites of titanium dioxide sharply increases during the transition from anatase to rutile modification
and is about 50 nm.

4. Conclusion

Thermodynamic analysis of processes in the TiO2–H2O system over a wide range of varying conditions
(temperature, pressure, oxygen potential and crystalline particle size), as well as the presence of various types of
space constraints allowed us to determine the regions of sustainable existence for titanium dioxide in the form of
rutile and anatase modification. The results of thermodynamic prediction on the possibility and conditions for the
sustainable existence of TiO2 with the rutile structure have been experimentally confirmed. The conditions and
mechanisms for the formation of rutile and anatase nanocrystals during thermal treatment of amorphous hydrated
titanium oxide in air and hydrothermal environments have been determined. It has been shown that the transition
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of titanium dioxide from the anatase to the rutile phase occurs by fusion and recrystallization of agglomerate
consisting of three or four anatase particles with an average size of 50 nm.
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The Fe3O4@HxMoO4·nH2O nanolayers were synthesized on the solid surface for the first time by Successive Ionic Layer Deposition (SILD)

method with using an aqueous Fe3O4 suspensions and (NH4)2MoO4 solutions. The obtained nanolayers were investigated by XRD, SEM,
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size approximately 15–20 nm. The synthesized nanolayers exhibited superparamagnetic properties with the saturation magnetization value of
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1. Introduction

It is known that iron oxide nanomaterials are very important in a big number applications because of their
magnetic properties. Iron oxides particles are prepared with solid-state reactions [1], coprecipitation from solu-
tions [2], hydrothermal treatment [3–5], oxidation of solutions of iron (II) salt [6], combustion method [7] and
etc. Iron oxides in nano-scale have a great potential for their applications as ion exchangers, adsorbents, catalytic
materials, magnetic data storage devices, superparamagnetic materials and etc. The nanoparticles and nanolayers
with superparamagnetic properties are very important for fabrication of new advanced materials in MRI diagnos-
tics [8], drug delivery [9], mixture separation [10], hyperthermia [11], as well as new multi-functional materials, in
particular luminescent and magnetic materials [12] and etc.

The Layer-by-Layer (LbL) method is used for such nanolayers obtaining as one of the best methods among
other [13].This method of synthesis based on a successive and multiple treatments of substrate in salt solutions
and polyelectrolytes, forming an insoluble layer of new compound at interaction on the surface. The SILD method
is one of LbL synthesis methods without the using of polyelectrolite solutions. It has been used previously to
synthesize nanolayers of metal oxides [14], noble metal nanoparticles [15], hydroxides [16] and etc. The SILD
method is based on a sequential adsorption of anions and cations or colloid particles on the substrate surface with
formation of nanolayer of insoluble compounds [17].

The major advantages of this method is a simplicity of the process and equipment, the application of substrates
with irregular shapes and sizes and precision control of the thickness of the multilayer. These special features of
the SILD method give a possibility to obtain nanolayers of wide number of substances, which can be applied in
optics, microelectronics, energy storage devices.

In this paper, we describe a novel simple route for SILD synthesis of the Fe3O4@HxMoO4·nH2O composite
nanolayers with using a Fe3O4 suspensions and (NH4)2MoO4 solutions, as well as their magnetic properties study.

2. Experimental methods

The single crystalline silicon plates of size 10×25×0, 3 mm with < 100 > orientation were used as substrates
for synthesis of nanolayer. All substrates were cleaned in an ultrasonic acetone bath for 10 minutes before synthesis.
Then plates were sequentially treated for 10 minutes in 40 % HF, distilled water, 70 % HNO3, distilled water,
0.1 M KOH solution and flushed out by deionized water.

For SILD synthesis we used an aqueous Fe3O4 suspensions (CFe3O4
= 0, 01 M, pH 4,0) and (NH4)2MoO4

solutions (C = 0.01 M, equilibrium pH). The Fe3O4 suspension was prepared by the method [18] from 0.01 M
FeCl2 and 0.0202 M FeCl3 mixed solution. The HClO4 was added in mixed solution to pH = 4.0 to enhance the
suspension stability. All reagents used were of analytical grade. Deionized water with resistively 18.2 MΩ cm
(Mili-Q) was used for preparation of reagent suspensions and solutions.



Successive ionic layer deposition of Fe3O4@HxMoO4·nH2O... 1051

Fe3O4@HxMoO4·nH2O nanolayers were synthesized by SILD. First, plates were sequential immersed for
60 second into Fe3O4 suspension, then washed in distilled water. Then plates were dipping for 30 second in
solution of (NH4)2MoO4 and again washed in water. The sequence corresponds to one SILD cycle, which is
repeated 30 times to obtain desired nanolayer thickness.

The composition and morphology of Fe3O4@HxMoO4·nH2O layers were investigated by energy-dispersive
X-ray spectroscopy (EDX) using Oxford INCA350 detector and scanning electron microscopy (SEM) using Zeiss
EVO-40EP microscope. X-ray diffraction (XRD) was carried out on Rigaku Miniflex II diffractometer with
CoKα radiation, 30 kV voltage, and 10 mA current. FT-IR transmission spectra of synthesized nanolayers on
silicon surface were registered by FSM-2201 spectrophotometer using differential scheme related to spectra of bare
silicon.

Magnetization measurement of the Fe3O4/molybdate nanocomposite nanolayers was performed with a vibrating
sample magnetometer VSM Lake Shore-741 in the ±17.8 kOe window at room temperature.

The sizes of Fe3O4 particles in aqueous suspensions were determined with the help of Dynamic Light Scattering
(DLS) method. The measurements were carried out with a Zetasizer Nano ZS analyzer in a DTS 1060 universal
capillary U-shaped cell at 20◦C. The electrokinetic potential was calculated by the Smoluchowski equation. The
values of the ζ potential were corrected within the approximation of the Overbeek-Booth-Wiersema model [19].

3. Result and discussion

DLS experiments demonstrated that average particle size of Fe3O4 suspension is 16 nm. Their ζ potential
equals +47,1 m.

SEM investigation of synthesized layers showed that they formed by nanoparticles with sizes about 15–20 nm
(Fig. 1). The dispersive X-ray spectroscopy research has determined the significant energy signal intensity of Fe,
Mo, and O elements in the sample (Fig. 2). The concentration ratio of Fe : Mo corresponds 13, 5 : 1, 0.

FIG. 1. SEM image of Fe3O4@HxMoO4·nH2O nanolayer on silicon

The XRD pattern of synthesized sample is presented in Fig. 3. Five diffraction peaks at 35.2, 41.5, 50.6, 67.4,
and 74.3◦ can be indexed as the diffractions of magnetite Fe3O4 (ICDD PDF # 01-071-6336).

As can be seen from the experimental FT-IR spectra (Fig. 4) a water molecules are included in composition
of nanolayer, which can be identified by the valence band (3400 cm−1) and the deformation band (1640 cm−1).
The band at 594 cm−1 may be assigned to valence vibrations of Fe-O bonds in magnetite Fe3O4 [20], and bands
at 950–750 cm−1 region connected with valence vibrations of Mo-O bonds in molybdate-anions [21].

For the explanation the obtained results it can be suggested the following schemes of chemical reactions on
the surface of silicon. At the first SILD cycle after dipping in the Fe3O4 suspension and wash in distilled water
on the surface silicon the layer of Fe3O4 nanoparticles (NP) is formed:

≡ Si− OH + (Fe3O4)NP →≡ Si− OH · (Fe3O4)NP, (1)
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FIG. 2. EDX spectrum of Fe3O4@HxMoO4·nH2O nanolayer on silicon

FIG. 3. XRD pattern of synthesized sample

Then after treatment in the excess of (NH4)2MoO4 solution and washing the MoO2−
4 -anions adsorbed on

Fe3O4 surface and core-shell nanoparticles layer is formed:

≡ Si− OH · (Fe3O4)NP + MoO2−
4 + H2O→≡ Si− OH · (Fe3O4@HxMoO4)CS. (2)

On the second SILD cycle during the treatment in the Fe3O4 suspension, the nanoparticles of Fe3O4 are
adsorbed on the substrate surface again:

≡ Si− OH · (Fe3O4@HxMoO4)CS + (Fe3O4)NP →≡ Si− OH · (Fe3O4@HxMoO4)CS · (Fe3O4)NP (3)

Thus, as a result of multiple repetitions of SILD cycles the Fe3O4@HxMoO4·nH2O omposite nanolayer is
created on the surface. It is evident that thickness of this layer can be control by number of SILD cycles.

Magnetic characterization of the Fe3O4@HxMoO4·nH2O nanolayer is shown in Fig. 5. The analyzed sample
demonstrated superparamagnetic properties with the saturation of magnetization value of 55 emu/g and very low
remanence magnetization (Mr∼4 emu/g) and coercivity (Hc∼30 Oe).
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FIG. 4. FT-IR transmission spectrum of Fe3O4@HxMoO4·nH2O layer on silicon surface

FIG. 5. Magnetization curves of Fe3O4@HxMoO4·nH2O nanolayer synthesized on silicon sur-
face in result 30 SILD cycles

We believe that nanolayers with such composition and morphology can be apply as superparamagnetic materials
for separation of mixtures. The promoted approach to the synthesis provides a good opportunity to adjust the
properties of the new multilayered materials in the synthesis process by changing the number of SILD cycles.

4. Conclusion

In this work, we obtained the Fe3O4@HxMoO4·nH2O nanolayers by SILD method using a Fe3O4 suspension
and (NH4)2MoO4 solution as reagents. These nanolayers exhibit superparamagnetic behavior with saturation
magnetization value of 55 emu/g.
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Polystyrene films prepared by radical polymerization can conduct electric current in metal-polymer-metal structures with film thicknesses of up

to 20 nanometers. Films of polystyrene and graphene oxide composite with thickness up to 3 micrometers, synthesized in similar conditions have

the same electric properties. This effect is explained by presence of highly conductive graphene oxide inclusions in the dielectric polystyrene

matrix.
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1. Introduction

The interest in the study of conducting polymers with dielectric properties can be explained by the possibility
their use as components of electronic devices in various fields [1–4]. It is known [1–8] that thin films of
dielectric polymers are able to conduct electricity below the electric field breakdown. Whereas doped polymers
have conductivity levels similar to semiconductors. It is shown that films of such materials have metallic type
conductivity [8–14]. Considering chemical structure of the polymers, conductivity of such polymer films can
be selectively altered. It is necessary to vary the physicochemical properties of polymeric films to determine
the factors influencing on conductive properties of dielectric polymers. Different additives were introduced into
polymer films during their syntheses. The aim of this work was to create a new polymeric composite material with
high conductivity. Polystyrene was used as a polymer matrix because electrization is most pronounced for polymers
with high resistivity [15, 16]. The conductivity in polystyrene films appears in its turn due to the electrization of
polymer by a metal substrate. In this instance, graphene oxide (GO) was used as the conducting additive. This
material after heat treatment in an aqueous medium [17] becomes a semiconductor, and may even have zero
bandgap. After further special treatment as it was done for zirconium oxide in [18], GO may form covalent
bonds with polystyrene [19]. It is well known, that a high-conductivity state is observed in such composite
films [19]. Also, according to Josephson, the current-voltage characteristics phenomenon of superconductivity was
also shown [20,21].

2. Experimental

Hummers wet chemical method was used to produce graphene oxide [22]. Graphite was used as an initial
material for GO production. After series of chemical reactions in liquid medium, the prepared GO was extracted
from an aqueous suspension by aerobic drying at room temperature. Surface modification of GO was carried
out using the method described in our previous work [19]. Polystyrene and polymer-inorganic composites were
synthesized under identical conditions by free radical polymerization in solution. Styrene in an amount of 0.5 ml
and 1 % of 2,2′-azobis(2-methylpropionitrile) (AIBN) by weight of the monomer were dissolved in 0.5 ml of
toluene. In the case of the composite, we took 0.47 g of styrene and 4.9 mg of AIBN as an initiator, and then
added them to the dispersion of GO particles in toluene. Then the reaction mixtures with the initial GO content
of 1 wt.% and without filler were placed into ampoules, which were purged with argon for 10 min and sealed.
Polymerization was carried out for 35 hours at 70◦C, every hour for 15 minutes the ampoules were sonicated.
Part of the polymerization mixture was precipitated by methanol and dried in vacuo to constant weight. This was
done to determine polystyrene yield, which reached 90 % by weight. The molecular weight of the synthesized
polystyrene determined by intrinsic viscosity values was 38000.
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The distribution and agglomeration of GO particles in polystyrene matrix was investigated by Zeiss Supra
55VP field emission scanning electron microscope (Germany).

Films of the polymer composite were deposited on copper electrodes through the dispenser by casting from a
solution of 1 % by weight. The thicknesses of the films were controlled by the interference microscope using the
method described in [2–4]. Current-voltage characteristics of the metal-composite-metal structures were obtained
by the modified two-probe method [2–4]. The area of the lower electrode was 1 cm2, and the upper one –
1 mm2. Measurements were carried out at a pressure not more than 1 kg/cm2. The resistive nature of obtained
current-voltage characteristics exclude the presence of a breakdown in films which have been investigated.

3. Results and discussion

It was found that the amount of GO particles covalently coupled to polystyrene matrix is about 0.02 wt.%
(4 vol.%), according to the SEM data of the composite films (Fig. 1). The distance between individual GO particles
in polymer matrix ranges from tens to hundreds of microns. The inclusions of GO are distributed rather evenly in
the polystyrene matrix due to the formation of chemical bonds between the vinyl groups of modified graphene and
polystyrene. It should be noted that the lengths of individual GO particles reach more than 10 micrometers and
few hundred nanometers in width. Furthermore, GO particles do not overlap, as can be seen in SEM micrographs
(Fig. 1). The particles of GO are arranged parallel to the substrate and do not form a multilayer assemblies, which
typical for graphene due to π − π-stacking [23]. This fact explains the little thickness of the composite at which
conductivity is observed. As a result, high conductivity can be seen nearby GO particles. Composite films with
thicknesses less than 3 µm conduct electrical current, at larger thicknesses, the composite material has dielectric
behavior, even in areas with GO inclusions. Polystyrene without graphene oxide, synthesized under the same
conditions, conducts only with thickness up to 0.02 µm.

Temperature dependences for the resistance, which were obtained for the composite films at thicknesses up to
0.2 µm, indicate that the samples have metallic conductivity on the entire surface area (Fig. 2).

FIG. 1. Micrograph of the composite surface

Films with thickness 0.2 µm and above (up to 3 µm) are non-uniform in conductivity values. Areas of the films
close to GO particles have low resistivity, but larger part of the surface without inclusions has higher resistance
from a few ohms to hundreds of kilo-ohms and higher. So resistance temperature dependences were radically
different for various parts of the film. Polystyrene surfaces without GO demonstrated infinite resistance at liquid
nitrogen temperatures, while areas filled GO were changed into a highly-conductive state. The resistance decreased
by 5–6 orders of magnitude when the temperature was lowered from room temperature to the boiling point of
liquid nitrogen (Fig. 3). Such resistance-temperature dependences for film areas with GO particles are anomalous.
This effect requires further investigation. It should also be noted that composite films based on polystyrene and
GO particles have Josephson current-voltage characteristics over a wide temperature range from liquid helium to
room temperature, according to results obtained previously [20, 21]. This effect indicates the possible existence of
superconducting channels in the composite films. Since in our case in-situ introduced graphene oxide undergoes
various deformations, then it seems to be possible manifestation of the previously theoretically predicted effect of
superconductivity in graphite [24–27].
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FIG. 2. Temperature dependences of the resistance for the composite films with a thickness
of 0.2 µm: 1–areas of the polystyrene film without graphene oxide inclusions; 2–areas of the
polystyrene film with particles of graphene oxide

FIG. 3. Temperature dependences of resistance for the composite films: 1–areas of 0.3 µm thick
polystyrene films without graphene oxide inclusions; 2–areas of 2 µm thick polystyrene films
with particles of graphene oxide

4. Conclusions

As a result of chemical synthesis, composite films based on polystyrene covalently linked to 0.02 wt.% of
graphene oxide particles were obtained.

The resulting composite films have high conductivity in areas adjacent to graphene oxide inclusions, while the
remaining film areas are highly-resistant above 0.3 µm thickness. It is important to note that decrease in resistance
value near graphene oxide inclusions for the 0.2 to 3 µm composite films can vary by several orders of magnitude
in the temperatures ranging from the boiling point of liquid nitrogen to room temperature. For 3 µm thick films,
the resistance values can vary by 6 orders of magnitude. Thinner composite films show resistance temperature
dependence similar to that of metallic type conductivity.
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