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Accelerated dynamics in adiabatically-tunable asymmetric double-well potential
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We study a scheme for the acceleration of adiabatic quantum dynamics. Masuda-Nakamura’s theory of acceleration uses a strategy of combining
two opposite ideas: infinitely-large time-magnification factor (@) and infinitely-small growth rate (e) for the adiabatic parameter. We apply
the proposed method to a system with a parameter-dependent asymmetric double-well potential which has no scale invariance, and obtain the
elctromagnetic field required to accelerate the system. The ground state wave function, initially localized in one well, quickly moves to another
well. We investigate two kinds of ground-state wave functions: with and without space-dependent phase 1. For the system with non-zero 7,
we show the fast-forward of the adiabatic change for current density distribution more clearly characterizes the well-to-well transport and is

deformed as the finite renormalized time-multiplication factor (v = e@) is varied.
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1. Introduction

The shorter production time in manufacturing products (e.g., electronics, automotives, plants, etc.) is becoming
an important factor in nanotechnology. Currently, we can control even individual atoms [1] and macroscopic wave
packets in BEC [2-5]. If we try to fabricate massive amounts of such nanoscale stuctures, we should shorten
the dynamics of each atom or BEC to get its desired target states in shorter times. A theory to accelerate
quantum dynamics is proposed by Masuda and Nakamura [6] with use of additional phase and driving potential.
This theory aims to accelerate a known quantum evolution and to obtain the desired target states on shorter
time scales, by fast forwarding the standard quantum dynamics. The theory of fast-forward can be developed
to accelerate the adiabatic quantum dynamics [7], and constitutes one of the most promising means to obtain
a shortcut to adiabaticity [8—14]. The relationship between the acceleration and the shortcut to adiabaticity is
presently clear [15,16]. Adiabaticity occurs when the external parameter of Hamiltonian is very-slowly changed.
The quantum adiabatic theorem [17-21] states that if the system is initially in an eigenstate of the instantaneous
Hamiltonian, it remains so during the adiabatic process. In section 2, we briefly summarize the theory of fast-
forward of quantum adiabatic dynamics [6, 7].

2. The theory of fast-forward by Masuda and Nakamura

Let Uy(z,t) be a known function of space () and time (t). We shall call it a standard state. Let « the time
magnification factor of the acceleration. Time evolution of the wave funtion (WF) is sped up if a > 1 and slowed
down if 0 < @ < 1. In general « can be time dependent @ = «(t). The time evolution of the WF is accelerated
and decelerated when «(t) is increases and decreases, respectively. The ideal accelerated state is defined as:

[Wa(t)) = [To(A(1))), (D

where

At) = /a(t’)dt’, (2)
0
but it proves difficult to realize |V, (¢)). Consequently, Nakamura and Masuda redefined the accelerated state with
use of an additional phase factor f(z,t) as:

[Wer (2, 1)) = explif (z,8)]|Va(z,1)). 3)
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The dynamics for the standard state is assumed to be described by Schrodinger equation:
d¥ h?

lhﬁ = —ﬂVQ‘I’O + Vo(x, ) ¥o “
The corresponding equation for the accelerated state is:
., dV
ih d;F = _ﬂv2\1’FF + VirWrr, (%)

where Vgg is the driving potential.
By using Egs. (1)-(5), the expression for f and Vgp can be written, respectively, as:

f(a.1) = (a(t) = Dn(a. A(1) ©
and d 10 h?
i e A ™

where = n(x, A(t)) is the phase of the standard state W¥y.

Next, we study the fast-forwarding of adiabatic quantum dynamics. Masuda and Nakamura [7] proposed a
theory to accelerate the adiabatic quantum dynamics by using a combination of opposite ideas of infinitely-large
time multiplication and infinitesimally-slow evolution rate of adiabatic dynamics, to generate the finite driving
potential, by which we obtain the final adiabatic state in any desired short time. To apply the theory of accelerated
standard dynamics, it is necessary to regularize the adiabatic state so that it satisfies the time-dependent Schrodinger
equation. A regularized potential and WF is written a

Vo = Vo + eV (x, 1), 8)
W5 (2,8, R(E) = do(z, R(1))el "/ Jo P (RN cich (), ©)
where R is a time-dependent adiabatic parameter as:
R(t) = R(0) + et (10)
with € < 1, and: ¢,, is the eigenstate of the time-independent Schrédinger equation,
Hon = E,¢n. (11)
Formally, ¢,, can be decomposed as:
P = e, (12)
where ¢,, is a real positive amplitude and 7 is the phase. The Schrdinger equation for W® is represented as:
ihd\g:g = —;:;v%lﬂeg + Vo (z, t) e, (13)

Uo® and V™ are assumed to satisfy Eq. (13) up to O(e). By~subtituting Egs. (8), (9) and (12) into Eq. (13) and
decomposing it into real and imaginary parts, we have 6 and V as follows:

_ 2 n
2V20 + 26, V6, VO + ﬂqsn 8¢ =0, (14)
and
- R2
V = —h(0rn) — —VnVé. (15)
mo
Here, 0 can be solved as:
_ Mo 1 0 I 7207 ’
0= dx’. 1
v h¢2(zR)aR/¢<x7R>z (16)
Applying the general issue in Egs. (6) and (7), we have:
fz,t) = (a(t) = Deb(x, R(A(?)). (17)

With use of f in Eq. (17), the driving potential Vgp to realize fast-forward of adiabatic quantum dynamics can be

written as:
2

h
Ver = —aeh(Orn) — aem—VnVO (18)
0

90 h?

v 2 2 2
8R 2m06 (6% (VG) +VO

—hd—aeé’ — he?a?
dt
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The expression for driving electric field can be written as:

- o) , ) h?
Fgr = f%(vFF — Vo) = heaV + hﬁa?@(ve) + m—o(ae)2vav29 (19)
2

h
+aehdr(Vn) + aem—V(VnVG).
0

Taking the limit ¢ — 0, &@ — oo, with e& = ¥, we can define v(t) and 0(t) as:

2
ae:v(l —COSM> = o(t), (20)
Tr
de = 0(t). @1
Then, Upp becomes Wpp = ¢, e’ and Epp is given by:
. h2
Exp = ho(t)VO + h(v(t))?0r V6 + m—(v(t))2v9v29 (22)
0

2
o hdR(Vn) + v(t)Z—OV(VnVH).

The magnification factor @ in Eq. (20) is commonly chosen for 0 < ¢ < T, where v is the time average of
a(t)e during the fast forwarding. The final time of the fast-forward T is related to the standard final time T as
Tr = €T/, where T is taken as T = 1/e(> 1) and R(T) — R(0) = 1.

The driving electric field (Epp) guarantees the fast-forward of adiabatic quantum dynamics [22]. Recently,
Nakamura et al. [23] suggested a new theory for the fast-forwarding of the adiabatic dynamics without the
additional phase f. But the present and new theories are compatible by using the gauge transformation as shown
in Appendix A.

3. Accelerated dynamics in adiabatically tunable-asymmetric double-well potential: case of V=0

We show the acceleration of the adiabatic quantum dynamics with use of a parameter-dependent asymmetric
double-well potential, which does not satisfy the scale invariance such as dilation or translation invariance. Let’s
define the zero energy (Ey = 0) eigen-function which is a superposition of a pair of Gaussian functions with their
center at = 0 and = = d, where d represents the distance between the two wells. To be explicit:

U, = h(R) {(1 ~ R)e % + Re~ "5 } (23)

changing in the range 0 < R < 1. The potential V(x) to realize ¥y is written by:

W”EZ\\IP/E:;;{‘ 1;R(1‘22> ‘{j(l‘w)m} “TmrEe Y

with f(x) = ¢%(*=%) The normalization factor h(R), determined by / |W|? = 1, is given by:

1 2 —1/2
h(R):W<1_23+232+23(1_R>6 ) . 25)

Figures 1 and 2 show the change of the potential and wave function for various values of R, between R =0
and R = 1. As the potential minimum moves from z = 0 to « = d, the center-of-mass of WF also moves in the
same direction. Fig. 3 shows the probability amplitude |¥|? in the adiabatic dynamics with R(t) = et. Fig. 4
shows |Wgg|? in the fast-forwarded adiabatic dynamics, where R(A(t)) is written as:

TF 27t

R(A(t)) = eja(t’)dt’ = /tv(t’)dt’ = v(t— 2—sin TF) (26)
0 0

™

The adiabatic standard dynamics evolves up to the final time 7" = 10% with use of € = 1072 and its accelerated
version up to the shortened final time Tx = T/& = €T'/v = 0.025 with use of the mean acceleration factor
a = 4 x 10 and mean velocity 7 = ae = 40.
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FIG. 1. The change of Vj(z) with various values of R: R =0 — 0.25 — 0.5 — 0.75 — 1
(from top left to bottom right), d = 5
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FIG. 2. The change of probability amplitude |¥(x)| with various values of R: R =0 — 0.25 —
05—075—=1,d=5

FIG. 3.3D plot of [U]> with FIG. 4. 3D plot of |[¥ps|? with Tp = T/a = 0.025
e=10"2,T=100,a=1,and d = 3

From Egs. (16), V6 is given by:

_a2
VO = —+ (ra)V/? a _ (“2+4R+(2—4R)e %) on
z2 r—d)2 22 r—d)2 I
2 (1= R)e~% + Re=“%")®  ((1—R)e % + Re~ ")’y
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" K= (2 — 4R)e_cferfc(—x\;ag) + 2Rerfe (— x\;;) + (2R — 2)erfc (—%) :
= <2R(1 — R)e Ferfc (— x\;f) + RZerfo (—%) + (1 — R)?erfe (—%)) ,
and

2
g= (2(1 — R)Re™ % + 2R — 2R + 1) ,

where the complimentary error function erfc is :

erfe(x =7 / 4t (28)

The driving electric field (EFF) to generate the acceleration is calculated by Eq. (22) and is shown in Fig. 5.

z 0.00

FIG. 5. Epp with T = 0.025

4. The case of V # 0

In the previous example, the right-hand side of Eq. (15) was always vanishing, because of the absence of a
space-dependent phase 7 in the standard WF. In many practical cases, we have an adiabatic state with a space-
dependent phase 7. Choosing again the asymmetric double-well potential, we shall investigate the fast-forwarding
with non-zero V' by having recourse to a stationary state with a phase 7. Here, the adiabatic state with the
eigenvalue E,,_g = 0 is chosen as:

Wy = h(R) [(1 ~ R)e 5 4 Re~ " ]ei", (29)
with 7 given as:
f 1
n=2D0 / exp |— ez AR (30)
8 h(R) ((1 ~R)e % + Re~ )
where B is a real constant. The potential that guarantees the eigenstate in Eq. (29) is written as:
n’ 1-R 22\ R x — d)?
Vola) = 5 [(— (1——> Ak (1_g> f(x)) G1)
mo a a a a
1 1 1

“T-R + Ri@) 2%

- 2
h(R) (1= R)e™% + Re —ﬂ)
with f(z) = eg(g”_%), and h(R) being given in Eq. (25). Eq. (31) is available from Eq. (24) by adding an
extra term. V6, which appears in the regularization procedure, is the same as in Eq. (27) because of the formula
Eq. (16). From Egs. (15) and (29), V is written as:
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N 1
vz—haE B/exp - . — (32)
R L h(R) ((kR)e—% + Re— 5 )
2
—h—Bexp — L V.
mo

— 2
h(R) (1= R)je~ + Re~" 22”2)

Figures 6 and 7 show the amplitude of the standard wave function and its fast-forward version with 1 # 0,
respectively. Fypp is evaluated by Egs. (22), and is depicted in Fig. 8. We see no big difference of fast forward
between the cases with = 0 and 7 # 0.

FIG. 6. 3D plot of |¥|> with 5 # 0 FIG. 7. 3D plot of |Wgg|? with  # 0,
and B =1 Tp=T/a=0.025and B=1

The present scheme also introduces a current density jrr. We see:

fre(a,1) = Re | Use - Ve = 232 (2, A(0) [V, A1) + (00 AO)], (3)

. h -
i(@,t) = —dn (@, )Vi(x,t), (34)
and find the relationship:

Jre (1) = i, A(0) + - o(6)53 (A (0) V0L, A(). 69)

Thus, jrr has a non-adiabatic current in addition to the adiabatic one j(x,A(t)). Figs. 9 and 10 show the
adiabatic current density and fast-forward current density respectively. We find : the adiabatic current density
distribution in Fig. 9 is radically changed by the fast forwarding. This change, in particular, the increase of the
current intensity becomes more marked as the control parameter v associated with the fast forwarding is increased
(see Fig. 10). At the end of the fast forwarding, the non-adiabatic current vanishes.

The asymmetric double-well potential in the present paper breaks the scale invariance. In the case of a scale-
invariant single well, Lewis-Riesenfeld’s invariant method [11] can also lead to the accelerated dynamics, which
will be discussed in Appendix B.

5. Conclusion

The Masuda-Nakamura’s scheme of accelerated adiabatic quantum dynamics is applied to the system with
a tunable asymmetric double-well potential and the driving electric field is obtained. The potential here has no
scale invariance. A combination of opposite ideas of infinitely-large time multiplication and infinitesimally-slow
adiabatic dynamics generates a finite driving potential, by which we obtain the final adiabatic state in any desired
short time. We investigated two kinds of ground state wave functions, with and without the space-dependent
phase 7. For the system with non-zero 7, we see that the fast-forward of current density acquires a non-adiabatic
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2 = 10%
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FIG. 8. Epp withn # 0, Tp = T/a = FIG. 9. 3D plot of j with B = 1
0.025and B=1

F1G. 10. 3D plot of jgr with n # 0 and B = 1: (a) @ = 1, v = 0.01, T = 100; (b) & = 10,
7=01,Tp=10; c)a=10,0=1,Tp =1

contribution besides the adiabatic current density and that the current intensity radically grows as the control
parameter associated with fast forwarding is increased.
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Appendix A. Gauge tranformation to the scheme without the additional phase
Let’s consider the gauge transformation as follows :

\IIFF — @FFGiC
~ h .
Ver — Vir — g(

N he
App(=0) — Apr + ;VQ

with
¢ = ea(t)f(z, R(A(1))) (A1)
Then, the Schrodinger equation becomes that of a charge particle under the gauge potentials Apr and Vgg:
ov 1 (h -\ 2. .
ihn—r = — (Zv— gAFF Wer + qVer YEr. (A.2)
ot 2mg \ @ c
The wave function becomes free from the additional phase :
Upr = dn(a, R(A(t))), (A3)
and the scalar and vector potential are given by:
N h? h?
Vir = ———€2a?(V0)? — aeh(Orn) — ae— V0, (A4
2m0 mo
App = —heaV0 (A.5)

respectively. Equations (A.2)-(A.5) are nothing but the scheme proposed in Ref. [23].

Appendix B. Relationship between Masuda-Nakamura’s scheme and Lewis-Riesenfeld method
Let us consider the Hamiltonian for single well potential:

p 1 2(4) 22
H=—+ —mw*(t)z°, B.1
2 Sma() B.1)
where w is a time-dependent parameter. The wave function at any time ¢ can be deduced from Lewis-Riesenfeld
theory of invariants [11]. By assuming the existence of a Hermitian invariant of the homogeneous, its quadratic

form is given by:

1 . . s
I(t) = gla(®)a® + B()P* + (1) (3P + pa)), (B.2)
where «a, (3, and + are real function of time. I(¢) should satisfy the conditions:
dl oI 1
—=—+—[[,H]=0. B3
& o ih[ 4 ®B-3)
In order to satisfy Eq. (B.3), it is convenient to introduce another function o(t), defined by:
B(t) = o), (B.4)

where o2 (t) is a real function of time. By making the scale transformation o (t) = ¢*/%p(t), the invariant may be
written in the form:

1 1
= Smuwg(1/p*)3* + o —(pp — mpi)*. (B.5)
m
Here, c is an arbitrary constant of integration and p satisfies the Ermakov equation:
2
. W
P4 w(t)p — ?g =0. (B.6)

The eigenstates and the eigenvalues of the invariant operator I(¢) may be found by an operator technique.
Thus the dynamical phase function may be written in the form:

2 Pt

For the Hamiltonian in Eq. (B.1), the general solution of time-dependent Schrodinger equation can be expanded as
a linear combination with eigenvectors v,, of I as:

V(2,) = Spene® iy (z,1) = Speptby(z,t)e 7 (F2) Jo d'o 7> (1) (B.8)

t
an(t) = —%(n—i— })/dt’ ! (B.7)
0
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Formally v,, can be decomposed as 1, = ¥,,e'*, where ¢ = %%.ﬁ?
By using w in Eq. (B.6), the potential for the single well in Eq. (B.1) can be written as:
1 w? p ]
Ve, t) = =m| —2 — |22 (B.9)
()= 3| 5~ 0
The corresponding Vj is:
1w o,
t)= - . B.10
Applying Eq. (16) to the adiabatic eigenstate of Eq. (B.1), we can show the equality:
¢ = ea(t)d(z, R(A(t)) = ﬁﬁﬁ (B.11)

t
where A(t) = / a(t')dt'. By making space and time derivatives of Eq. (B.11), the potential in Eq. (B.9) can be
0

written as:

200 h?,

which is nothing but Vg in Eq. (18) in the case n = 0. Therefore, Lewis-Riesenfeld scheme is equivalent to
Masuda-Nakamura’s. In contrast with [12] and [15], () is an arbitrary and experimentally-accessible time scaling
factor and is not necessary to satisfy the Ermakov equation with 6 boundary conditions. Besides this advantage,
the Masuda-Nakamura’s scheme is applicable to any kind of scale-noninvariant potentials.
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