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1. Introduction

Research on equations of parabolic-hyperbolic and hyperbolic-elliptic types has been conducted heavily. Since,
there are both theoretical and practical uses for their applications, especially in the development of principal parts
of partial differential equations. Moreover, in recent years it has become increasingly important to investigate a
new class of equations, known as loaded equations, as a direct result of issues with the optimal control of the
agro-economical system, long-term forecasting and regulation of groundwater levels and soil moisture [1–4].

Basic questions on the theory of boundary value problems for partial differential equations still exist, and
are equivalent to that of the boundary value problems for loaded differential equations. However, the existence
of the loaded part operator A does not often make it possible to directly apply the known theory of boundary
value problems, for the classical partial differential equations. In view of this, searching for the solutions of
loaded differential equation using preassigned classes, it may be possible to reduce to them to new problems, for
non-loaded equations(see [4–6]).

At the same time, mixed type equations appear in some problems of nanophysics and are present in some
micro- and nanoflow models. Particularly, parabolic-hyperbolic equations are considered in some models of
spinodal decomposition (so-called hyperbolic diffusion, see, e.g. [7, 8]), and also described flow in thin viscous
layers subjected to ultrasonic acoustic field [9].

The present work is devoted to the formulation and investigation of the boundary value problems for a loaded
equation of the mixed parabolic hyperbolic type:

∂

∂x
(Lu) = µ

n∑
i=1

ai(x)Dαi
0x[uy(x, 0)− u(x, 0)], (1)

where

Lu ≡ uxx −
1− sgny

2
uyy −

1 + sgny
2

uy − λu ,

Dαi
0xf(x) =


1

Γ(−αi)

x∫
0

f(t)dt

(x− t)1+αi
, αi < 0,

d

dx
Dαi−1

0x f(x), 0 < αi < 1,

integro-differential operator [4]. D−αi
0x Dαi

0xf ≡ D0
0xf ≡ f(x). We assume, that αn < αn−1 < ... < α1 = α < 1

and coefficients ai = ai(x) ∈ C1[0, 1] ∩ C3 (0, 1) , λ, µ are given real parameters, and λ > 0.
Furthermore, we will discuss how the boundary value problem for the loaded differential equation is associated

with non-local boundary value problems, for classical partial differential equations. In our investigations, we have
formulated first-kind boundary value problems (such as the Tricomi problems) for the linearly loaded, integro-
differential equation of the third order, with mixed operators.
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2. First kind of boundary value problems for a loaded equation of the mixed type

Let Ω1 ⊂ R2 be a domain bounded by the segments AB, BB0, AA0, A0B0 of straight lines y = 0, x = 1,
x = 0, y = h, respectively when y > 0. Ω2 is a characteristic triangle bounded by the segment AB the axis OX
and two characteristics:

AC : x+ y = 0, BC : x− y = 1,

of equation (1) for y < 0.
Let us introduce the following notation:

I = {(x, y) : 0 < x < 1, y = 0}, Ω = Ω1 ∪ Ω2 ∪ I.
Problem 2.1. Find a regular solution u(x, y) equation (1) in Ω, which has continuous derivatives ux(uy), up to
AA0 ∪AB ∪AC (AB ∪AC), and satisfies the boundary value conditions:

u(0, y) = ϕ1(y), u(1, y) = ϕ2(y), ux(0, y) = ϕ3(y), 0 ≤ y ≤ h, (2)

u(x,−x) = ψ1(x),
∂u(x, y)

∂n

∣∣∣∣
y=−x

= ψ2(x), 0 ≤ x ≤ 1

2
, (3)

and the gluing conditions:

uy (x,+0) = uy (x,−0) , (x, 0) ∈ I,
where ϕ1(y), ϕ2(y), ϕ3(y), ψ1(x) and ψ2(x) are the given functions.

Problem 2.2. Find a regular solution u(x, y) equation (1) in Ω, which has continuous derivatives ux(uy), up to
AA0 ∪AB ∪BC (AB ∪BC), and satisfies the boundary value conditions (2),

u(x, x− 1) = ψ̃1(x),
∂u(x, y)

∂n

∣∣∣∣
y=x−1

= ψ̃2(x),
1

2
≤ x ≤ 1, (4)

and the gluing condition:
uy (x,+0) = uy (x,−0) , (x, 0) ∈ I,

where ψ̃1(x) and ψ̃2(x) are the given functions.
We note that physical characteristic problems may reduce to equations which include, some composed operator

in the loaded part. The unique solvability of the analogs of the Tricomi for the loaded differential equations was
investigated in [5, 10], for which the loaded part contains the imputation or imputation operators of the unknown
function.

An important aspect of the investigation of the boundary value problems, is shown by the following theorem.
The following theorem holds.
Theorem 2.1. Any regular solution of equation (1) (when y 6= 0) is represented in the form:

u(x, y) = z(x, y) + w(x), (5)

where z(x, y) is a solution to the equation:

∂

∂x

(
zxx −

1− sgny
2

zyy −
1 + sgny

2
zy − λz

)
= 0, (6)

w(x) is a solution of the following ordinary differential equation:

w
′ ′ ′

(x)− λw
′
(x)− µ

n∑
i=1

aiD
αi(x)
0x w(x) = µ

n∑
i=1

ai(x)Dαi
0x[zy(x, 0)− z(x, 0)]. (7)

Proof of Theorem 2.1.
Let u(x, y), represented by formula (5), be the solution of equation (1) for y < 0. Then, substituting:

∂

∂x
(uxx − uyy − λu)− µ

n∑
i=1

ai(x)Dαi
0x[uy(x, 0)− u(x, 0)] =

∂

∂x
(zxx − zyy − λz) +

+w′′′(x)− λw′(x)− µ
n∑
i=1

ai(x)Dαi
0xw(x)− µ

n∑
i=1

ai(x)Dαi
0x[zy(x, 0)− z(x, 0)] = 0,

satisfies equation (1) for y < 0.
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Then, vice versa, let u(x, y) be a regular solution to equation (1), and w(x) be a certain solution:

w′′′(x)− λw′(x)− µ
n∑
i=1

ai(x)Dαi
0xw(x) = µ

n∑
i=1

ai(x)Dαi
0x[uy(x, 0)− u(x, 0)]. (8)

Let us prove the validity of the relation (5). Manifestly, the function:

u(x, y) = z(x, y) +
µ

λ

x∫
0

(cosh
√
λ(x− t)− 1)

n∑
i=1

ai(x)Dαi
0t [uy(t, 0)− u(t, 0)]dt,

is a solution to equation (1), where z(x, y) is a solution to equation (6), and the function:

u(x, y) = −µ
λ

x∫
0

(1− cosh
√
λ(x− t))

n∑
i=1

ai(t)D
αi
0t [uy(t, 0)− u(t, 0)]dt,

is a partial solution to equation (1). Hence, (1) highlights the validity of the representation (5), i.e.
u(x, y) = z(x, y) + w(x).

It follows from the latter representation that u(x, 0) = z(x, 0) + w(x). Then, (8) provides:

w′′′(x)− λw′(x)− µ
n∑
i=1

ai(x)Dαi
0xw(x)− µ

n∑
i=1

ai(x)Dαi
0x[zy(x, 0)− z(x, 0)] = 0,

and the function z(x, y) = u(x, y)− w(x), satisfies equation (6) for y < 0.
Analogously proved in the case for y < 0. Theorem 2.1 is proved.

Now, invoking that the function ae
√
λx + be−

√
λx + c satisfies equation (6), we can assume without loss of

generality that:
w(0) = w′(0) = w′′(0) = 0, (9)

when studying Problem 2.1 and Problem 2.2.
Let us solve the Cauchy problem for equation (7) with the conditions (9), with respect to w(x). Assuming

that:

f̃(x) = µ

n∑
i=1

ai(x)Dαi
0xw(x) + µ

n∑
i=1

ai(x)Dαi
0x [zy(x, 0)− z(x, 0)],

we write equation (7) in the form:

ω(x) =
1

λ

x∫
0

(
cosh

√
λ(x− t)− 1

)
f̃(t)dt.

The last equality with respect to designation and after some transformation becomes:

ω(x)− µ
x∫

0

K(x, t)ω(t)dt = F (x), 0 ≤ x ≤ 1, (10)

where

K(x, t) =
1

Γ(−αi)

x∫
0

Ai(t)(t− s)−1−αi

(
cosh

√
λ(x− t)− 1

)
dt, αi < 0, (11)

K(x, t) =
1

λΓ(1− αi)

x∫
s

∂

∂t

[
Ai(t)(t− s)−αi

(
cosh

√
λ(x− t)− 1

)]
dt, 0 < αi < 1, (12)

F (x) =
µ

λ

x∫
0

(
cosh

√
λ(x− t)− 1

) n∑
i=1

ai(t)D
αi
0x[zy(t, 0)− z(t, 0)]dt. (13)

The recurring index i = 1, 2, ...n, implies summation. Therefore, solving the next equation with respect to [11],
we have a solution to the Cauchy problem for equation (7) with the conditions (9):

ω(x) =

x∫
0

P (x, t)

n∑
i=1

ai(t)D
αi
0x[zy(t, 0)− z(t, 0)]dt, (14)
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where

P (x, t) =
µ

λ

cosh
√
λ(x− t)− 1 + µ

x∫
t

(
cosh

√
λ(s− t)− 1

)
R(x, s;µ)ds

 . (15)

R(x, s;µ) is the resolvent of the kernel K(x, t), when studying Problem 2.1 and Problem 2.2. Thus, by virtue of
the representation (5), equation (1) Problem 2.1 and Problem 2.2, in view of (9), are all reduced to the following
Problem NP1 and Problem NP2 for equation (6).

We investigate the following problems:
Problem NP1. To find a regular solution to equation (6) in the domains Ω1 and Ω2, which has continuous
derivatives ux(uy), up to AA0 ∪AC (AC), and satisfies the boundary conditions:

z(0, y) = ϕ1(y), z(0, y) = ϕ2(y)− w(1), 0 ≤ y ≤ h, (16)

zx(0, y) = ϕ3(y), 0 ≤ y ≤ h, (17)

z(x,−x) = ψ1(x)−
x∫

0

P (x, t)

n∑
i=1

ai(t)D
αi
0x[zy(t, 0)− z(t, 0)]dt, 0 ≤ x ≤ 1

2
, (18)

∂z(x,−x)

∂n
= ψ2(x)− 1√

2

x∫
0

P ′x(x, t)
n∑
i=1

ai(t)D
αi
0x[zy(t, 0)− z(t, 0)]dt, 0 ≤ x ≤ 1

2
, (19)

and the gluing condition:
zy (x,+0) = zy (x,−0) , (x, 0) ∈ I,

where ϕ1(y), ϕ2(y), ϕ3(y), ψ1(x) and ψ2(x) are given functions, such that ϕ1(0) = ψ1(0).

Problem NP2. To find a regular solution of equation (6) in the domains Ω1 and Ω2, has continuous derivatives
ux(uy), up to AA0 ∪BC (BC), and satisfies the boundary conditions (16), (17),

z(x, x− 1) = ψ̃1(x)−
x∫

0

P (x, t)

n∑
i=1

ai(t)D
αi
0x[zy(t, 0)− z(t, 0)]dt,

1

2
≤ x ≤ 1, (20)

∂z(x, x− 1)

∂n
= ψ̃2(x)− 1√

2

x∫
0

P ′x(x, t)

n∑
i=1

ai(t)D
αi
0x[zy(t, 0)− z(t, 0)]dt,

1

2
≤ x ≤ 1, (21)

and the gluing condition:
zy (x,+0) = zy (x,−0) , (x, 0) ∈ I,

where ψ̃1(x) and ψ̃2(x) are given functions, such that ϕ2(0) = ψ̃1(1).
Since Problem 2.1 and Problem 2.2 were reduced to the equivalent non-local Problems NP1 and NP2 for

the third order mixed type equation (6), we may conclude that Problems 2.1 and 2.2 have a unique solutions,
as a direct result of the unique solvability of the non-local problem. The early 1970’s marked the beginning
of the systematic study of the third and higher order, mixed and mixed composite type PDEs; which contain
parabolic-hyperbolic, hyperbolic-elliptic and elliptic-parabolic operators in the main part. This subject has been
studied extensively and has been developed by numerous mathematicians [12–14], due to, the increasing popularity
of its connection with non-local problems, and the appearance of these PDEs in mathematical models for various
problems which possess physical traits. For instance, while studying problems of moisture transfer in soils,
heat transfer in heterogeneous media, diffusion of thermal neutrons in inhibitors, simulation of various biological
processes, phenomena etc [6, 15–18].

The following theorems hold.

Theorem 2.2. If λ > 0 and ϕ1(0) = ψ1(0),

ϕj(y) ∈ C1[0, h], (j = 1, 2), ϕ3(y) ∈ C[0, h] ∩ C1(0, h),

ψ1(x) ∈ C1 [0, 1/2] ∩ C3 (0, 1/2) , ψ2(x) ∈ C [0, 1/2] ∩ C2 (0, 1/2) ,

then there exists a unique solution to the Problem 2.1 in the domain Ω.
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Theorem 2.3. If λ > 0 and ϕ2(0) = ψ̃1(1),

ϕj(y) ∈ C1[0, h], (j = 1, 2), ϕ3(y) ∈ C[0, h] ∩ C1(0, h),

ψ̃1(x) ∈ C1[1/2, 1] ∩ C3 (1/2, 1) , ψ̃2(x) ∈ C[1/2, 1] ∩ C2 (1/2, 1) ,

then there exists a unique solution to the Problem 2.2 in the domain Ω.

3. Existence of solution to Problem 2.1

Let us introduce the notation:

u(x,±0) = τ(x), uy(x,±0) = ν(x),

now with regards (5) and gluing conditions, we get:

z(x,±0) = τ(x)− ω(x), 0 ≤ x ≤ 1, (22)

∂z(x, y)

∂y

∣∣∣∣
y=±0

= ν(x), 0 < x < 1. (23)

A solution of the Darboux problem for the equation (6) with the boundary value conditions (18), (19) and (22) in
the domain Ω2 can be represented as:

z(x, y) = τ∗(x+ y) + ψ∗1

(
x− y

2

)
− ψ∗1

(
x+ y

2

)
− (24)

−λy
x+y∫
0

τ∗(t)Ī1

[√
λ(x− y − t)(x+ y − t)

]
dt+

√
λ

y∫
0

sin
√
λ (y − t)ψ∗1(−t)dt+

+
√

2

y∫
0

cos
√
λ(y − t)ψ∗2(−t)dt+ λ

x−y
2∫

0

g1 (x− y, x+ y, t)ψ∗1(t)dt−

−λ

x+y
2∫

0

g1 (x+ y, x− y, t)ψ∗1(t)dt+
√

2

x−y
2∫

0

g2 (x− y, x+ y, t)ψ∗2(t)dt−

−
√

2

x−y
2∫

0

g2 (x+ y, x− y, t)ψ∗2(t)dt−
√

2

λ
ψ∗2(0)

{
sin
√
λ

(
x− y

2

)
−

− sin
√
λ

(
x+ y

2

)
+ sin

√
λy + λ(x+ y)

x−y
2∫

0

Ī1

[√
λ(x+ y)(x− y − 2t)

]
sin
√
λtdt−

−λ(x− y)

x+y
2∫

0

Ī1

[√
λ(x− y)(x+ y − 2t)

]
sin
√
λ tdt

}
,

where

g1(x, y, t) =
1√
λ

sin
√
λ
(
t− x

2

)
+ yĪ1

[√
λy(x− 2t)

]
+
√
λy

x/2∫
t

sin
√
λ(t− s)Ī1

[√
λy(x− 2s)

]
ds, (25)

g2(x, y, t) = cos
√
λ
(
t− x

2

)
+ λy

x/2∫
t

cos
√
λ(t− s)Ī1

[√
λy(x− 2s)

]
ds, (26)

ψ∗1(x) = ψ1(x)− w̃(x), ψ∗2(x) = ψ2(x)− 1√
2
w̃′(x),

τ∗(x) = τ(x)− w̃(x),

w̃(x) =
µ

λ

x∫
0

(
1− cosh

√
λ(x− t)

) n∑
i=1

ai(t)D
αi
0t [ν(t)− τ(t)]dt,
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Ī1(x) = I1(x)/x, I1(x) is the modified Bessel function (Bessel function of the first kind with imaginary argu-
ment [19]).

Differentiating (24) with respect to y and passing through the limit y → +0 with the preceding notations and
(23), we obtain first functional relation between the function τ(x) and ν(x), transferred from the Ω1 to AB:

ν(x) + µ

x∫
0

L1(x, t)

n∑
i=1

aiD
αi
0t [ν(t)− τ(t)]dt− (27)

−µ
x/2∫
0

L2(x, t)

n∑
i=1

aiD
αi
0t [ν(t)− τ(t)]dt =τ ′(x)− λ

x∫
0

τ(t)Ī1

[√
λ(x− t)

]
dt+ f(x),

where

L1(x, t) =
1√
λ

sinh
√
λ(x− t) +

x∫
t

(
1− cosh

√
λ(s− t)

)
Ī1

[√
λ(x− s)

]
ds,

L2(x, t), f(x) are continuously differentiable functions.
Further, from (6) considering the property of Problem 2.1, (22) and (23), passing through the limit we obtain:

τ ′′(x)− λτ(x) = k + ν(x) + w′′(x)− λw(x), (28)

where k is an unknown constant to be defined.
The equality (28) is a second functional relation between τ(x) and ν(x), transferred from the domain Ω1

to AB.
Solving equation (28) with respect to τ(x) with the conditions:

τ(0) = ϕ1(0), τ ′(0) = ϕ3(0), (29)

we have

τ(x) =

x∫
0

sinh
√
λ(x− t)√
λ

ν(t) dt− µ

λ

x∫
0

(
1− cosh

√
λ(x− t)

) n∑
i=1

aiD
αi
ot [ν(t)− τ(t)] dt−

k

λ

(
1− cosh

√
λx
)

+ ϕ1(0) cosh
√
λx+

1√
λ
ϕ3(0) sinh

√
λx. (30)

Thus, we get (27) and (30) system of the equations for the functions τ(x) and ν(x). If we write relation (30), in
the form

τ(x)− µ

λ

x∫
0

(
1− cosh

√
λ(x− t)

) n∑
i=1

aiD
αi
ot τ(t) dt =

x∫
0

sinh
√
λ(x− t)√
λ

ν(t) dt−

µ

λ

x∫
0

(
1− cosh

√
λ(x− t)

) n∑
i=1

aiD
αi
ot ν(t) dt− (31)

k

λ

(
1− cosh

√
λx
)

+ ϕ1(0) cosh
√
λx+

1√
λ
ϕ3(0) sinh

√
λx,

and assuming that:

Φ(x) =

x∫
0

sinh
√
λ(x− t)√
λ

ν(t) dt− µ

λ

x∫
0

(
1− cosh

√
λ(x− t)

) n∑
i=1

aiD
αi
ot ν(t) dt− (32)

k

λ

(
1− cosh

√
λx
)

+ ϕ1(0) cosh
√
λx+

1√
λ
ϕ3(0) sinh

√
λx,

for αi < 0 and 0 < αi < 1 applying the Dirichlet permutation integration formula and corresponding to change of
variables s = t+ (x− t)v, we obtain the second kind Volterra type integral equation:

τ(x)− µ
x∫

0

K̃(x, t)τ(t) dt = Φ(x), (33)
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where

K̃(x, t) = − (x− t)−αi

λΓ (−αi)

1∫
0

Ai
(
1− cosh

[√
λ2 (x− t)(1 + v)

])
v1+αi

dv, at αi < 0,

and at 0 < αi < 1,

K̃(x, t) =
(x− t)1−αi

λΓ (1− αi)

1∫
0

v−αi
∂

∂v

[
Ai

(
1− cosh[

√
λ2 (x− t)(1 + v)]

)]
dv.

From the representations of the functions K̃(x, t) and Φ(x), based on the general theory of integral equations [11],
one can be certain that (33) has a unique solution, which is represented as:

τ(x) = Φ(x) +

x∫
0

R̃(x, t)Φ(t)dt, 0 ≤ x ≤ 1, (34)

where R̃(x, t) is the resolvent of the kernel K̃(x, t). Substituting (34) in (27), consider (32) and the sewing
condition, we may obtain the integral equation with a a shift, with respect to ν(x), by which a kernel exists with
weak singularity. Therefore, by using successive approximations [11], with regards to the conditions of the theorem
and (32), we can uniquely define the function ν(x) at λ 6= 0, ai = ai(x) ∈ C[0, 1] ∩ C3(0, 1). Upon determining
τ(x) and ν(x), we find the functions w(x) from (14). Hence, by virtue of the condition τ(1) = ϕ2(0) − w(1), k
are determined uniquely.

After finding τ(x) and ν(x), the solution of the Problem NP1 defined in Ω2 by formula Cauchy–Goursat (24)
or Cauchy in [19] and in the domain Ω1 we arrive to the problem for a non loaded equation of the third order [12].

Thus, we now know all particulars, such that the solution of Problem 2.1, in the domains Ω1 and Ω2 can be
constructed from (5).

Problem 2.1 is uniquely solvable. Thus, Theorem 2.2 is proved. Analogously, one can also prove the
uniqueness of the solution to Problem 2.2.
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1. Introduction

A quantum graph is a rather old mathematical model introduced initially to aid in the description of macro-
molecules [1]. Later, it was used in many problems of quantum theory. In spite of its simplicity, the model gives
one a powerful instrument for investigating quantum systems. As for rigorous mathematical models of such type,
they appeared in the 80’s [2]. The mathematical background of the approach is the theory of self-adjoint operator
extensions (see, e.g., [3, 4] and references in [5]) related to model of point-like potentials in quantum physics.
There are a large number of works in the field (see, e.g., [6–9] and references therein).

The problem of time-dependent boundary conditions in the Schrödinger equation has attracted much attention
in the context of quantum Fermi acceleration [10]. A detailed study of the problem can be found in [11]. In
particular, it was pointed out that the problem of 1D box with a moving wall can be mapped onto that of
an harmonic oscillator with time-dependent frequency confined inside the static box. Time-dependent point-like
potentials and related topics of the operator extensions theory were studied in several works (see, e.g., [12] and
references therein). Star-like quantum graphs having edges with time varying lengths have been discussed [13].
Problems concerning the boundary conditions for time-depended interval are discussed in [14].

In the present paper, we consider simple quantum graph with a loop (see Fig. 1). The lengths of edges vary in
time. We construct a mathematical model and investigate the time evolution of initial wave packet.

2. The description of the model

2.1. Stationary problem

To describe the system evolution, we start from the stationary problem. The quantum graph is determined in

a conventional way. The Hamiltonian is the free Schrödinger operator, i.e. − d2

dy2
, at each edge and the Kircchoff

conditions at the internal vertex of the graph. The length of the segment is assumed to be 1, the circle radius is r.
Let us mark the electron wave function as φ` at the segment and as φr at the ring. Then, one has the following
equation at each edge:

− d2

dy2
φ`(y) = k2φ`(y), 0 ≤ y ≤ 1,

− d2

dy2
φr(y) = k2φr(y), 0 ≤ y ≤ 2πr,

φ`(0) = φr(0) = φr(2πr),

φ`(`) = 0,
d

dy
φl|y=0 +

d

dy
φr|y=0 −

d

dy
φr|y=2πr = 0.
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FIG. 1. Graph geometry

As for the boundary vertex of the graph, we assume here Dirichlet conditions. Eigenfunctions take the form:

φ
(n)
` (y) =

1

Bn

sin(kn(1− y))

sin(kn)
,

φ(n)r (y) =
1

Bn

cos (kn(y − πr))
cos (knπr)

,

where kn is the n−th positive root of the spectral equation having the form:

2 tan (πkr) = cot k.

Bn is the normalizing constant:

B2
n =

1

2 sin2(kn)
+

πr

cos2(πknr)
.

2.2. Non-stationary problem

Let us consider a non-stationary graph. We assume that the edge lengths vary with time, L` = L(t),
Lr = 2πrL(t). Here, L(t) is a smooth positive function (we will choose it later). In this case, the particle
dynamics in graph are described by the following time-dependent Schrödinger equation:

ı
∂

∂t
Ψ`(x, t) = − ∂2

∂x2
Ψ`(x, t), 0 ≤ x ≤ L(t),

ı
∂

∂t
Ψr(x, t) = − ∂2

∂x2
Ψr(x, t), 0 ≤ x ≤ 2πrL(t),

for the time-dependent wave function:

Ψ(t) =

(
Ψ`(x, t)

Ψr(x, t)

)
.

Here, the first argument of Ψ`(x, t) varies as follows 0 ≤ x ≤ L(t) and the first argument of Ψr(x, t) – in
0 ≤ x ≤ 2πrL(t). We choose the system of units in which the Planck’s constant, speed of light and the electron
mass are as follows: h̄ = c = 1, m = 1/2. The following coupling conditions (Kircchoff conditions) take place at
the internal vertex V0 of the graph and the Dirichlet condition at vertex V1:

Ψ`|x=0 = Ψr|ϕ=0 = Ψr|ϕ=2πr,

Ψ`(L(t)) = 0,
∂

∂x
Ψ`|x=0 +

∂

∂x
Ψr|x=0 −

∂

∂x
Ψr|x=2πr = 0.

(1)

Let us replace the variables at the edges: y =
x

L(t)
. Then, the equations change (we have the same equation

both at the segment and at the ring, they differ only in variables range):

ı
∂

∂t
Ψ`(y, t) = − 1

L2(t)

∂2

∂y2
Ψ`(y, t) + ı

L̇(t)

L(t)
y
∂

∂y
Ψ`(y, t), 0 ≤ y ≤ 1,

ı
∂

∂t
Ψr(y, t) = − 1

L2(t)

∂2

∂y2
Ψr(y, t) + ı

L̇(t)

L(t)
y
∂

∂y
Ψr(y, t), 0 ≤ y ≤ 2πr.
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To obtain a self-adjoint problem, we make the following replacement:

Ψ(t) =

(
Ψ`(y, t)

Ψr(y, t)

)
=

1√
L(t)

eı
LL̇
4 y2

(
ψ`(y, t)

ψr(y, t)

)
.

Correspondingly, one has the following equations for functions ψ`(y, t), ψr(y, t):

ı
∂

∂t
ψ`(y, t) = − 1

L2(t)

∂2

∂y2
ψ`(y, t) +

LL̈

4
y2ψ`(y, t), 0 ≤ y ≤ 1,

ı
∂

∂t
ψr(y, t) = − 1

L2(t)

∂2

∂y2
ψr(y, t) +

LL̈

4
y2ψ`(y, t), 0 ≤ y ≤ 2πr.

(2)

One can see that the Kirchoff conditions (1) remain for functions ψ`(y, t), ψr(y, t) at vertex V0 and the Dirichlet
conditions at V1.

Taking into account that now the geometric graph is stationary after the chang of variables, we use the
expansions with respect to complete system of orthogonal and normalized eigenfunctions of the self-adjoint operator
(see Section 2): (

ψ`(y, t)

ψr(y, t)

)
=
∑
n

Cn(t)

(
φ
(n)
` (y)

φ(n)r (y)

)
. (3)

Let us insert (3) into (2) and (3). We obtain the system for coefficients Cn:

ıĊm(t) = −k
2
m

L2
Cm(t) +

∑
n

MmnCn(t), (4)

where:

Mmn =
LL̈

4

 1∫
0

y2φ
(n)
` (y)φ

(m)
` (y)dy +

2πr∫
0

y2φ(n)r (y)φ
(m)
r (y)dy

 . (5)

This is an infinite system. We truncate it and numerically solve the obtained finite-size system. To consider the
evolution of wave packet, we realize the following procedure: we take some initial value for the wave function,
expand it in a series, truncate the series, solve the system for coefficients and summarize the series with coefficients
corresponding to chosen time value. Correspondingly, we choose the initial condition:

Ψ(0) =

(
Ψl(x, 0)

Ψr(x, 0)

)
.

The initial values for ψ`(y, t), ψr(y, t) are obtained in the following way:(
ψ`(y, 0)

ψr(y, 0)

)
=

(
L(0)e−ı

L(0)L̇(0)
4 y2Ψ`(y, 0)

0

)
.

Correspondingly, the initial values for our system of ordinary differential equation are as follows:

Cn(0) =

1∫
0

ψ`(y, 0)φ
(n)
` dy. (6)

The solution of the system (4) gives us values for Cn(t). By inserting it into (3), we obtain the wave function for
the moment t.

3. Results and discussion

We will choose the particular type of length variation, namely, the harmonic dependence:

L(t) = a+ b cos(ωt). (7)

Here, ω is the frequency of the length vibration. We take the following initial wave function (concentrated at the
segment):

Ψ(0) =

(
Ψl(x, 0)

Ψr(x, 0)

)
=

(
(1− cos(2πx))

√
2/3

0

)
.
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FIG. 2. The wave function at the ring (left) and segment (right) t = 0, t = 0.3 (arbitrary units)

FIG. 3. The wave function at the ring (left) and segment (right) t = 0.3, t = 0.6 (arbitrary units)

FIG. 4. The wave function at the ring (left) and segment (right) t = 0.6, t = 0.9 (arbitrary units)
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FIG. 5. The wave function at the ring (left) and segment (right) t = 0.9, t = 1.2 (arbitrary units)

FIG. 6. The wave function at the ring (left) and segment (right) t = 1.2, t = 1.5 (arbitrary units)

FIG. 7. The wave function at the ring (left) and segment (right) t = 1.5, t = 1.8 (arbitrary units)
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The wave function for the time moment t is obtained by the procedure described in the previous section. The
following parameters are chosen: a = 1, b = 1/2, ω = 1, r = 1. Time evolution of the wave packet is shown in
Figs. 2–7, corresponding to time values t = 0, t = 1.1, t = 1.3, t = 1.4 in initial coordinate system.
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In this work, we propose a simple theoretical method for predicting the rate and localization of magnetic field guided particle deposition from
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1. Introduction

Colloidal solutions of magnetic particles find an increasing number of applications in biomedicine and mi-
crofluidics. This is due to the fact that the transport of these particles can be remotely controlled through application
of a local magnetic field.

The biocompatibility and non-toxicity of magnetic colloids has led to their extensive use in the following:
targeted drug delivery [1–6]; clinical diagnostics as contrast agents for magnetic resonance imaging [6–10]; tumor
therapy by controlled hyperthermia [9–12]; cytological studies [13–17]; and in catheter embolization of blood
vessels [18].

The precise control and numerous manipulation techniques for magnetic delivery enable its applications in
chemical analysis and processing [19–21], lab-on-a-chip construction [21–23], and in the fabrication of functional
materials [24–26].

When magnetic deposition is used for guided transport and assembly of colloidal matter, the electric double
layer forces can match or even exceed the driving magnetic force. However, this type of interaction is generally
omitted from theoretical studies of field guided magnetic particle transport [2, 27–30].

The aim of this work is to develop a theoretical description of magnetic particle deposition that accounts for
the colloidal electric double layer interactions between the particles and the vessel walls.

2. Methods

2.1. Model system

We consider an aqueous colloidal solution of spherical magnetic particles flowing through a capillary and
subjected to the field of a permanent rectangular magnet (see Fig. 1A). Two coordinate systems are used throughout
this work, with Cartesian coordinates (x, y, z) linked to the magnet and cylindrical coordinates (r, θ, z) linked to
the capillary.

The capillary is characterized by its internal radius R and the closest separation L between the tube interior
and the magnet. The permanent magnet has the dimensions dx, dy , dz along the respective axes.

The particles have a compound structure with superparamagnetic cores embedded in a functionalized shell (see
Fig. 1B). The cores transport the functional materials contained in the shell, guided by the applied magnetic field.

2.2. Magnetic force

The force FM acting on a particle containing superparamagnetic cores in a magnetic field B is given by [31]:

FM = MΣ∇ |B| , (1)

where MΣ is the total magnetic moment of the particle cores along the applied field. The magnetic moment of an
ensemble of identical superparamagnetic cores above the blocking temperature can be expressed as [32]:

MΣ = N M0 Λ

(
M0 |B|
kT

)
, (2)
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FIG. 1. A – Schematic depiction of model system. B – Model particle structure

where Λ(ξ) = coth(ξ)− 1/ξ – Langevin function; N – number of magnetic cores in the particle; M0 – maximum
magnetic moment of a single core; k – Boltzmann constant; T – temperature. The value of M0 can be found by
fitting an experimental magnetization curve with the expression (2).

We use the analytic expressions from [33] to find the components of the magnetic field due a rectangular
permanent magnet;

Bx (x, y, z) =

− K

2

[
Γ (dx − x, y, z − z0) +Γ (dx − x, dy − y, z − z0)−Γ (x, y, z − z0)− Γ (x, dy − y, z − z0)

]z0=dz

z0=0
, (3)

By (x, y, z) =

− K

2

[
Γ (dy − y, x, z − z0) +Γ (dy − y, dx − x, z − z0)−Γ (y, x, z − z0)− Γ (y, dx − x, z − z0)

]z0=dz

z0=0
, (4)

Bz (x, y, z) =

−K
[
Φ (y, dx − x, z − z0) +Φ (dy − y, dx − x, z − z0) + Φ (x, dy − y, z − z0) + Φ (dx − x, dy − y, z − z0) +

Φ (dy − y, x, z − z0) + Φ (y, x, z − z0) + Φ (dx − x, y, z − z0) + Φ (x, y, z − z0)
]z0=dz

z0=0
, (5)

where K is a parameter characterizing the magnetization of the permanent magnet:

Γ (ξ1, ξ2, ξ3) = ln

[√
ξ2
1 + ξ2

2 + ξ2
3 − ξ2√

ξ2
1 + ξ2

2 + ξ2
3 + ξ2

]
,

Φ (ξ1, ξ2, ξ3) =

arctan

[
ξ1
ξ2

ξ3√
ξ2
1 + ξ2

2 + ξ2
3

]
, y 6= 0;

0, y = 0.

2.3. Colloidal force

Solid-liquid interfaces tend to acquire charge due to surface group reactions, leading to the formation of electric
double layers (EDLs) [34]. Overlapping diffuse parts of EDLs give rise to colloidal interaction forces between
interfaces. For like-charged surfaces, these forces typically are repulsive [35].

The colloidal EDL interaction is completely defined by the interfacial charges and the spatial distribution of
dissolved ions compensating those charges. It has been shown that the characteristic time scales of ion and particle
motion allow one to approach the EDL structure problem as quasi-electrostatic [34]. For systems with low-to-
medium surface potentials and absence of multivalent electrolytes in the solution, the mean-field Poisson-Boltzmann
theory provides an adequate description of ion and potential distributions in the system [35].

In present work, we only consider the interactions between particles and capillary walls. The capillary radius R
is taken to be much larger than the particle radius a and the characteristic charge-screening distance in the solution
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(Debye length is less than 1 µm in aqueous solutions). Therefore, we can use the Poisson–Boltzmann equation
solution for a flat wall to describe the electric potential distribution φ(r) in capillary’s EDL [35]:

φ(r) = 2
kT

e
ln

(
1 + λ exp [−κ (R− r)]
1− λ exp [−κ (R− r)]

)
, λ = tanh

(
eζC
4kT

)
, (6)

where ζC – surface (zeta) potential of capillary walls; κ – inverse Debye screening length:

κ2 =
2I e2

εε0kT
,

I – ionic strength of the solution; ε – dielectric permittivity of the solution; ε0 – dielectric constant.
The dominant component of the colloidal EDL interaction is given by the electrostatic force exerted on the

particles by the charged capillary wall and the ions of its EDL. This force can be found from (6) as [35]:

FC = nwQeff 4
kT

e

κλ exp [−κ (R− r)]
1− (λ exp [−κ (R− r)])2 , (7)

where nw = −r/|r| – unit vector normal to the capillary wall, pointing inwards; Qeff – effective particle charge
that can be related to particle surface (zeta) potential ζP as [36]:

Qeff = 4πεε0 ζPa exp (κa) .

2.4. Magnetic particle deposition

We now study the motion of magnetic particles in the described system. The particles are considered to
be carried through the capillary by a laminar liquid flow exhibiting Poiseuille velocity profile. Only the most
significant forces acting on the particles are considered: the magnetic force, the viscous drag and the colloidal
EDL interaction with capillary walls. The resulting equations of motion for a magnetic colloidal particle are:

V̇ =
FM + FC

m
− γ

(
V −VP

)
,

V|t=0 = V0,
(8)

where V – particle velocity; FM – magnetic force (1); FC – colloidal force (7); m – total mass of the particle;
γ = 6πηa/m – viscous friction coefficient; η – dynamic viscosity of the liquid; VP – liquid flow velocity given
by:

VP = izV
max
P

(
1− r2

R2

)
, (9)

here iz – unit vector in the direction of z axis; V max
P – maximum flow velocity.

When the inertial term V̇ in (8) is negligible, the system evolves in a quasi-stationary regime (QSR). The
velocity a particle would have in QSR is denoted as U and can be found from (8) as:

U =
FM + FC

γm
+ VP. (10)

We will now derive a sufficient a priori condition for the quasi-stationary regime in the considered system.
The solution to the original system (8) has the following form:

V = V0e
−γt +

t∫
0

e−γ(t−t
′)
(
FM + FC

m
+ γVP

)
dt′. (11)

We note that by using the definition (10), the solution (11) can be rewritten as:

V = V0e
−γt + γ

t∫
0

e−γ(t−t
′)U(t′)dt′. (12)

Expression (12) describes a system with memory of its previous states, and the memory function is decaying
exponentially. The memory span of this system can be estimated as ∆t = 3/γ, corresponding to a tenfold decay
of the exponential function.

Therefore, the particle velocity when t > ∆t can be found as:

V = γ

t∫
t−∆t

e−γ(t−t
′)U(t′)dt′. (13)
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From the first mean value theorem for definite integrals, there is such t̃i, t−∆t < t̃i < t, that:

Vi(t) = Ui(t̃i)γ

t∫
t−∆t

e−γ(t−t
′)dt′ = Ui(t̃i), (14)

where i = x, y, z – coordinate index; Vi, Ui – i-th component of particle velocity vector and quasi-stationary
velocity vector respectively.

According to (14), when the QSR velocity Ui varies insignificantly over the time ∆t so that Ui(t̃i) ≈ Ui(t),
the quasi-stationary regime ensues. Hence, we can formulate the sufficient condition for the QSR:∣∣∣∣Ui(t)− Ui(t−∆t)

Ui(t)

∣∣∣∣� 1. (15)

This condition, however, requires the prior knowledge of particle trajectories and cannot be checked a priori.
We now assume that the quasi-stationary velocity Ui varies linearly with time over the course of ∆t:

Ui(t)− Ui(t−∆t) = U̇i

∣∣∣
t

∆t.

Then, the condition (15) reduces to:

∆t

∣∣∣∣∣∣
U̇i

∣∣∣
t

Ui(t)

∣∣∣∣∣∣� 1. (16)

We note that when the forces acting on the particle and the liquid flow velocity profile do not change in time, the
following is true:

U̇i = (V · ∇Ui) . (17)

From the definition of t̃i, it follows that:

t− t̃i = αi ∆t, 0 < αi < 1, (18)

and, using (14):

Vi(t) = Ui(t̃i) = Ui(t)− U̇i

∣∣∣
t
αi∆t. (19)

If the condition (16) is satisfied for all coordinates:

|Ui| � ∆t
∣∣∣U̇i∣∣∣ , ∀i, i = x, y, z,

then, according to (18):

|Ui| � αi∆t
∣∣∣U̇i∣∣∣ , ∀i, i = x, y, z. (20)

Thus, combining (17), (19) and (20), we can finally rewrite the sufficient condition for quasi-stationary regime
(16) as:

∆t

∣∣∣∣ (U · ∇Ui)Ui

∣∣∣∣� 1, ∀i, i = x, y, z. (21)

The resulting expression (21) can be directly evaluated at each point of the considered system and does not
require the prior knowledge of particle trajectories. Therefore, (21) is the sufficient a priori condition for the
quasi-stationary regime.

In areas where condition (21) is met, the magnetic particle velocity field can be obtained directly from (10).
To evaluate the rate and the localization of the particle deposition in an external magnetic field, we use the

obtained velocity field to calculate the particle flux onto the capillary walls. From the continuity equation for a
steady flow ∇ · (CU) = 0, we get the following expression for the particle flux jP:

jP = (nw ·U)C0 exp

− t∫
0

(∇ ·U) dt′

 , (22)

where C – local particle concentration; C0 – particle concentration far from the magnet.
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3. Results and discussion

We presented a simple theoretical method for predicting the particle flux during the magnetic deposition from
colloids that accounts for the EDL interactions between particles and capillary walls. The method is realized in
three steps:

(1) Evaluation of the quasi-stationary regime condition (21) for the considered system to check for the method
applicability.

(2) Analytical calculation of the particle velocity field from (10).
(3) Numerical computation of the particle flux onto the capillary walls using (22).

Note that for the rough estimate of particle flux, the local particle concentration can be equated to the bulk
concentration C0, resulting in analytical expression for the flux: jP = (nw ·U)C0.

Condition (21) poses limits on the spatial rate of change for forces acting on the particle and on the maximum
velocity of the flow. For colloidal interactions, this generally means that the method is applicable for systems
with either very high ionic strength (so that the EDL forces are rendered insignificant), or low ionic strength (less
than 10−5 M).

FIG. 2. Streamlines of particle velocity field in the capillary central cross section perpendicular
to the surface of the magnet and the direction of liquid flow. Inner capillary radius R = 0.5 mm;
distance from the magnet L = 0.5 mm (depicted not to scale); particles with radius of a = 600 nm
are submerged in water at room temperature flowing with maximum velocity of Vmax

P = 0.2 m/s;
Reynolds number Re = 102

We now demonstrate how the suggested method can be used to study the effects of system parameters on
magnetic particle deposition.

Properties of the magnetic cores are chosen to reflect those of the 10 nm magnetite nanoparticles reported
in [37], with maximum magnetic moment of a single core M0 = 178 ·10−21 N·m/T. The bulk particle concentration
is fixed at C0 = 1015 1/m3.

With the functional material located in the particle shell, we take the shell volume to be the same for all
considered particle sizes and equal to 0.065 µm3. Because of that, the shell material mass flux is always directly
proportional to the particle flux demonstrated in the following sections.

For simplicity, in this work we consider the surface potentials of the capillary and the particles to be equal:
ζC = ζP = ζ.

The parameters of the magnet are based on the rectangular neodymium magnet from [37], with dimensions of
dx = 30 mm, dy = 20 mm, dz = 10 mm and magnetization constant K = 0.269 N/A·m2.

A typical particle velocity field for such systems is depicted in Fig. 2.

3.1. Particle flux in a system imitating a blood vessel

First, we consider a model system with parameters matching those of a human artery. The liquid is at body
temperature and has the viscosity and the ionic strength of blood (η = 2.8 mPa·s and I = 154 mM). At high ionic
strength values for this system, the EDL interactions are usually insignificant [35]. Maximum flow velocity is
V max
P = 0.9 m/s, inner vessel radius is R = 2 mm, Reynolds number is Re = 6 · 102.

The deposition of 3 µm magnetic particles under the applied magnetic field is studied for three different
separations between the vessel interior and the magnet (see Fig. 3). These correspond to different blood vessel
depths. As demonstrated in Fig. 3, the suggested method allows prediction of both the rate and localization of
particle deposition for the considered systems. As the magnetic force decays further away from the magnet, the
particles flux decreases and becomes less localized.
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FIG. 3. Particle flux distribution over the capillary wall in a system imitating human artery with
the vessel interior separated from the magnet by: A – 1 mm, B – 5 mm, C – 10 mm. Lines
indicate the location of magnetic poles beneath the capillary

For a given vessel depth, the particle flux can be adjusted by changing the volume of magnetic cores embedded
in the particle. This is illustrated in Fig. 4.

3.2. Particle flux in a microfluidic system at low ionic strength

Second, we consider a system with magnetic particles carried by an aqueous solution with low ionic strength.
In this case, the EDL interaction between the particles and the capillary walls can be significant, depending on
their surface potentials.

The liquid is at room temperature and has an ionic strength of I = 10−3 mM. Maximum flow velocity is
V max
P = 0.5 m/s, capillary interior is separated from the magnet by L = 1 mm and has the radius of R = 0.5 mm;

Reynolds number is Re = 3 · 102.
The magnetic deposition of 700 nm particles is compared for different values of surface potentials in the

system (see Fig. 5). When a non-negligible interfacial charge is present, a repulsion counteracting the magnetic
force arises. As a result, with increasing surface potential the area of particle deposition localization decreases (see
Fig. 5B,C) until the particle flux onto the capillary wall is terminated.

At the same time, colloidal EDL forces slow down the approaching particles and focus them around the magnet
poles, thus increasing the local particle concentration. This may result in a higher particle flux when compared to
a system with no colloidal repulsion, as seen in Fig. 5A,B. Further rise in surface potential, however, will lead to
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FIG. 4. Maximum particle flux as a function of particle size (with shell volume being fixed) at
different separations between vessel interior and the magnet

FIG. 5. Particle flux distribution over the capillary wall in systems exhibiting different surface
potential: A – 0, B – 25 mV, C – 30 mV. Lines indicate the location of magnetic poles beneath
the capillary
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particle flux decrease (compare Fig. 5B,C). This is due to particle velocity drop overpowering the gain in local
concentration. The balancing between particle concentration and velocity near capillary wall also explains the
bifurcation of the flux maxima observed in Fig. 5.

4. Conclusions

The work proposes a simple theoretical method for predicting the rate and localization of magnetic particle
deposition from aqueous colloids. This method accounts for electric double layer interactions between particles
and capillary walls in low ionic strength solutions. When applicable, the method allows one to estimate the system
parameters required for achieving a specified deposition regime.

The results obtained for the magnetic deposition with significant electric double layer forces suggest that the
presence of colloidal interactions can increase the rate of particle deposition and improve its localization.
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1. Introduction

The dynamics of three-dimensional few-cycle optical pulses propagating in an inhomogeneous medium with
metallic carbon nanotubes (CNTs) have been theoretically investigated in this paper. It is well known that there
are different types of CNTs (chiral, arm-chair, and zig-zag); additionally, the chiral nanotubes can be either
semiconducting or metallic, corresponding to the numbers determined by the different methods of graphene rolling
up into CNT. Since there is no energy gap in the electronic spectrum in metallic CNTs, effects similar to those
observed in graphene layer are possible. The study of three-dimensional few-cycle optical pulse (light bullet)
dynamics in different media is of great interest not only from a theoretical point of view, but is also important for
practical applications [1–3]. Note that light bullets are not stable and spreading in vacuum or linear media due
to dispersion impact. For stable propagation of such pulses, the nonlinear medium in which the effects associated
with dispersion could be offset by the nonlinear effects is required [4–7]. From this point of view, CNTs are
promising media for the three-dimensional few-cycle optical pulse propagation, since in CNTs, the nonlinearity
is determined by nonparabolicity of the electron dispersion law which interact with the light pulse field [8–10].
In the above mentioned research the results were obtained for CNTs of the zig-zag type. Since we consider the
interaction between the pulse’s electric field and the CNT conduction band electrons, the analysis of the light
bullet’s stable propagation in the array of metallic CNTs due to the change in the electron dispersion law is
absolutely non-trivial [11]. An increased focus on similar pulses is due to a wide range of practical applications,
such as ultra-high resolution microscopy, data transfer via fiber-optic communication lines, micro- and nanoparticle
manipulations, etc. [12–15]. The importance of practical applications and considerations mentioned above give
considerable impetus to the present research.

2. Basic equations

The electromagnetic pulse propagation in carbon nanotube array has been considered, wherein both the pulse
electric field and the current are directed along the nanotube axis. The geometry of the problem is presented in
Fig. 1.

The Hamiltonian for electron system can be written in the form:

H = γ
∑
j∆σ

a+
jσa

+
j+∆σh.c.,

where a+
jσ , ajσ are creation and annihilation operators of electrons at site j with spin σ, γ is a hopping integral,

determined by the electron wave function overlapping at adjacent sites.
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FIG. 1. Geometry of the problem, where j(x, y, t) is the current along the CNT axis, E(x, y, t)
is the pulse electric field

Using the following Fourier series:

a+
nσ =

1

N1/2

∑
j

a+
jσ exp(ijn),

anσ =
1

N1/2

∑
j

ajσ exp(−ijn),
(1)

which diagonalizes the Hamiltonian H , thus making it easy to obtain the electron’s spectrum describing the
properties of electron subsystem in absence of the Coulomb repulsion εs(p).

As a rule, the study of carbon nanotubes’ electronic structure is carried out in framework of aanalysis of
dynamics of π-electrons in strong-coupling approximation. The CNT radius is considered to be much smaller than
characteristic dimension of light bullet that allows us to neglect the field spatial inhomogeneity in nanotubes:

ε(kx,y) = ±γ0

(
1 + 4 cos

(
qπ

Nx
− Nyka

2Nx

)
+ 4 cos2

(
qπ

Nx
− Nyka

2Nx

))1/2

, (2)

where γ0 ≈ 2,7 eV, ka belongs to the interval [−π;π], k is the wave vector along the CNT axis, a = 3b/2h̄,
b = 0.152 nm are the distances between adjacent carbon atoms. Nya corresponds to the translation operation, and√

3Nxa corresponds to the rotation operation.
Suppose that Nx = Ny . Thus, we get the dispersion law for CNT of arm-chair type with metallic conductivity.

Note that Nx is the number of hexagons along the circumference of carbon nanotubes.
A current arising in a metallic carbon nanotube is due to electrons which are described by the dispersion law

for a branch crossing the Fermi level. The explored current is ballistic, i.e., flowing at times much shorter than the
electron’s relaxation times.

Using the standard Coulomb gauge [16] E = −∂Ac∂t, the pulse electromagnetic field can be described by the
Maxwell equations as follows:

∂2E

∂x2
+
∂2E

∂2
+
∂2E

∂z2
− n2(x, y, z)

c2
∂2E

∂t2
+

4π

c
j = 0, (3)

where E is the light pulse electric field, j is the current density resulted from the pulse electric field action upon
the CNT conduction band electrons, t is time, c is speed of light in the medium, n(x, y, z) is the coefficient
determining spatial variation of the carbon nanotube density.

The expression for the current density is given by:

j = e
∑
ps

vs(p−
e

c
A(t))

〈
a+
psaps

〉
, (4)

where vz = ∂εs(p)/∂p, and the angle brackets denote an averaging with nonequilibrium density matrix ρ(t):
〈B〉 = Sp(B(0)ρ(t)). Due to the motion equation, we obtain:

〈
a+
psaps

〉
=
〈
a+
psaps

〉
0
, where 〈B〉0 = Sp(B(0)ρ(0)).
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Expanding vs(p) in a Fourier series and summing up over s and p, we get:

j = −en0

∑
k

Bk sin

(
ke

c
A(t)

)
,

Bk =

m∑
s=1

π/a∫
−π/a

dpAks cos(kp)
exp(−βεs(p))

1 + exp(−βεs(p))

where n0 is the concentration of equilibrium electrons in carbon nanotubes, β = 1/kT ,

Aks =

π/a∫
−π/a

vs(p) sin(kp)dp

are expansion coefficients decreasing with increasing k.
Finally, the nondimensionalized equation can be written in the form:

∂2B

∂z2
+

1

r

∂

∂r

(
∂Bz
∂r

)
− n(z, r) sin(B) +

∞∑
k=2

Bkn(z, r) sin(kB) = 0, r =
√
x2 + y2. (5)

Since there is a cylindrical symmetry, the summand, depending on the angle of rotation, tends to zero.
Note that equation (5) is a generalization of the well-known sine-Gordon equation.
Solving the problem, we neglect the diffraction spreading of the laser beam in direction along the CNT axis.

We ignore the substrate electric field as well. Note that since both the typical size of CNTs and the distance
between them are much smaller than the spatial domain typical size in which a few-cycle pulse is localized, we
can use the continuous medium approximation and consider the current distributed over the volume.

3. Results of numerical calculations

Equation (5) under study has been solved numerically using the explicit finite difference cross-type schemes [17].
The time and coordinate steps were determined from standard stability conditions, and decreased until the solution
changed in the eighth significant sign. Initial conditions for the vector potential of the light bullet electric field
were given by the equations in Gaussian form:

A (z, r, 0) = Q exp

(
− (z − z0)

γz

2
)

exp

(
− r

2

γz

)
,

dA (z, r, 0)

dt′
=

2Qvz

γ2

(
−z − z0

γz

)2
∣∣∣∣∣
t′=0

exp

(
− r

2

γz

)
,

here Q is pulse amplitude, γz , γr are the parameters determining the pulse widths in z- and r-direction respectively,
and v is the initial pulse velocity.

According to the numerical calculation results, the light bullet propagation is stable and the obtained evolution
is presented in Fig. 2.

As can be seen from the figures, the solution for three-dimensional light bullet in an inhomogeneous nonlinear
medium with metallic carbon nanotubes remains localized, but changes its spatial structure due to dispersion
effects. The simultaneous impact of both the medium’s nonlinearity and dispersion effects leads to complex
structure formation on the pulse’s trailing edge, which remains localized in a limited spatial domain.

The results of numerical simulation, depending on period of inhomogeneity are shown in Fig. 3. As expected,
a few-cycle pulse propagates faster as the lattice constant increases. It is obvious, that under the infinite lattice
constant due to lack of the interference effects the pulse will propagate with maximum velocity. Namely this fact
was confirmed in consequence of the numerical analysis results. The pulse shape distortion should also be noted.

The following result deals with the dependence of both the shape and velocity of few-cycle pulses on modu-
lation depth of nonlinear medium α and is shown in Fig. 4.

It should be noted that increase in modulation depth α leads not only to the pulse delay (for the reasons
mentioned above) but to a change in its shape as well, due to the strong interference. The obtained results can also
help to predict the value of pulse spreading when it slows down by means of nonlinear lattices in carbon nanotube
media.
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FIG. 2. Propagation of the light bullet in inhomogeneous medium of metallic CNTs (χ =
2.5 mcm is the lattice constant, α = 0.1 is the modulation depth) at a fixed period of time
T . A) 4 × 10−12 s; B) 6 × 10−12 s; C) 8 × 10−12 s; D) 10 × 10−12 s. The relative units of
coordinates and electric field are along the axes

FIG. 3. Propagation of the light bullet in inhomogeneous medium of metallic CNTs at a fixed
period of time T = 8 × 10−12 s with different value of the lattice constant χ A) 0.125 mcm;
B) 0.175 mcm; C) 0.225 mcm; D) 0.25 mcm. Relative units of coordinate and electric field are
along the axes
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FIG. 4. Propagation of the light bullet in inhomogeneous medium of metallic CNTs (χ = 5 mcm
is the lattice constant) at at fixed time with different modulation depth α A) 0.1α; B) 0.3α;
C) 0.7α; D) 0.9α. The relative units of coordinates and electric field are along the axes

4. Conclusion

The performed investigation allows us to make the following conclusions:

1. The three-dimensional few-cycle optical pulse (light bullet) propagation in inhomogeneous medium with
metallic carbon nanotubes is stable.

2. The conversion of CNT conductivity type from semiconductor to metallic one does not significantly affect
the dynamics of three-dimensional few-cycle pulse propagation, which is of great importance for practical
applications.
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Quantum random number generation allows one to obtain the absolutely random sequences by using nondeterministic physical processes.

Fluctuations of the vacuum, recorded by homodyne detection, can be one of the entropy sources in those generators. In this paper, a system of

quantum random numbers generation, based on vacuum fluctuations and using a fiber Y-splitter is presented.
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1. Introduction

Random number generators based on various sources of entropy are used in many branches of science and
technology. The use of nondeterministic physical processes enables one to obtain true random sequences that can
be utilized in applications where a high degree of randomness is necessary, such as cryptography both classical
and quantum [1]. Quantum processes, in which randomness is determined by fundamental physical principles, can
be used as a source of entropy for physical generators of random numbers.

Single photon detectors are required for most parts of quantum random number generators (QRNG), which use
the spatial [2,3] or the time [4,5] mode as a source of entropy. This leads to the fact that the speed characteristics
of these systems are limited. The same problem arises in schemes based on measuring the number of photons in
radiation [6, 7]. QRNG based on vacuum fluctuations [8–11] allow one to obtain true random sequences without
using single photon detection and, accordingly, with lower limitations of speed characteristics.

A QRNG scheme based on vacuum fluctuations was patented in 2007 [8]. The operation principle of this
generator type is the extraction of randomness from quantum noise obtained after subtracting signals from the
beam splitter outputs on the balanced detector. A coherent state is sent by a laser to first of beam splitter inputs
vacuum state – to second, then these two signals are mixed at a beam splitter and output signals goes to balanced
detector, where they are subtracted from each other. The obtained resulting signal is quantum noise which can be
transformed into a random sequence by postprocessing. The main advantage of this scheme is the measurement of
quantum states by classical detectors which is utilized in homodyne detection.

A similar QRNG with a speed of 6.5 Mbit/s [9] was demonstrated in 2010; the sequences were processed by
using a cryptographic hash function. In the same year, another group of researchers achieved a generation rate of
12 Mbit/s, data was cleared from electrical noise by postprocessing [10]. A system that allows one to achieve the
generation rate of 2 Gbit/s was created in 2011 [11]. In that work, two methods of postprocessing (one of them
with protection against extraneous interference) were used. In all works listed above, beam splitters with two input
ports and two output ports were used.

The purpose of our research was development of the fiber device for high-speed random number generation
based on vacuum fluctuations that can be used in a subcarrier quantum communication system [12].

2. Theoretical modeling

In works [9–11], using beam splitters with four ports (Fig. 1a) a separate port is used to enter vacuum states.
For the scheme that we use the Y-splitter acts as the splitter of radiation (Fig. 1b).

The advantages of using the Y-splitter are following: compactness of the final device, possibility of integration
with solutions based on fiber optics, implementation of high-speed devices created from integrated elements and,
in the future, integrated circuits.

We compared the mathematical description of the beam splitter with two input ports and two output ports with
a mathematical description of the Y-splitter to analyze the possibility of applying Y-splitter in the experimental
QRNG based on vacuum fluctuations.
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FIG. 1. a) Scheme of a beam splitter with angle θ, where to the first splitter input a coherent
state is sent, and to other input - a vacuum state. b) Optical Y-splitter. a1, a2, a3 – operators
arriving at the 1st, 2nd and 3rd ports, respectively, b1, b2, b3 – operators at the outputs of the
splitter

In case if input signal a1 that can be characterized by coherent state |α〉 with parameter α is sent to one of
the beamsplitter inputs and vacuum state |0〉 is sent to other input port, then output signals can be characterized
by Poisson distribution: with parameter |a cos θ〉 at first output of beam splitter and with parameter |a sin θ〉 at the
second output.

If beam splitter is symmetrical (θ = π/4), then we obtain expression, describing signals B1 and B2 at both
outputs:

B1 = B2 =
1√
2
A1. (1)

The fiber splitter (Fig. 1b) has been presented as a system with three inputs and three outputs as signal in each of
the ports can be distributed in two opposite directions. Relations between input and output operators of Y-splitter
were derived by using a matrix description, allowing us to show the interaction between each pair of signals:b

+
1

b+2
b+3

 =

−
√

1− 2λ2 β β

λ −γ
√

1− β2 − γ2

λ
√

1− β2 − γ2 −γ


a

+
1

a+2
a+3

 . (2)

where λ is proportionality factor, connecting input signal at 1st port with output signals at 2nd and 3rd ports; β
connects input signals at 2nd or 3rd ports with output signal at 1st port; γ connects input and output signals of 2nd
or 3rd port. According to the unitarity conditions for the parameters of the matrix described above the following
relations must be satisfied: {

−
√

1− 2λ2β − λγ + λ
√

1− β2 − γ2 = 0,

β2 − 2γ
√

1− β2 − γ2 = 0.
(3)

Solving the system, we get the following parameter values: λ =
√

2γ(1− γ), β = −
√

2γ(1− γ), so equation (2)
takes the following form:b

+
1

b+2
b+3

 =

 1− 2γ −
√

2γ(1− γ) −
√

2γ(1− γ)√
2γ(1− γ) −γ 1− γ√
2γ(1− γ) 1− γ −γ


a

+
1

a+2
a+3

 . (4)

We also calculated some statistical parameters of signal at the outputs of the scheme, using a Y-splitter. Photon
birth operators at outputs of ports 1, 2 and 3 can be described as follows:

b+1 = (1− 2γ)a+1 −
√

2γ(1− γ)(a+2 + a+3 ), (5)

b+2 =
√

2γ(1− γ)a+1 − γα
+
2 +(1− γ)a+3 , (6)

b+3 =
√

2γ(1− γ)a+1 + (1− γ)α+
2 − γa

+
3 . (7)

Since a coherent state is sent to the first port of the splitter, and to ports 2 and 3 – a vacuum state |0〉, then the
average number of photons at outputs of the Y-splitter can be described by these expressions:

n1out = 〈0|3〈0|2〈α|1
(

(1− 2γ)a+1 −
√

2γ(1− γ)(a+2 + a+3 )
)
×(

(1− 2γ)a1 −
√

2γ(1− γ)(a2 + a3)
)
|α〉1|0〉2|0〉3 = (1− 2γ)2α2, (8)
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n2out = 〈0|3〈0|2〈α|1
(√

2γ(1− γ)a+1 − γα
+
2 +(1− γ)a+3

)
×(√

2γ(1− γ)a1 − γα(
21− γ)a3

)
|α〉1|0〉2|0〉3 = 2γ(1− γ)α2, (9)

n3out = 〈0|3〈0|2〈α|1
(√

2γ(1− γ)a+1 + (1− γ)α+
2 − γa

+
3

)
×(√

2γ(1− γ)a1 + (1− γ)α2 − γa3
)
|α〉1|0〉2|0〉3 = 2γ(1− γ)α2. (10)

The differential current operator ∆i can be characterized as follows:

∆i = k2b
+
2 b2 − k3b

+
3 b3, (11)

where k1, k2 – quantum efficiencies of 1st and 2nd detectors.
In the case of detectors with different quantum efficiencies, the average value of the difference current 〈∆i〉

is:

〈∆i〉 = 〈0|3〈0|2〈α|1(k2b
+
2 b2 − k3b

+
3 b3)|α〉1|0〉2|0〉3 = 2γ(1− γ)(k2 − k3)α2. (12)

The dispersion of the differential current D(∆i) and mean square deviation of the differential current δi from the
average value can be described by the following expression:

D(∆i) = 2γ(1− γ)(k22 + k23)α2, (13)

δi = α
√

2γ(1− γ)(k22 + k23). (14)

In the case where the signal coming from the first port is distributed only between the outputs of ports 2 and 3 of
the Y-splitter, γ = 1/2. Then, the relationship between each pair of operators at the input and at the output from
the system can be displayed using the following expression:

b
+
1

b+2
b+3

 =


0 − 1√

2
− 1√

2
1√
2

−1

2

1

2
1√
2

1

2
−1

2


a

+
1

a+2
a+3

 . (15)

If we send input signal to first port only, then signals B2 and B3 at outputs of ports 2 and 3 can be described by
the following expression:

B2 = B3 =
1√
2
A1. (16)

We can see that the signals obtained at the outputs of the beam splitter with four ports, when laser and vacuum
signals were sent to inputs, coincide with signals obtained at the outputs of the Y-splitter. In this particular case,
the average numbers of photons at the Y-splitter outputs are:

n1out = 0, (17)

n2out = n3out =
1

2
α2. (18)

In the case of detectors with different quantum efficiencies, the average value of the differential current, the
dispersion, and the mean square deviation of the differential current from the mean value can be expressed as
follows:

〈∆i〉 =
1

2
(k2 − k3)α2, (19)

D(∆i) =
1

2
(k22 + k23)α2, (20)

δi = α

√
1

2
(k22 + k23). (21)

The above described calculations were carried out for a symmetric Y-splitter. Since experimental devices do not
have an ideal symmetry, it is necessary to consider the asymmetric case. We can describe the relationship between
of the vector of the input signals A and the vector of the output signals B via the sum of the conversion matrix U
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indicated in (15) and the matrix Ũ describing the small perturbations on the system. We consider the case when
the matrix Ũ is real.

B = (U + Ũ)A, (22)

b
+
1

b+2
b+3

 =




0 − 1√

2
− 1√

2
1√
2

−1

2

1

2
1√
2

1

2
−1

2

+

u11 u12 u13
u21 u22 u23
u31 u32 u33



a

+
1

a+2
a+3

 . (23)

To observe the unitarity conditions obtained by summing the matrix, it is necessary in the linear approximation for
uij to satisfy the condition: 

u31 = −u21,
u32 =

√
2u12 + u22,

u33 =
√

2u12 + u22 −
√

2u21,

u11 = −
√

2u21 +
√

2u12 + 2u22,

u23 = u22 −
√

2u21,

u13 = −u12.

(24)

The changes of signals, receiving on the outputs of Y-splitter ports 2 and 3, are affected by the components u21
and u31 due to asymmetry. From the expressions described above it is clear that these elements of the matrix Ũ
are the same in absolute value, but they are different in sign.

In the asymmetric case, the average numbers of photons at the outputs of the Y-splitter are:

n1out = 0, (25)

n2out =

(
1

2
+
√

2u21

)
α2, (26)

n3out =

(
1

2
+
√

2u31

)
α2. (27)

In the case of detectors with different quantum efficiencies, the average value of the difference current, dispersion
of the differential current, and mean square deviation of the differential current from the average value can be
described by the following expressions:

〈∆i〉 =

(
1

2
+ 2
√

2u21

)
(k2 − k3)α2, (28)

D(∆i) =

(
1

2
(k22 + k23) +

√
2(k22 − k23)u21

)
α2, (29)

δi = α

√
1

2
(k22 + k23) +

√
2(k22 − k23)u21. (30)

The practical possibility of generating true random numbers by QRNG based on vacuum fluctuations and using
Y-splitter was confirmed experimentally.

3. Experimental setup and postprocessing

The scheme of our experimental setup is represented in Fig. 2. We used a 10 mW 1550 nm Teraxion-NLL
laser (L). After passing fiber optical isolator (OI), based on the Faraday Effect (isolation ≥ 28 dB at 1550 nm), to
reflections neutralization, and attenuator (A) the radiation goes to fiber Y-splitter with dividing coefficient 50/50.
Two p-i-n photodiodes (fid13z81pz) with quantum efficiencies of 60 % at 1550 nm, sensitivity S = 0.75 A/W,
and a 1 GHz bandwidth were used as detectors (D1, D2). The currents from two photodiodes are subtracted in
electronic processing system (EP) and then resulting signal is amplified. Amplification circuit contains amplifier
OPA847 (Texas Instruments) in a transimpedance configuration with a gain of 4 kΩ. All components are located
on a specially designed board. The frequency band of the circuit is 100 MHz. The bandwidth of the oscilloscope
Tektronix dpo70604c (ADC) used to digitize the received noise is 6 GHz. After digitization, we can use various
post-processing (PP) algorithms to convert true random quantum noise into a sequence of random bits.

If the initial power of laser radiation is on the order of 10 mW, power of the difference signal amplitude
is about 0.1–1 µW. If we take into account the sensitivity of photodiodes, difference current is about 0.1–1 µA.
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FIG. 2. Block diagram of the experimental setup. L – laser, OI – optical isolator, A – attenuator,
D1, D2 – detectors, EP – electronic processing system, ADC – analog-to-digital converter, PP –
postprocessing system

Since we used an amplifying scheme with one cascade gain of 4 kΩ, value of the final difference signal after
amplification is on the order of mV.

During our research, a linear relationship between the intensity of laser radiation and the level of mean noise
deviation was observed, that confirms that noise has a quantum nature. Quantum noise (Fig. 3a) obtained from
our system had the following characteristics: mean value of fluctuations µ = 7 · 10−6, standard deviation σ = 0.2,
asymmetry coefficient S = µ3/σ

3 = 0.01 (where µ3 – third central moment of the noise distribution), kurtosis

(a measure of sharpness of the random variable maximum) K =
µ4

σ4
= −4.5 · 10−3 (where µ4 – fourth central

moment of the noise distribution), probability of the most likely outcome max(Pi) = 3.19 · 10−3 (where Pi –
probability of the i-th realization of random discrete variable), min-entropy Hmin = − log2(max(Pi)) = 8.29.

The time dependence of obtained noise, probability distribution of noise at a mean level, autocorrelation
function, and noise spectrum are shown in Fig. 3.

FIG. 3. a) Time dependence of obtained noise; b)Probability distribution of noise at a certain
level; c) Autocorrelation function; d) Noise spectrum

During experiments, it was shown that asymmetry of fiber splitter, expressed as a change in a length of one
arm of the Y-splitter, has a negative impact on the balancing of detection. For the processing of noise obtained by
experimental QRNG and based on vacuum fluctuations and using a Y-splitter, we used four different conversion
methods:
“A”: If noise level in count is above 0, then we write resulting bit “1”, else – “0”. Number of counts coincides
with number of bits in resulting sequence;
“B”: We divide sequence of bits was obtained by method “A” into two subsequences with equal length. Then we
apply XOR to all pairs of elements with same index of both subsequences and write result of this operation to
resulting sequence. The generation rate is twice smaller that in method “A”, but bias between “0” and “1” bits
(asymmetry of the beamsplitter may be reason for its appearance) decreases;
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“C”: We generate three bits from one sample [11] (convert initial Gaussian distribution to uniform distribution,
applying Gaussian error function). All experimental counts are dividing to eight possible noise intervals with the
same probability, each interval is coding by three bits, that allows us to increase generation rate;
“D”: After analog-to-digital conversion we can discard most significant bits of digitized value of noise amplitude.
Initial probability of counts being in a certain noise level is Gaussian, but when we discard most significant
bits, probability is approaching to uniform distribution. This method, as the previous one, allows one to increase
generation rate by extracting few bits from one count.

If we know the probabilistic properties of a true random sequence, then we can check the degree of similarity
between generated sequence and random sequence. For this purpose, we performed a series of tests [13] (monobit,
twobit, “poker”, autocorrelation test, and runs test), and then compared their results for an ideal and experimental
sequence. Results of randomness tests applied to sequences, obtained by four different post processing techniques
were given in detail in [14].The results of a series of tests showed that optimal post processing technique is
discarding two or three most significant bits.

4. Conclusion

In this research, we developed a quantum description of the Y-splitter in the QRNG based on fluctuations
in the vacuum. The statistical parameter values of the differential current at the circuit output were obtained.
We consider four postprocessing methods to convert experimental samples to bits, and after testing, we conclude
that the optimal post processing technique for our system is discarding two or three most significant bits after
analog-to-digital conversion.
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1. Introduction

One of the main problems of quantum electromagnetic (EM) field photo-detection is measurement of field
states statistical properties using statistics of clicks obtained from detectors and their combinations [1,2]. Coherence
functions, Q- and P- distributions, phase detection are usually constructed form measured data of homodyne,
heterodyne and indirect measurements [3–5]. The most simple existed schemas suggest direct measurement of
photon counting rate [6] which allows one to estimate statistics for the photon number operator and reveal coherent
properties of the field quantum state such as bunching and anti-bunching.

The conditional photon distribution function for the field depends significantly upon organized the interaction
between the EM field and microscopic part of measurement apparatus. Furthermore, relaxation and decoherention
due to the existence of environmental modes that may change measurement statistics dramatically [7,8]. Therefore
thorough description of such realistic procedure in terms of detectors POVM’s is highly desirable [9].

One of the well known ways to control the interaction strength between the field and the photodetector is to
use an indirect measurement scheme [10] where a two-level atom-pointer passes through the cavity and interacts
with an excited single mode quantum EM field which state is monitored. After that, the state of the atom is
detected in the ionizing chamber and the required statistics of intra-cavity mode is restored from atomic state
detectors measured data [7, 11].

In this paper we use an indirect photodetection scheme to present the protocol for photon distribution statistics
measurement [12]. In particular, we suggest monitoring of photon number distribution function and Mandel’s
parameter from statistics of atomic state detector clicks. Additionally, in the protocol, we account for the non-ideal
measurement procedure resulting from the interaction between the atom-pointer and the external environmental
modes. The cavity quality factor should be quite high in order to eliminate relaxation processes due to the
interaction between intra-cavity and extra-cavity modes.

The work is organized as follows. In the second section we formulate the model of interaction between
intra-cavity mode and dumping atom-pointer and obtain a system of differential equations for the elements of
atom-field density matrix. After that, in section 3, we introduce a set of conditional evolution superoperators
(photodetectors POVM’s) and obtain a system of differential equations for them. Section 4 is devoted to solving of
this operator-valued system using perturbation theory and the assumption that spontaneous relaxation and excitation
rates are small compared to Rabi frequency. In section 5, we use the results of previous section to obtain analytical
expressions for mean photon number and Mandel’s parameter. Section 6 is for numerical modelling and discussion
of obtained results. Section 7 concludes the article.
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2. The model

We start with the master equation for the density operator ρAF (t) of common system of interacting intra-cavity
mode and dumped atom:

i
d

dt
ρAF (t) = [Hint, ρAF (t)] + iDAρAF (t), (1)

where Hint is Hamiltonian describing the interaction between atom and mode. In the interaction picture and under
the resonant approximation we can write:

Hint = Ωσ+a exp (i∆t) + Ω∗σ−a
† exp (−i∆t) . (2)

Here, Ω is the Rabi frequency, σ+ = |e〉 〈g| and σ− = |g〉 〈e| are atomic operators, a is an annihilation operator
of cavity mode, ∆ is frequency detuning. The dynamics of the dumping atom may be described in Born-Markov
approximation using atomic dissipative part DA in Lindblad form:

2DAρ = γge (2σ−ρσ+ − σ+σ−ρ− ρσ+σ−) + γeg (c.c.) , (3)

where γge, γeg are the coefficients of spontaneous decay and excitation rates respectively.
System (1) can be written in block-matrix form using the following decomposition for density operator ρAF (t):

ρAF (t) =
∑

µ,ν∈{g,e}

|µ〉 〈ν| ⊗ ρFµν(t), (4)

where ρFµν(t) are taken for matrix elements of the density operator ρ in atomic basis. Then, following [7], we
assume that the coherence relaxation time is much shorter than the typical evolution time of the system and set
Γ� Ω. From here, it is easy to show that the following approximation is applicable:

d

dt

(
ρFgee

i∆t
)
≈ d

dt

(
ρFege

−i∆t) ≈ 0. (5)

Under assumption (5), system (1) may be written as differential equations for blocks ρFµν , µ, ν ∈ {g, e} where
non-diagonal part ρeg and ρge is expressed through diagonal elements ρFgg and ρFee. In this way, we obtain closed
system of differential equations for diagonal elements (see also [7]):

ρ̇Fgg = κΓ
(
2a†ρFeea− ρFgga†a− a†aρFgg

)
− iκ∆

[
a†a, ρFgg

]
+ γegρ

F
ee − γgeρFgg,

ρ̇Fee = κΓ
(
2aρFeea

† − ρFggaa† − aa†ρFgg
)
− iκ∆

[
a†a, ρFee

]
+ γgeρ

F
gg − γegρFee,

(6)

where κ =
|Ω|2

Γ2 + ∆2
.

3. Super-operators of conditional evolution

Just before solving the system (6), we have to give an interpretations for the introduced block-elements ρFµν .
Actually, they correspond to reduced density matrix of the intra-cavity mode conditioned by result of atomic state
detection. Particularly, matrix ρFµν describes state evolution of the mode when atom prepared in state |ν〉 was
detected in state |µ〉.

Using such interpretation, it is convenient to introduce super-operators of conditional evolution and express
them through the set of basis elements of some beautiful algebra. In our case we can notice that maps:

2K0ρ
F = a†aρF + ρFaa†, NρF =

[
a†a, ρF

]
, (7)

K+ρ
F = a†ρFa, K−ρ

F = aρFa†, (8)

obey commutation relations on SU(1, 1) algebra with Casimir operator N :

[K−,K+] = 2K0, [K0,K+] = K+, [K0,K−] = −K−, (9)

[K0, N ] = [K+, N ] = [K−, N ] = 0. (10)

To rewrite system (6) using definitions (7) and (8), we use the following expansion for evolution super-operator
of total system:

ρAF (t) = U (t) ρAF (0) =
∑

µ,ν∈{g,e}

Mµ,ν (t)⊗ |µ〉〉 〈〈ν| ρAF (0), (11)

where we use notations |µ〉〉 〈〈µ| ρAF = |µ〉 〈ν| ρAF |ν〉 〈µ| and Mµν(t) is taken for super-operator of conditional
evolution (Kraus operator) of mode state corresponding to the case when atom prepared in state |µ〉 was detected
in state |ν〉.
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Substituting elements ρFgg and ρFee of matrix ρAF (t) in form (11) into (6) we obtain two independent systems
for maps Mgg(t), Meg(t) and Mge(t), Mee(t). The first one (which will be the subject of our interest) satisfies
the following system: 

d

dt
Mgg = − (αK0 + β + γge)Mgg + (αK+ + γeg)Meg,

d

dt
Meg = − (αK0 − β + γeg)Meg + (αK− + γge)Mgg.

(12)

Here, α = 2κΓ, β = −κ (i∆N + Γ).

4. Time evolution of maps Mgg(t) and Meg(t)

For simplification of the following discussion, we assume resonance condition ∆ = 0 for interaction between
atom and intra-cavity mode. These immediately give simplified expressions for parameters α and β:

α = −2β = 2
Ω2

Γ
≡ 2Ωε, (13)

where ε = Ω/Γ � 1. Also, we assume that spontaneous relaxation and excitation rates are small compared to
parameters α and β, which means that

γeg, γge � εΩ, (14)

and apply perturbation theory to solve system (12) up to the first order.
For the zero-order approximation, the solution was found in [5]. Using definitions:

Mg = Mgg exp [(αK0 + β + γge) t] , (15)

Me = Meg exp [(αK0 − β + γeg) t] , (16)

and setting γeg = γge = 0 system (12) was reduced to exactly solvable one:
d

dt
Mg = αK+Me,

d

dt
Me = αK−Mg,

(17)

with solution of the form:

Mg = coshα
√
K+K−t, (18)

Me = (K−K+)
−1
K−
√
K+K− sinhα

√
K+K−t. (19)

Using (15) and (16), one rewrite system (12) in the form:
d

dt
Mg = e(γge−γeg)t

(
αK+ + γege

−αt)Me,

d

dt
Me = e(γge−γeg)t

(
αK− + γgee

αt
)
Mg.

(20)

and solution of this system will be obtained using perturbation theory by parameters γeg/Ω and γge/Ω:Mg = M (0)
g +M (1)

g ,

Me = M (0)
e +M (1)

e ,
(21)

starting from (18), (19) and with initial conditions Mg(0) = E,
d

dt
Mg(0) = 0.

Using previous results for zero-order terms M (0)
g and M (0)

e we have:

d

dt
M (1)
g =[

γege
−αt +

(
αK+ + γege

−αt) (γge − γeg)t
]
M (0)
e +

[
αK+ + γege

−αt +
(
αK+ + γege

−αt) (γge − γeg)t
]
M (1)
e ,

d

dt
M (1)
e =[

γgee
αt −

(
αK− + γgee

αt
)

(γge − γeg)t
]
M (0)
g +

[
αK− + γgee

αt −
(
αK− + γgee

αt
)

(γge − γeg)t
]
M (1)
g .

(22)
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For very short time intervals t� τ = 1/Ω value (γge − γeg) t is negligibly small compared to γge and γeg , which
allows elimination of terms (γge − γeg) tM (1)

e,g , γge,eg (γge − γeg) tM (0)
e,g and replacement of terms γege

−αtM (1)
e,g

and γgee
αtM (1)

e,g by γegM
(1)
e,g and γgeM

(1)
e,g correspondingly. From this, we obtain:

d

dt
M (1)
g = γege

−αtM (0)
e + (αK+ + γeg)M

(1)
e ,

d

dt
M (0)
e = γgee

αtM (0)
g + (αK− + γge)M

(1)
g .

(23)

This inhomogeneous system may be reduced to a second-order linear differential equation for M (1)
g :

d2

dt2
M (1)
g − (αK+ + γeg) (αK− + γge)M

(1)
g =[
αγgeK+e

αt + αγegK−e
−αt + γegγge

]
M (0)
g − αγege−αtM (0)

e (24)

with initial conditions M (1)
g (0) = 0 and

dM
(1)
g

dt
(0) = 0.

Using the fact that t� τ , we can expand the solution of (24) by the power series of the form:

M (1)
g (t) = A0 +A1t+A2t

2 + . . . . (25)

From the initial conditions, it immediately follows that A0 = A1 = 0. To find A2, we compare coefficients of the
zero-order degree by t in the left and right sides of (24). From here, we obtain:

M (1)
g (t) =

1

2

[
αγegK− + αγgeK+ + γgeγeg

]
t2 + . . . . (26)

Finally, for the map Mgg(t), we obtain:

Mgg(t) = 1− (αK0 + β + γge) t+
1

2

[
α2K+K− + (αK0 + β)

2
+ αγegK− + αγgeK+ + γgeγeg

]
t2 + . . . .

(27)

5. Ground state counting rate

Formula (27) gives expression for conditional evolution of the intra-cavity field state for the case when atom-
pointer prepared in its ground state |g〉 after interaction with the mode was detected in the same state. To calculate
probability Pgg(t) = 〈Mgg(t)〉 of this event let us calculate corresponded quantities for operators K± and K0:

〈K−〉 = Tr (K−ρ) = Tr
(
aρa†

)
= Tr

(
a†aρ

)
=
〈
a†a
〉
,

〈K+〉 = Tr (K+ρ) = Tr
(
a†ρa

)
= Tr

(
aa†ρ

)
=
〈
aa†
〉

=
〈
a†a
〉

+ 1,

〈K0〉 = Tr (K0ρ) =
1

2
Tr
(
a†aρ+ aa†ρ

)
=
〈
a†a
〉

+
1

2
.

(28)

Then, for probability Pgg(t), we will have:

Pgg(t) = 〈Mgg(t)〉 = Tr(Mgg(t)ρ) =

1−
(
α
〈
a†a
〉

+ γge
)
t+

[
α2
〈(
a†a
)2〉

+
1

2

(
α (γge + γeg)

〈
a†a
〉

+ αγge + γgeγeg
)]
t2 + . . . , (29)

or in symmetrical form:

Pgg(t) = 1 −
(
α
〈
a†a
〉

+ γge
)
t +

[
α2
〈(
a†a
)2〉

+
α

2
γeg
〈
a†a
〉

+
α

2
γge
〈
aa†
〉

+
γgeγeg

2

]
t2 + . . . . (30)

From this expression, the mean value of photon number operator
〈
a†a
〉

and its square
〈(
a†a
)2〉

may be obtained

by differentiating probability function Pgg (t) over t for t = 0:〈
a†a
〉

= − 1

α

(
dPgg(0)

dt
+ γge

)
, (31)

〈(
a†a
)2〉

=
1

2α2

[
d2

dt2
Pgg(0) +

d

dt
Pgg(0) (γeg + γge) + γge (γge − α)

]
. (32)
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6. Numerical results and discussion

In this section, we compare obtained analytical results with numerical simulation of photo-detection procedure.
Fig. 1 contains this comparison for probability to detect atom in its ground state |g〉 for Fock state with n = 4
photons, Γ = 10 and γeg = γge = 0.5 in frequency units of Ω. Three cases are under consideration: numerical
simulation (blue solid line), zero-order (green doted line) and first-order (red dashed line) approximation of the
solution. All three lines are quite close nearby the origin and first order approximation shows familiar behaviour
with exact solution on considered time interval.

FIG. 1. Probability Pgg to detect atom in its ground state: numerical simulation (blue solid line),
zero-order (green dotted line) and first-order (red dashed line) approximation

FIG. 2. Relation between actual nact and detected ndet mean photon number as a function of
spontaneous decay and excitation rates

In Fig. 2, we show the relation between actual nact and detected ndet mean photon number as a function of
spontaneous decay and excitation rates for the case γeg = γge when other parameters are taken the same as in
previous figure. All values were calculated for probability function Pgg(t) obtained from exact solution. From
here, we can see that number of detected intra-cavity photons decrease with increasing spontaneous decay and
excitation rates.

Figure 3 shows the relation between actual nact and detected ndet mean photon number as a function of
interaction time between atom and mode prepared in Fock state with n = 4. Calculations are made for different
values of the coefficient of spontaneous excitation (γeg , first number in the legend) and decay (γge, second number
in the legend). We can see that curves are grouped in threes according to the same value of γge which determines
accuracy.
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FIG. 3. Relation between actual nact and detected ndet mean photon number as a function of
spontaneous decay and excitation rates

FIG. 4. Estimated value of Mandel’s parameter as a function of spontaneous decay and excitation rates

Finally, we investigate estimated value of Mandel’s parameter:

Q =

〈
n2
〉
− 〈n〉2

〈n〉
− 1, n = a†a, (33)

as a function of spontaneous decay and excitation rates for the case of initial Fock state with n = 4 and γeg = γge.
When losses are absent, we have typical value Q = −1 for the state with definite photon number. For non-zero
values of γeg and γge parameter Q increases reaching the value corresponding to thermal fields. This means that
thermal radiation originated from decaying process become predominant.

7. Conclusion

In present paper we suggest and analyze an indirect photo-detection protocol of intra-cavity mode statistical
properties which may be obtained from statistics of atomic state detector clicks. The obtained probability distribu-
tion for detecting atom in its ground state contains, in general, all degrees of photon number operator and allows
in principle to restore full statistics of the mode calculating all elements of power series for Pgg . However, this
process is bounded by the finite duration of interaction time between the atom and the mode because calculation
accuracy of time derivative is degrades with higher order derivatives.

The estimated number of experiments required for obtaining appropriate statistics for atomic detector clicks
at point t0 = 0.1 mcs is N = 100 (where Pgg(0.1) = 0.99 is theoretical estimation). We repeat this cycle of
measurements at each point for about 100-200 points and in that way, the overall number of measurement cycles
is on the order of 104.
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Indirect photo-detection with atom-pointer in use gives beautiful model of quantum measurement due to the
possibility of controlling interaction strength and inclusion relaxation process into the model. From this point of
view, formulation protocols analogous to well known homodyne and heterodyne detection in terms of indirect
model would be very interesting.

Acknowledgements

This work was partially financially supported by the Government of the Russian Federation (grant 074-U01),
by grant MK-5161.2016.1 of the President of the Russian Federation, grant 16-11-10330 of Russian Science
Foundation.

References

[1] Kelley P.L., W.H. Kleiner Theory of electromagnetic field measurement and photo-electron counting. Physical Review, 1964, 136 (2A),
P. 316–334.

[2] Braginsky B., Khalili F.Ya. Quantum Measurement, Cambridge University Press, Cambridge, 1992.
[3] Miroshnichenko G.P., Trifanova E.S., Trifanov A.I. An indirect measurement protocol of intracavity mode quadratures dispersion in

dynamical Casimir effect. Eur. Phys. J. D, 2015, 69, P. 137.
[4] Smithey D.T., et al, Measurement of the Wigner Distribution and the Density Matrix of a Light Mode Using Optical Homodyne

Tomography: Application to Squeezed States and the Vacuum. Phys. Rev Lett., 1993, 70 (8), P. 1244–1247.
[5] Pregnel K.L., Pegg D.T., Binomial states and the phase distribution measurement of weak optical elds. Phys. Rev. A, 2003, 67, 063814.
[6] Srinivas M.D., Davies E.B., Photon counting probabilities in quantum optics. Optica Acta, 1981, 28 (7), P. 981–996.
[7] Trifanov A.I., Miroshnichenko G.P. Reduced conditional dynamic of quantum system under indirect quantum measurement. Nanosystems:

Physics, Chemistry, Mathematics, 2013, 4 (5), P. 635–647.
[8] Dodonov A.V., Mizrahi S.S. Inclusion of nonidealities in the continuous photodetection model. Phys. Rev. A, 2007, 75, 013806.
[9] Mario Ziman, Process positive-operator-valued measure: A mathematical framework for the description of process tomography experi-

ments. Phys. Rev. A, 2008, 77, 062112.
[10] Briegel H.-J., Englert B.-G., Sterpi N., Walther H. One-atom maser: Statistics of detector clicks. Phys. Rev. A, 1994, 49, P. 2962.
[11] Trifanova E.S., Trifanov A.I. Monitoring of quantum mode correlation functions in the presence of pointer state phase relaxation. J. of

Phys.: Conf. Ser., 2016, 735, 012044.
[12] Johnson D.B., Schieve W.C., Detection statistics in the micromaser. Phys. Rev. A, 2001, 63, 033808.



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2017, 8 (4), P. 454–461

Calculations of the onset temperature for tunneling in multispin systems

S. M. Vlasov1,2, P. F. Bessarab1,2, V. M. Uzdin1,3, H. Jónsson2,4

1ITMO University, Kronverkskiy, 49, St. Petersburg, 197101, Russia
2Science Institute and Faculty of Physical Sciences, Univ. of Iceland, 107 Reykjavı́k, Iceland

3St. Petersburg State University, St. Petersburg, 198504, Russia
4Department of Applied Physics, Aalto University, Espoo, FIN-00076, Finland

v uzdin@mail.ru

PACS 75.45.+j , 82.20.Xr DOI 10.17586/2220-8054-2017-8-4-454-461

Transitions between magnetic states of a system coupled to a heat bath can occur by exceeding the energy barrier, but as temperature is lowered
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1. Introduction

An assessment of the stability of magnetic states is an important problem in the theory of magnetism [1, 2].
Magnetic nanosystems are candidates for spintronics and high density storage devices where a critical issue is the
lifetime of prepared magnetic states. A given magnetic state of a nanosystem coupled to a heat bath can have a
finite lifetime because of thermally activated transitions involving leaps over an energy barrier separating it from
other magnetic states of the system. But, at low enough temperature, quantum mechanical tunneling through the
barrier will become the dominant transition mechanism. It is important to have a tool to estimate the temperature at
which the tunneling mechanism becomes predominant, thereby reducing the lifetime from what would be expected
based on the over-the-barrier mechanism.

Quantum tunneling in spin systems has been the topic of many theoretical [3] and experimental studies [4–7]
over the past few decades. At high enough temperature, quantum effects are not significant and transitions are due
to thermal activation described by the Arrhenius law. However, in the limit of zero temperature, only tunneling
out of the lowest energy level of the initial state can occur. In an intermediate temperature range, tunneling
can be thermally assisted, i.e. occurring from thermally activated levels of the initial state. The crossover from
over-the-barrier to quantum tunneling can, in such cases, be relatively smooth. The shape of the energy surface
affects how sharp this crossover is [8].

Several theoretical studies of the crossover in simple spin models containing one [9–12] or two [13] spins have
been carried out using the effective potential method [14]. The effective potential method uses an exact mapping
of a spin system onto a particle system with an effective potential and mass that can be coordinate dependent.
However, this method is not general and can only be applied to simple model systems. High-order anisotropy
terms, such as (Ŝ2

+ + Ŝ2
−) and (Ŝ4

+ + Ŝ4
−), have not been incorporated in the mapping approach [15], but can

significantly affect the tunneling rate [5, 16]. So far, systems with high-order anisotropy have only been studied
numerically by direct diagonalization of the Hamiltonian [17, 18].

Here, a method for calculating the onset temperature of thermally assisted tunneling in a multispin system is
presented and applied to two systems: a monomer and a dimer of molecular magnets containing Mn4 groups. The
method involves an analysis of the shape of the energy surface in the vicinity of the first order saddle point on
the energy surface representing the transition state of the over-the-barrier mechanism. The present article extends
a previous report on systems consisting of a single magnetic vector (a single spin, or multiple spins within the
macro-spin approximation) [19]. With the present formulation, the onset temperature for tunneling in systems
consisting of an arbitrary number of spins can be estimated.
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The article is organized as follows: In the next section, the methodology for estimating the lifetime of a
magnetic state due to over-the-barrier transitions is briefly reviewed. Then, the expression for the onset temperature
for quantum mechanical tunneling is derived in section 3. Applications are presented in section 4, first to a monomer
and then to a dimer of molecular magnets. The article concludes with a summary in section 5.

2. Over-the-barrier transitions

A system of N spins is described by the orientation of each of the spins, ω = {θ1, φ1, θ2, . . . φN , }, where θ
and φ are spherical polar coordinates. The energy as a function of these variables, U(ω), represents an energy
surface and the magnetic states of the system correspond to local minima on this surface. The mechanism of a
transition from one state to another involving a jump over an energy barrier is characterized by a minimum energy
path (MEP) connecting the corresponding minima. At every point on an MEP, the gradient of the energy point is
along the path. The MEP is a transition path with maximal statistical weight, assuming a Boltzmann distribution
is established and maintained in the initial state. The MEP can be found using the geodesic nudged elastic band
method where the path is discretized by generating a set of replicas of the system and an optimization algorithm is
used to bring the replicas from some initial location to an MEP [20].

The point of highest energy along the MEP, ω†, represents a first order saddle point on the energy surface,
a point where the Hessian has one and only one negative eigenvalue. Within harmonic transition state theory
(HTST), the transition state is taken to be a hyperplane going through the saddle point with normal pointing along
the direction of the unstable mode (the eigenvector corresponding to the negative eigenvalue of the Hessian) [21,22].
An estimate of the activation energy for the transition is then obtained as ∆E = U(ω†)−U(ωm), where U(ω†) is
the energy at the first order saddle point and U(ωm) is the energy of the initial state minimum.

The rate of thermally activated transitions involving jumps over the energy barrier can be estimated using
HTST for magnetic systems [21]

ΓHTST = ν0e
−∆E/kBT , (1)

where ν0 is a pre-exponential factor that depends on the Hessian evaluated at the saddle point and at the minimum
of the energy surface. Calculations of transition rates in magnetic systems using this approach have been carried
out in studies of, for example, remagnetization in small islands adsorbed on a solid surface [23], analysis of
temperature dependence of hysteresis loops [24], annihilation of magnetic skyrmions [25, 26] and interaction of a
magnetic tip with a solid surface [27].

Quantum mechanical effects can influence the transition rate even at temperature above the onset temperature
for tunneling. This occurs because of the zero point energy (ZPE) which can raise the energy of the initial state
and the transition state to a different extent. Within the harmonic approximation, the correction is obtained by
adding the ZPE for each vibrational (magnon) mode to the initial state energy and the saddle point energy. As
there is one fewer vibrational mode at the transition state than at the initial state, this effect tends to reduce the
energy barrier and lower the activation energy for the transition, analogous to the so-called kinetic isotope effect
in atomic rearrangements (chemical reactions and atom diffusion). The ZPE corrected activation energy is

∆EZPEC =

(
U(ω†) +

1

2

N−1∑
i=1

ν†,i

)
−

(
U(ωm) +

1

2

N∑
i=1

νm,i

)
, (2)

where ν†,i and νm,i are the vibrational frequencies [28, 29] calculated at the saddle point and at the minimum,
respectively. As can be seen from the molecular magnet example below, the ZPE correction can significantly
change the acitvation energy and thereby the slope in the Arrhenius graf.

3. Onset temperature for tunneling

Tunneling through an energy barrier can take place because of quantum mechanical delocalization which
enables the system to avoid the top of the energy barrier. In a thermalized system, the effect of delocalization can
be described in a convenient way using statistical Feynman Path Integrals. The instanton technique can be used to
identify when quantum delocalization becomes large enough to make tunneling the dominant transition mechanism.
In instanton theory the transition rate is written in terms of the imaginary-time (τ = it) action, S, and a stationary
phase approximation [30–32]. The transition rate constant can be expressed as

Γ = D exp (−S[ω(τ)]inst/h̄) , (3)

where ω(τ) is a path corresponding to a periodic trajectory with period τ = βh̄ satisfying ω(0) = ω(βh̄), and the
pre-factor D takes into account the probability of paths deviating from ω(τ). This special path, often referred to
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as the instanton, corresponds to a stationary point of the action, a saddle point on the action surface where the path
is extended, corresponding to quantum delocalization [32–34].

In our previous work [19], we considered systems with a single spin. Here, a generalization to many-spin
systems is described. The Hilbert space of a many-spin system is a tensor product of the Hilbert space of the
individual spins. The Euclidean (imaginary-time) action for a system with N spins of length s is defined by [35–37]

S(Ω) = −is
β/2∫
−β/2

N∑
j=1

(1− cos θj)φ̇jdτ +

β/2∫
−β/2

U(ω(τ))dτ, (4)

where the first term is the sum of the Berry phase of the individual spins and Ω = ω(τ) represents a closed
trajectory with period β.

From here on we use atomic units with h̄ = 1, µB = 1/2 and the mass and charge of an electron have unit
value, e = 1 and me = 1. A scaled gyromagnetic ratio is defined as g̃ = g/2.

In order to find the onset temperature for tunneling, Tc, the action is expanded to second order in the vicinity
of the first order saddle point on the energy surface, Ω = ω† + εδΩ,

S(Ω) = βU(ω†) + δS +
1

2
δ2S, (5)

δ2S = −2is

β/2∫
−β/2

N∑
j=1

(
δθjδφ̇j sin θj

)
dτ +

β/2∫
−β/2

δΩ H δΩT dτ, (6)

where H is the Hessian matrix of the energy surface U(ω) at the saddle point ω†. As ε → 0, δ2S becomes a
quadratic form of the Hessian, H, which has one and only one real negative eigenvalue.

The task is to find the temperature at which Ω becomes an instanton, i.e. a saddle point at the action surface
with quantum delocalization. At that point, a zero mode appears corresponding to displacement along the path and
thus constant S. This signals the transition from thermally activated jumps to quantum tunneling [32, 33].

Since the instanton is a closed path, δθk and δφk can be expanded in a Fourier series and δ2S in eqn. (6)
rewritten as

1

2
δ2S(θ†, φ†) = β

∞∑
n=0

(
N∑
k=0

[
2πs sin θ†k

β
n(φknθ

k∗

n − φk
∗

n θ
k
n)

]
+

∑
j,k

[
aθknθ

j∗

n + b
(
φknθ

j∗

n + φk
∗

n θ
j
n

)
+ cφknφ

j∗

n

])
. (7)

The matrix representing the quadratic form of the action is infinite and has a block diagonal form

G =



γ0

γ1

. . .

γn
. . .


, (8)

where

γn = H+



0 · · · 0 −kn1 · · · 0

0
. . . 0 0

. . . 0

0 · · · 0 0 · · · −knN
kn1 · · · 0 0 · · · 0

0
. . . 0 0

. . . 0

0 · · · knN 0 · · · 0


, (9)

where knj = 2πnTs sin θ†j .
An expression for the onset temperature for tunneling can be obtained by analyzing the determinant of G:

det(G) =

∞∏
n=0

det(γn). (10)
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Consider first γ0 which is the Hessian of the energy surface at the first order saddle point. There, γ0 contains one
negative eigenvalue so det(γ0) < 0. However, the other blocks, γn (for n > 0), depend on temperature and at
T � Tc are positive definite

det(γn) ∼ (2πsn)2N
N∏
j=1

sin2 θ†j > 0, (11)

and det(G) < 0. As the temperature is lowered to Tc, a zero of G appears signaling a stationary point involving
quantum delocalization. This must arise from γ1 since the temperature in each γn is scaled by n and blocks with
n > 1 thus have zeros at even lower temperature. The onset temperature for tunneling is, therefore, found by
solving

det(γ1(Tc)) = 0. (12)

This can be easily done numerically for multi-spin systems. All that is required for the calculation are the second
derivatives of the energy at the first order saddle point corresponding to the over-the-barrier mechanism.

For a single-spin system, an analytical expression for the onset temperature can be obtained

Tc =

√
b2 − ac

2πskB sin θ†
, (13)

where

a ≡ ∂2U(θ†, φ†)

∂θ2

∣∣∣∣
θ†, φ†

, c ≡ ∂2U(θ†, φ†)

∂φ2

∣∣∣∣
θ†, φ†

, b ≡ ∂2U(θ†, φ†)

∂θ∂φ

∣∣∣∣
θ†, φ†

. (14)

The pair of eigenvalues of the γ1 block are

λ =
a+ c

2
±
√

(a− c)2 + 4b2 − 4k2

2
. (15)

In addition to the crossover temperature, we can define the temperature T0 at which the two eigenvalues
become complex conjugates

T0 =

√
(a− c)2 + 4b2

4πskB sin θ†
. (16)

At this temperature, both eigenvalues are equal to (a + c)/2 and could be negative. At higher temperature, the
eigenvalues are complex. In the temperature range between Tc and T0 the two eigenvalues are real, either both are
positive or both are negative.

4. Applications. Molecular magnets

Previously, we have presented calculations and compared with experimental results for the single molecular
magnet containing a Mn4 group [19]. We briefly review those calculations here before discussing the dimer. The
molecular magnet has a total spin of s = 9/2 and can be described with the following Hamiltonian

Ĥ = −DŜ2
z −BŜ4

z − gµ0Ŝ ·H + Ĥtrans, (17)

where D and B are axial anisotropy constants, B is an applied magnetic field and Htrans gives the in-plane
anisotropy which is small compared with D. The values of the parameters have been determined from experimental
measurements (not involving tunneling) [38]: D = 0.74 K, B = −3.8 mK and g = 2. The transverse term is
chosen to be fourth-order E(Ŝ4

+ + Ŝ4
− with E = 9.8× 10−4 K [38].

For the single molecular magnet it is possible to give an analytical formula for the onset temperature. Expand-
ing (12) with the Mn4 system Hamiltonian (17) at the saddle point gives

Tc =
4s2
√
DE − 4E2s2

π
, (18)

and Tc = 0.61 K. This result is in close agreement with the reported experimental results giving 0.67 K [38]. The
dependence of eigenvalues on temperature is shown in Fig. 1.

The calculated transition rate using HTST (applicable for T > Tc) and the predicted onset temperature for
tunneling in the monomer are shown in Fig. 2, along with experimental data. At temperature below Tc, the
tunneling rate is expected to be similar to the HTST rate at Tc. The agreement between the calculations and
measurements is good.



458 S. M. Vlasov, P. F. Bessarab, V. M. Uzdin, H. Jónsson

FIG. 1. Eigenvalues of the γ1 matrix block for the monomer (eq. (17)) Mn4 molecular magnet.
Solid line: real part. Dashed line: imaginary part. At temperature above T0 the eigenvalues are
complex conjugates and give a positive contribution into the determinant. At temperature below
the Tc, γ1 has only one negative eigenvalue, therefore the determinant changes sign at Tc. In the
temperature interval Tc < T < T0 γ1 has two negative eigenvalues

FIG. 2. The calculated lifetime for a monomer and a dimer of molecular magnets containing Mn4

groups. Results of calculations using harmonic transition state theory with zero point energy cor-
rection for the monomer (solid gray line) and the dimer (solid black line) are shown. Calculated
lifetime for the dimer without ZPE correction (dashed line) is also shown for comparison. Calcu-
lated values for the onset temperature for tunneling calculated from (18) using the Hamiltonian
in (17) for the monomer and (19) for the dimer (dashed vertical lines) with parameters taken
from experimental measurements are also shown. Experimentally measured transition rate for the
monomer [38] is shown with gray triangles and for the dimer [40] with black triangles. Below
Tc, the tunneling rate is expected to be similar to the HTST rate at Tc. Excellent agreement is
obtained between the calculated and measured results. Inset: The determinant of the γ1 matrix
block for the dimer, showing how it becomes negative at Tc
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We turn now to calculations for a dimer of Mn4 molecular magnets and compare with experimental measure-
ments on [Mn4O3Cl4(O2CEt)3(py)3]2. Each unit of the dimer is described with a magnetic moment of s = 9/2,
and the Hamiltonian of the system is taken to be

Ĥ = Ĥ1 + Ĥ2 + J Ŝ1 · Ŝ2, (19)

where both Ĥ1 and Ĥ2 have the same form as (17) with the parameters taken from [39] and J = 0.12 K is isotropic
superexchange [40]. The transverse term is chosen to include both 4th- and 2nd-order anisotropies: C(Ŝ2

+ + Ŝ2
−)

and E(Ŝ4
+ + Ŝ4

−), with C = 0.032 K and E = −7.5 × 10−5 K, in order to match the experimental results of the
rate above Tc. The energy surface and a minimum energy path for a transition are shown in Fig. 3.

FIG. 3. Energy surface for a dimer molecular magnets containing Mn4 group when θA = θB =
π/2. The minimum energy path for a remagnetization transition is shown with black dots. The
insets show the orientation of the 9/2 spins of each Mn4 unit at the initial state (left), first order
saddle point (middle), and product state (right).

The calculated crossover temperature for the dimer is Tc = 0.40 K in close agreement with experimental
measurements [40]. Due to the weak exchange interaction every spin flips almost independently.

In order to see the effect of coupling between the two units more clearly, we also calculated and analyzed a
system with larger exchange interaction, taken to be of the same order as the anisotropy, J = 0.6 K. The calculated
onset temperature for the tunneling is found to be Tc = 0.35 K. Due to the strong exchange interaction between
spins eigenvalues of γ1 behave differently, but we still can see the temperature at which one of them crosses zero
(see Fig. 4).

The result of calculation of the HTST transition rate and onset temperature for tunneling of the dimer (19)
using experimentally determined parameter values is shown in Fig. 2. The ZPE correction changes the slope in the
Arrhenius graph, bringing the calculated HTST results closer to the experimental values.

5. Summary

A method is presented for finding the onset temperature of thermally activated tunneling in magnetic systems
that are characterized by spin vectors with orientation prescribed by continuous angular variables. A study is made
for the Mn4 molecular magnets where both the high temperature jump rate and the onset temperature for tunneling
are calculated and compared with experimental data. Excellent agreement is obtained. The rate calculated above
the onset temperature for tunneling includes zero point energy correction. The onset temperature for tunneling is
found by analyzing eigenvalues of the γ1 matrix block at the first order saddle point on the energy surface.

Previously, the onset temperature for tunneling in single-spin or simple (without higher-order anisotropy) two-
spin systems can be assessed by other methods, such as the effective potential method or numerical methods
involving direct diagonalization of the Hamiltonian, but the method presented here is applicable to systems with
an arbitrary number of spins. The method presented here, makes it possible to estimate the onset temperature for
tunneling in a magnetic system described by spin vectors as long as the second derivatives of the energy with
respect to the angles describing the orientation of vectors can be evaluated at the saddle point on the energy surface.
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FIG. 4. Eigenvalues of the γ1 matrix block of the dimer (eq. (19)) when the exchange parameter
is chosen to be J = 0.6 K. Solid line: real part. Dashed line: imaginary part. The eigenvalues
depend on temperature in a similar way as is shown for the monomer in Fig. 1. A pair of
eigenvalues becomes real and remains positive, while a second pair of eigenvalues changes sign
at Tc from negative to positive as temperature is lowered

The most peculiar characteristic of magnetic systems is that the onset temperature for tunneling depends not
only on second derivatives along the unstable mode at the first order saddle point, as in particle systems, but on
the curvature of the energy surface at the first order saddle point. This is due to the inseparability of the spin
Hamiltonian.
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Study of the CaF2–YF3 system by co-precipitation from aqueous nitrate solutions revealed the formation of Ca1−xYxF2+x solid solution

precipitate containing up to 20 mol. % yttrium fluoride (x ≤ 0.2). A higher yttrium to calcium ratio in the starting solutions caused additional

precipitation of orthorhombic β-YF3 nanophase elongated along the 〈b〉 axis. Cubic (H3O)Y3F10 phase was also formed (SSG Fm3m, a =

11.60 Å, KY3F10 structural type).
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1. Introduction

The CaF2–YF3 system, along with the NaF–YF3 system [1–4], plays a particularly important role among
binary fluoride systems. Solid solution of yttrium fluoride in calcium fluoride is a classic example of heterovalent
isomorphism [5]. Its study was initially discussed by Vogt in treatises on yttrofluorite [6], and has continued for
more than a hundred years [7–24] (for a more detailed history of this study, please see [18]): the said CaF2–
YF3 system has become a model for describing the interaction of calcium fluoride with the rare earth fluorides
from yttrium group of elements (see Fig. 1). The CaF2–YF3 system is also the basis for several natural fluoride
minerals [6, 15, 25–27].

Yttrium cation substitutes calcium ions in the fluorite structure, and supplementary fluoride anions, penetrating
the formed crystal lattice, compensate for the corresponding changes in electrostatic charges for the sake of
electrical neutrality of the system. The formed cationic and anionic defects associate among themselves, thus
forming defect clusters [28, 29]. Ca1−xYxF2+x solid solution maintains its original fluorite-type structure within
the 0 ≤ x ≤ 0.38 interval limits. A smooth maximum in the melting curves of Ca1−xYxF2+x at x = 0.11 (Fig. 1)
allows the growth of high-quality Ca1−xYxF2+x single crystals from its melts with x ≤ 0.15.

Such synthetic Ca1−xYxF2+x yttrofluorite crystals have become widely used photonics materials, including
solid state laser matrices [13]. Also, introducing yttrium fluoride into the calcium fluoride crystal lattice causes
dramatic changes in its physical properties, including fluoride-ion ionic conductivity, hardness, cleavage and heat
conductivity (the latter two parameters decrease significantly) [23, 30]. Relatively high yttrium concentrations
complicate Ca1−xYxF2+x single crystal growth from the melts due its incongruent melting, and the formation
of a cellular substructure [31, 32], and local ordering of the formed solid solution [7, 12]. Additional increase in
the YF3 content in the CaF2–YF3 system leads to the formation of another berthollide-type variable-composition
solid solution at 65–75 mol. % YF3 with hexagonal LaF3 tysonite-type structure [10, 11]. This phase undergoes
metastable ordering under cooling. Another solid solution, based on high-temperature α-YF3 polymorph, is also
formed in the CaF2-YF3 system [33].

Fedorov [21] reported the lower temperature part of the phase diagram of the CaF2–YF3 system, taking into
account the results for Kuntz’s [15] hydrothermal studies and Bergstol et al. [25] investigation of tveitite mineral
formation under natural conditions (tveitite is an ordered fluorite-type phase), and considering that fluorite-type
solid solutions undergo ordering with the formation of a series of fluorite-type phases when cooled [4,12]. The latter
fluorite-type phases contain Y6F37 clusters in their crystal lattices with Thompson antiprism coordination yttrium
polyhedra. Such clusters fit in naturally in the fluorite crystal lattice (Fig. 2) and appear to be the dominant type of
structural defects in Ca1−xYxF2+x solid solutions at higher yttrium concentrations [14,16,28,29]. The heterovalent
substitution mechanism for the formation of the aforementioned solid solutions (Fig. 2) can be described by the
following equation:

(M6F32)20− → (Y6F37)19− + F−
int. (1)
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FIG. 1. Phase diagram of the CaF2–YF3 system [17]. L – melt, F –Ca1−xYxF2+x fluorite-type
solid solution, T – tysonite (LaF3) type berthollide phase

FIG. 2. Insertion of R6F37 clusters into the fluorite matrix

Nanofluorides are another rapidly developing area of the modern science [34–39], for nanofluorides are widely
implemented as luminophores, catalysts, biomedical and electrochemical materials; the CaF2–YF3 system has also
become crucially important in this area, as well. Low-temperature and soft chemistry syntheses of nanofluorides
(e.g, mechanochemical [40, 41], sol-gel [24], solvothermal [42] methods and some other techniques [35]) are
especially prominent because of their technological advantages. Recently, we have successfully used our co-
precipitation from aqueous solutions methods for nanofluoride preparations [34,35,43–48], including our systematic
studies of phase formations in the BaF2–YF3 [49], BaF2–BiF3 [50], BaF2–ScF3 [51], BaF2–CeF3 [52], SrF2–
YF3 [53] and CaF2–HoF3 [54] systems. We have observed varieties of phase fields in the studied MF2–YF3 and
NaF–RF3 systems, including non-equilibrium phases with wide areas of homogeneity; we have also observed the
absence of the ordered phases that exist under higher temperature equilibrium conditions [4].
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Thus, according to the background given above, the purpose of the present study was the investigation of
nanophase formation in the CaF2–YF3 system under co-precipitation from aqueous solutions at lower temperatures.

2. Experimental

We used 99.99 wt.% pure Y(NO3)3·6H2O and Ca(NO3)2·4H2O (manufactured by OOO Lanchit), as well as
99.9 % pure 40 wt.% aqueous HF (manufactured by TECH System) and double distilled water as starting materials
without any further purification.

Specimens in the CaF2–YF3 system were prepared by co-precipitation from aqueous solutions in polypropylene
reactors according to previously-described procedures [4,49,53,54]. 0.2 Mol/L aqueous nitrate solutions in double
distilled water were vigorously mixed with magnetic stirring bar and then added dropwise under continued stirring
to a 2-fold excess of 5 vol.% aqueous HF. The formed precipitates were decanted, rinsed with double distilled
water until a pH of 5–6 was obtained. In some experiments, precipitates were additionally neutralized with aqueous
ammonia (99.9 % pure) and then rinsed again with double distilled water until a pH of 5–6 was maintained. All
precipitates were air-dried at 40 ◦C.

Phase composition of the synthesized samples was characterized by X-ray powder diffraction (Bruker D8
diffractometer; CuKα radiation; TOPAS software package for experimental data treatment and coherent scattering
domain and microdeformation size calculations). Particle dispersity and morphology were controlled by scanning
electron microscopy (SEM) (NVision 40 microscope). The same NVision 40 microscope was also used for the
sample chemical analyses (X-ray spectroscopy). Specimen chemical composition was also studied by atomic
emission spectroscopy (AES) with the use of LEA-S500 analyzer (OOO SOL Instruments, Minsk, Belarus) (see
Supporting Information for the further details). MOM Q-1500D PaulikPaulikErdey derivatograph has been utilized
for the thermal analysis investigations (Pt crucibles, air).

3. Results and Discussion

Colloid solutions in the CaF2–YF3 system were obtained during the synthesis in which the precipitate formed
very slowly (couple of weeks) (Figs. 3–7; Tables 1, 2). SEM data (Fig. 3) confirmed that the precipitated
nanoparticles were actually of the small sizes. Chemical analyses of both types, X-ray spectroscopy and AES
(Table 1, also see Supplemental Information), have shown that the metal ratios in the formed solid precipitates were
close to the corresponding ratios in the starting aqueous solutions/mixtures even if the observed ratio differences
were a little bit larger than in the case of the previously studied SrF2–YF3 [53] and BaF2–YF3 [49] systems.

X-Ray diffraction data indicated that precipitates formed from solutions with 20 mol. % YF3 or less were
CaF2-based fluorite-type solid solutions (cubic system, Fm3m SSG). SEM image of the 10 mol. % YF3 specimen
(i.e., precipitated from the 10 % Y3+ and 90 % Ca2+ solution) contained readily-visible/resolved agglomerates of
the same phase particles 30–50 nm in diameter. Experimental data for the unit lattice parameters of precipitated
Ca1−xYxF2+x solid solutions coincided within the 0.004 Å range with the a(x) concentration dependency function
for Ca1−xYxF2+x solid solutions, synthesized at higher temperatures [55] (Fig. 7). However, in addition to the
increasing crystal lattice parameter, X-ray diffraction patterns of precipitates Ca1−xYxF2+x contained weak (200)
lines at about 32.5 ◦ 2θ (this line is absent in the X-ray diffraction pattern of the pure face-centered CaF2). The
latter observation was an additional evidence of the solid solution formation.

X-Ray diffraction patterns of Ca1−xYxF2+x samples with 30 mol. % or more YF3 contained broadened lines
of β-YF3 nanoparticles (orthorhombic system, Pnma SSG [18]) (Figs. 4–5). However, relative clarity of (020)
β-YF3 line at about 26 ◦ 2θ indicated that crystal lattices of the said β-YF3 nanoparticles were stretched along 〈b〉
axis.

All precipitated fluorides were hydrated and contained about 5.5 ± 0.3 wt. % water (DTA data, see Supple-
mental Information). Heating of these specimens was accompanied with mass losses that continued to 450–500 ◦C.
X-Ray diffraction patterns of such samples annealed at 450–500 ◦C contained only narrowed lines, and the latter
phenomenon was an unequivocal evidence of the nanoparticle enlargement.

Synthesis of the 90 % YF3 – 10 % CaF2 solid solution resulted in the formation of the novel phase (Fig. 4)
with the X-ray diffraction pattern indexed in the P -cubic system with a = 5.800(2) Å parameter (Table 2) or in the
F-cubic system with a = 11.60 Å (calculated size of the coherent scattering domain D = 25 nm). The SEM image
of this specimen contained joined together plate-type nanocrystals (Figs. 3c and 3d).

The X-Ray diffraction pattern of this phase was similar to the one of KY3F10 (Fm3m SSG, Z = 8), so one
could assume that it was (H3O)Y3F10 compound with hydroxonium ions occupying potassium sites in the crystal
lattice. Heating the specimen resulted in about 11.3 wt. % mass loss (Supplemental Information), which might



Synthesis of CaF2–YF3 nanopowders by co-precipitation... 465

FIG. 3. SEM images of the CaF2-YF3 specimens: 10 mol. % YF3 (a), 50 % mol. YF3 (b),
90 % mol.% YF3 (c, d)

TABLE 1. Chemical analysis of CaF2–YF3 specimens

Sample composition

Refined YF3 content, mol. %

X-Ray spectroscopy
Atomic emission spectroscopy (AES)

(electron microscopy)
290 nm excitation 320 nm excitation

wavelength wavelength

Ca0.70Y0.30F2.30 – 26.06±0.75 25.85±0.92
(30.0 mol. % YF3)

Ca0.50Y0.50F2.50 52.4 52.01±1.69 54.14±1.85
(50.0 mol. % YF3)

Ca0.30Y0.70F2.70 – 68.83±2.16 73.31±1.41
(70.0 mol. % YF3)

Ca0.10Y0.90F2.90 90.8 – –
(90.0 mol. % YF3)
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FIG. 4. X-Ray powder diffraction patterns for the specimens obtained by co-precipitation of
calcium and yttrium fluorides from aqueous nitrate solutions: 10 mol.% (1); 20 mol.% (2);
30 mol.% (3); 50 mol.% (4); 70 mol.% (5); 90 mol.% (6) YF3 (nominal compositions), and
JCPDS Card No. 27-0465 for KY3F10 phase (7)

TABLE 2. X-Ray diffraction pattern of the Ca0.10Y0.90F2.90 specimen (Q = 104/d2. P-cubic
lattice, a = 5.800(2) Å, F (14) = 11.9, M(14) = 25.8)

N 2O(obs) d(obs), Å Q(obs) I/I0,% h k l Q(calc) ∆Q

1 15.320 5.7789 299.44 15 1 0 0 297.25 2.19

2 21.730 4.0866 598.79 39 1 1 0 594.50 4.29

3 26.740 3.3312 901.15 100 1 1 1 891.75 9.40

4 30.900 2.8915 1196.06 15 2 0 0 1189.00 7.06

5 38.020 2.3648 1788.18 5 2 1 1 1783.50 4.68

6 44.240 2.0457 2389.55 75 2 2 0 2378.00 11.55

7 47.000 1.9318 2679.64 30 2 2 1 2675.25 4.38

8 52.350 1.7463 3279.16 50 3 1 1 3269.75 9.40

9 54.740 1.6755 3562.14 10 2 2 2 3567.00 −4.86

10 59.530 1.5516 4153.75 7 3 2 1 4161.50 −7.75

11 64.170 1.4502 4754.93 3 4 0 0 4756.01 −1.07

12 70.820 1.3294 5658.34 8 3 3 1 5647.76 10.58

13 72.810 1.2979 5936.32 5 4 2 0 5945.01 −8.68
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FIG. 5. X-Ray powder diffraction patterns for the specimens obtained by co-precipitation of
calcium and yttrium fluorides from aqueous nitrate solutions (second set of experiments):
80 mol.% (1), 85 mol. % (2), 90 mol. % (3), 95 mol.% (4), and JCPDS Card No. 74-0911 for
β-YF3 phase (5)

FIG. 6. X-Ray powder diffraction patterns for the YF3 specimens: freshly prepared,
a = 6.294(3), b = 6.867(4), c = 4.528(3) Å (1), annealed at 200 ◦C, a = 6.317(2), b = 6.875(2),
c = 4.469(2) Å (2), YF3 annealed at 300 ◦C, a = 6.346(1), b = 6.861(1), c = 4.419(1) Å (3)
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FIG. 7. Unit cell parameters for Ca1−xYxF2+x fluorite-type solid solutions as per Fedorov et
al. [7] (1) and Gettmann and Greis [12] (2), (all specimens were synthesized by solid phase
synthesis) along with the present work data for Ca1−xYxF2+x nanopowders (3). Straight-line
dependence according to Fedorov and Sobolev [55]

have come from 8 wt. % loss from decomposition:

(H3O)Y3F10 → 3YF3 + H2O + HF (2)

along with additional evaporation of hydration water from the solid sample.
Structure of KY3F10 type is derived from fluorite. It consists of a 3D framework formed by (Y6F35)18−

clusters (Fig. 2) interconnected by their vertices. Monovalent cations occupy cavities of the aforementioned
framework [14, 55, 56]. KR3F10 (R = Dy–Lu, Y) and RbR3F10 (R = Sm–Tb) [3] crystallize in this structure
type. However, the structure for KY3F10 can also can be described as a 3D framework of (Y6F32)14− clusters
(constructed from Thompson antiprism coordination yttrium polyhedra in another way) [57] that are also present
in the structure of (H3O)Y3F10nH2O phase (Fd3m SSG, Z = 16) [36]. However, the latter clusters are packed in a
different manner, and the previously described (H3O)Y3F10nH2O phase (Fd3m SSG, Z = 16) is not a fluorite-type
phase, in contrast with the phase obtained in our experiments for 90 % YF3-10% CaF2 solid solution specimen
(Table 2).

The above results for the CaF2–YF3 system, obtained by co-precipitation method, are similar to our data for
the CaF2–HoF3 system [54]. They are also in a good agreement with data [43] regarding Ca1−xRxF2+x solid
solutions. Weak additional lines in the X-ray diffraction patterns, corresponding to β-YF3 nanoparticles, were also
observed for Ca0.6Y0.4F2.4, also synthesized by the aforementioned co-precipitation in [45].

It is also worth mentioning that we did not observe the formation of tysonite-type phase(s) in the co-precipitated
specimens at the lower temperatures. This should not be surprising if one takes into account that such a tysonite-
type phase is stable at higher temperatures only (Fig. 1). Nevertheless, it is quite strange that there was no
fluorite-type solid solutions formed in the CaF2-RF3 systems (R = rare earth element) that contain a relatively
high concentration of the rare earth metals (35–40 mol. % RF3) and possess ordered fluorite-type structures (such
ordered phases are usually thermodynamically stable at the lower temperatures). The other previously studied
MF2–RF3 systems (e.g., SrF2–YF3 [53], BaF2–YF3 [49], BaF2–CeF3 [52]) with M = Sr and Ba have exhibited
different features: each of these systems had the concentration ranges, where ordered fluorite-type phases were
observed under equilibrium conditions at the higher temperatures, the unordered solid solutions were formed.
Currently, it is hard to find a reasonable explanation for the different results for calcium fluoride systems.

In conclusion, results of our study demonstrate that in the course of the synthesis of Ca1−xYxF2+x solid
solutions by co-precipitation from aqueous media, the single phase specimens have been formed for the relatively
low yttrium content only (up to 20 mol. % YF3). These samples, apparently, are not under equilibrium, but they
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are fairly stable and do not undergo any detectable changes over the course of a few years. The latter is crucially
important for the preparation of materials of practical value [58].
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In this work, microtubes with walls, containing Fe3O4 nanoparticles, obtained by “rolling up” of the interfacial films, were synthesized by

the gas-solution interface technique (GSIT), using a mixture of aqueous solutions of FeCl2 and FeCl3 and gaseous ammonia. The synthesized

microtubes were characterized by Scanning Electronic Microscopy (SEM), Energy-Dispersive X-ray spectroscopy (EDX), X-Ray Diffraction

analysis (XRD) and magnetization measurements. It was established that under optimal synthetic conditions the microtube diameter ranged from

5 to 10 µm, the length was up to 120 µm and the thickness of walls was about 0.6 µm, the walls themselves being formed by nanoparticles

with a size of about 10 nm. The reversible hysteresis behavior, the low coercive force, the low remanence magnetization and the approaching

of Mr /Ms to zero, confirmed the superparamagnetic nature of the synthesized microtubes. A hypothesis on the formation of microtubes by the

gas-solution interface technique was proposed.
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1. Introduction

Iron oxides are known to be a significant class of inorganic compounds, which have great potential for
practical application [1–8]. Among them, special attention is drawn to Fe3O4 oxide with cubic crystal structure
of magnetite and its unique magnetic, electrical and chemical properties [9–11]. These properties determine their
possible application in the capacity of electrodes in lithium-ion batteries and sensors, wastewater treatment, and
drug delivery. Therefore, a number of synthetic methods are used now, including precipitation of FeCl2 and FeCl3
mixture in an ammonium hydroxide solution [12].

Recently, much attention has been paid to the creation of hollow microparticles or, in a different terminology,
microcapsules with walls formed by Fe3O4 nanoparticles. These microcapsules have relatively high specific
surface and can be applied in the creation of core–shell multifunctional nanostructures [13, 14]. Hollow Fe3O4

microcapsules, for example, were obtained by hydrothermal method [15], one-pot solvothermal method using
Fe(NO3)3·6H2O as the iron source, and glycerol, isopropyl alcohol (IPA) together with a small amount of water as
a solvent [16], solvothermal method with template from surfactant micelles [17], and Ostwald ripening in magnetic
field [18]. In such a case, the problem of synthesizing of the hollow microparticles with tubular morphology has a
particular importance given that such microparticles will exhibit the unique combination of magnetic, optical and
magneto-optical properties.

The aim of the present work was to investigate the possibility of obtaining microtubes with walls, containing
Fe3O4 nanoparticles, via GSIT as a result of the interfacial reaction between gaseous ammonia and a mixed solution
of FeCl2 and FeCl3.

The GSIT method was implemented for the synthesis of arsenic sulfide microtubes [19], manganese oxide
[20, 21] and lanthanum fluoride [22–24]. A distinctive feature of this method is that, firstly, due to the solution
surface reaction with gaseous reagent, the solid film with composition and density gradient and thickness from
100 nm to 1 µm is formed. Subsequently, after the removal of unreacted reagent excess and reaction products, the
film rolls up during drying into microtubes or, in a different terminology, microscrolls with the diameter from 5 to
100 µm and length from 100 µm to 2 mm.
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2. Experimental methods

FeCl2·4H2O (provided by Aldrich) and FeCl3·6H2O (chemically pure, from Vecton) were used as reagents.
Aqueous solutions were prepared using Milli-Q high purity water with a resistivity of more than 18 MΩ/cm. A
FeCl2/FeCl3 mixed solution with ratio of salts of 1/2 and total concentration of 0.05 was used as the aqueous
precursor. An aqueous solution of ammonium hydroxide (25 %, extra pure, from Vekton) served as the source
of gaseous NH3 The synthesis procedure was as follows: 4 mL of the mixed salt solution was poured into a flat
vessel and added to a glass-lined 50 cm3 chemical reactor. Next, 2 mL of NH4OH solution was poured into a
second vessel and put in reactor near the solution vessel. The treatment lasted from 0.5 to 10 min. The thin
brownish-black transparent film was formed on the solution surface during the treatment. After that, the film was
twice transferred to the surface of distilled water in order to remove excess of reagent solution for 5 minutes.
After washing, the film was transferred to the surface of a Teflon wafer and then dried at room temperature
for 5 hours. During drying, the thin solid film was transformed into microtubes (microscrolls). Characterization
of microtubes was carried out by X-ray diffraction (XRD), Scanning electron microscopy (SEM), electron probe
microanalysis (EPMA). X-ray powder diffraction was performed on a Rigaku Miniflex II diffractometer. The
measurement conditions were Cu Kα radiation, 30 kV, and 10 mA. The morphology of microtube sample was
determined using scanning electron microscopy (Zeiss EVO-40EP or Merlin). The chemical composition of the
samples was controlled by EDX analysis using a scanning electron microscope equipped with an INCA 350 Energy
EDX analyzer (Oxford Instruments). The magnetic properties of the microtubes samples were investigated by a
Lake Shore 7410 vibrating sample magnetometer at room temperature.

3. Results

When the surface of an aqueous FeCl2 and FeCl3 solution is exposed to gaseous ammonia, a brownish-black
transparent thin solid film with thickness from 0.5 to 1.5 µm, depending on the time of treatment, is formed.
As a result of air drying at room temperature, thin solid film, acquired by the treatment during 30 seconds,
transforms into the microtubes with diameter from 5 to 10 µm and length of 80–120 µm (Fig. 1(a,b)). The thin
films synthesized with a shorter processing time are mechanically unstable. The thick films synthesized with a
longer treatment time do not form a microtubule structure, apparently because they have thickness of more than
1 µm. Therefore, mechanical strains arising during drying are not enough to bend them into the microtubes. The
microtube wall consists of nanoparticles with diameter about 10 nm (Fig. 1(c)). According to the EPMA results
(not reported here), the tubes consist of Fe and O atoms. Furthermore, no Cl and N atoms, which could possibly
build the composition of microtubes from the solution or gaseous reagent, are detected in the sample.

FIG. 1. SEM images of the Fe3O4 microtubes: a) general view; b) cross view of a single
microtube; c) view on the surface of microtube wall

Figure 2 shows the XRD patterns of synthesized microtubes. One can see a series of diffraction peaks at
2Θ = 30.1, 35.4, 43.0, 53.4, 56.9, 62.5 and so on related to the Fe3O4 with Fd-3m space group (JCPDS card
01-080-6403).

Vibrating sample magnetometer analysis was used to investigate the magnetic behavior of the formed Fe3O4

microtubes. The magnetic data obtained from the as-prepared microtubes of Fe3O4 is presented in Fig. 3. Fig. 3(a)
shows the hysteresis loop M (H) of the Fe3O4 microtubes at room temperature from −20 kOe to 20 kOe.
The Fig. 3(b) shows the magnified hysteresis loop around the zero field. The saturation magnetization value is
9.5 emu/g, remanence magnetization value is 0.2 emu/g, coercive force is 8.1 Oe, and Mr/Ms = 0.02. These
parameters indicate the synthesized microtubes have a superparamagnetic nature.
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FIG. 2. XRD patterns of as-synthesized Fe3O4 microtubes

FIG. 3. Magnetization curves of as-synthesized Fe3O4 microtubes: a) magnetic hysteresis loop
at room temperature; b) details around zero field

4. Discussion

When analyzing the experimental results, attention is primarily drawn to the fact that the obtained saturation
magnetization value of 9.5 emu/g is several times smaller than the value characteristic for Fe3O4 nanoparticles.
Apparently, this value can be explained by the fact that the microtubule wall contains both water-solvent molecules,
that did not completely evaporate upon room temperature air-drying, as well as amorphous Fe(OH)3 hydroxide,
which could form at the interface between the solution of FeCl2–FeCl3 salts mixture and gaseous ammonia at the
first moment of treatment. Objectively, as it follows from the dependences of solubility logarithms of Fe(II) and
Fe(III) hydroxides from the solution pH, calculated by Hydra-Medusa program [25], when the pH is increased
in such a solution, precipitation of Fe(OH)3 is observed on the first stage and then, precipitate of Fe(OH)2 is
formed at a pH of 7.5–12 (Fig. 4). According to the results of [26], the formation of Fe3O4 nanoparticles in the
process of precipitation of FeCl2–FeCl3 salts mixture is observed in the pH range of about 11–12. Consequently,
one can assume that during synthesis, under gaseous ammonia treatment, Fe(OH)3 nanoparticles are formed on
the solution surface and only after that Fe3O4 nanoparticles emerge. In our view, this effect provides composition
anisotropy along the thickness of the growing film, which ultimately leads to the appearance of a density gradient
and mechanical forces distorting the flat geometry of the thin film as result of drying. It is known that effect of
the film composition on geometrical parameters of tubular structures was found for nanoscrolls, obtained using
hydrothermal synthesis conditions [27, 28].
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FIG. 4. Logarithms of solubility vs pH of FeCl2/FeCl3 mixed solution. C(FeCl2)= 0.017 M,
C(FeCl3)= 0.033 M

5. Conclusion

For the first time ever, a facile interface-mediated synthesis method for the fabrication of microtubes, containing
Fe3O4 nanoparticles, in the absence of catalysts or templates under soft chemistry conditions has been developed.
As a result of the interaction between the mixed aqueous solution of Fe(II) and Fe(III) salts with gaseous phase
ammonia a solid film is formed on the surface of the solution. During air-drying at room temperature the thin film
was transformed into microtubes with diameters approximately 5–10 µm and up to 120 µm long with walls 0.6 µm
thick. SEM, EPMA and XRD analyzes established that the microtubes contain Fe3O4 nanoparticles. The low
coercive force and remanence magnetization, approaching of Mr/Ms to zero and the reversible hysteresis behavior
confirm the superparamagnetic nature of the microtubes. The effect of film “rolling up” occurs due to the film
composition gradient along its thickness, which when the film is dried, leads to the appearance of forces that distort
its planar geometry and results in the formation of a more stable microtubular structure.
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1. Introduction

Among the methods for oxide compounds and oxide-based materials, those using salts of different composition
as starting materials and the reaction environments occupy an important place both in terms of scientific research
[1–13] and for practical purposes [14–18]. These methods for oxide material synthesis have been proposed as
alternative for solid-phase synthesis of oxide reagents, the implementation of which requires, as a rule, high-
temperature and long-term cyclic thermal powder treatment [19–25]. It should be noted that there are methods for
solid-phase synthesis with high-rate solid-phase chemical oxide interaction, however, the number of such methods
is limited [26–33].

Solid-phase oxide reagent synthesis does not often make it possible to produce single-phase products if their
thermal stability is limited. Such instances may be the synthesis of LaNiO3 [34–36], BiFeO3 [20, 37–39]. In the
source-oxide synthesis of LaNiO3 and BiFeO3, as noted in [20, 34], the acceptable process rate is achieved at
temperatures exceeding the thermal stability interval of these compounds. The application of such techniques as
solid-phase nanoscale oxide powder synthesis does not always yield positive results. Such cases are addressed, e.g.
in [40–42]. The method utilizing thin-film layered complex composition oxides for synthesis, sometimes permits
high-rate solid-phase interaction of components at relatively low temperatures [29, 32], although this method is
not always feasible since it is technologically complex to produce such compositions. It is not always possible
to sufficiently increase the solid-phase interaction of oxide powders by using mechanochemical synthesis [43–50].
The scope of high-rate chemical solid-phase reactions at relatively mild temperature conditions, as mentioned
in [28], is somewhat limited.

In this regard, various alternatives of the “soft chemistry” methods [14, 51–85] have been rapidly developed
recently. Various “soft chemistry” methods have helped produce a large number of oxide compounds of varying
compositions, structure, dispersity, including as nano-powders. In a great number of “soft chemistry” methods,
the disadvantages are, as a rule, complex preparation of precursors and the source reaction compositions, complex
instrumentation for the synthetic process, low reaction yields. In some cases, it makes it impractical to use such
methods. Thus, despite the prospects of developing “soft chemistry” methods to produce oxide materials, especially
nanomaterials, in many cases, these methods cannot, for the above reason, satisfy the demands in the synthesis of
oxide materials, including nanostructured materials.

The methods that will be discussed below are based on the pyrolysis of mixtures consisting of salts or related
forms of the source reagents and the organic part. Unlike the Pechini method [14], this review will consider the
oxide synthesis processes as occurring in terms of redox reactions that are considerably exothermic. The initial state
of the precursors used is, as a rule, a solution. Therefore, these methods are termed Solution Combustion Synthesis
(SCS) [86, 87]. If nitrates or other oxidizing agents are used as salt forms, the pyrolysis processes can occur after
their initiation, in particular the thermal one, in modes similar to that of self-propagating high-temperature synthesis
(SHS) [88–91].

Pyrolytic synthesis may be related to the group of methods in which the phase formation processes take place
in conditions far removed from equilibrium [92]. Such methods include co-sedimentation, solvent replacement,
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thermal salt decomposition, spray pyrolysis, Sol-gel methods, cryochemical synthesis, mechanochemical synthesis,
etc.

In general, methods that use salts as reagents allow reduction of the synthetic temperature and duration,
producing oxide compounds in the form of fine powders, including nano-powders. Herewith, some of these
methods have inherent disadvantages such as possible lack of the resulting product homogeneity due to spatial
separation of reagents during the synthetic process [29]. The implementation of some of these methods may
lead to waste products, requiring disposal or recycling, for example, hazardous wastewater, toxic gases. The
methods related to SCS are relatively simple, allowing mitigation of the negative aspects inherent in many methods
where salts are applied as reagents. Different variants of SCS methods have enabled synthesis of a large number
of oxide compounds in the form of nano-powders which are promising for functional and structural material
manufacture [93–136]. For this reason, the SCS methods have recently attracted considerable attention.

For this review, one of the objectives is to address the specificities of SCS methods and those physicochemical
aspects that are important for the most effective SCS implementation. The review is based on the results obtained
by the authors, which have not been hitherto analyzed and summarized in a review on the oxide synthesis of by
SCS method. In this respect, this review can be considered as complementary to the currently available reviews
on material production by SCS methodology [137–148].

Different materials have been produced using compositions containing water-soluble nonionic surface-active
polymers, mainly Polyvinyl alcohol (PVA), Polyvinylpyrrolidone (PVP) and metal nitrates as the salt compo-
nents. For example, high-temperature superconductors [149–154], oxide magnetic materials with magnetoplumbite
structure [155], perovskite-structured compounds [156–161] with catalytic and other properties allowing their ap-
plication as catalysts for atmospheric protection from toxic emissions, as components of solid oxide fuel cells,
electrochemical oxygen source and in other fields, solid solutions based on fluorite-type cerium dioxide [162]
which also has a variety of applications, monazite-type alkali metal doped lanthanum vanadate [127] which was
used as a catalyst for soot oxidation by nitrogen oxides and atmosheric oxygen, and other materials. The oxides, as
previously mentioned, can be obtained not only as powders, but as deposited coatings [151–154,156,157,160,163].
In particular, nanostructured catalysts for atmosphere protection from toxic emissions have been obtained by the
SCS method [126,127,130,156–158,160,164].

In addition to the above-mentioned water-soluble polymers, in some cases, other compounds may be used as
the organic component as well: polymethyl methacrylate, polyacrylamide, polyethylene glycol (PEG), methylcel-
lulose (MC). The application of such polymers arises from their specific properties, in particular, melts flowing
into cavities may be produced when heating PEG-based systems. MC is able to form gels at relatively low
concentrations. One SCS method utilizes a process whereby initial solutions are evaporated until reaching the
initial temperature of spontaneous pyrolysis. The other is performed by drying the composition at a relatively
low temperature, ambient evaporation, vacuum, low infrared heating drying, etc. The second variant of the SCS
methodology is more frequently used for the production of functional coatings.

In materials technology, the potential to produce oxide materials by pyrolytic methods not only as powders
but as coatings on various carriers is important. Given this fact, a special SCS variant was suggested [165], in
which the nonionic surfactant water-soluble polymers having, inter alia, a good film-forming ability were used as
the organic precursor. SCS coating production will also be discussed in this review.

The results of oxide material synthesis by SCS method are influenced by a range of physical and chemical
factors which should be logically considered in the same sequence of basic procedures of final production. The
most important material features ensuring their functional properties include phase composition, homogeneous
chemical composition of phases or the specified ratio of components within them, dimensions and morphology of
particles, their boundary or surface state, including the mobility of components which is manifested, in particular,
in sintering processes [166,167], etc.. At the first stage of precursor production, one of the main tasks is to ensure
homogeneity. Herewith, this requirement remains relevant for removal of the solvent during its evaporation and
precursor drying. The second of the most important aspects is the actual pyrolysis (combustion) of the mixtures.
The choice of systems containing inorganic and organic components has a significant effect on the combustion
characteristics and the products’ properties. Let us add that the target additives such as low-ash content surfactants
improve the source composition spreading on the carrier surface etc., may sometimes be introduced into the
polymer-salt compositions (PSC). Water is a universal solvent for precursors, although non-aqueous solutions can
be also used to produce oxides.

2. Organic-inorganic precursors

The existence of homogeneous precursors is determined by both thermodynamic and kinetic factors. In order
to thermodynamically analyze the possible of existence of homogeneously consistent systems, it is customary to use
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phase state diagrams which are the physicochemical basis for developing new materials and technologies [168]. In
cases of precursors being produced at atmospheric pressure and room temperature, one can use isobaric-isothermal
sections of state diagrams. It should be noted that the presence of nitrate salts in the precursors is in no way a strict
requirement. For instance, formates [151], acetates [169], and other thermally degradable forms of the respective
metals may be used. This choice affects the specificities of both the precursor production and the combustion
process. A number of metals such as vanadium, molybdenum, tungsten may be included in source compositions
as part of oxygen-containing anions (in particular, polyoxometallates): VO−

4 Mo7O
6−
24 , W12O

10−
41 . However, in

case of cationic metal forms, the nitrate systems which ensure active exothermic reactions during pyrolysis are
used most frequently. In fact, metals can also constitute part of the precursor compositions as oxygen-containing
cations, such as zirconyl ZrO2+. In [170–177], the corresponding phase diagrams were made for some rather
typical representatives of polymer-salt-water systems used as precursors. Similar diagrams can also be made for
systems containing low-molecular organic components. The common system type is one in which diagrams have
areas of homogeneity separated by areas where two or three phases coexist (Fig. 1-4). Limited homogenous
areas are adjacent to each of the triangle vertices where the system is enriched with one of components: aqueous
solutions of the corresponding salt and polymer, the polymer matrix comprising water and a salt component, and
a salt phase which may include both water and a polymer component. The two-phase areas include, for example,
aqueous saline solution containing a polymer gel, drip formation of an aqueous saline solution in the polymer film
(Fig. 5), the salt crystals in the polymer matrix or in an aqueous solution, etc. Upon removal of solvent (water),
the system composition passes through a line (Fig. 1, the dotted line with long dashes) which corresponds to the
constant ratio between the salt and polymer weight, transitioning to heterogeneous areas, including the three-phase
diagram segment. This type of diagram is typical for polymers which partially mix with water, such as PVA, as
well as for organic components (e.g., glycine) which are sparingly water-soluble.

FIG. 1. Isothermal phase diagram section, tetrahydrate heptamolybdate ammonium - water -
polyvinyl alcohol (PVA) system. 1 – area of existence of homogeneous polymer-saline solutions
in water in the light; 2 – the same in the dark; 3 – homogeneous area of solid-phase samples; 4 –
hypothetical solid, polymer-containing, salt component-based solutions; 5 – area of three-phase
coexistence: liquid polymer-saline solutions, solid polymer-saline solutions, and saline phase;
6 – biphasic area with a solid matrix, comprising solid and liquid polymer-saline solutions; 7 –
biphasic area corresponding to the equilibrium between the solid polymer-saline solutions and the
salt phase.

Despite the fact that the precursor homogeneity should, as a rule, be broken when removing the solvent in the
above system, there are a number of factors, due to which the occurrence of multiphase systems can be substantially
inhibited. Thus, the possibility to adsorb the organic components on the surface of the emerging salt microcrystals
has a positive effect on the decreasing trend in system phase separation. In particular, the polymeric shell prevents
their growth by blocking, at least partially, the ion supply from the solution [178, 179]. The increase in the rate
of solvent removal, e.g. in precursor vacuuming, allows quicker passage through heterogeneous areas of the phase
diagram, and in some cases, phases which were supposed to have formed do not have time to take shape spatially.
This leads, for example, to the formation of metastable glassy films. Under similar conditions, the polymers of



Oxide material synthesis by combustion of organic-inorganic compositions 479

FIG. 2. A fragment of the phase salt – water – polymer diagram in the light. A – single-phase
area of aqueous polymer-saline solutions (1); B – biphasic areas of existence of liquid and solid
solutions with liquid disperse medium (2) and of the liquid solution and the salt phase (3); C –
triphasic area of coexistence of liquid and solid solutions with the salt phase (4)

FIG. 3. Isothermal section of the phase diagram of the La(NO3)3·6H2O system – polyvinyl
alcohol – water at room temperature. 1, 2 – areas of homogeneous solutions (aqueous and
polymer-based), 3, 4, 5, 7 – biphasic areas (with salt crystallization – 5, 7, gelation – 4, drip
inclusions in the polymer matrix), 6 – triphasic area with gelation and crystalline salt precipitation
occurred simultaneously
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FIG. 4. Isothermal section of phase diagram of the ammonium vanadate system – polyvinyl alco-
hol – water at room temperature: 1 – area of homogeneous aqueous solutions under natural light;
2 – the same after exposure to UV radiation; 3 – heterogeneous area; 4 – area of homogeneous
polyvinyl alcohol-based solutions; 5 – polymer-saline, ammonium vanadate based complexes

FIG. 5. Micrograph of drip formations in the PVA film containing copper nitrate (200x)

lower molecular weight are better able to suppress the growth of crystallites [153], which is a result of fewer steric
difficulties in their adsorption on the solid-phase nuclei.

The polymers and organic compounds which are absolutely water-miscible are characterized by another type of
phase diagram (Figs. 6–8). This type allows solvent removal while remaining within the homogeneous region. If the
salt component dissolves rather poorly in water, the homogeneity range is narrow and is difficult to be practically
employed (Fig. 6). The most advantageous type to preserve the precursor homogeneity is a diagram with good
salt solubility (Figs. 7,8). It involves, in particular, those practically important systems which include PVP and
soluble metal nitrates such as lanthanum and its analogs, as well as of transition metals, e.g. copper, nickel, cobalt,
manganese, etc. Glycerin-inclusive systems are also practically relevant. We should note that such systems are
characterized by the existence of a liquid-phase immiscibility area, i.e. the existence of the area in which two
liquid phases coexist. The availability of liquid-phase immiscibility (Figs. 9,10) can be observed depending on
existence of a lower or upper critical point in the phase diagram when the liquid precursor temperature is changed,
for example, when it is heated for water evaporation, which must also be considered in practical terms.

In the ammonium heptamolybdate – polyvinylpyrrolidone – water system, in particular, at room temperature
(Fig. 9), there is a field of homogeneous solutions (1), the areas of the salt component crystallization (2) and (3),
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FIG. 6. Phase state diagram for the ammonium tungstate – polyvinylpyrrolidone – water system.
The content of components in mass proportions. I – the area of homogeneous solutions; II –
heterogeneous area of coexistence of the salt phase and the solution

FIG. 7. Isothermal section of the phase state diagram for the lanthanum nitrate – polyvinylpyrroli-
done – water system. 1 – the area of existence of homogeneous aqueous polymer-saline solutions
(the respective compositions of experimental samples are marked with triangles); 2 – the area of
liquid immiscibility (circles); 3 – the triphasic area of coexistence of two liquid phases and salt
crystals (asterisks)
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FIG. 8. Isothermal section of the phase state diagrams for the copper nitrate – polyvinylpyrroli-
done – water system. The symbols are the same as in Fig. 7

FIG. 9. The phase state diagram for the tetrahydrate ammonium heptamolybdate –
polyvinylpyrrolidone – water system. The explanations are given in the text

where the liquid and solid phases coexist. Unlike the previous diagram types where there is amorphous crystal
immiscibility, we can see the area of amorphous liquid immiscibility in the system (4). The salt phase (6) coexists
with two liquid phases in the area (5). The study of the temperature effect on the phase separation processes of this
system showed that the amorphous immiscibility area expands by the temperature increase (in particular, at 70◦C).
This is reflected as a dotted-line projection in the diagram (Fig. 9). At a lower temperature (15◦C), the samples
whose compositions are marked with asterisks, by contrast, did not show liquid immiscibility. Fig. 10 shows the
poly-thermal phase diagram section along the A–B line, it is clear that the complexity of this diagram is caused by
the upper and lower critical immiscibility points. The ammonium heptamolybdate – PVA – water system is also
characterized by liquid-phase immiscibility which manifests itself with temperature increase (Fig. 11).

It should also be noted that the formation of complexes or associates between the metal ions and the organic
component can have a favorable effect on the solubility of salt components, thus expanding the area of homogeneity
for the solutions [180–182]. Some well-known examples of these samples are glycerin and glycine complexes of
transition metals, in particular copper. Table 1 gives data for comparing the strength of glycine and other transition
metal complexes. The possibility to form associates between similar metal ions and polymer components expands
the homogeneity area on the phase diagrams, as well as inhibits secretion and growth of phase non-homogeneities
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FIG. 10. Poly-thermal diagram section (Fig. 9). K – the area of salt crystallization; P – the area
of liquid-phase (amorphous) immiscibility. Further explanations are given in the text

FIG. 11. Poly-thermal sectional phase-diagram fragment (Fig. 1) along the A–B line. The dots
denote experimental points. 1 – Homogeneous solutions; 2, 4 – area of coexistence of two liquid
phases; 3 – the coexistence of liquids and crystals; 5 – the area of amorphous crystalline immis-
cibility

in the process of solvent removal. The literature has data for the transition metal complexation with water-soluble
nonionic polymers; the information regarding the PVA is given in Table 2. The papers [180, 181] studied the
thermodynamics of polymer complexation, and their low molecular weight analogs, with metal cations and anionic
forms including a multicharged metal (Mo) in some systems. In particular, it was found, as exemplified by the
interaction of PVA, PVP, polyethylene glycol (PEG) with ions of cadmium(II) and copper(II), that PVP interacts the
most actively with the divalent ions. This is shown for Cd2+ at higher negative values of the interaction enthalpy,
the Gibbs energy and the complex formation constant. For Cu2+ ions, as compared to cadmium complexation,
the constant is even higher; however, the energy factor does not contribute to spontaneous emergence of its
complexes. Table 3 shows the significant role of the entropy factor in the complexation. The complexation is
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accompanied, in particular, by dehydration of ions and functional groups of organic compounds which act as
ligands. Herewith, the water molecules released during dehydration gain translational mobility. Due to this, in
particular, the system’s entropy may increase. In [183], it was shown that water-soluble polymers of various origins
can differently influence the water structure and the ability of ions to form the ion complexes (associates) with the
polymer. The damaged structure of water in solutions of rather more hydrophobic PVA causes increased hydration
interactions between the ions and water molecules. Stabilization of water structure in hydrophilic PVP solutions
should determine greater development of polymer – ion solvation effects and the increase in the tendency for ion
association or complexation with polymer molecules. The determining role of the above entropy factor was also
confirmed by the example of the studied complex polyoxometalates, including a polymer component (PVA) [184].
The study of ammonium heptamolybdate-containing systems revealed that the low-molecular substance (ethylene
glycol which can also be considered as a glycerin analogue), as compared to the high-molecular compounds of
similar structure (PVA), is able to interact more actively with heptamolybdate (Table 3).

TABLE 1. The stability constants for complexes of heavy metals with organic ligands [185]

Ligand
IgKc

Ni2+ Zn2+ Cd2+ Cu2+ Pb2+

NH3 2.8 2.37 2.65 4.25

Glutathione (RS1−) 4.0 5.0 6.16

Imidazole (=N) 3.0 2.52 2.8

Acetate (O1−) 0.8 0.7 1.2

Glycine 5.52 4.8 8.62 5.47

Oxalate 4.68 4.0 6.19 4.0

OH 4.4 4.6 6.3 6.2

Carbonate 4.8 4.0 6.77 6.2

Humic acids (pH8) 5.3 5.0 5.0 5.3-8

Surface particles (pH8) -3.6 -3.7 -1.8 -1.7

TABLE 2. Complexation constants and thermodynamic parameters of M(II) – PVA reactions [186]

M(II) lg(K1) lg(K2) lg(K) ∆G, kcal/mol

−∆G1 −∆G2 −∆Gaver.

Co 5.67 5.32 11.06 8.18 6.42 16.0

Ni 6.21 5.60 11.82 8.36 7.90 16.0

Cu 8.07 7.86 15.93 11.53 11.10 22.52

Zn 6.94 6.63 13.57 10.14 9.52 19.23

One study [187] suggested a structure model for complexes of oxygen-containing ions with polymers (Fig. 12).
As shown in [182, 186], the interaction of different ions with the polymer macromolecules, in view of significant
influence of the entropy factor as well, is of the specific features as manifested in heterogeneous ion distribution in
the solution, both between the macromolecules therein and within a single macromolecule joined in the interaction.
The interconnection of ions and the polymer is facilitated on the chain section which is adjacent to the previously
attached ion. In the case of polyoxometalate ions, this leads to induced-rigidity portions of the polymer chains,
while the solutions, which become similar to liquid crystals, gain mesomorphic properties [187, 188]. The films
derived from these solutions indicate a coaxial orientation for the rigid fragments of the polymer-saline associates
(Fig. 13); in this case, apparently, they are perpendicular to the film surfaces. This is shown by a specific kind of
x-ray diffraction patterns of the films [187,189]. When deriving oxide materials from textured films, you can expect
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TABLE 3. Thermodynamic parameters of Cd2+ and Cu2+ ion complexation with PVA, PEG,
PVP at room temperature [181]

System Kp
∆G0

compl ∆H0
compl T∆S0

compl

kJ/mol

Cd2+ – PVA 2.3·104 −24.9 −0.25 24.6

Cd2+ – PEG 2.2·108 −47.6 −0.46 46.9

Cd2+ – PVP 9.1·104 −28.3 −0.75 27.5

Cu2+ – PVA, PEG 3.1·106 −37.1 24.0 61.1

at least partial texture inheritance by the complex oxide coatings on the media [163]. The issues regarding the
pyrolytic production of textured coatings are of practical interest. The phenomenon of directional salt component
crystallization is evident in the polymer-saline compositions (PSC) on single crystal substrates in those cases where
crystallization is not suppressed (Fig. 14). It is practically possible to produce textured oxide films from such
precursors, (Fig. 15), for example, the superconducting ones [163], in which the crystallites have a preferential
orientation.

FIG. 12. Polymer-saline ammonium heptamolybdate and polyvinyl alcohol complex structure M=Mo

When exposed to light, the precursors comprising ions of such metals as vanadium, tungsten, molybdenum
allow for partial reduction of metals due to photochemical reactions of the electron transfer from the polymer
component to the oxygen-containing ion. Any earlier associates remain unchanged; however, the formation of
charge-transfer complexes may affect the type of the phase diagram, thus expanding in particular the homogeneity
area (Figs. 1,4) due to the better solubility of such complexes. Incidentally, such PSC may be used as catalytic
materials for photochemical processes under mild conditions [190, 191]: e.g. the sulfide oxidation to polysulfide,
selective oxidation of α-pinene to verbenol or verbenone etc. The flow of autocatalytic oscillatory reactions
discovered in PSC themselves [192, 193] contributes to this as well. Polymer film compositions which include
partially recovered vanadium, molybdenum and tungsten ions have been proposed for use as membranes of ion-
selective electrodes which are sensitive to the aforementioned ion concentrations in the solutions studied [179,194].
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FIG. 13. X-ray diffraction pattern (CuK-radiation) of the polymer-saline ammonium tungstate –
PVA (2 and 10 % w, in initial solution respectively) film composition

FIG. 14. Salt component (Y, Ba, Cu nitrates) crystallization in the PVA films to derive
YBa2Cu3O7−δ (YBC) a – on the glass (200×); b – on the single crystal MgO substrate (100x).
The least soluble barium nitrate crystallizes prevalently, then, crystallites grow from the primary
crystal faces

To conclude this Section, we should mention another option to produce homogeneous precursors in those
cases where the oxides are composed of ions of vanadium, molybdenum, tungsten [195–198] and metals with
similar chemical properties. There is precipitation when introducing the ions of most alkaline earth, rare earth,
and transition metals into such metallic saline solutions to produce the respective complex oxides. The precipitate
contents of the low-solubility compounds are variable and depend on several factors: temperature, concentration,
acidity, the mixing sequence of initial solutions, and in some cases, even on the mixing intensity. This makes it
difficult to produce a complex oxide a strictly defined stoichiometry. The mixing of solutions, with a polymeric
component available, allows production of a stable gel with a given composition [199, 200] due to the fact that
the reagents are pre-connected with a polymer into the complexes. Then, a three-dimensional spatial grid which
includes the corresponding ions as uniformly distributed by volume is formed in the gel. It is possible to remove
water from such gels without breaking their homogeneity, and to carry out pyrolytic synthesis of complex oxide,
including on the media, as implemented in the course of producing the lanthanum-cesium vanadate, the soot
oxidation catalyst [201]. The alkali metal compounds (in this case, the cesium nitrate) participate scarcely in
complexation, and are included in the precursor as the dispersed-phase components of the polymer-salt matrix.
The systems described can be represented by diagrams of the gel stability to spatial phase separation, as similar
visually to the phase diagrams (Fig. 16) having a lower critical immiscibility point.
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FIG. 15. Stages of the oriented YBC film formation of the polymer-saline composition: a –
500×; b – 1000×

FIG. 16. Stability diagrams for polymer-saline gels with a total salt content of 0.35 mass
% in the ammonium heptamolybdate – lanthanum (III) nitrate (a) and ammonium metavana-
date – lanthanum (III) nitrate (b) systems. PVA – polyvinyl alcohol concentration in mass %;
MoO3(V2O5) – La2O3 content in mol. %. The gel separation area is shaded

It should be noted that when there are acidic reactions in the solutions, the anionic forms of oxygen-containing
ions of molybdenum, tungsten, and vanadium are able to transform into cationic molybdenyl- and vanadyl-type
forms. In the case of tungsten, especially without any organic component, there may be precipitation of the so-
called tungstic acidic mixture. The precursor’s acidity has an effect on the results of pyrolytic synthesis of these
metallic oxides, which was shown, in particular, in [198].

3. Features of precursor combustion and oxide material synthesis

When producing oxide materials, the precursor combustion is characterized by a number of parameters such as
the burning rate, pyrolysis localization in the volume of the reaction medium, its temperature, the composition and
temperature of the gases released, etc. These parameters are determined by the nature of components used in the
original compositions, the ratio of the oxidant (mainly, the nitrate part of the system) and reductant (the organic
component). The nitrate ions are the oxidizing agent as part of homogeneous organic-inorganic compositions. The
thermal nitrate decomposition itself is accompanied by release of gaseous products which have oxidizing properties
(oxygen, nitrogen oxides), herewith, an active oxidizing agent may be the atomic oxygen at the time of its emission
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(nascent state). On the contrary, during thermal degradation, the salts of organic acids (formates, acetates, etc.)
create a reducing environment due to the availability of such gases as carbon mono- and dioxide and, sometimes,
hydrogen. The organic salt decomposition may generate carbon; the degradation of these salts may result in
reduced forms of metals such as copper – Cu+, Cu0. Considering that it is possible to create mixed precursors
comprising salts of different origin, this aspect can be used to regulate the intensity of pyrolysis, production of
materials which include low-oxidized metals. Nitrates of various metal groups undergo thermal decomposition at
significantly different temperatures. In addition, degradation can occur stepwise. Below, we address such a case
exemplified by the salt destruction when producing YBa2Cu3O7−δ (YBC).

Ba(NO3)2 = Ba(NO2)2 + O2

Ba(NO2)2 = BaO + NO + NO2

Y(NO3)3 = YONO3 + 2NO2 + 1/2O2

2YONO3 = Y2O3 + 2NO2 + 1/2O2

Cu(NO3)2 = CuO + 2NO2 + 1/2O2

It should be noted that the step degradation may lead to broken homogeneity in the synthesis products due
to the growing granules of the newly formed intermediate oxide phases. Stepwise salt destruction is usually
manifested in the complex oxide production by thermal salt mixture decomposition which is not accompanied by
the use of organic components. The thermal destruction temperatures vary greatly for nitrates of different metals,
for example, these temperatures are ranged 100 to 800◦C when producing YBC. Part of the nitrates, the salts
of alkaline earth and some transition metals, are decomposed through a melting stage. The resulting melts are
corrosive and can interact actively with the materials of reaction vessels.

Application of nitrate-organic precursors enables one to solve most of these problems. First of all, the
exothermic pyrolysis temperature of the system decreases upon introduction of organic components into the mixture
of metal nitrates (Fig. 17). In most cases, the combustion itself is reflected in the thermal analysis results
as a single intensive exothermic effect. Experiments show that, other things being the same, the maximum
combustion rates and the developing temperatures are usually achieved in the nitrate precursors comprising organic
components with nitrogen atoms in the oxidation degree of 3−, as entering into an energetic reaction (up to
explosion) of comproportionation with nitrate nitrogen (5+) atoms. These (nitrogen (3−)) include, for example,
polyvinylpyrrolidone, glycine. Therefore, these substances can be considered as analogs in a sense, in terms of
implementation of the pyrolytic oxide synthesis. Polyvinyl alcohol, ethylene glycol, glycerol consisting of a carbon
skeleton with hydroxyl groups attached act as another precursor group of similar interaction. The thermograms
(Figs. 17,18) [165, 169] show that in the process of heating, the salt mixture decomposition is accompanied by a
number of endothermic effects of the stepwise decomposition of the respective nitrates, whereas with a polymer
available, the sign of thermal effects changes, the decomposition temperature decreases due to the combustion
effect, the sample mass stabilizes at a substantially lower temperature.

FIG. 17. Thermograms (D-1500Q derivatograph) of reaction mixtures; a – cobalt, lanthanum,
strontium nitrates; b – the same with PVA introduced
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Calculation of precursor combustion reactions is usually carried out based on the condition of carbon dioxide,
water and molecular nitrogen release as evolved gaseous products (see for instance [94, 112, 118, 202]). The
defined ratio between the nitrate part of the system and the organic component is considered stoichiometric, which
corresponds to the imputation rate ϕ = 1. When ϕ < 1, the reaction system lacks the organic component, and
when ϕ > 1, there is an excess which may ultimately require additional oxidation, for example, by atmospheric
oxygen. Oxidants, in particular, additional oxygen may be required and should be taken into account when the
metal components are available low valent compounds in the salt compositions, e.g., Co2+, Mn2+ rather than
characteristic (3+ and 4+) for many oxides. In some cases, where there are stably oxidized metallic components,
a simplified stoichiometry calculation scheme can be used. This should take into account a free nitric acid as well,
when they use acid solutions with its excess:

It can be assumed that pyrolysis processes occur the most intensively in various systems if the ratio is ϕ = 1.
In this respect, the experiments on the measurement of the real temperature-time combustion parameters are deemed
quite interesting. Such experiments have been implemented, in particular, by synthesis of calcium zirconate CaZrO3

[112, 118] as a practically important material for producing dielectric and refractory ceramics, a component of the
photocatalytic and luminescent systems, solid electrolytes with different conductivity. Calcium metazirconate was
synthesized by the SCS method [203], using various organic reagents such as β-alanine [204], citric acid [205,206]
or citric acid with urea [207], glycine [138, 208] for the combustion reaction. To determine the combustion
parameters in [112, 118], the synthesis was carried out in glycine-nitrate systems. To achieve reproducible results,
they provided the same geometry of the reaction vessel and the same type of solvent evaporation. The synthesis
temperature of CaZrO3 was recorded using two thermocouples with a measurement period of 0.12–0.2 s. The
temperature of the gases released was measured by an infrared pyrometer. The gas composition was determined by
a gas analyzer. Depending on the ϕ-value, there were three types of pyrolytic processes observed. When ϕ < 0.8
(Fig. 19), the pyrolysis occurred in amorphization (smoldering combustion), the reaction was gradually spreading
in the reactant environment as a narrow combustion front occurring at relatively low temperature and gentle
temperature profile. When the ϕ-values were ranged 0.8−1.1 (overall combustion), the process time was minimal
(Fig. 19), the combustion spread quickly over the whole reaction volume. When ϕ ≥1.2, the combustion occurred
in a manner similar to that of SHS. The reaction medium was highly heated some time after the combustion
front had occurred. The maximum process temperature did not meet the stoichiometric ratio, and was achieved at
ϕ =1.3 (Fig. 20). At low ϕ-values, significant amounts of nitrogen oxides were released, as calcium and zirconyl
nitrates could decompose thermally like salts. At high ϕ-values, there was increased content of carbon monoxide
in the gaseous environment. The absence of the area where combustion occurred with no release of nitrogen oxides
and carbon monoxide suggests that the actual processes differ from the design scheme. It must be assumed that
divergence of the processes from theoretical ideas will increase with local inhomogeneities appearing in the overall
component distribution. The use of PVP precursors as an organic component can lead to the formation of another
redox interaction product when an excess of nitrogen, being initially oxidized as 3-, is incompletely oxidized by the
nitrogen nitrate and forms a lower nitrogen oxide. The data from GC-MS analysis of the gas composition during
air pyrolysis of the film PVP composition with Ag, La, Mn nitrates showed that after removal of water, there were
two stages of N2O release, followed by significant CO2 emission with impurities of organic substances. Against
this background, there were emissions of certain amounts of NO and NO2 (Fig. 21; the thermogram is shown in
Fig. 18). In some cases, the oxide SCS products can contain the residual carbon coloring white materials with a
gray or brownish tint.

In the thermal analysis of the oxide SCS production processes, the thermograms display, in addition to the
main exothermic effect, the availability of at least another one being less intensive (Fig. 17,18). The origin
of this maximum can be explained by the burnout of residual carbon. At a relatively low temperature in the
additional thermal treatment of the SCS products, the carbon is almost completely removed. Thus, the carbon
content did not exceed thousandths of a percent in the YBa2Cu3O7−δ samples produced by the SCS method in the
metallic nitrates – PVA system where its presence is critical [153]. The carbon oxidation by oxygen is accelerated
during additional heat treatment of the materials produced, and facilitated with catalytic properties of the oxide
systems. Such properties, to different extents, are characteristic for many oxides, including YBa2Cu3O7−δ , which
are composed of transition metals [202]. It is especially typical for oxides based on metals which change rather
easily the oxidation degree and are capable to form compounds with low metal - oxygen binding energy, such
as Cu, Mn, Co, etc. The carbon is also oxidized effectively in the oxides, including lanthanum vanadates [201]
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FIG. 18. Thermogram of the reaction mixture (polymer saline composition) containing the ni-
trates of lanthanum (III), silver (I) manganese (II) and PVP, the heating rate is 10◦C/min. T is
the temperature

FIG. 19. Temperature combustion profiles in the CaZrO3 synthesis
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FIG. 20. Maximum combustion temperatures attained as depending on the ϕ-parameter

FIG. 21. CO, NO, NO2 concentration in combustion products

doped with alkali metal ions where, as expected, the intermediate unstable carbonate complexes are formed. In
general, the catalytic processes have a sufficiently strong effect on the precursor production and pyrolysis [202].
Some compounds with labile-oxidized metals affect organic compounds at the stage of preparing solutions. Thus,
in concentrated solutions of the moderately heated iron (III) nitrate and PVA, the intensive redox reaction starts
with gassing and self-heating. In some cases, a catalytic effect is evident after the production of film precursors. It
is typical, for example, for compounds of molybdenum and tungsten, especially in an acidic environment. When
poorly heated and exposed to light, there are reactions with partial metal reduction to the oxidation degree of
(5+), the appearance of blue color, and, sometimes, of the spongy film structure due to gases released. During
combustion of the compositions, the catalytic properties of their constituent compounds are achieved.

Special studies have shown that the combustion rate of the PVA-based film precursors depends essentially on
the possibility to change the oxidation degree of the metal components, and the availability of catalytic properties
in the intermediate phases and the synthesis products. The precursors containing nitrates of stably oxidized alkaline
and rare earth elements combust slowly and unstably, there is no intense pyrolysis [202] (Tables 4, 5). More
stable and high-rate combustion is characteristic for the films containing the transition metallic nitrates and silver
(Table 5). The factors decreasing the combustion rate may be the existence of crystalline hydrates formed by
nitrates. The combustion rate may enhance the catalytic properties, which is clearly exemplified by the systems
in which the respective complex oxides are formed. The catalytic action of metallic silver which appears as
nanoparticles during combustion may result from the ability to change its oxidation, Ag0 ↔Ag1+. It can be
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assumed that the paramount importance to enable the catalytic effect on precursors at different synthesis stages is
a result of the Red/Ox potentials for the respective ions which are given in Table 4 to illustrate the above.

TABLE 4. Oxidation potential of reactions and the catalytic effect of inorganic ions

No Reaction E, V No Reaction E, V

1 Fe3+ + ē → Fe2+ +0.771* 10 MoO2+
2 + ē → MoO+

2 +0.48**

2 Mn3+ + ē → Mn2+ +1.51*** 11 WO2−
4 + 4H2O + 6ē → W0 + 8OH− −1.05

3 Co3+ + ē → Co2+ +1.95*** 12 WO2−
4 + 8H+ + 6ē → W0 + 4H2O +0.05

4 Co2+ + 2ē → Co0 −0.29 13 Sr2+ + 2ē → Sr0 −2.89

5 Cu2+ + ē → Cu+ +0.159 14 La3+ + 3ē → La0 −2.52

6 Cu2+ + 2ē → Cu0 +0.345 15 NO−
3 + 2H++ ē →NO2 + H2O +0.80

7 Cu+ + ē → Cu0 +0.531 16 NO−
3 + 4H++3ē →NO + 2H2O +0.96

8 Cr3+ + ē → Cr2+ −0.41 17 NO−
3 + 2H2O + 3ē →NO + 4OH− −0.14

9 Ag+ + ē → Ag0 +0.7994** 18 2NO−
3 + 12H++ 10ē →N2 + 6H2O +0.73

*The catalytic effect is manifested directly in solutions;

**the effect begins to reveal in films;

***the catalytic effect during pyrolysis.

TABLE 5. Combustion rate of PVA-based compositions

No Saline constituents of the composition Combustion rate, cm.min−1

1 Cobalt nitrate 3–4

2 Strontium nitrate 3–5

3 Lanthanum nitrate 2–4**

4 Manganese nitrate 5–7

5 Silver nitrate 10–15

6 Strontium nitrate and cobalt nitrate (SrCoOx)* 11–13

7 Lanthanum nitrate and cobalt nitrate (LaCoO3±y)* 14–18

8 Lanthanum nitrate and manganese nitrate (LaMnO3±y)* 13–16

9 Lanthanum nitrate, silver nitrate, and manganese nitrate 15–20

(La1−xAgxMnO3±y)*

10 Silver nitrate and manganese nitrate (AgMn2O4)* 30–40

*The synthesized oxide composition

**Unstable combustion

The basic mechanisms of pyrolytic oxide synthesis reveal in the thermochemical processes in the reactors where
the solutions of organic-inorganic compositions are sprayed in a heated zone (spray pyrolysis). The positive effect
of the available organic component also manifests in this case, since the fractional component crystallization, as
well as stepwise thermal destruction, may occur in the pure salt mixtures, starting with the least soluble component.
Ceramic oxide coatings are produced similarly, when the solutions are sprayed in doses on a heated media [169].
In addition, the polymer component provides for the formation of the initial film, which is then pyrolized, on the
surface of the media.
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Studies of polymer-salt compositions (PSC) revealed a phenomenon that can significantly affect the results of
the oxide material synthesis, the effect of thermochemical precursor charge generation [209]. Initially, this phe-
nomenon was explored in polymer-saline, primarily PVA-based films by heating them below the initial combustion
temperature [209, 210]. A clear demonstration of charges in the films which were homoelectrets in that case, i.e.
the two of their sides had the charge of the same polarity, represented an experiment where two samples were
suspended parallel to each other and repulsed mutually and intensely, along with their deformation (bend), when
heated. Placing the film between two electrodes which created a DC electric field, they managed to identify the
film polarities which could vary depending on the composition. The measurement of potentials generated in the
films gave a rather substantial charge density, around 1.7·10−6 C/cm2. The charges existed steadily in the samples.
During polarization by constant field based on salt-doped PVA films, they produced chemoheteroelectrets. The
origin of charges can be attributed to a number of reasons. One of the main reasons is, in particular, the possibility
of emission of volatile substances from the film by heating, which are composed of charged particles able to carry
off the electrons or, on the contrary, have a positive charge by transferring an electron to the film. Such particles
may be considered to be the ammonium molecules if the films include any salts of ammonium, water, H2O(−),
nitrogen oxide (NO+), carbon dioxide, etc. Inter alia, the possibility of formation of particles with the “sticking”
CO3(−) electron cannot be ruled out [210,211]. Therefore, the film charge depends on the nature of the outbound
charged particles in each case, as the charge polarity may change during heating.

The emergence of charges is facilitated by the fact that when the films are heated, some ions included in
the film structure, as noted above, tend to change its oxidation state. In particular, a number of ions tend to be
recovered by interaction with organic components (copper ions), while another to be oxidized by reactions with
nitrates. Consequently, the charge polarity can be determined by the predominantly occurring redox processes and
Red/Ox potentials. Moreover, there is a possibility of such a phenomenon as mechanic electron emission out of
polymeric materials [210, 211] with decreased electron liberation, the tunneling phenomena are known to occur
in these materials. When heated, the polymer saline films, as shown in [150, 196], undergo significant changes,
sometimes alternating, in their geometry, which can lead in particular to mechanical stresses.

We give the charge polarities in some films as an example. In particular, positive charges are formed
in the PVA ammonium heptamolybdate-containing compositions, the negative are formed in the copper nitrate
compositions [210]. The negative charge was observed in nitrate-polymer precursors intended for synthesis of
superconducting YBa2Cu3O7−δ . When the formates of the respective metals were used as the salt constituents of
this system, the initial positive charge was then changed to negative. In most cases, the most intensive process of
film charge formation was temperature-correlated with maximum emission of gaseous compounds revealed during
gravimetric analysis of the samples. The assessment showed that the measured film charges can emerge if a
single elementary charge is generated upon removal of about 230,000 molecules out of the film to the gaseous
environment. The charge-filling density of conditional traps per a space charge at specific film weight of 1.4 g/cm3,
according to the estimation, reaches the values of about 2·1015 charges per cubic centimeter, i.e., approaches the
limit values for certain polymeric film materials [211].

It is important that the newly formed charges are preserved on the oxide nanoparticles emerged after PSC
pyrolysis at higher temperatures. Thus, during the synthesis of the samarium-doped cerium oxide, Ce1−xSmxO2−d,
there is a negative potential of about 400 V at the stage of solvent removal from the polymer-nitrate aqueous
solutions by heating in a porcelain cup. After the composition combustion, the powder product produced had a
negative charge and potential of about 200 V with respect to ground. The eponymous charges of the particles
lead to their mutual repulsion. Depending on the magnitude of the particle charge, the combustion process forms
the materials in which the aggregation is implemented to different extents, which greatly affects their ability to be
sintered, in particular, the temperature interval of intensive powder sintering when producing ceramics. In the case
of maximum charges, there are powders produced with minimal contact between the particles, large excess surface
energy values, and accordingly, enhanced sintering behavior. In the case of lower charges, the excess surface energy
is partly consumed during combustion, which leads to more close contacts, ensuring further existence of ensembles
of particles which are more resistant to sintering. It helps control the properties of the resulting powders [212].

4. Oxide material production by SCS

The application of the above-described SCS method allows producing oxide nanomaterials both as nanopowders
and nanocrystalline coatings on a variety of media, as well as controlling the properties of materials. Since the
previous section addressed the occurrence of charges in precursors, we should comment on the ability to control
the properties of materials using this phenomenon. There are ratios of organic components and nitrates which
correspond to the most intensive SCS flow and the maximum thermal generation during the reaction (see, for
example [94, 96, 112, 118, 213]). However, more significant charge accumulation was observed in compositions
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containing a substantial excess of the organic component. The combination of these factors leads to the fact
that, in the first case, the synthesis leads to closely contacted ensembles of particles which are more resistant
to sintering. In the second case, there are spot-contacted ensembles which are more prone to sintering at lower
temperatures. This approach to control the powder properties is useful, for example, in producing solid-oxide fuel
cells or electrochemical oxygen sources [214] when single-cycle sintering of the oxygen-conducting membrane with
electrodes is economically and technically feasible. This requires, in particular, synchronizing the run of sintering
temperature curves for different materials, for instance, for the strontium-doped lanthanum manganite and yttrium
oxide-stabilized zirconium dioxide (YSZ). When using a similar material as a component of the applied catalytic
systems, this, by contrast, requires providing greater resistance to sintering and preserving a specific surface area.
It should be noted that the specific surface of the SCS-produced initial powders, however, differs slightly with
different degree of particle contacts.

It should be noted that it is possible to generate oxides with variously sized crystallites by incrementally
increasing the thermal treatment temperature of the SCS-produced powders [94–99, 130, 161]. As SCS oxide
nanoparticles are prone to aggregation, their structure and dimensions should be studied by a complex of methods
[215]. The studies in [157, 158, 161, 162, 169, 197, 198, 212, 216] showed the necessity to use such methods as
the x-ray diffraction, line broadening analysis, small-angle x-ray and neutron scattering, transmission electron
microscopy, low-temperature gas adsorption curve analysis, etc.

One of the features of oxide material synthesis from organic-inorganic compositions is that the main or a
substantial material portion formed in the combustion can be amorphous [95, 96, 98, 99, 126, 169, 197, 198]. This,
in particular, results in the possibility to significantly reduce the temperature of additional thermal treatment for
final production. The transition from the amorphous to the crystalline superfine state can lead to formation
of globular particles with a well-developed, including fractal, surface [130, 159, 169, 197, 198]. Generally, the
increased firing temperature leads to a smoothed surface of the particles [157–159, 161, 169, 197, 198]. At the
time of crystallization, some of the material, as shown in [157–159, 169, 197, 198] represents a combination of
one- or two-dimensional formations, to which the concept of specific surface area is just conditionally applicable.
Experimental measurements of the specific surface by sorption methods can give rather high values in these
cases [157–161, 169, 197, 198]. Thus, the specific surface and fractal structure maxima can be incompatible, and
the different structures of particles can be realized at the same value of the specific surface. For example, small
globular particles with a smoother surface or greater ones, but with non-smooth boundary, can be formed. The latter
may be preferable for use as catalysts, in particular with respect to the active center distribution and energetics.
This should be considered when choosing conditions for the synthesis of catalysts and oxide materials of a different
functional purpose.

The results of examining the possibilities and causes of impurity phases in oxide systems in the SCS processes
bear interest in practical terms. We should note here that these impurity phases do not interfere with the successful
use of materials in many cases [126, 130, 158, 160, 165, 169, 201, 212], although it is sometimes necessary to make
the material be single-phase [94, 96, 99, 106, 107, 112, 118, 159, 169]. Heterogeneous solid-phase systems are used
in catalysis where the impurity phases often play the role of promoters and co-catalysts, as in the silver-inclusive
lanthanum manganites [126,130,158,160]. In the superconducting materials, a newly formed impurity can serve as
a pinning center [169]. The possibilities of impurity emergence may be divided at least into two stages [169, 217]
in accordance with the steps of precursor production and combustion. In the first step, the formation of impurities
(solutions) may be contributed by the relatively low solubility of specific salts, their formation of low-soluble
compounds with other components, and hydrolysis of some compounds resulting in hydroxides. The latter applies,
for example, to salts of transition metals, particularly iron, in cases where the acidity of solutions is insufficient.
Against the background of organic-inorganic compositions, the newly formed hydroxides are sometimes difficult
to see visually, however, their formation may be irreversible after aging of precipitations, which leads to broken
homogeneity of the precursors.

At the stage of combustion, the formation of impurity phases is also possible due to the fact that different gas
environment appears in SCS, depending on the precursor composition, as noted above. In terms of the reducing
environment, some metal components are capable, as ions, of reducing up to the formation of impurity phases
which include low-valent metals [130, 150, 151, 165, 169, 202, 217]. Such facts were recorded during the synthesis,
although they were not always paid adequate attention. As an example, when producing ferrites, cobaltites,
manganites with ABO3 (A stands for rare - earth and alkaline-earth elements, B stands for transition metal ions)
perovskite structure, the impurity phases are often found [130, 158, 169, 217], in particular, show that during the
synthesis, the amount of the impurity phase depends on the component ϕ-ratio (PVA – nitrate). The distribution
of impurities in the material produced can have a significant effect on its functional properties. In most cases,
the optimal is the existence of nanoscale impurities as uniformly distributed in the main phase environment. By
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choosing the appropriate synthesis conditions in [130], it was managed to achieve, in particular, this distribution of
silver nanoparticles in the doped lanthanum manganite.

There are interesting attempts to purposefully influence the texture of the resulting SCS oxide materials. Thus,
in [155,169], the synthesis was carried out in a magnetic field of the magnetic oxide phases with magnetoplumbite-
type structure based on lanthanum and cobalt-doped strontium hexaferrite, Sr1−xLaxFe12−x CoxO19. As a result,
they managed to increase the coercive material force, although they failed to significantly affect the magnitude
of the residual specific magnetization. [155, 169] showed the influence of the synthesis environment on coercive
force of the magnets, which was increased during SCS in a reducing environment due to the generation of defects
resulting from iron reduction to Fe2+.

In SCS production of oxide materials as catalytic coatings, they observed another variant of impurity phase
formation which occurred due to interaction between the active nanosized catalyst particles and the intermediate
carrier [212]. In particular, the formation of aluminum-manganese spinel of several nanometers thick, as found
in [212], showed a marked promoter-wise effect in relation to the system which included aluminum oxide and
perovskite. The effect was observed in oxidizing catalytic reactions of carbon monoxide and organic compounds,
reduction of nitrogen oxides in a gaseous environment.

5. Environmental aspects of the SCS implementation

As shown in [112, 118] and demonstrated in Fig. 21, an appreciable amount of carbon monoxide and nitrogen
oxides may be released during SCS. To solve the problem of environmental protection, as it turned out, the
nanostructured catalysts deposited on nickel foam with an aluminum oxide sublayer serve the purpose, as well as
doped lanthanum manganites produced by SCS [130, 158, 160, 202, 212]. Even with a volley emission of nitrogen
oxides and carbon monoxide during the pyrolysis of original compositions, the devices based on these catalysts can
successfully cope with the purification of gases [130, 157, 158, 160, 202, 212]. This is facilitated by both CO and
NOx available in the waste gases, which are catalytically converted into CO2 and N2 in the hot pyrolytic gases.

Rapidly flowing SCS processes can be accompanied by significant emission of dust particles from the reaction
zone. Taking into account the charges on the particles, the use of electrostatic precipitators is possible to trap
the particles and their aggregates. Moreover, in some cases, additional ionization of the trapped particles is not
required, and the process is implemented due to their own charge.
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Thin film solar cells are having the problem of low absorption of light, particularly at longer wavelengths and hence, efficient light trapping

engineering is demanded. Here, we propose a design of ultra thin GaAs solar cell with enhanced light absorption with the use of dual (dielectric
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1. Introduction

Presently, GaAs solar cells have shown high power conversion efficiency relative to other solar cell tech-
nologies. Among semiconductor materials, GaAs has the better optical performance, e.g. high energy photons
can be easily absorbed in short region, less power consumption, high crystal quality, and operating frequency.
Additionally, various theoretical and experimental light trapping mechanisms have been reported for the better
harvesting of light with the use of nanograting, nanoparticles and back reflectors etc. [1–3]. Hong et al. have
reported designing GaAs thin film solar cells by incorporating a silver nanoparticles in a periodical manner. They
have observed enhanced absorption due to the surface plasmon induced by metal nanoparticles. GaAs based solar
cells could result in 31 % improvement in short-circuit current as compared to a planar solar cell [4]. Nakayama et
al. have experimentally demonstrated an improvement in GaAs solar cells by using silver nanoparticles fabricated
by masked deposition. They have observed strong scattering by the interacting surface plasmons and increased
optical path for the incident photons which could give an 8 % increase in the short-circuit current density [5].
Chang et al. have presented a modeling of GaAs solar cells using the finite-difference time domain (FDTD)
method. The fabricated device consisted of self-assembled two-dimensional microspheres and was found to be
efficient for light harvesting. Comparison of the designed solar cell with the fabricated one could show a 25 %
enhanced conversion efficiency [6]. Grandidier et al. have demonstrated the design of perfectly flat GaAs solar
cell structures of varying thicknesses that were comprised of a double layer antireflection coating, silica nanosphere
array on top and a back reflector. The solar cell with 100 nm thickness showed better improvement however, in the
case of the cell having 1000 nm thickness, a 2.5 % improvement was observed with the optimization of the sphere
size and the spacing between them [7]. Zhang et al. have presented a study of light trapping properties of GaAs
nanoneedle arrays based solar cells by employing rigorous coupled wave analysis and finite element method. They
compared nanowire array-based solar cells with thin film layer based and observed enhanced light absorption. This
enhancement has been attributed to the graded refractive index of nanoneedle arrays that could couple the incident
light in an efficient manner and also was observed to be less dependent on the incident angle. With an optimized
solar cell structure, they observed enhanced absorption, as much as more than 90 % compared to the band gap [8].

In this paper, we present a modeling and simulation of GaAs solar cells based on the dual gratings. In
section 2, the design approach with simulation details is presented and results are discussed in section 3. Finally,
section 4 concludes the paper.

2. Design approach

The schematic diagram of the solar cell structure with proposed light trapping mechanism is depicted in Fig. 1.
This design architecture consists of 70 nm anti-reflection coating (ARC) of silicon nitride (Si3N4), top dielectric
grating (height 30 nm) of indium-tin-oxide, bottom metal grating (height 30 nm) of aluminum, 40 nm GaAs
active layer and 150 nm aluminum (Al) substrate. Here, the use of dielectric and metal gratings produce multiple
bouncings of the incident photons in the active region which prolongs optical path length or lifetime of the photons.

Modeling of the proposed structure was investigated by using finite-difference-time-domain method, which
deals with Maxwell’s equations of electromagnetic waves. For the simulation, the periodic boundary conditions
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FIG. 1. Schematic diagram of proposed GaAs solar cell

were applied in x- and y-directions while a perfectly matched layer condition was applied in the z-direction to
prevent the reflections. In this work, the FDTD method was employed to analyze the electric and magnetic field
distributions in the proposed solar cell and results will be explored in the next section.

However, the performance of solar cells was analytically evaluated by employing the basic characteristics
equations. The expressions of short-circuit current (Jsc) and open-circuit voltage Voc can be expressed as:

Jsc = eNe−h

[
A

m2

]
, (1)

Voc =
kT

e
ln

(
Jsc
Jso

+ 1

)
[V ] , (2)

where k is the Boltzmann’s constant, T is the absolute temperature and Jso is the reverse-bias saturation current.
Using the short-circuit current and open-circuit voltage equations (1) and (2), one can write an expression of

fill factor (FF ) as:

FF =
Jmp × Vmp

Jsc × Voc
. (3)

Therefore, fill factor is defined as the ratio of maximum power and product of short-circuit current and
open-circuit voltage.

By using equations (1), (2) and (3), one can evaluate the solar cell efficiency (η) with the following expression:

η =
Jsc × Voc × FF

Pin
, (4)

where Pin is the total incident power.
The above resultant equation is used to evaluate the performance of the solar cell as a function of short-circuit

current, open-circuit voltage, fill factor and the incident power.

3. Results and Discussion

For a comparative study of the light absorption in the proposed dual grating based solar cell (named as D),
we have designed three solar cells; A: reference solar cell without grating, B: with only bottom grating and C:
with only top grating. Fig. 2(a,b) shows absorption curves of various solar cells for both the transverse electric
(TE) and magnetic (TM) polarizations respectively. Refer to Fig. 2(a) for the TE case, optimal enhancement in
light absorption can be observed for the dual grating based solar cell however, reference solar cell shows poor
absorption from the wavelength 600 nm. The enhanced absorption from the solar cell D has been attributed to
the scattering effect of metal and guiding effect of dielectric gratings respectively. Fig. 2(b) shows absorption of
various designed solar cells for the TM case. In the case of reference solar cell, low absorption can be observed
while dual grating based solar cell shows optimal absorption over a broad range of the wavelength region due to
the induced plasmonic effect.

For the case of bottom grating based design, localized surface plasmon and guided modes are observed.
Generally, the metallic grating structure excites localized surface plasmon resonance which prolongs the optical
path length of photons in the absorbing layer [1, 9]. In the case of solar cell D, the combined effect of dual
grating supported by plasmonic and photonic modes is observed. We have calculated the relative enhancement
of short-circuit current density of the solar cell D with reference to the solar cell A by using an expression
(Cell DJsc − Cell AJsc/Cell AJsc). A relative enhancement in short-circuit current density about 101.6 and
216.7 % are obtained for TE and TM respectively. The use of either top or bottom grating shows enhanced
absorption as compared to the reference solar cell A. However, the performance of solar cell D is dominant, which
is due to the light trapping phenomena.
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FIG. 2. Light absorption for TE Fig.(a) and TM Fig.(b) cases

FIG. 3. Transverse electric and magnetic field distributions in different solar cell structures

After collecting the peak values of different solar cell designs from absorption curves plotted in Fig. 2, we
have studied the field profile for both the cases of TE and TM polarizations which is shown in Fig. 3. The usual
behavior of field distribution can be seen in Fig. 3(a,e) for the case of reference solar cell A. Also, in Fig. 3(b-d)
and Fig. 3(f-h) an improvement in field profile is also observed from different solar cells based on bottom, top
and dual gratings in reference to solar cells B, C and D respectively. However, a distinct field profile is observed
for the transverse magnetic field mode. With the solar cell D, as shown in Fig. 3(h) the localized surface plasmon
(LSP) supported by the guided modes can be observed. This magnetic field distribution behavior is responsible for
the enhanced cell efficiency.

4. Conclusion

We have investigated the optical performance of ultrathin dual grating GaAs solar cell and compared that with
a reference solar cell. Among other designed solar cells, dual grating based solar cell could yield maximum short-
circuit current density 17.41 for TE and 29.66 mA/cm2 for the TM case. This enhancement has been attributed
to the combined effect of photonic and plasmonic modes. Finally, a relative enhancement in short-circuit current
density about 101.6 and 216.7 % has been obtained for TE and TM respectively.
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1. Introduction

Modern materials science is constantly stimulating the creation of new technologies from the point of view
of the synthesis of compound semiconductors with controlled properties. Much attention is given by scientists to
chalcogenide metals for their ability to easily form double and ternary compounds and solid solutions based on them.
The desired physical and chemical properties primarily depend on their composition. The considered compounds
have many applications, including photodetectors, optical coatings, photovoltaic devices, electro-optic modulators,
field effect transistors [1–3]. The methods of obtaining semiconductor compounds allow us to synthesize them in
different “types”: quantum dots, nanocrystals, thin films, poly- and single crystals.

One of the more common and economical methods for the synthesis of chalcogenide films with a given crystal
structure and properties is the method of spraying aqueous solutions of thiourea coordination compounds (TCC)
onto a heated substrate [4]. Previous studies [5] have shown that the surface morphology of lead sulfide films
obtained from TCC solutions [Pb(N2H4CS)2Cl2] depends on the deposition temperature and composition of the
initial solution. In this work, it was shown that increasing the concentration of thiourea in the spray solution,
and the deposition temperature during the synthesis of lead sulfide films leads to a more perfect structure and
close grain packing [5]. The aim of this work was to study the surface morphology of the ZnS–CdS film system,
deposited by the pyrolysis of aqueous solutions of coordination compounds aerosol [M(N2H4CS] (M = Cd, Zn).

2. Materials and methods

The synthesis of films of the ZnS–CdS system was carried out by the pyrolysis of an aerosol of thiourea
coordination compound solutions [M(N2H4CS)2Br2]. To obtain the TCC we used the salt CdBr2·4H2O, ZnBr2
brand “chemically pure”, and thiourea N2H4CS brand “ultra pure”. Coordination compounds synthesized at room
temperature in an aqueous solution containing 0.05 M bromide of the appropriate metal and thiourea (0.2 M). The
samples were sprayed at a temperature of 400 ◦C for 1 minute. As substrates, sital plates were used.

The morphological study of the surface characteristics of the obtained samples was performed using a scanning
atomic-force microscope SOLVER P47 (AFM) and determined the average (Ra) and root-mean-square (RMS) (Rq)
roughness [6]. For estimation of the surface microrelief of the samples, an analysis of the morphology of the
synthesized structures in the following sequence of actions was performed: filtering the phase image of the sample;
cross-sectional according to the obtained image; a histogram calculation; determination of roughness parameters.

The film thicknesses were determined by the use of a Jeol JSM-6510LV scanning electron microscope (SEM).

3. Results and discussion

A feature of the aerosol pyrolysis method is that depending on the deposition conditions (temperature, rate
of spraying of the aerosol, the type of precursor and the substrate, the concentration of the initial solution), the
formation of sulfides of metals with varying structural, optical and electrical properties is possible [7–10]. The
chemical nature of the precursor, together with the deposition conditions, can influence the crystalline structure
of the formed sulfides. When using solutions of [M(N2H4CS)2Br2] complexes and a deposition temperature of
400 ◦C, the formation of solid solutions of wurtzite structure CdxZn1−xS with unlimited solubility occurs [8].
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The mechanism of new phase formation can have a significant impact on the subsequent growth of the film
and its structure. In previous studies, the discontinuous nature of the film growth of metal chalcogenides by
using the method of aerosol pyrolysis was revealed [9, 11]. The particle formation of CdxZn1−xS is as follows.
The pyrolysis of aerosol on a heated substrate formed nanoparticle phase sulfides and they were fixed on the
surface of the glass-ceramic. Further growth of the film occurs due to the stretching possibilities of the fragments
M–S released in the process of thermal decomposition of the complexes and interacts with the sulfide, which is
formed on the active center of the substrate. The impact of continuous flow aerosol leads to the enlargement of
nanoparticles in the islets, which create a mesh-like structure permeated with pores and channels. The surface
roughness on the substrate reduces the nucleation barrier and allow the film structure to crystallize in different
directions before the final stage at which the growth rate decreases and usually eventually stops (“the effect of
growth saturation”) and that can be associated with aerosolized sulfide [9, 11].

Fig. 1 shows the surface scans, obtained by mapping the phase and density histograms of the distribution
of surface heights within the scanned area obtained during the topographical measurement by AFM, showing the
surface morphology of the films CdS, Cd0.5Zn0.5S and ZnS. The scanning area was 1×1 µm2.

An analysis of AFM images showed that the growth of the investigated films is accompanied by the devel-
opment of surface topography in the form of densely packed grains with distinct boundaries. In the studied areas,
recorded elements (units) are rounded, formed by sulfide nanoparticles, which spread in different directions to
completely cover the surface of the substrate. As can be seen from Fig. 1(a,c,e), the surface of the films formed
by the components have average sizes of 40–80 nm.

With the transition from cadmium sulfide to zinc sulfide there is a change of the surface topography and
the average size of nanoparticle aggregates. Thus, the average size of the elements on the surface of the CdS
films is 35–60 nm, Cd0.5Zn0.5S 60–80 nm, and for samples of ZnS they are observed in larger aggregates with
an average size of 70–90 nm. Thus, there is a gradual enlargement of cells on the surface of the films with
increasing content of zinc sulfide. This may be due to the following reasons. In the formation of solid solutions of
CdxZn1−xS the substitution of cadmium atoms in smaller atoms of zinc (rZn = 0.125 nm; rCd = 0.141 nm [12])
leads to a deformation distortion and compression of the crystal lattice of the resulting sulfide. Perhaps this, in
turn, contributes to the merging of closely spaced crystallites and generally leads to the enlargement of the cells on
the surface of the films, similar in composition to ZnS. It is also possible the influence of the amorphous crystal
structure of zinc sulfide [13].

Density histograms for the distribution of surface elevation values (Fig. 1(b,d,f)) show that the height of the
largest number of particles within the scanned area is increased from 18–25 to 35–50 nm for films of CdS and
ZnS, respectively. For these samples, the average roughness values change from 2.43 (ZnS) to 8.61 (CdS) nm and
RMS roughness from 4.12 (ZnS) to 8.26 (CdS) nm. The graphic dependence is shown in Fig. 2. An analysis
of the roughness parameters for all the membranes of the ZnS–CdS system showed that equimolar composition
can be observed for the minimum values of Ra and Rq, which are 2.30 and 3.02 nm respectively. The obtained
results allow us to conclude that film compositions close to zinc sulfide have less deviation of the roughness profile
relative to the mean plane (Ra). A similar dependence is characteristic for the standard deviation of the surface
profile relative to the baseline. For the composition Cd0.5Zn0.5S, the minimum values of the main parameters were
noted. This can be explained by the formation of a uniform crystal lattice during the formation of solid solutions
of substitution by cadmium and zinc ions as the film coating is formed. Because of this, the effect of a smooth
surface is created.

Electron microscopic study of the surface morphology of the synthesized CdxZn1−xS films showed that they
are uniform and continuous, and their thickness is 500–1000 nm. As an example, Fig. 3 shows electron microscopic
image obtained by the SEM in the study of the cleavage of cadmium sulfide films.

4. Conclusion

The study of the surface morphology of films of CdxZn1−xS using atomic force microscopy revealed a highly
developed surface of deposited layers of the terrain which has a height difference of 50 nm. The average size of
aggregates formed by nanoparticles of the corresponding sulfide is 35–60 nm and 70–90 nm for films of CdS and
ZnS, respectively. Visually, the sample has a surface which contains terrain drops: the pronounced depression and
localized point of the hill. The microheterogeneity of the surface topography of films of CdxZn1−xS (0.5≤ x ≤1)
is smooth, and the layers are smoother. With increased zinc sulfide content in the studied samples there is a change
of the microrelief of their surface by consolidation of the particles. The thickness of the layers that was determined
by SEM to be 500–1000 nm.
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(a) (b)

(c) (d)

(e) (f)

FIG. 1. AFM scans of the surface mode of phase contrast (a,c,e) and density histograms of
distribution of values of surface elevation (b,d,f) films of CdS (a,b), Cd0.5Zn0.5S (c,d) and
ZnS (e,f)
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FIG. 2. The average and quadratic mean roughness, depending on the quantitative composition
of the CdxZn1−xS films

FIG. 3. Micrograph of the surface of the films of CdS
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Comparative size and structure characterization of silver and selenium nanoparticles obtained and stabilized in different polymer solutions was

performed by transmission electron microscopy (TEM) and small-angle X-ray scattering (SAXS). Effects of instrumental properties, nature of

the samples, data collecting and data processing on accuracy of measurements are highlighted and summarized. Numerical differences in the

mode diameter values derived from the TEM and SAXS data were found to have different sources. The SAXS results can be misleading in

case of small particles (2–4 nm), for instance, Ag nanoparticles formed and stabilized in some aqueous polymer solutions due to instrumental

limits, while TEM can provide sufficient statistics on such nanoparticles. SAXS is efficient in characterization of size distributions for soft

Se-polymer composite particles of 20 to 100 nm in diameter. TEM is mandatory for investigating the chemical and phase composition of

particles in mixtures, and their formation mechanism.
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1. Introduction

The chemical, physical, bio- and medical properties of different kinds of particle suspensions are strongly
dependent on the particle sizes and the shape of their distributions. Transmission electron microscopy (TEM) and
small-angle X-ray scattering (SAXS) remain the main techniques for characterizing nanoparticle sizes and their
distributions. On this issue, we refer to reviews of Chu & Liu [1] and Pedersen [2] with extensive analysis of
principles and applications of different scattering techniques.

The main issue of experimental articles on the nanoparticle sizes and distributions is to show the best agreement
between data in the wide range from a few nm to microns obtained by various scattering techniques and TEM.
We argue that in general this approach is wrong since first, it does not consider the different ways that incident
beams interact with matter. In this connection, it is worthwhile to mention an example of remarkably different
size distributions and the mode diameter derived from the small-angle X-ray scattering and small-angle neutron
scattering (SANS) curves obtained from the same sample as shown by Pedersen [2]. The explanation was that
the neutrons “see” a high-density core while the X-rays “see” a low-density shell. Therefore, the size distribution
histograms from SANS and SAXS for particles composed by copolymers with hydrophobic and hydrophilic chains
or core-shell structures will describe different components of the same particles.

The fundamental difference of scattering methods like SAXS from TEM is the need of preliminary knowledge
or assumption of shape, structure of particles in order to derive the sizes from the scattering curves. TEM is a
direct method for imaging the particles and measuring their sizes over a wide range of diameters from 1 nm to a
few tens nm with a capability to extract information of the chemical/phase composition of the particles and their
crystalline character in polydisperse and multiphase systems. SAXS operates in terms of scattering intensities from
objects depending on the scattering angles and thus is an indirect method of measuring sizes. Therefore, analysis
of SAXS data contains a comparison with scattering model functions to fit experimental and simulated intensity
curves.

In this paper, we show the advantages for a combination of the methods to obtain comprehensive information
about particles in solutions, their distributions with high reliability and reveal the sources of inevitable errors in
statistical analyses of particles in both mono- and polydisperse systems. Therefore, the goals of the paper are to:
(1) highlight and summarize the main origin (instrumental, sampling, data collection and processing) of errors of
these two methods, (2) show the ways to minimize the errors of measurements, (3) present the results of the TEM
and SAXS investigation for two entirely different polydisperse systems of Ag and Se nanoparticles synthesized
and stabilized in polymer solutions. We compare the volume fractions of the smallest particles (below 5 nm in
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diameter) measured by TEM and SAXS as well as volume fractions of particles with diameters at the large-size
tails of distributions. For this purpose, we applied for the first time a new method of particle recognition and size
measurement described in [3]. This automatic method based on approximation of the calculated distribution of
grey level to the real distribution in (S)TEM images allowed us to increase the number of measured particles in
comparison with the manual analysis.

2. Theoretical background

2.1. SAXS

The scattering intensity from the mixture of different particles may be represented as a sum of partial intensities
from several non-interacting polydisperse components (polydisperse systems of particles having in the frame of the
component the same shape but different sizes) weighted by their volume fractions [4, 5]:

I(s) =

K∑
k=1

VkIk(s), (1)

where Vk(Vk > 0) and Ik(s) are the volume fraction and scattering intensity from the k-th component, respectively,
K is the number of components (usually, this number is chosen in the range of 2 to 4), each having its own analytical
distribution with parameters to be determined. The characteristics of partial distributions were parameterized and
restored along with their volume fractions using a non-linear least squares fitting procedure.

For the given particle shape and known normalized scattering intensity of a particle i(sR) (s = 0, i(0) = 1),
the scattering intensity Ik(s) from the k-th component is determined as:

Ik(s) = Tk(s) ·
∞∫

0

Nk(R) · [vk(R) · ∆ρk(R)]2 · ik(s,R) · Tk(s) · dR, (2)

where the scattering vector s = (4π/λ) sin θ, (λ is the wavelength, and 2θ is the scattering angle), Nk(R) is a
function of size distributions, ∆ρk(R), vk(R) and ik(s,R) are the contrast (the difference between the average
electron density of the particle and average density of the environment), volume and normalized scattering intensity
(the square of the form-factor) of the particle of the radius R(i0k(0, R) = 1), Tk(s) is a structure factor describing
the interference between particles for the k-th component in the Percus–Yevick approximation [6]. We assume
or learn from TEM that the components, i.e. the particles, are mainly spherical and have different sizes. The
equation (1) can be written in the normalized form as:

Ik(s) = Vk

∞∫
0

Dk(R)vk(R)[∆ρk(R)]2i0k(s,R)dR

∞∫
0

Dk(R)dR

(3)

if we take the total volume of the components as:

Vk =

∞∫
0

vk(R)Nk(R)dR (4)

The total volume distribution function Dk(R) = Nk(R)vk(R) can be normalized to expression

∞∫
0

Dk(R)dR = 1.

The analytical expression of the Dk(R) is a distribution with the average particle radius R0k and the half-
width ∆Rk:

Dk(R) = G(R,R0k,∆Rk)=

(
z + 1

R0k

)z+1
Rz

Γ(z + 1)
exp

[
− (z + 1)R

R0k

]
, z =

(
R0k

∆Rk

)2

− 1. (5)

The form factor in this work is the scattering amplitude from spherical particles of radius R because electron
microscopy has shown that the particles are spherical.
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To determine the volume fractions and other parameters characterizing the mixture, the experimental scattering
intensity Iexp(s) should be decomposed into the partial functions (3). This can be done by a non-linear minimization
based on the squared residual target function:

χ2 =

N∑
j=1

{[ c I(sj)− Iexp(sj)]/σ(sj)}2 (6)

where N is the number of experimental points and σ(s) denotes the statistical error. The use of the scale factor:

c =

N∑
j=1

I(sj)Iexp(sj)/σ
2(sj)

N∑
j=1

(I(sj)/σ(sj))
2

(7)

allows one to fit the experimental data in a relative scale.
In order to fit experimental Iexp and simulated Imod intensities, minimization of the non-linear quadratic

functional with the Vk, R0k, ∆Rk, and Tk(s) parameters should be performed:

min
Vk,R0,k,∆Rk,∆ρk


N∑
i=1

[(Iexp(si)− c · I mod (si)) ·W (si)]
2

N∑
i=1

[
I2
exp(si) ·W 2(si)

]
 , k = 1, ...,K,

W (si) =
[
Ĩexp(si)

]p/
Ĩexp(si), p = 1,−1

2
,−2

3
,−3

4
,

(8)

where N is a number of experimental points, W (s) is a weighting function calculated from smoothed experimental
data and used to provide the optimum intensity range for all experimental s values. In this work, p = 1/2 was
used as an optimal value obtained from the simulation, c is a fitting factor for Iexp(s) and Imod(s) (7) calculated
before the minimization of non-linear quadratic functional. The minimization was performed using the multivariant
optimization program package OPTIS as it was applied in the program MIXTURE [4].

2.2. TEM

Imaging in TEM is provided through the mass-thickness contrast produced by incoherent (Rutherford) elastic
scattering of electrons for both crystalline and non-crystalline materials. The cross-section for elastic scattering is
a function of the atomic number (Z), therefore the samples containing elements with higher Z will scatter more
electrons than the low-Z samples, besides the electron scattering increases from thicker areas. Therefore, the
mass-thickness contrast is a universal mechanism of imaging for crystalline and non-crystalline objects.

The definition of the contrast K is the difference in intensity ∆I between two adjacent areas [7]:

K =
I1 − I2
I2

=
∆I

I2
= 1− e−Q∆t ∼= Q∆t = N0σρ∆t, (9)

where Q is the total cross section for scattering from the sample, N0 is Avogadro’s number, ρ is the density, ∆t is
a change in thickness, and σ is the single-atom scattering cross section dependent on energy of incident electrons
E0(keV ), a scattering angle θ, and proportional to atomic number square Z2 (if the effects of electron cloud are
ignored).

The number of transmitted electrons, n, through the sample with mass-thickness ρt can be approximated by
the expression:

n = n0e
−Nσρt. (10)

The latter formula means the decrease in the number of transmitted electrons with sample thickness, that is,
the increase in the number of scattered electrons by thick samples.

High angle annular dark-field (HAADF) scanning TEM (STEM) provides a way of imaging mainly Z-contrast
by collecting incoherently scattered electrons and thus possesses a strong compositional sensitivity. Diffraction
contrast is a feature of crystalline materials to investigate defects, and phase contrast applied in high resolution
TEM is well suited to the study of atomic structure of materials. All these types of contrast in (S)TEM are used
for particle analysis and provide comprehensive information of their morphology and structure.



Sizes and size distributions of nanoparticles... 515

2.3. Origin of measurement differences and errors in SAXS and TEM

The fundamental difference between TEM and SAXS is in the nature of beams and their interaction with matter.
The electrostatic Coulomb potential is the scattering matter for electron beams while the electric charge density is
the scattering matter for X-rays. This difference leads to the different ways of forming intensity distributions when
electron beams and X-rays penetrate through the same sample. There is a direct mathematical link between the
X-ray and electron scattering through scattering amplitudes.

Using Thomson scattering equations of electromagnetic waves on the electric charge we can obtain the
dependence of the amplitude of X-ray scattering fX(~s) from the electron density ρe(~r) and scattering vector ~r:

fX(~s) = r0

∫∫∫
ρe(~r)

e
ei(~s~r)d3~r, (11)

where r0 =
1

4πε0
· e2

m0c2
is electron radius.

Amplitude scattering of electrons in Born approximation can be written as:

fe(~s) =

(
2πme

h2

)∫∫∫
ϕat(~r)e

i(~s~r)d3~r. (12)

Using Poisson equation ∆ϕat =
ρat
ε0

, the link between fp and fe can be derived. If the atomic charge density

ρat = ρn − ρe, then the nuclear charge density is:

ρn(~r) = Zeδ(~r) =
1

(2π)3

∫∫∫
eZe−i(~s~r)d3~s. (13)

Fourier transform is used to derive the electron density and atom potential through X-ray scattering and electron
amplitudes:

ρe(~r) =
1

(2π)3

∫∫∫
e

r0
fX(~s)e−i(~s~r)d3~s, (14)

ϕat(~r) =
1

(2π)3

∫∫∫
h2

2πme
fe(~s)e

−i(~s~r)d3~s. (15)

Using the Poisson equation, we obtain:

−s2 h2

2πme
fe(~s) = − 1

ε0

(
eZ − e

r0
fX(~s)

)
. (16)

Finally, taking into account that s = 4π
sin θ

λ
, the link between the electron and X-ray scattering amplitudes is

written as:

fe =
1

4πε0
· me

2

2h2
· Z − f/r0

( sin θ
λ )2

. (17)

This formula shows the linear dependence between the electron and X-ray scattering amplitudes and their ratio
is fe : fX = 103 : 1. Direct proportionality between fe and Z leads to Ag nanoparticles with high Z on/in the
carbon (low Z) substrate having a significant contrast in TEM images. While SAXS is able to provide reliable
information about small particles of 1 to 1.5 nm in diameter if their concentrations are high enough and this
scattering intensity exceeds that by some density fluctuations of solvents and organic material agglomerations.

Difficulties in recognition of the smallest particles from SAXS data in the range of the sizes from 1 to 5 nm
in the heterogeneous polymer solutions is strongly dependent upon the distribution profile on the shape of the
scattering curve at angles greater than s = 0.5 – 1 nm−1, which is largely dependent on the scattering from other
small inhomogeneities in the solution. This may lead to false peak appearance in the size distribution or to its shift
to larger or smaller sizes.

In Table 1, we highlight and summarize the causes of errors due to instrumental properties, features of the
samples, data collecting and data processing. The main conclusion from Table 1 is that TEM is most efficient
for local analysis since it performs imaging and composition/phase identification, while SAXS produces integral
information which depends on the initial hypotheses as to the shape, sizes and state of matter.

There is no methodological limitation to reveal polydisperse distributions of the nm-sized particles using
modern TEM equipment, and the reliable statistics can be reached by counting the sufficient number of particles
using the relevant software, which significantly reduces the time-consuming efforts.

SAXS can be very useful (fast and reliable) for monitoring the monodispersed particles distributions or a
narrow polydispersity in industrial laboratories with the possibility of measuring the total surface of samples.
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TABLE 1. Summary of origin of errors in sizing particles due to instrumental properties, sample
features, and data collecting and processing

TEM SAXS

Instrumental Images as particle projections.
Small volume of material under investiga-
tion (sample thickness ≤500 nm)
Loss of contrast when the fine beam is used.

Divergence of the X-ray beam and the
spread of scattering angles.
Halo of parasitic radiation around the direct
beam.
Loss of intensity when the fine beam is
used.
Parasitic scattering (the need of monochro-
mators)

Sample Deterioration of particle contrast due to
burying in the polymer film.
Deterioration of particle contrast due to car-
bon contamination because of electron irra-
diation of organic material.
Possible deformation of the particle shape
due to drying

Widely different particle shapes provide
only slightly different scattering curves.
Particles with different composition give
similar scattering curves.
Scattering by large particles (above 300 nm)
Double Bragg reflection form crystallites.

Data collecting and
processing

Sampling is not random and is often deter-
mined by the nice appearance of particles.
Great operating skill is required to get prop-
erly focused images of nanoparticles espe-
cially in STEM images.
Time consuming manual measurements or
inappropriate software leading to insuffi-
cient statistics.

Assumptions about the form of the
distribution functions are required.
All generalized definitions are derived as-
suming that all particles in the sample are
identical.
Similar scattering curves for different diam-
eter distribution functions.

3. Experimental: Materials and Methods

Silver nanoparticles were synthesized by the chemical reduction of 0.3 M silver nitrate in aqueous solu-
tions of 2 wt. % 2-deoxy-2-methacrylamido-D-glucose (MAG)/2-(dimethylamino) ethyl methacrylate (DMAEMA)
copolymers or pure DMAEMA and MAG homopolymers at room temperature and pressure. All synthetic details
are given elsewhere [8, 9]. Selenium particles were obtained by reduction of selenious acid using ascorbic acid
and stabilized by poly(2-acrylamido-2-methylpropane sulfonic acid) (PAMPS) or by polyvynilpyrrolidon (PVP) in
aqueous solutions. Details of the process are described elsewhere [10, 11].

TEM-HRTEM-STEM and X-ray energy dispersive spectrometry (chemical miscoanalysis) investigation of Ag
nanoparticle samples – polymer water and Se nanoparticle – polymer water suspensions (1.0 – 2.0-µl droplets) lying
on carbon films/Cu grids after drying were investigated by transmission (TEM), scanning transmission electron
microscopy (STEM) and X-ray energy dispersive spectroscopy in a FEI Tecnai Osiris microscope (200 kV X-FEG
field emission gun). The particle diameters were measured using the new method [3] based on approximation of
the calculated distribution of grey level to the real distribution in (S)TEM images providing the best accuracy in
measurements of the particle diameters in contrast to algorithms based on image thresholding approach.

Small-angle X-ray scattering (SAXS) measurements were carried out on a laboratory diffractometer “AMUR-
K” in the Institute of Crystallography, Moscow [12] at the Cu-Kα wavelength λ = 0.154 nm using the Kratky-type
collimation system. The linear position-sensitive proportional detector used provided the range of the scattering
vector modulus 0.11 < s < 15 nm−1 (s = 4π sin θ/λ, where 2θ is the scattering angle). Solution samples were
placed in a 1 mm quartz capillary with 0.01 mm walls. The obtained scattering profiles were preprocessed by the
program package PRIMUS [13] to correct the water scattering and instrumental effects [14]. The volume particle
distributions were obtained with the MIXTURE program [4,13] approximating the particles as spheres. The model
volume distributions were presented as three superimposed Schulz distributions with different parameters chosen
by progressive iterations during fitting the experimental and calculated scattering intensities.
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4. Results and Discussion

4.1. Ag particles

(S)TEM images of silver particles obtained in MAG-DMAEMA copolymer solutions with DMAEMA mole
fractions 12, 44, and 100 % are shown in Fig. 1(a,b,c) with the experimental scattering curves and data processing.

FIG. 1. TEM images (a, b, c) of Ag particles, experimental and approximated (solid lines)
SAXS curves (d) obtained from the samples of Ag particles in polymer solutions: MAG–12 %
DMAEMA (a), MAG–44 % DMAEMA (b) and pure DMAEMA (c)

The SAXS volume distribution functions and the volume and particle distributions obtained by TEM for Ag
particles in three samples with different copolymers are superimposed in Fig. 2.

The mode diameter values of Ag particles measured by SAXS and TEM/STEM with standard deviations are
given in Table 2. The absolute difference in these values is 4 nm and the relative can reach 60 %. We can see the
shift of the peaks in TEM volume histograms relative to SAXS maximums in volume distribution functions to the
side of smaller sizes for the samples with the single mode distributions and to the side of larger diameters for the
double mode distributions. The largest difference close to 60 % is observed for the particles in pure DMAEMA
homopolymer. We reported earlier [9] that the particles in this sample had the smallest diameters with the mode
diameter between 2 and 4 nm, which is the principal limit for SAXS measurements. The difference in mode
diameter for two copolymers does not exceed 29 %. The origin of higher value of mode diameter revealed by
SAXS for particles in pure DMAEMA and MAG–44 % DMAEMA copolymer can be associated with the formation
of a protective polymer shell around particles, which also contributes to small-angle scattering. It is quite probable
that a protective shell was formed for particles in MAG–12 % DMAEMA solution, however, the effect of size
averaging in polydisperse system with bimodal distribution resulted in some shift of the SAXS volume distribution
function peak towards smaller diameters.
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FIG. 2. Volume distribution functions (solid lines) superimposed with histograms of volume
and particles distributions vs. particle diameters in two copolymer solutions MAG–12 %
DMAEMA (a), MAG–44 % DMAEMA (b), and pure DMAEMA (c)

TABLE 2. Mode diameters of Ag particles in volume distributions obtained by SAXS and TEM/STEM

Sample
Mode diameter, nm

TEM SAXS

Ag in MAG+12 % DMAEMA 17±2 12±2

Ag in MAG+44.5 % DMAEMA 13±2 17±2

Ag in pure DMAEMA 3±2 7±2

4.2. Se particles

TEM images of selenium particles obtained in aqueous PAMS and PVP polymer solutions are shown in
Fig. 3(a,b) with their experimental and approximated (solid lines) SAXS intensity curves (Fig. 3(c)). The SAXS
volume distribution functions and the volume and particle distributions obtained by TEM for Se particles in PAMS
and PVP polymers are superimposed in Fig. 4. The accuracy of distribution parameters for the 3-component models
was 2–8 % (in diameter) and 20–40 % for the distribution half-width. The mode diameters of particles measured
with TEM and SAXS with standard deviations are listed in Table 3.

TABLE 3. Mode diameters of particles in PVP and PAMS solutions obtained from SAXS scattering

Sample
Mode diameter, nm

TEM SAXS

Se+PVP 53±2 20±3

Se+PAMS 65±2 29±4
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FIG. 3. TEM images of Se particles formed in PAMS (a) and PVP (b) solutions, the experimental
and approximated (solid lines) SAXS intensity curves (c)

FIG. 4. Volume distribution functions (solid curves) superimposed with histograms of volume
and particles distributions vs. particle diameters in Se + PAMS (a), and Se + PVP (b) samples
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In contrast to Ag particles, the mode diameters for Se particles differ by more than two-fold in SAXS and
TEM measurements. The explanation of this result is in nature of particles. TEM and STEM images (Fig. 5(a,b))
show groups of 2 or 3 deformed particles. The deformation occurred due to surface tension when the TEM sample
of water suspension was drying on a carbon film. Obviously, the deformation of particles occurred in the lateral
direction when the particles met each other and in the vertical direction under surface tension and gravity, and Se
particles became oblate spheroids that are spheroids flattened at the poles. Thus, in the case of soft Se particles,
TEM provides only projections of spheroids with larger diameters than those of spherical particles, while SAXS
determines the true mode diameters of Se particles.

FIG. 5. TEM image of Se particles from the PAMS solution with strong and weak contrast of
particles (a), three crystalline Se particles with strong contrast (b), and the corresponding SAED
pattern taken from one of the particles (indicated by arrow) along the [−1 8 12] direction in
monoclinic Se

Cryogenic TEM can be used to investigate soft Se particles, which can be frozen in a thin water layer, or to
image particles located in thin edges of vacuum-dried polymer films. In both cases, the statistics are quite low due
to small number of available particles and radiation damage which has a significant effect.

But first, not all grouped Se particles are deformed and second, Se particles in the same sample have different
contrast (Fig. 5(a)). Only TEM answers the question as to why Se particles have different structure. They can be
crystalline with monoclinic structure, which was discovered by electron diffraction (Fig. 5(b,c)) and these particles
are dark in TEM images. They keep the spherical shape and do not deform under surface tension. While other
particles do not have crystalline structure, and are not always pure Se particles but Se/polymer composite particles
with a different content of polymer inside particles (Fig. 6). X-ray energy dispersive spectrometry (chemical
microanalysis) showed different amount of polymer material inside of particle with Se.

Earlier [15], we proposed the mechanism of formation for Se/polymer composite particles and that their rigidity
and density differ from the crystalline Se and amorphous Se particles. Also, it was concluded that such differences
can influence the biological and medical properties of the particles.

5. Conclusion

In summary, silver and selenium particles obtained and stabilized in different polymer solutions were studied
by SAXS and TEM to characterize the size distributions and structure. It was found that numerical difference
in the mode diameter values derived from the TEM and SAXS measurements can be caused by various reasons.
The SAXS results can be misleading in the case of small particles with the mode diameter of about 2–4 nm (Ag
particles in the pure DMAEMA polymer solution) due to instrumental limits and TEM can give unambiguous
information on the size distribution with sufficient statistics.

Averaging the sizes in colloid systems with bimodal size distribution by SAXS shifts the maximum into some
intermediate position as for Ag particles in MAG–12 % DMAEMA suspension.

Different mode diameter values for nanoparticles coated by the polymer shells measured by X-rays scattering
and TEM images can be explained by low contrast of thin polymer shell in TEM images.

SAXS is efficient in characterization of soft particles like Se/polymer composite particles in the range of
diameters from 20 to 100 nm. TEM characterization of such soft particle leads to artificial increase of diameters
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FIG. 6. STEM image and Se/C chemical map with the ratio profile across the Se/PAMS com-
posite particles

due to particle deformation and shape transformation from spherical to oblate spheroids. At the same time TEM
study is mandatory to reveal the chemical and structural features of such particles.
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microscopy analysis, discussions and comments to the paper.

References

[1] Chu B., Liu T. Characterization of nanoparticles by scattering techniques. J. Nanopart. Res., 2000, 2, P. 29–41.
[2] Pedersen J.S. Analysis of small-angle scattering data from colloids and polymer solutions: modeling and least-squares fitting. Adv. Colloid.

Interfac., 1997, 70, P. 171–210.
[3] Shvedchenko D.O., Suvorova E.I. A novel method of automated statistical analysis of polymer stabilized metal nanoparticles in electron

microscopy images. Crystallogr. Rep.+, 2017, 62(5), P. 802–808.
[4] Svergun D.I., Konarev P.V., Volkov V.V., Koch M.H.J., Sager W.F.C., Smeets J., Blokhuis E.M. A small angle x–ray scattering study of the

droplet–cylinder transition in oil–rich sodium bis(2–ethylhexyl) sulfosuccinatemicroemulsions. J. Chem. Phys., 2000, 113, P. 1651–1665.
[5] Svergun D.I. Small-angle scattering studies of macromolecular solutions. J. Appl.Cryst., 2007, 40, P. s10–s17.
[6] Percus J.K., Yevick G.J. Analysis of Classical Statistical Mechanics by Means of Collective Coordinates. Phys. Rev., 1958, 110, P. 1–13.
[7] Williams D.B., Carter C.B. Transmission Electron Microscopy. Plenum Press, New York, 1996, 729 pp.
[8] Nekrasova T.N., Zolotova Y.I., Nazarova O.V., Levit M.L., Suvorova E.I., Sirotkin A.K., Baklagina Y.G., Didenko E.V., Pautov

V.D.,Panarin E.F. Silver nanocomposites based on (Co)polymers of 2-deoxy-2-methacrylamido-D-glucose, N-vinylamides, and aminoacry-
lates. Dokl. Chem., 2013, 446, P. 212–214.

[9] Shvedchenko D.O., Nekrasova T.N., Nazarova O.V., Buffat P.A., Suvorova E.I. Mechanism of formation of silver nanoparticles in
MAG–DMAEMA copolymer aqueous solutions. J. Nanopart. Res., 2015, 17, P. 275.

[10] Valueva S.V., Kopeikin V.V., Kipper A.I., Filippov A.P., Shishkina G.V., Khlebosolova E.N., Rumyantseva N.V., Nazarkina Y.I., Borovikova
L.N. Formation of Zero-Valence Selenium Nanoparticles in Polyampholyte Aqueous Solutions in the Presence of Redox Systems. Polym.
Sci. Ser. B+, 2005, 47, P. 143–146.



522 D. O. Shvedchenko, V. V. Volkov, E. I. Suvorova

[11] Valueva S.V., Kipper A.I., Kopeikin V.V., Borovikova L.N., Lavrent’ev V.K., Ivanov D.A., Filippov A.P. Formation and Morphological
Characteristics of Selenium-Containing Nanostructures Based on Rigid-Chain Cellulose Derivatives. Polym. Sci. Ser. A+, 2006, 48,
P. 803–810.

[12] Mogilevsky L.Yu., Dembo A.T., Svergun D.I., Feigin L.A. Small-angle scattering diffractometer with single coordinates detector. Crystal-
logr. Rep.+, 1984, 29, P. 587–591.

[13] Konarev P.V., Volkov V.V., Sokolova A.V., Koch M.H.J., Svergun, D.I. PRIMUS: a Windows PC-based system for small-angle scattering
data analysis. J. App.Cryst., 2003, 36, P. 1277–1282.

[14] Feigin L.A., Svergun D.I. Structure Analysis by Small-Angle X-Ray and Neutron Scattering. Plenum Press, New York, 1987, 335 pp.
[15] Suvorova E.I., Klechkovskaya V.V. Effect of polymer matrix on structure of Se particles formed in aqueous solutions during redox process.

Crystallogr. Rep.+, 2010, 55, P. 1116–1121.



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2017, 8 (4), P. 523–530

The XPS investigations of the surface composition of nanoscale films formed
by thermal oxidation of VxOy/InP heterostructures

B. V. Sladkopevtcev1, E. V. Zolotukhina2, E. V. Tomina1, I. Ya. Mittova1

1Voronezh State University, Universitetskaya pl., 1, Voronezh, 394018, Russia
2Institute of Problems of Chemical Physics of RAS,
Semenov avenue, 1, Chernogolovka, 142432, Russia

dp-kmins@yandex.ru

DOI 10.17586/2220-8054-2017-8-4-523-530

The dependence of oxide films surface layers’ compositions on the method of depositing of V2O5 on InP and regimes of thermal oxidation

of the formed heterostructures was established by the XPS method. Lower indium content near the surface for all samples in comparison with

the standard indicates a partial blocking of its diffusion into films during the chemostimulated thermal oxidation of the semiconductor. The

presence of vanadium oxides in certain oxidation states and their ratio depends on the method of deposition for the chemostimulator, and on

the regime of thermal oxidation. In the case of the electric arc synthesis method, at shorter reaction times, vanadium compounds in the +4 and

+5 oxidation states were present in the near-surface layer, which gives evidence for the catalytic mechanism.

Keywords: indium phosphide, XPS, nanoscale films, vanadium pentoxide, thermooxidation.

Received: 30 July 2017

Revised: 5 August 2017

1. Introduction

Oxide films, grown by thermal oxidation of the AIIIBV semiconductor materials, have poor dielectric proper-
ties [1] unlike films, formed by oxidation of elemental semiconductors such as silicon. Inherent to the mechanism
of phosphides oxidation formation of component A in the free form [1] with simultaneous evaporation of P2O5

leads to a “metallizing” the film and degradation of its surface.
However, indium phosphide, in comparison with silicon, is a direct-gap semiconductor, and therefore it can

be used in areas related to the conversion of electromagnetic radiation. Oxidation of InP (thermal, chemical,
electrochemical, anodic and plasmic) makes it suitable for the creation of high-frequency field-effect transistors
and long-wavelength lasers (based on MIS structures), solar cells (multilayer heterostructure (Indium tin oxide)/InP)
etc. [2, 3].

The poor quality of AIIIBV oxide films grown on clean substrates can be overcome by introducing a system
of chemostimulators, altering the mechanism of oxidation, accelerating the growth of films on the surface of a
semiconductor with simultaneous modification of their structures and properties.

The introduction of a chemostimulator in the oxidation system is possible in two ways: 1) through the gas
phase in the thermal oxidation process; 2) directly on the semiconductor surface in the form of films or nanoscale
islands before oxidation [4, 5]. In the latter case, two groups of methods were used: hard (magnetron sputtering,
electric explosion), acting on the surface prior to the thermal oxidation; soft (sol-gel processes, low-temperature
metalo-organic chemical vapor deposition (MOCVD), etc.), which made little change to the surface during the
process of chemostimulator deposition. The unique properties of the V2O5 chemostimulator allow the use of both
the approaches and the two groups of methods (in one approach) deposition on the surface of InP. A distinctive
feature of the vanadium oxides, in particular its pentoxide, is transition mobility V+5 ↔V+4, allowing both the
catalytic and transit mechanisms of InP thermal oxidation [4]. In previous studies, the phase composition of
the films was constantly monitored by X-ray diffraction, but a detailed examination of the surface layer requires
establishing the peculiarities of the effect of the heterostructure synthesis method on the mechanism of their thermal
oxidation. The use of X-ray photoelectron spectroscopy (XPS) allows investigating this urgent issue and it was used
for the first time for these studies. The goal of this study was establishing the dependence of the composition of the
surface of films formed by thermal oxidation of VxOy/InP heterostructures upon the method of chemostimulator
application and the thermal oxidation regime by the XPS method.
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2. Experimental

In this experiment, the polished substrates of monocrystalline indium phosphide FIE-1A (100), with a concen-
tration of majority carriers no lower than 5·1016 /cm−3 at 300 K, n-type conductivity (doped by Sn), wafers of
0.5 mm thickness were used.

Before the synthesis of heterostructures, the surfaces of the semiconductors were treated with H2SO4 (reagent
grade, Russian State Standard GOST 4204-77, 92.80 %) : H2O2 (analytical grade, Russian State Standard GOST
177-88, 56 %): H2O = 2 : 1 : 1 etchant [6] for 10 min and then rinsed repeatedly in doubly-distilled water and
air-dried to remove a natural oxide film surface and various contaminants.

The chemostimulator (vanadium pentoxide) was deposited on the surface of the semiconductor by the method
of electric explosion of conductor (EEC, hard method) and by method of deposition of V2O5 gel via aerosol phase
(soft method).

Synthesis by method of electric explosion conductor was performed in a modified vacuum universal post
Shimadzu at a chamber pressure of 1.333 Pa. The residual oxygen in the system was sufficient to oxidize the
metallic vanadium to vanadium pentoxide. A vanadium wire with the diameter of 0.5 mm and the length (L) of
30 mm (main substance content of 99.99 %) served as the explodable conductor. The voltage was 110 V. The
distance (H) between the source and the substrate was 25 mm. Under these conditions, islands of V2O5 were
deposited on the surface of the InP with an admixture of metallic V, which under thermal oxidation conditions,
also transformed into vanadium pentoxide (XRD data [7]). Thus islands of nanoheterostructures (V2O5)/InP
were formed. According to scanning electron (SEM) and scanning tunneling (STM) microscopy [5, 7] the lateral
dimensions of islands ranged from 80–150 nm, their surface concentration – 15–20 mkm−2. The choice of such
a regime is justified by numerous experiments [5, 7] and is due to optimization to maximize the rate of thermal
oxidation for the nanoisland heterostructures compared with that of pure InP, which has been adopted as the
standard.

The second method consisted of using a vanadium pentoxide gel and precipitation of it from the aerosol
phase using a compressor disperser, using a detailed previously-described synthetic procedure is described in the
study [8]. The freshly prepared V2O5 gel was precipitated for 3 min onto a cooled InP substrate. For the
removal of the chemically bound water and crystallization of the resulting amorphous layers, the samples were
thermally annealed in the flowing quartz reactor of a horizontal resistance heating furnace (MTP-2M-50-500) with
temperature accuracy of ±1 ◦C (OWEN TRM-10) at 200 ◦C during 60 min. At the same time, layers of nanometer
thickness range (20–25 nm) were formed on the semiconductor surface. The specific use of vanadium pentoxide gel
leads to a complication in the composition of the layers deposited, vanadium oxides of varying oxidation states are
present in them even before the start of the thermal oxidation process (X-ray phase analysis data [XRD] [9]). The
composition is also affected by the annealing parameters; therefore, the corresponding thin-film heterostructures
were subsequently labeled as VxOy/InP.

The samples of heterostructures synthesized by these methods and InP standards without a chemostimulator
were thermally oxidized in the same apparatus at temperatures of 500 and 530 ◦C in a flow of oxygen at a flow
rate of 30 l/h (linear velocity 10 cm/min). A method with full oxidation was used. This method includes the
termination of the process at certain intervals to control the thickness, followed by thermal oxidation, until the total
process time reached a maximum value of 60 min.

The thickness of the growing films was determined by the express ellipsometric method using a single-
wavelength laser ellipsometer LEF-754 with a HeNe laser (radiation wavelength was 632.8 nm, the accuracy was
±1 nm) at three surface points with an averaging of the obtained data.

The composition of the films near the outer interface was investigated by X-ray photoelectron spectroscopy
(XPS) using the SIA 100 CAMECA-Riber spectrometer (studies were carried out at the University of Burgundy,
Carnot Institute, Dijon, France). Despite the fact that the thickness of the investigated films does not exceed 80 nm,
this method, due to its nature, gives a representation of the composition of the near-surface layer (2 nm). The
processing of the spectra was done using CasaXPS software: smoothing spectra, subtracting the background using
a linear function, approximation of the photoelectronic lines was carried out using the Gaussian function. The
comparison and identification of compounds was based on data from literature sources and databases [10].

3. Results and discussion

Table 1 shows the characteristics of the samples studied by the XPS method, after thermal oxidation in an
oxygen atmosphere.
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TABLE 1. Characteristics of studied samples

Sample Method for the production Thermal oxida- Film thick-

no. of heterostructures tion mode ness, nm

1 InP (reference) 530 ◦C, 60 min 54

2 (V2O5)/InP: electric explosion, wire length 28

30 mm, distance 25 mm

3 (V2O5)/InP: electric explosion, wire length 530 ◦C, 60 min 80

30 mm, distance 25 mm

4 (V2O5)/InP: electric explosion, wire length 500 ◦C, 60 min 48

30 mm, distance 25 mm

5 VxOy/InP: precipitation of the gel from the 500 ◦C, 60 min 55

aerosol, annealing at 200 ◦C, 60 min

It is known that the XPS method is mainly a method of elemental analysis, but based on the magnitude of
the chemical shift the binding energy can be related to the corresponding compound [11]. First, let us consider the
general patterns obtained from the analysis of X-ray spectroscopy data.

TABLE 2. The quantitative content of elements in the samples (according to XPS data)

Sample no.
Content of elements, %

O P In V

1 41.3 3.0 22.1 0.0

2 39.0 1.9 17.2 2.9

3 43.2 3.7 16.7 2.5

4 42.5 2.7 18.1 3.8

5 44.1 0.3 0.4 14.2

O 1s level. In all samples, peaks, which can be decomposed into several components corresponding to different
binding energies, were found. Peaks with a binding energy of 528.9–530.8 eV were characteristic for oxygen in
indium and vanadium oxides [12]. In addition, sample no. 3 revealed an additional peak corresponding to a higher
binding energy of 531.6 eV, corre-sponding to the O–P bond in oxides or phosphates [13].

P 2p level. In all samples, a peak corresponding to the binding energy of 132.7 eV (132.6 and 132.8 eV)
which is attributed to the P–O bond in the phosphates HPO2−

4 was detected [14]. The P–O bond, characteristic
for phosphorus oxides P2O5 was higher based on energy (135.6 eV [15]). Consequently, during oxidation,
indium phosphate compounds and not phosphorus oxides were formed, but their number in all cases was very
insignificant. This fact is associated with intensive evaporation of the volatile component – phosphorus in the
form of its volatile oxide from the samples, which is especially manifested in nano-island structures with the given
oxidation parameters.

In 3d level. In the indium spectra, doublet peaks characteristic for unoxidized indium (443.5 and 451.1 eV)
and its oxygen-containing compound In2O3 (444.2 and 452.1 eV) were observed [1].

V 2p level. In samples no. 2–5, the doublet peaks V2p1/2 (522–523.9 eV) and V2p3/2 (515.4–517.2 eV),
characteristic for the V–O bond in vanadium oxides of different oxidation states: V2O3, VO2, V2O5 [16,17], which
correlates, to a certain extent with the XRD data obtained for these samples in earlier studies were detected [5].

For samples 2 and 3, which were nano-island (V2O5)/InP heterostructures formed by the EEC method, and
were oxidized at the same temperature (530◦C) with different durations – 10 minutes. (no. 2) and 60 min (no. 3),
the peaks corresponding to the oxygen-element bonds in the oxides were somewhat different in shape (Figs. 1(a,b));
with increasing thermal oxidation time, the peak becomes asymmetric. This was explained by the increased indium
oxide content in films, which is one of the main reaction products. Along with the phosphate phases [1] indium
oxides were predominant, at the final stages of the process. The peaks that correspond to phos-phorus in the two
compared samples correspond to the P–O bonds in the phosphates (HPO2−

4 group).
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(a) (b)

FIG. 1. XPS for the O1s- region for nano-island (V2O5)/InP heterostructures, formed by the EEC
method and thermooxidized in oxygen under the following conditions: 530 ◦C, 10 min (a) and
530 ◦C, 60 min (b)

Indium in samples no. 2 and 3 was present both in the form of In2O3 and in the form of unoxidized In. Thus,
correlation with spectral ellipsometry data [18] was detected, indicating absorption near 500 nm, caused by the
presence of unoxidized indium in films. For nano-island heterostructures, at short oxidation times, the presence
of peaks corresponding to the semiconductor substrate was noted and it was associated with the specificity of
these samples themselves - an incomplete initial coating by the surface chemostimulator. At low oxidation times,
the surface undergoes extensive overgrowth in the lateral direction, thus nanoscale islands act as active catalytic
centers.

The total content of vanadium in samples no. 2 and 3 was different, being somewhat higher in sample no. 2
(Figs. 2(a,b), Table 2). Vanadium was mainly present in the form of oxides (peaks corresponding to V–O bonds),
VO2, V2O5 were predominant, and after 60 min of oxidation (sample no. 3), peaks corresponding to V2O5

were mainly observed. The presence of vanadium compounds in oxidation states of +4 and +5 at the initial
stage of oxidation (the first 10 min) confirms the catalytic mechanism of the process due to the easy transition
V+5 ↔V+4 [19]. During the advanced stage of oxidation, the effect of V2O5 islands was practically absent; the
process is actually the proper oxidation of indium phosphide [5], which was due to the peculiarities of the V2O5

presence in a small amount on the surface (islands).
The comparison of the XPS results for the two samples (no. 2 and 3) and the reference (sample no. 1)

demonstrated that the intensity of the phosphorus peaks was approximately the same for samples no. 1 (reference)
and no. 2 (oxidation for 10 min at 530 ◦C) and slightly less for sample no. 3 (oxidation for 60 min at 530 ◦C).
In the reference sample, as well as in samples no. 2 and 3, indium is also present in the form of In2O3 and In,
however, based on the intensity of the corresponding peaks, the content of In is in free form is higher for the
reference, which demonstrates partial blockage of the diffusion of indium into the growing film by chemostimulator,
even in the case when it present in the form of islands on the surface of the semiconductor (Figs. 3(a–c)).

Comparison of samples of the same type (the same optimal EEC parameters, see Table 1), oxidized for the
same time, but at different temperatures (530 ◦C (no. 3) and 500 ◦C (no. 4)), allowed detecting the dependence of
the surface composition of the films upon the temperature of the oxidation process.

The peaks for oxygen were generally similar in intensity and shape (the difference in temperature was not
too significant – 30 degrees, which explains this similarity) and corresponded to oxides, in particular, vanadium
pentoxide and indium oxide (Fig. 1(b), Fig. 4(a,b)).

The phosphorus peaks had a similar shape and corresponded to the P–O bonds in phosphates. In both samples,
indium predominates in the form of its oxide, but free indium was also present, indicating incomplete blocking of
its diffusion into the film during the studied process. Vanadium in both samples was mainly present in the form of
V2O5 and VO2, but at a lower temperature, after 60 min of oxidation, vanadium oxide (III) was also found.
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(a) (b)

(c) (d)

FIG. 2. XPS spectra for the V2p- region for nano-island heterostructures (V2O5)/InP, formed by
the EEC method and thermooxidized in oxygen under the following conditions: 530 ◦C, 10 min
(a) 530 ◦C, 60 min (b), 500 ◦C, 60 min (c), and a thin film heterostructure VxOy/InP (no. 5)
formed by precipitating the gel with annealing at 200 ◦C, 60 min, and thermooxidized with
oxygen at 500 ◦C, 60 min (d)

A more correct comparison of samples no. 4 and 5 (see Table 1 and Table 2), synthesized by hard and soft
methods, respectively, but oxidized under the same conditions – 500◦C, 60 min. The content of vanadium in
them significantly differed: it was much higher in sample no. 5 and it was represented by compounds with lower
oxidation states (Figs. 2(c,d), Table 2). The synthesis of the vanadium pentoxide gel, its further precipitation from
the aerosol and annealing in air lead to the presence of vanadium in the form of a number of oxides, e. g. films
had a complex composition already before oxidation [8], depending on the type of annealing (fast high-energy
pulsed photon annealing or long term thermal). The quantitative and qualitative ratio of vanadium oxides was
also determined by the duration of annealing in an oxidizing or reducing atmosphere [9]. The low phosphorus
content in the surface layer of samples no. 4 and no. 5 was due to the fact that the film formed as a result of
thermal oxidation does not prevent the evaporation of volatile component. In this case, a correlation with the
Auger electron spectroscopy (AES) data [8] was observed, which indicate a very low amount of phosphorus on the
surface of the film and in the volume.
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(a) (b)

(c)

FIG. 3. XPS spectra for the In3d-region in a reference sample, oxidized in the 530 ◦C regime,
60 min (a), and nano-island heterostructures (V2O5)/InP, formed by EEC method and thermooxi-
dized in oxygen under the following conditions: 530 ◦C, 10 min (b) and 530 ◦C, 60 min (c)

In samples formed by EEC (for example, no. 3), the shapes of the peaks for oxygen differ from those for
samples synthesized by gel dispersion (Figs. 4(a,c), Table 2). In the case when the gel was used, the intensity of
the peaks was lower, corresponding to the oxygen bonds in the oxides, however, in the sample no. 3, P–O bonds
characteristic for phosphates were also present. The peak corresponding to phosphorus in sample no. 5 was much
smaller in comparison with the sample no. 3.

A common feature of the studied processes of oxidation of both nano-islands and thin-film heterostructures is
the depletion of the film by the volatile component-phosphorus, which was shown by its minute content both in
the near-surface layer and in the volume. At the same time, in the composition of films, it was mainly present in
the form of phosphates. Thus, both methods do not fully contribute to the retention of the volatile component and
its binding, in contrast, for example, to the hard magnetron method of depositing of vanadium pentoxide films [4].

Another feature is the fact that the XPS method did not reveal peaks, which could be interpreted as corre-
sponding to the bonds in the InVO4 compound, on the surface of the films. The presence of such peaks was
established by X-ray diffraction analysis for thin-film heterostructures formed by the soft method [9]. The presence
of this compound indicates the binding of vanadium, which causes the absence of its regeneration and the violation
of the cyclicity of the process. The formation of InVO4 predominantly at the internal interface confirms the earlier
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(a) (b)

FIG. 4. XPS spectra for the region O1s- for nano-island (V2O5)/InP heterostructures, formed
by EEC method and thermooxidized in oxygen at 500 ◦C, 60 min (a), and VxOy/InP thin-film
heterostructure (no. 5) formed by precipitation of the gel with annealing at 200 ◦C, 60 min and
thermooxidized by oxygen at 500 ◦C, 60 min (b)

conclusions [19] about the effect of the chemostimulator application method on the mechanism of the oxidation
process.

4. Conclusions

The dependence of the composition of oxide films’ surface layers on the deposition method of V2O5 on InP
and the regimes of thermal oxidation for the formed heterostructures was established by the XPS method. The
lower indium content near the surface for all samples in comparison with the standard indicates a partial blocking
of its diffusion into films during the chemostimulated thermal oxidation of the semiconductor. Phosphorus in the
near-surface layers was predominantly in the form of phosphate compounds, but its content in all studied samples
was very small, which is associated with the intensive evaporation of volatile phosphorus oxide during thermal
oxidation. The presence of vanadium oxides in certain oxidation states and their ratio depends on the method
of chemostimulator application, and on the temperature and dura-tion of thermal oxidation. The application of a
chemostimulator by a soft method leads to a higher variety of vanadium oxides with differing oxidation states.
In the case of the electric arc synthesis method, for short reaction times, vanadium compounds in the +4 and +5
oxidation states were present in the near-surface layer, which provides evidence for the catalytic mechanism.
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Detonation nanodiamonds (NDs) with chlorinated (ND–Cl) and carboxylated (ND–COOH) surfaces were obtained. The broad-spectrum

antibiotic Amikacin (Amik) was covalently grafted to the chlorinated surface (ND–Amik) and immobilized by adsorption to carboxylated surface

(Amik/ND–COOH). Biological testing in vitro showed the presence of antibacterial activity of the obtained samples against Staphylococcus

aureus FDA P209 and Escherichia coli ATCC 25922, close to activity of free amikacin. It was revealed that to maintain antibacterial

activity of the samples after their preliminary treatment, important factors such as the use of antioxidants (hydrosulfite and sodium citrate) and

lyophilization were necessary.
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1. Introduction

The development of effective systems of drugs delivery is one of the rapidly developing areas of modern
chemistry, pharmacology and medicine [1–3]. Recent research has shown that detonation nanodiamond (ND) is a
promising nanocarrier to create delivery systems. It is non-toxic, biocompatible and able to overcome biological
barriers, penetrating into the cells [4]. The high concentration of functional groups on its surface allows to use
of a wide range of reactions to modify the nanodiamond [5, 6] and immobilize many different biologically active
substances (BAS) on it. The adsorption [7] and the covalent grafting [8] are methods commonly used for the
immobilization of BAS on ND. A number of studies have shown that the activities of BAS are preserved and their
toxicities may be attenuated with immobilization on ND [9, 10]. One of the most effective antibacterial aminogly-
cosides used for the treatment of various infectious diseases, including tuberculosis, is amikacin. This compound
is a broad-spectrum antibiotic and antituberculosis drugs II series [11, 12]. Both ototoxicity and nephrotoxicity are
known characteristics of amikacin, as with other aminoglycoside antibiotics [13], however, to a lesser degree [14].

The problem of obtaining of a highly efficient ND-based delivery system for amikacin to reduce its dosage
while enhancing the efficiency its action, especially with respect to phthisiopulmonology [11], is highly relevant
and challenging. Therefore the goal of this work was to study the antibacterial activity of Amikacin-immobilized
detonation nanodiamonds.

2. Experimental

2.1. Materials and methods

Amikacin (Amik) is used in the active pharmaceutical compound “Amikacin sulphate” (JSC “Sintez”, Kurgan,
Russia), which is a white lyophilized powder for the preparation of injection solutions. Nanodiamond of detonation
synthesis (trademark UDA-TAN) were acquired in SKTB “Tekhnolog” (St. Petersburg, Russia). In accordance with
the specification, ND contained 0.7 wt.% non-combustible impurities. In order to reduce the impurities content ND
was sequentially treated with aq. 0.1 M NaOH solution and concentrated HCl, thoroughly rinsed with water and
dried [15].

Reagents with purity “cm. p” and “v. p.”: H2SO4, HNO3, HCl, NaOH, NaHSO3, KMnO4, CCl4, EtOH, N,N-
diisopropylethylamine, boric acid, 2,4,6-trinitrobenzenesulfonic acid (TNBS), and sodium citrate were purchased



532 A. S. Solomatin, R. Yu. Yakovlev, et al.

in Sigma. Hydrogen gas of purity 99.99 %; liquid nitrogen; nutrient medium No. 2 gauze for deep cultivation
(composition, wt.%: glucose – 1.0, peptone – 0.5, tripton – 0.3, sodium chloride – 0.5, water – 97.7) and with the
addition of 3 wt.% agar, exhibiting planting.

The structural characteristics and the size of the primary ND particles were examined by Transmission Electron
Microscope JEM-2100 F (“JEOL”, Japan). The specific surface area and porosity of the NDs were measured
by BET using Gimini 2390 (V1.02 t) (Micromeritics, USA). The ND powder was pre-heated at 120◦C and
10−3 mm Hg. The accuracy was 5 m2/g. The analysis of surface functional groups was verified by Fourier
Transform Infrared Spectroscopy (FTIR) using Nicolet IR200 (ThermoScientific, USA) with a spectra resolution
2 cm−1. ND (0.8 mg) was mixed with 140 mg of KBr (previously dried at 100◦C and 1 mm HG), and then
finely ground by the grinding. The chemical composition of NDs surface was analyzed by X-ray photoelectron
spectroscopy (XPS) using LAS-3000 (Riber, France) with Al Kα = 1486.6 eV X-rays at the voltage on the tube
12 kV and emission current 20 mA. Photoelectron peaks were calibrated using the line of C 1s-electron of carbon
with a binding energy of 285 eV.

2.2. Techniques

The functionalization of ND (chlorination and carboxylation) and the subsequent covalent and adsorption
immobilization of amikacin on those functionalized NDs, affording ND–Amik and Amik/ND–COOH, respectively,
were performed according to previously described techniques [16]. The ND-Amik conjugate was obtained by
covalent grafting of amikacin to the ND-Cl.

2.2.1. Hydrogenation and Chlorination of ND surface. The nanodiamond with hydrogen-containing surface
groups (ND–H) was prepared by thermal gaseous hydrogenation, as described previously [16]. A quartz reac-
tor with a sample of purified ND was placed in a tube furnace, heated to 800◦C and held for 5 h in a stream
of H2 (at 2-3 liter/h flow rate). The nanodiamond with chlorinated surface (ND–Cl) was prepared from ND–H.
Chlorine was generated by reaction of KMnO4 with concentrated HCl; the liberated gas was bubbled through
carbon tetrachloride to produce a saturated solution (at 5.6 wt.%). ND-H (500 mg) was added to 40 ml of Cl2
solution in CCl4. The resulting mixture was irradiated with an incandescent lamp (500 W) at constant stirring for
24 h. Then the ND–Cl was separated from the solution, rinsed with CCl4, dried using a rotary evaporator and
degassed under vacuum (< 1 bar) for 2 h.

2.2.2. Liquid-phase oxidation of ND surface. The liquid-phase oxidation was carried out in a glass flask equipped
with a reflux condenser. ND powder (1 g) was added to 75 ml of HNO3 and H2SO4 (1:3 v/v). The resulting
mixture was stirred for 24 hours at 120 ◦C. Carboxylated ND (ND–COOH) was separated by centrifugation for
10 min at 1000 g. The precipitate was treated with 0.1 M NaOH for 2 hours at 90◦C, then with 0.1 M HCl for
2 hours at 90 ◦C. Such resulting precipitate was separated by centrifugation and repeatedly washed with water.
Then, ND–COOH was dried at 60 ◦C using a rotary evaporator.

2.3. Preparation of ND hydrosols

Hydrosols of ND–COOH and the other samples were prepared according to the procedure described in [17]:
600 mg of nanodiamond powder was placed in a plastic centrifugation tube, and then suspended in 40 ml of water
by 1-min sonication. The suspension was then centrifuged at 6000 g for 5 min. This cycle was repeated five
times. The amount of ND in supernatant was determined by drying 0.5 ml of hydrosol on the watch glass that
was previously adjusted to a constant weight. The watch glass with a hydrosol was placed on a metal grid fixed
2–3 cm above electric hot plates heated at 200◦C. ND was dried to a constant weight.

The content of the immobilized amikacin on ND samples was determined by UV spectrophotometry using the
preliminary derivatization with TNBS. For this purpose, the test sample hydrosols were diluted to ND concentration
of 80 µg/ml. The pre-prepared borate-sodium buffer (pH 9.5) and TNBS (30 mM) were added to the hydrosol to
concentrations in the resulting mixture, 0.1 M and 300 µM, respectively. The mixture was stirred on Vortex at
40 ◦C for 1 h. The optical density of the mixture was determined at a wavelength of 405 nm and the absorption
contribution of the ND was subtracted. The content of antibiotic in the investigated hydrosols samples was
determined using calibration curves, previously constructed for solutions of free amikacin.

The Amik/ND–COOH hydrosol was divided into two parts. The first part was dried on a rotary evaporator
and, prior to testing the antibacterial activity, redispersed in distilled water by ultrasonication (Sample 1a). A
solution of antioxidants (sodium hydrosulfite and sodium citrate, pH 4.5) was added to the second aliquot to
concentrations of 0.13 and 0.60 wt.% respectively. The mixture was sprayed into liquid nitrogen using a hand
sprayer and lyophilized. The lyophilisate was redispersed in distilled water and sterilized using UV irradiation
(Sample 1b).
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The ND–Amik hydrosol was divided into three parts. The Sample 2b and the Sample 2c were obtained
according to the techniques described for Sample 1b, except that Sample 2c was not UV-irradiated. The third
part of the ND–Amik hydrosol was treated similarly to the preparation of Sample 2b, but without the addition of
antioxidants (Sample 2d). As a reference sample (Control), free amikacin treated similarly to Sample 1b was used.

2.4. Antibacterial activity of Amikacin-immobilized nanodiamonds

The antibacterial activity of the prepared samples was studied by a serial dilution method in medium (deep
culture in vitro) with respect to Staphylococcus aureus FDA P209 and Escherichia coli ATCC 25922. The liquid
N2 Gause medium was inoculated with test strains at a calculated value of 107 bacteria/ml (calculated according to
the McFarland turbidity standard). Survival of bacteria was assessed by spots on an agar-agar N2 Gause medium.
Preliminarily, the minimum inhibitory concentration (MIC) of the Control was determined in the concentration
range 2–16 µg/ml. Then, the same mixture of all investigated samples with the same concentrations of Amikacin
were prepared and examined. Conclusions regarding the absence of antibacterial activity were made based on the
presence of bacterial colonies on the surfaces of agar-agar media.

3. Results and discussion

Main characteristics of the test samples are shown in Table 1.

TABLE 1. Test samples of ND with immobilized amikacin

Sample Method of immobilization Presence Drying method Amikimmob
of Amik on ND of antioxidants content, wt.%

1a Adsorption – ordinary 3.1

1b –”– + lyophilization 3.1

2b Covalent grafting + –”– 4.3

2c –”– + –”– 4.3

2d –”– – –”– 4.3

The amount of amikacin immobilized on ND was small, so it is practically below the threshold limit for
detection in IR absorption spectra. Therefore, UV-spectroscopy was used as the main method for amikacin
determination. Because amikacin has no absorption maxima absorption in the UV range, it was derivatized with
TNBS, which forms salts with the amino groups of the antibiotic and allows detection of absorption at 405 nm.

The purpose of antioxidants addition was to verify the assumption of their positive effect on the stability of
amikacin. So the mass ratio amikacin/NaHSO3 and amikacin/citrate was equal to 40 and 8, respectively (as in
pharmacy amikacin for injection).

The results of the antibacterial activity study for the test samples are summarized in Table 2. From a
comparison of the presented data, it follows that the MIC of the Control in relation to S. Aureus FDA P209 and E.
coli ATCC 25922 were 8 and 16 µg/ml, respectively. Sample 1a showed no antibacterial activity in the investigated
concentration range for any bacterial strain.

TABLE 2. Influence of the test samples content in a culture medium (Amik concentration) on the
growth of S. aureus FDA P209 and E. coli ATCC 25922: ”−” no growth, ”+” growth. Bacteria
incubation with the samples was carried out at 37 ◦C for 24 h

Sample
St. aureus FDA P209 E. coli ATCC 25922

C(Amik), µg/ml C(Amik), µg/ml
2 4 8 16 2 4 8 16

1a + + + + + + + +

1b + + + – + + + +

2b + + + – + + + –

2c + + + – + + + –

2d + + + + + + + +

Control + + – – + + + –
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The antioxidant-containing and lyophilized Amik/ND–COOH (Sample 1b) showed a suppressive effect with
respect to S. aureus at 16 µg/ml, whereas at the same concentration, it had no noticeable effect with respect to
E. coli. ND–Amik with antioxidants (Sample 2b) showed antibacterial activity against both strains, and its effect
on E. coli is comparable to Control. Similar results for Samples 2b and 2c show that irradiation with UV-light
(sterilization) has no effect of the biological experiment result, since, on one hand, it does not affect the activity
of the sample, and, on the other, the growth of extraneous organisms, which affirms the sterility of the sample and
the unnecessariness for additional sterilization. The Sample 2d (lyophilized ND–Amik, but without the addition
of antioxidants) showed no antibacterial activity in the studied concentrations range. Thus, lyophilization and the
use of antioxidants are important factors in preserving the activity of amikacin immobilized on ND in the delivery
system.

4. Conclusions

It has been established that samples of amikacin covalently immobilized on nanodiamonds possess the greatest
antibacterial activity. The activity of such samples is close to the activity of free amikacin, which is quite acceptable
for delivery systems. It is shown that the biological activity of ND conjugates with amikacin is influenced not only
by the method of immobilization, but also by other factors, including, primarily, the presence of antioxidants and
lyophilic drying. In turn, the use of these additional factors makes it possible to more fully reveal the potential of
the BAS delivery systems based not only on ND, but also on other nanoparticles.
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Effect of ammonium dihydrogen phosphate admixture on phase transitions in nanostructured solid solutions (1− x)KH2PO4–(x)(NH4)H2PO4

at x = 0, 0.05 and 0.15 has been studied by dielectric spectroscopy. The samples have been prepared by embedding of aqueous solutions

into porous borosilicate glasses. The X-ray diffraction have shown that the crystal structure at room temperature corresponds to the bulk KDP

and the average nanoparticle diameters are 49 (2) nm for the sample with 5 % of (NH4)H2PO4 (ADP) and 46 (2) nm for the nanocomposites

with 15 % of ADP. Dielectric response data analysis have revealed the shifts of the ferroelectric phase transition temperature as a function of

(NH4)H2PO4 concentration: at x = 0 ∆TC is equal to ∼6 K, at x = 0.05 ∆TC ∼3 K and at x = 0.15 ∆TC ∼2 K.
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1. Introduction

Studies of size effect (or restricted geometry) in nanostructured systems with different topologies and dimen-
sions in recent years have been significantly stimulated by the intensive development of nanotechnologies. The
brightest example of similar systems is nanocomposite materials: polar dielectrics embedded into porous matrices
that have a branched network (dendrite-like) through pores. The embedded materials form either a system of
isolated particles or a complex dendritic structure, determined by the size and topology of the pores of the host
matrix, surface tension, wettability, and so on. [1].

Nanocomposite materials (NCM) based on micro- and macroporous borosilicate glasses have been created at
the Ioffe Institute. Pores in these glasses form a through dendritic three-dimensional system, the total porosity
(depending on the average pore diameter) can reach 40–50 % of the sample volume. Previously, it has been
shown that NCM based on conventional non-magnetic porous matrices containing embedded hydrogen-containing
ferroelectrics KH2PO4 (KDP) and (NH4)H2PO4 (ADP) in a confined geometry, demonstrate the dielectric response
anomalies.

Despite the fact that KDP and ADP crystals belong to the same family and have a close chemical composition,
at the same time, the baric effect in KDP is stronger than in ADP [2]. On the one hand, the increase of the
dielectric constant at low frequencies and the growth of ferroelectric phase transition (PT) temperature have been
clearly observed with a decrease in the average pore diameter for KDP [3]. Later, this growth in KDP and ADP
nanoparticles has been explained assuming that tensile strains arising from heating due to the difference in the
coefficients of thermal expansion for the embedded material and the matrix itself [4].

NCM based on macroporous glasses (PG) with average pore diameter from 20 nm to 60 nm (median value
was 45(5) nm), containing embedded (1 − x)KDP–(x)ADP mixture at x = 0.05 and 0.15 have been made for
testing the possible phase transition temperature shift, depending on ADP admixture. NCM containing embedded
pure KDP has been studied earlier in the paper [5].
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2. Experimental part

The studies have been carried out on a capacitance bridge at 1 kHz in the International Laboratory of High
Magnetic Fields and Low Temperatures (Wroclaw, Poland). The samples appear to be plates of macroporous glass
with KDP-ADP (KADP) mixtures embedded into the pores from aqueous solution with triple recrystallization. The
pore filling achieved 35 % for 5 % ADP sample and 38 % for 15 % ADP sample. The temperature dependences of
the sample capacitances have been measured at temperatures ranging from 40–200 K, but in Figures for clearance,
only the smaller diapasons in the vicinity of the phase transitions are shown. “Cooling-heating” cycles have been
repeated twice for every sample during the experiment. The temperature stability was better than 0.1 K.

X-ray diffraction measurements have been performed at the Engineering Center of the St. Petersburg State
Technological Institute (technical university) on the Rigaku Smartlab X-rays diffractometer in order to characterize
the samples. We have used Cu Kα line, the wavelengths were 1.540593 Å for Kα1 and 1.544414 Å for Kα2
lines, respectively. The value of the intensity ratio in the doublet was equal to Iα1/Iα2 = 0.497. X-ray diffraction
experiments have been carried out at room temperature with germanium monochromator, the angular diffractometer
resolution was of ∼0.05 ◦.

3. Results and discussion

On the first stage we have characterized all our samples using X-ray diffraction at room temperature (RT). In
Fig. 1 the diffraction pattern for 0.95KDP+0.05ADP sample at RT and the results of fitting are presented.

FIG. 1. X-ray diffraction pattern for 0.95KDP+0.05ADP sample at RT. Solid line (“calc”) cor-
responds to profile analysis, open circles (“obs”) – experimental data. Vertical bars – Bragg
positions, the triangles in the bottom (“obs-calc”) part is the difference between experimental
data and fitting

The diffraction peak splitting observed in Fig. 1 occurs because of proximity of the Kα1 and Kα2 lines. Since
the embedded materials are the solid solutions of KDP-ADP with a small admixture of ADP, the structures of
these nanocomposites have to be close to the structure of KDP and according X-rays diffraction correspond to the
spatial group I-42d, as well as the bulk KDP at RT, with the unit cell parameters a = b = 7.459 and c = 6.994 Å.
It is also worth noting that the refined unit cell parameters are well correlated with the data obtained earlier for
example by the authors [6]: a = b = 7.448 and c = 6.977 Å. From the broadening of elastic reflections we have
estimated the average particle diameters: they are equal to 49 (2) nm for the sample with 5 % of ADP, 46 (2) nm
for the sample with 15 % of ADP and 53(5) for NCM with a pure KDP.

Next, the temperature dependences of the capacities of the samples with 5 % and 15 % ADP mole admixture
were measured (Fig. 2(b,c)) on cooling and heating. As a reference data, we have used our results related to the
capacity of NCM on base of macroporous magnetic glasses with an average pore diameter of 50 nm filled by a
pure KDP (Fig. 2(a)) [5].

From the C(T ) dependences on Fig. 2(a,b,c) it can be seen that the capacity maxima shift to the lower
temperatures at increasing of the ADP admixture both on cooling and heating. It is necessary to note that there
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are the temperature hysteresis (∆TC) between maximum C(T ) positions on cooling and on heating decreases with
an increase in ADP concentration in the KADP mixture. The positions of maxima in C(T ) dependences and the
values of ∆TC for every sample coincide at repetition of “cooling-heating-cooling” cycles and depend only on the
ADP concentration.

(a) (b)

(c)

FIG. 2. The temperature dependences of the capacity for KADP samples with ADP concentra-
tions 0 % (a) [5], 5 % (b) and 15 % (c) on cooling (solid lines) and heating (dotted lines)

The temperatures of ferroelectric phase transitions have been determined as the position of C(T ) maximum
after fitting of temperature dependences of sample capacity in a vicinity of PT by the Lorentz function. The errors
in determination of C(T ) maximum do not exceed 0.05 K.

For the bulk KADP the strong tendency of decreasing of TC at increasing of APD concentration [9–11]
exists, but the detail phase diagram stays ambiguous because the properties of bulk KADP essentially depend on
preparation methods [12]. Concerning the thermal hysteresis value ∆TC in the position of TC on cooling and on
heating, this factor remains unexplored until now.

Figure 3 shows the Curie temperatures TC in KADP embedded into macroporous glasses as a function of
ADP concentration. From these dependences, it is easy to see that the temperatures of phase transition on cooling
and on heating shift gradually to lower temperatures, but these shifts are essentially smaller than in the bulk.
Simultaneously the temperature hysteresis ∆TC decreases with increased ADP concentration. The obtained results
in comparison with literature data [6–11] for the bulk KADP are presented in Table 1.

4. Conclusion

We have studied the dielectric properties and crystal structure of K(1−x)(NH4)(x)H2PO4 (KADP) nanoparticles
at x = 0 − 0.15 prepared on basis of macroporous glasses by using aqueous solution impregnation. At RT the
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FIG. 3. The concentration dependences of the phase transition temperatures obtained on cooling
and heating

TABLE 1. Temperatures of phase transitions in K(1−x)(NH4)(x)H2PO4 solid solutions

Bulk [6–11] Present work KADP nanoparticles

TC , TC(cooling), TC(heating), ∆TC = TC(cooling) Nanoparticle size,

K K K −TC(heating), K nm

x = 0 ∼122 120.2±0.1 [5] 126.2±0.1 6 53±5

x = 0.05 104.2 116.7±0.1 119.8±0.1 3.1 49±2

x = 0.15 112.7±0.1 114.8±0.1 2.1 46±2

x = 0.165 64.5

crystal structure of KADP embedded into the pores corresponds to the bulk structure. The average nanoparticle
diameters are equal to ∼53(5) nm for the pure KDP nanoparticles, 49(2) nm for the sample with 5 % of ADP and
46(2) nm for 15 % of ADP. Analysis of dielectric response data has revealed the shifts of the ferroelectric phase
transition temperature, TC , as a function of ADP concentration on cooling and heating in comparison to the bulk
KH2PO4 (KDP), but these shifts are essentially smaller than in the bulk KADP (relatively TC in KDP) at adequate
ADP concentrations. One can note that the increasing of ADP concentration in nanostructured KADP leads to
decreasing TC(cooling), TC(heating) and ∆TC . Most likely the increasing of TC in NCM in comparison with the
bulk materials can be associated with a presence of strains on the “host matrix–embedded materials” interface due
to the discrepancy in thermal expansion coefficients.
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Nb-doped TiO2 nanoparticles with different doping concentrations, varied from 0 to 2.7 mol.%, were prepared by the sol-gel method followed

by thermal treatment. The obtained nanoparticles were used to fabricate a series of electron transport layers for constructing perovskite solar

cells (PSCs). The prepared layers were characterized using X-ray diffraction and optical transmission measurements. The effects of Nb doping

concentration in TiO2 layers on the optical absorption behavior, the morphology and charge carrier dynamics were studied. A series of PSCs,

based on the developed electron transport layers was fabricated and examined. It was found that PSC fabricated with 2.7 mol.% Nb content

TiO2 electron transport layer have shown up to 19 % improvement of a power conversion efficiency compared to that, based on an undoped

TiO2 layer.
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1. Introduction

Over the last few decades, nanostructured mesoscopic layers based on metal oxide nanoparticles were suc-
cessfully used for fabrication the photoelectode materials in dye-sensitized solar cells (DSCs). The same type of
photoelectrode materials is also used in a new type of next generation solid-state organic-inorganic lead halide
perovskite solar cells (PSCs). In both DSC and PSC photovoltaic devices the photoelectode plays a key role of the
electron transport layer, transferring photogenerated charge carriers to the back contact.

In PSCs the active layer, based on perovskite film, such as CH3NH3PbI3, absorbs photons with light energy
larger than their bandgap and generates the excitons that are separated into electrons and holes. The electrons are
then injected into the electron transport layer. The ability of an electron transport layer to effectively transfer the
photogenerated electrons diminishes the probability of their direct recombination, charge carrier accumulation at
the perovskite/electrode interface and other undesirable effects that may reduce their transport characteristics [1–3].

To find a proper electron transport material for PSCs a number of metal oxides have been examined, including
zinc oxide [4, 5], tin oxide [6], aluminum oxide [7] and others [8]. However, the best performance in PSCs
was reached using TiO2 as an electron transport layer [9–11]. Besides that TiO2 layers show high light radiation
stability and perfect electron transfer characteristics [12–14]. A well-known approach to enhance the electron
conductivity of a TiO2 material, including the conductivity of the electron transport layer in PSCs, is doping with
metal ions. It was reported that lithium-doped TiO2 nanoparticles were successfully used in the electron transport
layer of a PSC that have shown better conductivity and improved the cell efficiency [15]. Magnesium-doped TiO2

layers have shown better photoconductivity in comparison with undoped layers, which was explained by a better
band alignment at the TiO2/perovskite interface [16]. Zinc-doped TiO2 layers have also shown better electrical
conductivity than in pristine TiO2, due to the re-arrangement in the electronic structure of TiO2 [17, 18]. Finally,
a sufficient increase of electron transport parameters was observed in niobium-doped TiO2 nanorods, used for
fabrication of PSCs with improved parameters [19]. The theoretical approach describing the structure of PSCs is
discussed in [20].

In our previous papers, we have prepared and examined Nb-doped TiO2 mesoscopic electrodes for high-
efficiency dye-sensitized solar cells [21–23]. It was found that with the increase of Nb doping concentration from
0 to 3 mol.% the conductivity of 10 µm thick TiO2 mesoscopic layer increases, while a further increase in the
doping level resulted in lower conductivity and smaller energy conversion efficiency of DSCs [23].

In the present study, we have prepared Nb-doped TiO2 layers with different Nb doping concentrations and
used them as electron transporting materials for PSCs fabrication. We have examined the crystal structure, optical
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absorption behavior and the morphology of Nb-doped layers. The photovoltaic performances of perovskite solar
cells based on various Nb-doped electron transporting layers are reported. The results address the issues of
improving the material properties of Nb-doped layer for the fabrication of more efficient perovskite solar cells.

2. Experimental

2.1. Materials and samples preparation

Nb-doped TiO2 particles were grown using hydrothermal method. Precursor solutions were prepared following
the procedure described in [22] and the co-hydrolysis was carried out at 210 ◦C for 48 h in an autoclave. We
have prepared TiO2 nanoparticles with the following Nb concentrations: 0.7, 1.7 and 2.7 mol.%. Thick pastes
from each of Nb-doped TiO2 powders were fabricated according to the method reported in [24]. The pre-cleaned
FTO glass substrates were first covered with 0.15 M titanium diisopropoxide bis(ethyl acetoacetatonate) solution
in 1-butanol, spin-coated at 2000 rpm for 30 s and heated at 125 ◦C for 5 min to form a blocking layer. Then the
prepared nanocrystalline TiO2 pastes were diluted in ethanol in a mass ratio of 1:3 and deposited on the substrate
surface using spin-coating method at 2000 rpm for 1 min, followed by sintering at 500 ◦C for 1 h. After cooling,
the photoelectrodes were treated in aqueous 20 mM TiCl4 at 90 ◦C for 10 min. The perovskite CH3NH3PbI3
layer was formed on the TiO2 surface under ambient atmosphere conditions by spin-coating the solution-processed
single precursor [25] for 30 s at 4000 rpm and then dried at 100 ◦C for 10 min. The solar cell architecture was
completed by depositing a commercial conductive carbon paste on the top of the perovskite film, followed by heat
treatment at 100 ◦C for 30 min, for preparation of the counter electrode. The active area of the photoelectrodes
was 0.2 cm2.

2.2. Characterization Studies

X-ray diffraction (XRD) spectra of the nanocrystalline Nb-doped TiO2 films were obtained using DRON-
3M (Burevestnik, Russia) diffractometer (Cu Kα radiation, 35 kV) in the 13–65 ◦ range. Optical transmittance
spectra of the TiO2-based layers were recorded using a double-beam Shimadzu UV-3600 spectrophotometer with
an integrating sphere ISR-3100 (Shimadzu, Japan) over a wavelength range 250–850 nm. The morphology of the
films was investigated using dual-beam scanning electron microscope (SEM) Helios NanoLab 660 (FEI, USA).

The solar cells performance was evaluated by the incident photon-to-current conversion efficiency (IPCE) us-
ing QEX10 Solar Cell Quantum Efficiency Measurement System (PV Measurements, USA) and J–V measurements
performed under AM1.5 incident light illumination intensity (100 mW/cm2) using Abet Technologies Solar Simu-
lator (Abet, USA) and Semiconductor Characterization System 4200-SCS (Keithley, USA). The power conversion
efficiency (η) of PSC was calculated according to the following equation [26]:

η(%) =
Voc × Jsc × FF

PIN
× 100%, (1)

where Voc is open circuit voltage, Jsc is short circuit current density, FF is fill factor obtained from the J–V
curves and PIN is the incident light intensity. FF was calculated as follows:

FF =
Vmax × Jmax
Voc × Jsc

(2)

where Vmax and Jmax are the voltage and the current density at the point of maximum power output in the J-V
curves, respectively.

3. Results and discussion

The Nb contents of the prepared TiO2 nanoparticles coincide with the doping levels. Fig. 1 shows XRD
patterns of undoped and Nb-doped TiO2 nanoparticles. It is seen that only the anatase phases of TiO2 with a (101)
preferred orientation can be observed. The differences between the XRD patterns of the samples with various
doping levels have not been distinguished.

The transmittance spectra of Nb-doped TiO2 layers, given in Fig. 2, show a slight blue-shift, increasing with
doping concentration. This shift denotes the increase of the TiO2 bandgap with doping from 3.0 eV in a pristine
sample to around 3.2 eV in 2.7 mol.% Nb-doped TiO2 as it was confirmed in [22]. The bandgap in Nb-doped
TiO2 layers is known to increase with increased Nb doping concentration because of a slight deviation in a TiO2

lattice parameter [22]. Additionally, the position of a TiO2 conduction band-edge is increased with Nb doping and
the conduction band position at the TiO2/perovskite interface increases the probability of electron transfer from the
photoexcited levels of perovskite to the TiO2 conduction band.
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FIG. 1. XRD patterns for Nb-doped TiO2 nanoparticles with a varied Nb content

FIG. 2. Optical transmittance of Nb-doped TiO2 layers with a varied Nb content

The cross-sectional SEM image, demonstrating the interfaces of the Nb-doped electron transport layer deposited
on FTO glass substrate and spin-coated CH3NH3PbI3 layer for fabrication of a perovskite solar cell, is illustrated
in Fig. 3. It is seen that Nb-doped TiO2 electron transport layer with a thickness of 160 nm has an average grain
size of around 20–40 nm that coincides with that of doped TiO2 nanoparticles prepared. The layer of perovskite
material, with a grain size of around 300–500 nm and a thickness of 380 nm, shows good adhesion to the TiO2

layer.
Using the spin-coating method for fabrication of Nb-doped TiO2 electron transport layers with different Nb-

content, we have prepared a series of PSCs with the following configuration: FTO-glass electrode/Nb-doped
TiO2/CH3NH3PbI3/carbon counter electrode (FTO/TiO2(Nb)/CH3NH3PbI3/carbon). The appropriate schematic
diagram of prepared perovskite solar cells is shown in Fig. 4.

The current-voltage measurements of the perovskite solar cells were performed under simulated AM1.5G solar
radiation. Fig. 5 shows a comparative view of photocurrent density-voltage (J–V) characteristics of
TiO2(Nb)/CH3NH3PbI3/carbon heterojunction solar cells fabricated under ambient atmosphere conditions with pris-
tine and 2.7 mol.% Nb-doped TiO2 electron transport layers. The highest efficiency of 5.8 % (Jsc = 15.07 mA/cm2,
Voc = 0.82 V, FF = 0.47) was observed for the PSC with 2.7 mol.% Nb-doped TiO2. For the PSC based on
pristine TiO2 photoelectrode, the efficiency was 4.86 % (Jsc = 13.52 mA/cm2, Voc = 0.765 V, FF =0.47). The
results indicate that the best power conversion efficiency (PCE) belongs to the PSC with the above mentioned type
of Nb-doped TiO2 electron transport layer. Thus, the observed PCE value was found to be up to 19 % higher, than
that for the PSC based on pristine TiO2 electron transport layer. Note that our experiments with a further increase
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FIG. 3. Cross-sectional SEM micrograph of FTO/Nb-doped TiO2/CH3NH3PbI3 layers for per-
ovskite solar cell fabrication

FIG. 4. The schematic diagram of a PSC structure with Nb-doped TiO2 electron transport layer

FIG. 5. J–V characteristics of the PSCs based on undoped TiO2 and a 2.7 mol.% Nb-doped TiO2 layer
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of Nb doping concentration in TiO2 electron transport layers resulted in decrease of photovoltaic parameters and
PCE values in the PSCs fabricated.

Figure 6 shows the IPCE spectrum for the highest performing PSC photovoltaic device based on 2.7 mol.%
Nb-doped TiO2 electron transport layer. Spectral response values greater than 50 % are obtained across the entire
visible spectrum from 350 to 750 nm.

FIG. 6. IPCE spectrum of the PSC based on the 2.7 mol.% Nb-doped TiO2 electron transport layer

4. Conclusion

Nb-doped TiO2 nanoparticles with a Nb content varied between 0 and 2.7 mol.% were prepared by co-
hydrolysis of Ti and Nb precursors and used for fabrication the electron transport layers in perovskite solar cells.
The effects of Nb doping concentration in doped TiO2 layers on the changes in optical absorption behavior, the
morphology and charge carrier dynamics were studied. Using the prepared layers a series of PSCs was fabricated
and examined. It was found that the PSC based on TiO2 electron transport layer with a Nb content of 2.7 mol.%
have shown up to 19 % improvement of a power conversion efficiency compared to that, based on an undoped
TiO2 layer. Further increase in the doping concentration resulted in diminishing of the PSC power conversion
parameters.
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