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In this paper, we studied the fixed points of the Lyapunov operator with degenerate kernel, in which each fixed point of the operator is

corresponds to a translation-invariant Gibbs measure with four competing interactions of models with uncountable set of spin values on the

Cayley tree of order two. Also, it was proved that Lyapunov operator with degenerate kernel has at most three positive fixed points.

Keywords: Cayley tree, Gibbs measure, translation-invariant Gibbs measure, Lyupanov operator, degenerate kernel, fixed point.

Received: 11 September 2017

Revised: 6 October 2017

1. Introduction

The existence of Gibbs measures for a wide class of Hamiltonians was established in the groundbreaking
work of Dobrushin. A complete analysis of the set of limiting Gibbs measures for a specific Hamiltonian is a
difficult problem. Also, Spin systems on lattices are a large class of systems considered in statistical mechanics.
Some of them have a real physical meaning, others are studied as suitably simplified models of more complicated
systems [1, 2].

The Ising model is an important model in statistical mechanics. The various partial cases of Ising model
have been investigated in numerous works. For example, In [3] and [4], the exact solutions of an Ising model
with competing restricted interactions with zero external field was presented. Also, it was proved that there are
two translation-invariant and uncountable number of distinct non-translation-invariant extreme Gibbs measures and
considered Ising model with four competing interactions on the Cayley tree of order two (see [5–7]). In [8], other
important results are given on a Cayley tree. Mainly, these papers are devoted to models with a finite set of spin
values. In [9], the Potts model, with a countable set of spin values on a Cayley tree is considered and it was shown
that the set of translation-invariant splitting Gibbs measures of the model contains at most one point, independent
of the parameters for the Potts model with a countable set of spin values on the Cayley tree.

Gibbs measures have been considered for models with uncountable sets of spin values for the last five years.
Until now, models with nearest-neighbor interactions have been considered (i.e., J3 = J = α = 0, J1 6= 0) and
with the set [0, 1] of spin values on a Cayley tree, we obtained the following results: ”Splitting Gibbs measures”
of the model on a Cayley tree of order k is described by the solutions of a nonlinear integral equation. For k = 1
it has been shown that the integral equation has a unique solution (i.e., there is a unique Gibbs measure). For
periodic splitting Gibbs measures, a sufficient condition was found under which the measure is unique and proved
the existence of phase transitions on a Cayley tree of order k ≥ 2 (see [10–13]).

In [14] it was described splitting Gibbs measures on Γ2 were described by solutions to a nonlinear integral
equation for the case J2

3 + J2
1 + J2 + α2 6= 0 which is a generalization of the case J3 = J = α = 0, J1 6= 0.

Also, it was proved that periodic Gibbs measure for the Hamiltonian with four competing interactions is either
translation-invariant or G(2)

k - periodic, and given examples of non-uniqueness for Hamiltonian (2.1) in the case
J3 6= 0, J = J1 = α = 0. Gibbs measures for the Hamiltonian which corresponds to the degenerate kernel was
not considered in the paper.

In this paper, we provide a connection between Gibbs measures for the model which is defined in [14] and
positive solutions of the Lyupanov integral equations. Also we study the fixed points of the Lyapunov operator
with degenerate kernel. Using each fixed point for the operator, the translation-invariant Gibbs measure for the
Hamiltonian can be founded which corresponds to the degenerate kernel.
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2. Preliminaries

A Cayley tree Γk = (V,L) of order k ∈ N is an infinitely homogeneous tree, i.e., a graph without cycles, with
exactly k+ 1 edges incident to each vertex. Here, V is the set of vertices and L that of edges (arcs). Two vertices
x and y are called nearest neighbors if there exists an edge l ∈ L connecting them. We will use the notation
l = 〈x, y〉. The distance d(x, y), x, y ∈ V on the Cayley tree is defined by the formula

d(x, y) = min{d| x = x0, x1, ..., xd−1, xd = y ∈ V such that the pairs

〈x0, x1〉, ..., 〈xd−1, xd〉 are neighboring vertices}.
Let x0 ∈ V be a fixed and we set

Wn = {x ∈ V | d(x, x0) = n}, Vn = {x ∈ V | d(x, x0) ≤ n},
Ln = {l =< x, y >∈ L | x, y ∈ Vn},

The set of the direct successors of x is denoted by S(x), i.e.

S(x) = {y ∈Wn+1| d(x, y) = 1}, x ∈Wn.

We observe that for any vertex x 6= x0, x has k direct successors and x0 has k + 1. The vertices x and y are
called second neighbor which is denoted by 〉x, y〈, if there exist a vertex z ∈ V such that x, z and y, z are nearest
neighbors. We will consider only second neighbors 〉x, y〈, for which there exist n such that x, y ∈ Wn. Three
vertices x, y and z are called a triple of neighbors and they are denoted by 〈x, y, z〉, if 〈x, y〉, 〈y, z〉 are nearest
neighbors and x, z ∈Wn, y ∈Wn−1, for some n ∈ N.

Now we consider models with four competing interactions where the spin takes values in the set [0, 1]. For
some set A ⊂ V an arbitrary function σA : A → [0, 1] is called a configuration and the set of all configurations
on A we denote by ΩA = [0, 1]A. Let σ(·) belong to ΩV = Ω and ξ1 : (t, u, v) ∈ [0, 1]3 → ξ1(t, u, v) ∈ R,
ξi : (u, v) ∈ [0, 1]2 → ξi(u, v) ∈ R, i ∈ {2, 3} are given bounded, measurable functions. Next, we consider the
model with four competing interactions on the Cayley tree which is defined by following Hamiltonian

H(σ) =

− J3

∑
<x,y,z>

ξ1 (σ(x), σ(y), σ(z))− J
∑
>x,y<

ξ2 (σ(x), σ(z))− J1

∑
<x,y>

ξ3 (σ(x), σ(y))− α
∑
x∈V

σ(x), (2.1)

where the sum in the first term ranges all triples of neighbors, the second sum ranges all second neighbors,
the third sum ranges all nearest neighbors and J, J1, J3, α ∈ R \ {0}. Let h : [0, 1] × V \ {x0} → R and
|h(t, x)| = |ht,x| < C where x0 is a root of Cayley tree and C is a constant which does not depend on t. For some
n ∈ N, σn : x ∈ Vn 7→ σ(x) and Zn is the corresponding partition function we consider the probability distribution
µ(n) on ΩVn defined by

µ(n)(σn) = Z−1
n exp

(
−βH(σn) +

∑
x∈Wn

hσ(x),x

)
, (2.2)

Zn =

∫
...

∫
Ω

(p)
Vn−1

exp

(
−βH(σ̃n) +

∑
x∈Wn

hσ̃(x),x

)
λ

(p)
Vn−1

(dσ̃n), (2.3)

where
ΩWn × ΩWn × ...× ΩWn︸ ︷︷ ︸

3·2p−1

= Ω
(p)
Wn
, λWn × λWn × ...× λWn︸ ︷︷ ︸

3·2p−1

= λ
(p)
Wn
, n, p ∈ N,

Let σn−1 ∈ ΩVn−1 and σn−1 ∨ ωn ∈ ΩVn is the concatenation of σn−1 and ωn. For n ∈ N we say that the
probability distributions µ(n) are compatible if µ(n) satisfies the following condition:∫ ∫

ΩWn×ΩWn

µ(n)(σn−1 ∨ ωn)(λWn
× λWn

)(dωn) = µ(n−1)(σn−1). (2.4)

By Kolmogorov’s extension theorem there exists a unique measure µ on ΩV such that, for any n and σn ∈ ΩVn
,

µ ({σ|Vn
= σn}) = µ(n)(σn). The measure µ is called splitting Gibbs measure corresponding to Hamiltonian (2.1)
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and function x 7→ hx, x 6= x0.
We denote

K(u, t, v) = exp {J3βξ1 (t, u, v) + Jβξ2 (u, v) + J1β (ξ3 (t, u) + ξ3 (t, v)) + αβ(u+ v)} , (2.5)

and
f(t, x) = exp(ht,x − h0,x), (t, u, v) ∈ [0, 1]3, x ∈ V \ {x0}.

The following statement describes conditions on hx guaranteeing the compatibility of the corresponding dis-
tributions µ(n)(σn).

Theorem 2.1. The measure µ(n)(σn), n = 1, 2, . . . satisfies the consistency condition (2.4) iff for any x ∈ V \{x0}
the following equation holds:

f(t, x) =
∏

〉y,z〈∈S(x)

∫ 1

0

∫ 1

0
K(t, u, v)f(u, y)f(v, z)dudv∫ 1

0

∫ 1

0
K(0, u, v)f(u, y)f(v, z)dudv

, (2.6)

where S(x) = {y, z}, 〈y, x, z〉 is a ternary neighbor and du = λ(du) is the Lebesgue measure.

3. Lyapunov’s operator L with degenerate kernel

Now we consider the case J3 6= 0, J = J1 = α = 0 for the model (2.1) in the class of translational-invariant
functions f(t, x) i.e f(t, x) = f(t), for any x ∈ V . For such functions, equation (2.1) can be written as

f(t) =

∫ 1

0

∫ 1

0
K(t, u, v)f(u)f(v)dudv∫ 1

0

∫ 1

0
K(0, u, v)f(u)f(v)dudv

, (3.1)

where K(t, u, v) = exp {J3βξ1 (t, u, v) + Jβξ2 (u, v) + J1β (ξ3 (t, u) + ξ3 (t, v)) + αβ(u+ v)}, f(t) > 0,
t, u ∈ [0, 1].

We shall find positive continuous solutions to (3.1) i.e. such that f ∈ C+[0, 1] = {f ∈ C[0, 1] : f(x) ≥ 0}.
We define a nonlinear operator H on the cone of positive continuous functions on [0, 1] :

(Hf)(t) =

∫ 1

0

∫ 1

0
K(t, s, u)f(s)f(u)dsdu∫ 1

0

∫ 1

0
K(0, s, u)f(s)f(u)dsdu

.

We’ll study the existence of positive fixed points for the nonlinear operator H (i.e., solutions of the equa-
tion (3.1)). Put C+

0 [0, 1] = C+[0, 1] \ {θ ≡ 0}. Then the set C+[0, 1] is the cone of positive continuous functions
on [0, 1].

We define the Lyapunov integral operator L on C[0, 1] by the equality (see [15])

Lf(t) =

1∫
0

K(t, s, u)f(s)f(u)dsdu.

We put
M0 =

{
f ∈ C+[0, 1] : f(0) = 1

}
.

We denote by Nfix.p(H) and Nfix.p(L) are the set of positive numbers of nontrivial positive fixed points of the
operators Nfix.p(H) and Nfix.p(L), respectively.

Theorem 3.1. [14]
i) The equation

Hf = f, f ∈ C+
0 [0, 1] (3.2)

has a positive solution iff the Lyapunov equation

Lg = λg, g ∈ C+[0, 1] (3.3)

has a positive solution in M0 for some λ > 0.
ii) The equation Hf = f has a nontrivial positive solution iff the Lyapunov equation Lg = g has a nontrivial
positive solution.
iii) The equation

Lf = λf, λ > 0 (3.4)

has at least one solution in C+
0 [0, 1].

iv) The equation (3.2) has at least one solution in C+
0 [0, 1].
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v) The equality Nfix.p(H) = Nfix.p(L) holds.

Let ϕ1(t), ϕ2(t) and ψ1(t), ψ2(t) are positive functions from C+
0 [0, 1]. We consider Lyapunov’s operator L

(Lf)(t) =

1∫
0

(ψ1(t)ϕ1(u) + ψ2(t)ϕ2(v))f(u)f(v)dudv, (3.5)

and quadratic operator P on R2 by the rule

P (x, y) = (α11x
2 + α12xy + α22y

2, β11x
2 + β12xy + β22y

2).

α11 =

1∫
0

1∫
0

ψ1(u)ψ1(v)ϕ2(v)dudv, α12 =

1∫
0

1∫
0

(ψ1(v)ψ2(u) + ψ1(u)ψ2(v))ϕ2(v)dudv,

α22 =

1∫
0

1∫
0

ψ2(u)ψ2(v)ϕ2(v)dudv, β11 =

1∫
0

1∫
0

ψ1(u)ψ1(v)ϕ1(u)dudv,

β12 =

1∫
0

1∫
0

(ψ1(u)ψ2(v) + ψ1(v)ψ2(u))ϕ1(u)dudv, β22 =

1∫
0

1∫
0

ψ2(u)ψ2(v)ϕ1(u)dudv.

Lemma 3.2. Lyapunov’s operator L has a nontrivial positive fixed point iff the quadratic operator P has a
nontrivial positive fixed point, moreover N+

fix(Hk) = N+
fix(P ).

Proof. a) Put
R+

2 = {(x, y) ∈ R2 : x ≥ 0, y ≥ 0}, R>2 = {(x, y) ∈ R2 : x > 0, y > 0}.
Let f(t) ∈ C+

0 [0, 1] be a nontrivial positive fixed point of L. Let

c1 =

1∫
0

ϕ1(u)f(u)f(v)dudv, c2 =

1∫
0

ϕ2(u)f(u)f(v)dudv

Clearly, c1 > 0, c2 > 0 and f(t) = c1ψ1(t) + c2ψ2(t). If we put f(t) = c1ψ1(t) + c2ψ2(t) to the equation (3.5)
we’ll get

c1 = α11c
2
1 + α12c1c2 + α22c

2
2, c2 = β11c

2
1 + β12c1c2 + β22c

2
2.

Therefore, the point (c1, c2) is fixed point of the quadratic operator P .
b) Assume, that the point (x0, y0) is a nontrivial positive fixed point of the quadratic operator P, i.e. (x0, y0) ∈

R+
2 \ {θ} and numbers x0, y0 satisfies following equalities

α11x
2
0 + α12x0y0 + α22y

2
0 = x0, β11x

2
0 + β12x0y0 + β22y

2
0 = y0.

Similarly, we can prove that the function f0(t) = x0ψ1(t) + y0ψ2(t) is a fixed point of the operator L and
f0(t) ∈ C+

0 [0, 1]. This completes the proof. �

We define positive quadratic operator Q:

Q(x, y) = (a11x
2 + a12xy + a22y

2, b11x
2 + b12xy + b22y

2).

Proposition 3.3.

i) If ω = (x0, y0) ∈ R+
2 is a positive fixed point of Q, then λ0 =

x0

y0
is a root of the following equation

a11λ
3 + (a12 − b11)λ2 + (a22 − b12)λ− b22 = 0. (3.6)

ii) If the positive number λ0 is a positive root of the equation (3.6), then the point ω0 = (λ0y0, y0) is a positive
fixed point of Q, where y−1

0 = a11 + a12λ0 + a22λ
2
0.

Proof. i) Let the point ω = (y0, x0) ∈ R+
2 be a fixed point of Q. Then

a11x
2
0 + a12x0y0 + a22y

2
0 = x0, b11x

2
0 + b12x0y0 + b22y

2
0 = y0

Using the equality
x0

y0
= λ0, we obtain

a11λ
2
0y

2
0 + a12λ0y

2
0 + a22y

2
0 = λ0y0, b11λ

2
0y

2
0 + b12λ

2
0y

2
0 + b22y

2
0 = y0.
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Thus we get
a11λ

2
0 + a12λ0 + a22

b11λ2
0 + b12λ0 + b22

= λ0.

Consequently,
a22 + (a12 − b22)λ0 + (a11 − b12)λ2

0 − b11λ
3
0 = 0.

ii) Let λ0 > 0 be a root of the cubic equation (3.6). We set x0 = λ0y0, where

x0 =
λ0

a11λ2
0 + 2a12λ0 + a22

.

Since

a11x
2
0 + 2a12x0y0 + a22y

2
0 =

1

a11λ2
0 + 2a12λ0 + a22

,

we get
a11x

2
0 + 2a12x0y0 + a22y

2
0 = y0.

Alternatively, we get:
a22 + (a12 − b22)λ0 + (a11 − b12)λ2

0 − b11λ
3
0 = 0.

Then, we get
b11λ

2
0 + b12λ0 + b22 = λ0(a11λ

2
0 + a12λ0 + a22).

From the last equality we get

λ0

a11λ2
0 + a12λ0 + a22

=
b11λ

2
0 + b12λ0 + b22

(a11λ2
0 + a12λ0 + a22)2

= b11x
2
0 + 2b12x0y0 + b22y

2
0 = y0.

This completes the proof. �

We denote
P (λ) = α11λ

3 + (α12 − β11)λ2 + (α22 − β12)λ− β22 = 0,

µ0 = α11, µ1 = α12 − β11, µ2 = α22 − β12, µ3 = β22,

P3(ξ) = µ0ξ
3 + µ1ξ

2 + µ2ξ − µ3, (3.7)

D = µ2
1 − 3µ0µ2, α = −µ1 +

√
D

3µ0
, β = −µ1 −

√
D

3µ0
.

Theorem 3.4. Let Q satisfy one of the following conditions
i) D ≤ 0;
ii) D > 0, β ≤ 0;
iii) D > 0, α ≤ 0, β > 0;
iv) D > 0, α > 0, P3(α) < 0;
v) D > 0, α > 0, P3(α) > 0, P3(β) > 0, then Q has a unique nontrivial positive fixed point.

Proof. The proof of Theorem 3.4 is basis on monotonous property of the function P3(ξ). Clearly,

(P3(ξ)) ′ = 3µ0ξ
2 + 2µ1ξ + µ2. (3.8)

and P ′3(α) = P ′3(β) = 0. Moreover,
i) In the case D ≤ 0, by the equality (3.8) the function P3(ξ) is an increasing function on R and P3(0) =

−b11 < 0. Therefore, the polynomial P3(ξ) has a unique positive root.
ii) Let D > 0 and β ≤ 0. For the case D > 0 the function P3(ξ) is an increasing function on (−∞, α)∪(β,∞)

and it is a decreasing function on (α, β). Hence, from the inequality P3(0) < 0 the polynomial P3(ξ) has a unique
positive root.

iii) Let D > 0, α ≤ 0 and β > 0. Since the function P3(ξ) is decreasing on (α, β) and increasing on (β,∞),
the polynomial P3(ξ) has a unique positive root as P3(0) < 0.

iv) Let D > 0, α > 0 and P3(α) < 0. Then max
ξ∈(−∞,β)

P3(ξ) = P3(α) < 0. Consequently, by the function

P3(ξ) is increasing on (β,∞) the polynomial P3(ξ) has a unique positive root ξ0 ∈ (β,∞).
v) Let D > 0, α > 0, P3(α) > 0 and P3(β) > 0. Then min

ξ∈(α,∞)
P3(ξ) = P3(β) > 0. From the function P3(ξ)

on (−∞, α), P3(ξ) P3(ξ) has a unique positive root ξ0 ∈ (0, α), as P3(0) < 0 and P3(α) > 0.
From the upper analysis and by Lemmas 3.3, it follows that the Theorem 3.4. �
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Theorem 3.5. Let be D > 0. If Q satisfies one of the following conditions
i) α > 0, P3(α) = 0, P3(β) < 0;
ii) α > 0, P3(α) > 0, P3(β) = 0, then QO Q has two nontrivial positive fixed points and N+

fix(Q) = N>
fix(Q) =

2.

Proof. i) Let α > 0, P3(α) = 0 and P3(β) < 0. Then max
ξ∈(−∞,β)

P3(ξ) = P3(α) = 0 and ξ1 = α is the root of

the polynomial P3(ξ). By the increase property on (β,∞) of the function P3(ξ) the polynomial P3(ξ) has a root
ξ2 ∈ (β,∞), as β > 0 and P3(β) < 0. There are no other positive roots of the polynomial P3(ξ).
ii) Let α > 0, P3(α) > 0 and P3(β) = 0. Then by the increase property on (−∞, α) of the function P3(ξ) the
polynomial P3(ξ) has a root ξ1 ∈ (0, α). Alternatively, min

ξ∈(α,∞)
P3(ξ) = P3(β) = 0 and the number ξ2 = α is

the second positive root of the polynomial P3(ξ). The polynomial P3(ξ) has no other roots. From above, and by
Lemmas 3.3, we get Theorem 3.6. �

Theorem 3.6. Let be D > 0. If Q satisfies one of the following conditions
i) α > 0, P3(α) = 0, P3(β) < 0;
ii) α > 0, P3(α) > 0, P3(β) = 0,
then Q has two nontrivial positive fixed points and N+

fix(Q) = N>
fix(Q) = 2.

Proof. i) Let α > 0, P3(α) = 0 and P3(β) < 0. Then max
ξ∈(−∞,β)

P3(ξ) = P3(α) = 0 and ξ1 = α is the root of

the polynomial P3(ξ). By the increase property on (β,∞) of the function P3(ξ) the polynomial P3(ξ) has a root
ξ2 ∈ (β,∞), as β > 0 and P3(β) < 0. There are no other positive roots of the polynomial P3(ξ).
ii) Let α > 0, P3(α) > 0 and P3(β) = 0. Then by the increase property on (−∞, α) of the function P3(ξ) the
polynomial P3(ξ) has a root ξ1 ∈ (0, α). Alternatively, min

ξ∈(α,∞)
P3(ξ) = P3(β) = 0 and the number ξ2 = α is

the second positive root of the polynomial P3(ξ). The polynomial P3(ξ) has no other roots. From above, and by
Lemmas 3.3, we get Theorem 3.6. �
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The spectral properties of a photon spontaneously emitted by a material two-level system, modelling an atom or ion, in a parabolic cavity are

investigated. In particular, we concentrate on the special case of a motionless two-level system positioned exactly at the focus of a parabolic

cavity with a dipole moment oriented along the symmetry axis of this cavity. Treating the corresponding atom-field coupling in the dipole-

and rotating wave approximation, it is demonstrated that inside the parabolic cavity the position and frequency dependence of the spectrum of

the spontaneously emitted photon exhibits interesting interference patterns. These patterns are explored in detail with the help of a photon path

representation of the first-order electric field correlation function. In the radiation, zone the spatial behavior of the spectrum reveals strong

interference in particular at distances from the two-level system of the order of the focal length of the parabola. With increasing distances,

these interference patterns decay except for an undepleted component surrounding the symmetry axis at an almost constant radius. Furthermore,

the maximum of the frequency dependence of the spectrum exhibits a position-dependent frequency shift with respect to the atomic resonance

frequency.
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1. Introduction

A material two-level system, modelling an atom or ion, interacting with the quantized radiation field is the
paradigm of an elementary quantum optical system. Despite its simplicity, it exhibits many fundamental phenomena
characteristic for quantum theory which also offer interesting possibilities for innovative quantum technological
applications [1]. Within this scenario, the almost resonant exchange of energy between a single photon of the
radiation field and a trapped motionless two-level system represents the simplest physically realizable model
system. Particularly interesting phenomena occur in this simple model system if the photonic mode structure is
engineered by the presence of a cavity which imposes additional physical boundary conditions.

In quantum electrodynamical experiments [2], manipulations of the photonic mode structure have already
been pushed to the extreme case that approximately only a single mode of the electromagnetic radiation field is
capable of exchanging energy with a trapped motionless atom almost resonantly. In these cases, which can be
described within the Jaynes-Cummings-Paul model [3,4], the cavity induced modification of the interaction between
a two-level system and a photon can lead to vacuum Rabi oscillations or to collapse and revival phenomena [5].

A series of recent experiments [6] has started to explore a different dynamical regime in which a single
approximately motionless two-level ion is trapped at the focus of a parabolic mirror. In view of the peculiar focusing
properties of a parabolic mirror an intense exchange of energy between a single photon and the trapped material
two-level system is expected in this scenario. In addition, this physical system offers interesting possibilities
for applications in quantum communication [7], for example, as it allows for an almost lossless coupling in and
coupling out of the electromagnetic field energy into and out of the cavity. Contrary to the case of extreme mode
selection, in this scenario this half open cavity supports a continuum of photonic modes which can couple to
the trapped material two-level system. This continuum of modes, however, is structured by the presence of the
parabolic cavity so that interesting dynamical modifications take place, which range from modifications of the
spontaneous decay rate of the trapped two-level system in comparison with the free-space scenario by the Purcell
effect [8] to intricate recurrence effects observable in the time evolution of the trapped two-level system originating
from photonic reflections at the boundary of the cavity [9, 10].
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In this paper we generalize previous investigations into the interaction of a trapped approximately motionless
material two-level system with a single photon inside a parabolic cavity [10] and explore the spectral properties
of a spontaneously emitted photon inside this cavity. For this purpose, we apply our recently developed classical
path representation of photonic transition amplitudes to the description of the electric field correlation function of
a single photon and to the corresponding spectrum. This position-dependent photonic correlation function and its
corresponding spectrum produced by the trapped spontaneously decaying two-level system can be measured by
positioning a photon detector with appropriate spectral properties at various positions inside the parabolic cavity.
Our subsequent investigations demonstrate that in the radiation zone, the spatial behavior of the spectrum reveals
strong interference effects. These interference effects reflect the intricate photonic dynamics inside the parabolic
cavity in the presence of the trapped material two-level system which originates from the interference of probability
amplitudes associated with different photon paths.

This paper is organized as follows: In Sec. 2, the quantum optical model of a trapped motionless two-level
system interacting with the quantized radiation field inside a parabolic cavity is introduced and previous results are
summarized briefly. Based on these previous results, characteristic dynamical properties of the spontaneous decay
process and its influence on the first-order electric field correlation function of the radiation field are discussed in
Sec. 3. Subsequently, the resulting spectrum of a photon spontaneously emitted by the two-level system trapped in
the focus of the parabolic cavity is explored in Sec. 4.

2. The quantum optical model

In this section, we introduce the quantum optical model describing a two-level system positioned in the focus
of a parabolic cavity and interacting with the quantized radiation field.

In particular, we consider a motionless material two-level system placed at a fixed position in a parabolic
optical cavity with an ideally conducting wall. The Hamiltonian describing the dynamics of its interaction with the
quantized radiation field is given by [10]:

Ĥ = ĤA + ĤF + ĤAF , (1)

with the (free) Hamiltonian:

ĤA = Ee|e〉〈e|+ Eg|g〉〈g|, (2)

of the two-level system with its ground |g〉 and its excited state |e〉. These two states are assumed to be of
opposite parity. The (free) dynamics of the quantized radiation field inside the parabolic cavity is described by the
Hamiltonian:

ĤF =
∑
n

∫
dω h̄ω â†ω,nâω,n. (3)

The creation and destruction operators of the field modes are denoted by â†ω,n and âω,n. These modes are labeled
by their continuous frequencies ω and by the discrete, integer-valued parameter n originating from the boundary
conditions imposed by the parabolic cavity. Consistent with the Coulomb gauge the corresponding orthonormal and
frequency normalized mode functions gω,n(x) fulfill the transversality condition ∇·gω,n(x) = 0 and are solutions
of the Helmholtz equation: (

∇2 +
ω2

c2

)
gω,n(x) = 0, (4)

with boundary conditions of an ideally conducting parabolic mirror with focal length f . (c denotes the speed of
light in vacuum.) The interaction between the two-level system positioned at xA and the quantized radiation field
is treated in the dipole- and rotating-wave approximations and is described by the Hamiltonian:

ĤAF = −i
∑
n

∫
dω

√
h̄ω

2ε0
d · gω,n(xA)âω,n|e〉〈g|+ h.c., (5)

with the atomic dipole matrix element d = 〈e|d̂|g〉 between the excited state |e〉 and the ground state |g〉.
In our subsequent discussion, we assume that the atom is located at the focus of the parabolic mirror, i.e.

xA = 0, and that its dipole moment is oriented along the symmetry axis of the parabolic cavity, i.e. d = dez . As
a consequence, the mode functions gω,n(x) solving Eq. (4) and capable of coupling to this atomic dipole can be
written in the form [10]:
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gω,n(x) = ∇×Gω,n(x), (6)

with

Gω,n(x) =
1√

2πωNω,n

χω,n(ξ)√
ξ

χω,n(η)
√
η

eφ,

χω,n(ξ) =

√
4

πk
F0(αn/k, kξ/2),

χω,n(η) =

√
4

πk
F0(−αn/k, kη/2).

(7)

Thereby, we have introduced parabolic coordinates (ξ, η, z) which are related to the corresponding symmetry
adapted cylindrical coordinates (ρ, φ, z) by ξ = r + z and η = r − z with r =

√
ρ2 + z2. The relevant mode

functions involve the Coulomb functions FL(µ, x) [11] in these parabolic coordinates with L = 0 and with wave
number k = ω/c. The normalization factors appearing in Eq. (7) are given by:

Nω,n =

2f∫
0

dη
χ2
ω,n(η)

η
. (8)

The separation constants αn are determined by the relevant boundary conditions at the surface of the ideally
conducting parabola described by the equation η = 2f , i.e.:

dχω,n(η)

dη

∣∣∣∣
η=2f

= 0. (9)

Eq. (9) ensures the absence of the tangential component of the electric-field operator Êξ(x) ≡ eξ · Ê(x) on the
surface of the parabola, where:

Ê(x) = i
∑
n

∫
dω

√
h̄ω

2ε0
gω,n(x)âω,n + h.c. ≡ Ê+(x) + Ê−(x). (10)

3. Photon path representation of the electric-field correlation function

Based on the results of Sec. 2, we explore the first-order electric-field correlation function of a photon
spontaneously emitted by the two-level system. For this purpose, we develop a classical photon path representation
for the relevant one-photon transition amplitude in the radiation zone, i.e. at distances from the radiating two-level
system large in comparison with the wave length of the spontaneously emitted photon. This classical photon path
representation exhibits the intricate photonic dynamics inside the parabola with sequences of reflections at the
boundary and elastic scatterings by the two-level system [9].

If the two-level system is initially in its excited state |e〉 without any photon in the radiation field, the
subsequent time evolution of the quantum state of the atom-field system is of the general form:

|ψ(t)〉 = Ae(t)|e〉|0〉+
∑
n

∞∫
0

dωAω,n(t)|g〉â†ω,n|0〉. (11)

The time-dependent coefficients Ae(t) and Aω,n(t) fulfill the Schrödinger equation with Hamiltonian (1). In the
long-time limit, i.e. t� 1/Γ0 with Γ0 denoting the spontaneous decay rate of state |e〉, one obtains the result [10]:

Aω,n(t) = i

√
ω

2h̄ε0
e−iωt

d · gω,n(xA)

ω − ω0 − iΓ0/2
. (12)

Information on the dynamics of the spontaneously emitted photon is contained in the first-order electric-field
correlation function which is related to this probability amplitude by:

〈ψ(t1)|Ê−(x1)⊗ Ê+(x2)|ψ(t2)〉 = ∇× F∗(x1, t1)⊗∇× F(x2, t2), (13)

with the effective one-photon amplitude:
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F(x, t) = −i
∑
n

∞∫
0

dω

√
h̄ω

2ε0
A∗ω,n(t)Gω,n(x). (14)

If the focal length f of the parabolic cavity is not too large in the sense c/ω0 � f � c/Γ0, in the radiation zone
this effective one-photon amplitude is given by [10]:

F(x, t) = −ieφ
k0d

4πε0ρ

∞∑
M=0

e−i2πMn0e(iω0−Γ0/2)(t−r/c)
[
θ(t− r/c−MT )

cosh ΛM (ρ, z; k0)
− θ(t− z/c−MT )

cosh ΘM−1(ρ, z; k0)

]
, (15)

with:

ΛL(ρ, z; k0) = ln

(
r − z
r + z

)
+ 2LS (k0f),

ΘL(ρ, z; k0) = ln

(
2f

ρ

)2

+ 2LS (k0f),

(16)

and with the diffraction function:

S (u) =

u∫
0

dy
sin2 y

y
.

In Eq. (15), the radiation zone refers to distances from the radiating two-level system which are large in comparison
to the optical wave length characterizing the resonant atomic transition.

Eq. (15) represents the effective one-photon amplitude determining the electric-field correlation function as
a sum of contributions M which can be associated with repeated returns of the spontaneously emitted photon
back to the atom. Thereby, this photon evolves periodically along a straight-line classical path extending along
the symmetry axis of the parabolic cavity from its focal point, where the two-level system is positioned, to its
boundary and back again. The time the photon requires for this motion is given by the period T = 2f/c and 2πn0

with n0 = k0f/π − 1/2 is the corresponding classical eikonal associated with this photon path. The integer M
enumerates the number of reflections of this photon path at the boundary of the parabola.

4. Spectrum of the spontaneously emitted photon

Based on the results of Sec. 3, we explore characteristic properties of the spectrum of the radiation field
produced by the spontaneously emitted photon in the radiation zone, i.e. at distances from the radiating two-level
system large in comparison with the wave length of the spontaneously emitted photon.

In general, the power spectrum of a photon spontaneously emitted by the material two-level system and
detected at position x with frequency ωS is related to the first-order electric-field correlation function of Eq. (13)
by [12]:

S(x, ωS) =

∞∫
0

dt1

∞∫
0

dt2e−iωS(t1−t2)〈ψ(t1)|Ê−(x) · Ê+(x)|ψ(t2)〉. (17)

Performing the time integrations, we find from Eqs. (13) and (15) the final result, which is conveniently represented
in the form:

S(x, ωS) =

(
ω2

0d

4πε0c2

)2

· 1

(ω0 − ωS)2 + Γ2
0/4
· Imir(ρ, z;ωS , k0), (18)

with the mirror influence function being defined by:
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Imir(ρ, z;ωS , k0) =
1

2r
·
∞∑

L,M=0

e−i(M−L)[2πn0−T (ω0−ωS)]−(M+L)TΓ0/2

×
{

1

cosh ΛM (ρ, z; k0) cosh ΛL(ρ, z; k0)

×
(

1

r + z
·
[
1− 2i tanh ΛM (ρ, z; k0)

k0(r − z)

] [
1 +

2i tanh ΛL(ρ, z; k0)

k0(r − z)

]
+

1

r − z
·
[
1 +

2i tanh ΛM (ρ, z; k0)

k0(r + z)

] [
1− 2i tanh ΛL(ρ, z; k0)

k0(r + z)

])
+

1

cosh ΘM−1(ρ, z; k0) cosh ΘL−1(ρ, z; k0)

×
(

1

r + z
·
[
1− 2i tanh ΘM−1(ρ, z; k0)

k0(r − z)

] [
1 +

2i tanh ΘL−1(ρ, z; k0)

k0(r − z)

]
+

1

r − z
·
[
1 +

2i tanh ΘM−1(ρ, z; k0)

k0(r + z)

] [
1− 2i tanh ΘL−1(ρ, z; k0)

k0(r + z)

])
+2Re

[
e−iωS(r−z)/c

cosh ΛM (ρ, z; k0) cosh ΘL−1(ρ, z; k0)

×
(

1

r + z
·
[
1− 2i tanh ΛM (ρ, z; k0)

k0(r − z)

] [
1 +

2i tanh ΘL−1(ρ, z; k0)

k0(r − z)

]
− 1

r − z
·
[
1 +

2i tanh ΛM (ρ, z; k0)

k0(r + z)

] [
1− 2i tanh ΘL−1(ρ, z; k0)

k0(r + z)

])]}
. (19)

Eqs. (18) and (19) represent the main result of this section.
In the extreme far-field zone in the sense of ρ� f Eq. (19) reduces to the well-known free-space result:

Ifree(ρ, z) =

(
ρ

ρ2 + z2

)2

,

so that the spectrum (18) assumes the characteristic positional intensity distribution of dipolar radiation, i.e.:

Sfree(x, ωS) =

(
ω2

0dρ

4πε0c2r2

)2

· 1

(ω0 − ωS)2 + Γ2
0/4

. (20)

As a consequence of the rotating wave approximation, in this limit the frequency distribution exhibits a purely
Lorentzian lineshape. However, in more general cases which do not correspond to the extreme far-field condition
the function Imir(ρ, z;ωS , k0) is not only position dependent but also depends on the atomic transition frequency
ω0 = k0c and on the frequency ωS at which the spontaneously emitted photon is observed. This additional
frequency dependence reveals the influence of the parabolic mirror on the spatial behavior of the atomic photon
emission.

The spatial behavior of Imir(ρ, z;ωS = ω0, k0) at the atomic resonance frequency is depicted in Fig. 1.
Apparently, pronounced interference effects take place in the radiation zone at positions of the photon detector
from the radiating two-level system comparable to the focal length of the parabola. Due to the specific structure
of the field modes capable of coupling to the atomic dipole oriented along the symmetry axis of the parabolic
cavity, the spectrum is exactly zero on the axis of symmetry. However, there is a ring zone around the symmetry
axis approximately at ρ/f ∼ 2/

√
3 ≈ 1.15 at which the spectrum is maximal. Along this ring, the spectrum

remains appreciable even at asymptotically large distances from the radiating two-level system. However, in all
other directions the probability of detecting a photon diminishes quickly with increasing distance from the radiating
two-level system.

The dependence of the spectrum of Eq. (18) on frequency and distance orthogonal to the symmetry axis is
depicted in Fig. 2. Characteristic spatial interference patterns originating from the presence of the parabolic cavity
are again visible. The contour plot of Fig. 2 indicates a small asymmetry of the frequency dependence with respect
to the atomic resonance frequency ω0. To a good degree of approximation this asymmetry can be described by a
position-dependent frequency shift ∆ according to the relation:
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FIG. 1. Position dependence of the mirror influence function Imir(ρ, z;ωS , k0) as defined by
Eq. (19) at frequency ωS = ω0 for a parabolic mirror. The parameters are T = 20/ω0 and
T = 0.1/Γ0 so that the focal length f is large in comparison to the resonant inverse wave
number k0, i.e. f = 10/k0, and the spontaneously emitted photon is reflected at the boundary of
the parabolic mirror many times during time T (compare with Eq. (15)). The boundary of the
figure is given by the equation of the parabolic mirror of the form z/f + 1 = (ρ/2f)2

FIG. 2. Dependence of the spectrum of Eq. (18) and of its contour plot on the dimensionless
frequency 2(ωS − ω0)/Γ0 and on the distance orthogonal to the symmetry axis at z/f = 3. The
parameters are ω0T = 20 and Γ0T = 0.1 as in Fig. 1

S(x, ωS) =

(
ω2

0d

4πε0c2

)2

· Imir(ρ, z;ω0, k0)

(ω0 − ωS −∆)2 + Γ2
0/4

, (21)

with the frequency shift ∆ being determined by the equation:

∂Imir(ρ, z;ω0 + ∆, k0)/∂ωS
Imir(ρ, z;ω0 + ∆, k0)

=
2∆

∆2 + Γ2
0/4

. (22)

In Fig. 3, the spatial dependence of this frequency shift ∆ is depicted. The modifications of the spectrum
originating from the presence of the parabolic cavity give rise to an oscillatory spatial dependence of this frequency
shift which reflects once again characteristic interference effects taking place inside the parabolic cavity.

In order to demonstrate the accuracy of the approximation of Eqs. (21) and (22) a cut of Fig. 2 at position
ρ/f = 0.5, z/f = 3 is depicted in detail in Fig. 4 (left) with its top part being amplified in Fig. 4 (right). Although
this shift is small, i.e. 2∆/Γ0 ≈ −0.003, it is clearly visible.
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FIG. 3. Position dependence of the effective shift 2∆/Γ0 as defined by Eqs. (21) and (22). The
parameters are ω0T = 20 and Γ0T = 0.1 as in Fig. 1

FIG. 4. Spectrum of Fig. 2 and its dependence on the dimensionless spectral frequency 2(ωS −
ω0)/Γ0 at the fixed position ρ/f = 0.5 and z/f = 3. The parameters are ω0T = 20 and
Γ0T = 0.1 as in Fig. 1. The right part of this figure shows the frequency dependence around the
maximum on a finer scale

5. Summary and conclusion

We have investigated the spectral properties of a photon spontaneously emitted by a motionless two-level
atom positioned at the focus of a parabolic cavity with a dipole moment oriented along the symmetry axis of the
parabola. Within a quantum optical model we have studied the spectrum of the spontaneously emitted radiation
with the help of a photon path representation of the first-order electric field correlation function. In this manner,
the influence of the parabolic mirror on the spontaneous photon emission process is described in terms of photon
path contributions originating from repeated reflections of the spontaneously emitted photon at the boundary of the
parabolic mirror. It has been demonstrated that inside the parabolic cavity, the position and frequency dependence
of the spectrum of the spontaneously emitted photon exhibits interesting interference patterns. In the radiation
zone, the spatial behavior of the spectrum reveals strong interference at distances from the atom of the order of the
focal length of the parabola. With increasing distances, these interference patterns decay in all directions except
for an undepleted component along the axis of symmetry. Furthermore, the maximum of the spectral line-shape
exhibits a position-dependent frequency shift with respect to the atomic resonance frequency.

Acknowledgements

This work is supported by the Heisenberg–Landau Program (JINR, Russia).



566 G. Alber, A. V. Chizhov

References

[1] Bruss D., Leuchs G. Lectures on Quantum Information. Wiley-VCH, Weinheim, 2008.
[2] Haroche S., Raimond J.M. Exploring the Quantum: Atoms, Cavities and Photons. Oxford UP, Oxford, 2006.
[3] Jaynes E.T., Cummings F.W. Comparison of quantum and semiclassical radiation theories with application to the beam maser. Proceedings

of the IEEE, 1963, 51 (1), P. 89–109.
[4] Paul H. Induzierte Emission bei starker Einstrahlung. Annalen der Physik, 1963, 466 (7–8), P. 411–412.
[5] Schleich W.P. Quantum Optics in Phase Space. Wiley-VCH, Weinheim, 2001.
[6] Maiwald R., Golla A., et al. Collecting more than half the fluorescence photons from a single ion. Phys. Rev. A, 2012, 86 (4), 043431–5.
[7] Trautmann N., Bernad J.Z., et al. Generation of entangled matter qubits in two opposing parabolic mirrors. Phys. Rev. A, 2014, 90 (6),

063814–9.
[8] Purcell E.M. Spontaneous emission probabilities at radio frequencies. Phys. Rev., 1946, 69 (8), P. 681.
[9] Alber G. Photon wave packets and spontaneous decay in a cavity. Phys. Rev. A, 1992, 46 (9), R5338–R5341.

[10] Alber G., Bernad J.Z., et al. QED with a parabolic mirror. Phys. Rev. A, 2013, 88 (2), 023825–11.
[11] Abramowitz M., Stegun I. A. Handbook of Mathematical Functions. Dover, New York, 1965.
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1. Introduction

In last decade, nanoporous materials have become a point of considerable scientific interest. They are widely
studied and used in biophysics and biomedicine; nanoporous materials are applied in drug delivery [1, 2], tissue
engineering [3], as biosensors [4], have great potential for usage in pharmacology [5], etc.

One significant problem in this field is the analysis of transport processes, which are considered to be more
complex than in porous media, especially if nanoporous media in question are inhomogeneous [6]. Also, in
biophysics and biomedicine, it is often necessary to reproduce in synthesized non-organic nanoporous medium the
specific pattern of evolution of the liquid front profile observed in organic nanoporous medium.

The purpose of our work is to propose a model for simulation of the two-dimensional liquid front propagation
in inhomogeneous nanoporous media and a method to evaluate the parameters of the medium in which a liquid
will flow in a specific manner.

2. Mathematical model and its numerical realization

In this paper, we consider the flow in a thin nanoporous slab with thickness < 1 mm. We introduce the
Cartesian coordinates along the slab – horizontal coordinate x and vertical coordinate y. The width of slab is L,
the vertical coordinate of the boundary of the liquid front is H (x, t) – see Fig. 1.

FIG. 1. Thin nanoporous slab. Gray area is the part of the medium permeated by liquid
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While liquid flow permeates through a medium, the capillary forces in the liquid surface create the pressure

PH = −2σ

R
, where σ is the surface tension coefficient of the liquid and R is the pore radius. The process of

flowing also creates the pressure in the volume of the propagating liquid.
The proposed mathematical model for describing the two-dimensional propagation of the liquid in inhomoge-

neous nanoporous media is based on the approximation of Darcy’s law ~v = −γ∇P , where ~v is the velocity of the
flow and P is the pressure in the liquid, and on the continuity equation for the incompressible flow ∇~v = 0. In
the two-dimensional case, the combination of these equations gives us the linear differential equation:

∇(γ∇P ) = 0, (1)

with boundary conditions – definite pressure on the bottom of the thin slab (y = 0) and on the boundary of the
liquid front (y = H (x, t)) plus the impermeability of the sidewalls (x = 0, x = L):

P |y=0 = 0,

P |y=H = −2σ

R
,

∂P

∂x

∣∣∣∣
x=0

=
∂P

∂x

∣∣∣∣
x=L

= 0.

(2)

The coefficient γ in (1) describes the permeability of the medium [7]:

γ =
ΩR2

8µ
, (3)

where Ω is the porosity of medium (volume ratio of the pore space to the total volume of the material), R is the
average pore radius and µ is the dynamic viscosity coefficient of the fluid.

The coefficient γ describes the structural properties of the nanoporous medium. By changing γ values in every
grid point, we take into consideration the changes in porosity or/and pore size in the medium and their influence
on the shape and transition of the boundary of the front.

On the whole, the numerical calculation procedure consists of two parts. First, by solving linear differential
equation (1) we obtain the pressure distribution in the part of the medium which has been permeated by liquid.
While pressure and distance values for grid points which are remote from border can be obtained directly from
adjacent grid points, calculation of those values for grid points which are adjoined to the border requires an
interpolation procedure.

Once the pressure distribution is obtained, we shift the boundary of the front on the basis of the pressure
derivatives. Since we consider inhomogeneous nanoporous media, capillary pressure Pu changes with the motion
of the front and thus, must be recalculated after each iteration.

FIG. 2. (a) The numerical calculation procedure, step 1: solving linear differential equation (1)
by finite-difference method. Pressure values Pr, Pl and distance values Hu, Hd, Hr, Hl are
obtained by linear interpolation between central grid point and upper, lower, right and left grid
points accordingly with Pu being the capillary pressure and Pd being the pressure obtained
directly from lower grid point. (b) The numerical calculation procedure, step 2: translocation of
boundary of the front
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Figure 2 shows the result of numerical simulation of the water (σ = 0.07 N/m, µ = 0.8 mPa s) propagation
in nanoporous thin film (20×20 mm) with constant porosity Ω = 0.5 and pore radius changing randomly from 10
to 13 nm.

FIG. 3. Evolution of the water front profile in nanoporous thin film (20×20 mm) with constant
porosity Ω = 0.5 and pore radius changing randomly from 10 to 13 nm. Darker areas on the
background indicate the smaller pore radius and lighter ones, accordingly, larger

Figures 3, 4 show the simulations for the same scenario, only with porosity not being constant, but changing
stepwise relative to x. Ω = 0.2 while x < 6.8 mm, Ω = 0.8 while 6.8 ≥ x < 13.6 mm and Ω = 0.2 while
x ≥ 13.6 mm. As expected, the increase of porosity leads to additional rise of the front boundary, although while
the porosity changes strictly stepwise, the deformation of the boundary of the front is gradually linear.

FIG. 4. Evolution of the water front profile in nanoporous thin film (20×20 mm) with porosity
changing stepwise from 0.2 to 0.8 and back to 0.2 and pore radius changing randomly from 10
to 13 nm. Darker areas on the background indicate the smaller pore radius and lighter ones,
accordingly, larger

3. Evaluation of the parameters of the inhomogeneous nanoporous medium required for reproduction of
the specific liquid front propagation

On the basis of the model described above we propose a method of evaluating the parameters of the inhomo-
geneous nanoporous medium in which the liquid will flow as it is required.
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The porosity distribution or/and pore radius distribution in inhomogeneous nanoporous medium can be viewed
as polynomial of some degree:

Rx,y(Ωx,y) = A1,1x
n +A1,2y

n +A2,1x
n−1 +A2,2y

n−1 + ...+An−1,1x+An−1,2y +An, (4)

where Aj,k are the coefficients of the polynomial and x, y are the coordinates of the medium.
Any set of the polynomials’ coefficients correspond to a certain evolution of the liquid front profile. The task

of finding suitable parameters reduces to the problem of function minimization; the coefficients of the polynomial
are being adjusted until the difference between resulting evolution of the liquid front and sought-for one becomes
minimal. As a measure of difference, we considered the standard deviation between the points of the reproduced
boundary of the front and original one.

An example of such reproduction is shown in Fig. 5. The original evolution of the water front profile
was modelled in nanoporous thin film (40×40 mm) with constant porosity Ω = 0.5 and pore radius increasing
quadratically from 7 nm to 23 nm relatively to x (mm): R(nm)= 9.38 ·10−3x2 +2.5 ·10−2x+7. The reproduction
process has been simulated for the 4th degree polynomial – the resulting reproduced pore size distribution is
4th-degree increase from 7 nm to 28 nm.

FIG. 5. The original evolution of the water front profile in nanoporous thin film with constant
porosity Ω = 0.5 and pore radius increasing quadratically from 7 nm to 23 nm (point markers,
solid line) and reproduced evolution front profile in thin film with the same porosity and pore
radius distribution being 4th-degree increase from 7 nm to 28 nm (asterisk markers, dotted line).
Darker areas on the background indicate the smaller pore radius and lighter ones, accordingly,
larger

As can be seen, the results are in good correspondence with each other.
This method can also be used if the required porosity and pore radius distributions are known, but synthesis

of such medium is impossible or if for analysis/modelling purposes, the calculation time is too large because of
distribution complexity. If simpler distributions are required, this method can be used for finding an alternative
solution, suited for the task at hand.

Figure 6 shows the original evolution of the water front profile in a thin nanoporous film (40×40 nm)
with constant porosity Ω = 0.5 and pore radius increasing cubically from 8 nm to 20 nm relative to x (mm):
R(nm)= 13.67 · 10−5x3 + 15.63 · 10−4x2 + 2.5 · 10−2x + 8, which was considered original, and “reproduced”
evolution of the water front profile in nanoporous thin film with porosity Ω = 0.7 and pore radius increasing
linearly from 6 nm to 13 nm relative to x.

4. Conclusion

The mathematical model which describes the two-dimensional propagation of liquid in inhomogeneous
nanoporous media has been presented along with its numerical realization. On the basis of this model a method
of evaluating the parameters of the inhomogeneous nanoporous medium resulting in sought-for specific pattern
of the liquid front propagation has been proposed. Several scenarios of reproduction of the specific evolutions
of the liquid front profile have been presented — it has been shown that proposed method is effective for both
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FIG. 6. The original evolution of the water front profile in nanoporous thin film with constant
porosity Ω = 0.5 and pore radius increasing cubically from 8 nm to 20 nm (point markers, solid
line) and reproduced evolution front profile in thin film with porosity Ω = 0.7 and pore radius
increasing linearly from 6 nm to 13 nm (asterisk markers, dotted line). Darker background areas
indicate smaller pore radius and lighter ones, accordingly, larger

evaluating the needed parameters as accurately as possible (which can be used for further mathematical analysis
and modelling) and finding distributions which can be synthesized with greater ease at lower costs.
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1. Introduction

The stability of magnetic states with respect to thermal fluctuations and external perturbations is an important
topic in fundamental science as well as for technological applications [1, 2]. Thermal stability is a particularly
important issue in the context of nanoscale information storage devices. The thermal stability of the magnetic
states decreases as the size of such devices is reduced. Estimates of the rate of magnetic transitions are, therefore,
important when designing such systems.

In this context, thermally-activated magnetic transitions are rare events on the time scale of oscillations of the
magnetic moments, making direct simulations of spin dynamics an impractical way to estimate the lifetime. This
separation of time scales, however, makes it possible to apply statistical approaches such as transition state theory
(TST) [3] or Kramers theory [4]. The transitions are slow enough that a Boltzmann distribution is established
and maintained in the initial state of the system. Within the harmonic approximation to TST (HTST) [5] and
within Kramers theory, the activation energy of a transition is given by the energy difference between the local
minimum on the energy surface corresponding to the initial state and the highest energy on the minimum energy
path (MEP) connecting the initial and final state minima. The MEPs between minima are the transition paths
of largest statistical weight and characterize the mechanism of the corresponding transitions. A maximum along
an MEP corresponds to a first order saddle point on the energy surface and gives an estimate of the activation
energy within HTST. In adaptions of these rate theories to magnetic systems [6–12], the magnitude of the magnetic
vectors is either assumed to be constant as orientation changes, or it is treated as a fast variable obtained from
self-consistency calculations for fixed values of the slow variables specifying orientation [13]. The energy surface
of a system of N magnetic moments is then a function of 2N degrees of freedom defining the orientation of the
magnetic moments.

If all degrees of freedom in the system can be included within the harmonic approximation (no zero modes, i.e.
degrees of freedom for which the energy is constant) HTST and Kramers estimate give an Arrhenius expression
for the rate constant, k(T ) = f0 exp [−∆E/kBT ] where ∆E is the energy difference between the relevant first
order saddle point and the initial state minimum. The pre-exponential factor, f0, often referred to as the attempt
frequency, can be determined by calculating the eigenvalues of the Hessian matrix, the matrix of second derivatives
of the energy with respect to the angles specifying the orientaiton of the magnetic moments, at the first order saddle
point and at the initial state minimum [11].

While the activation energy for magnetic transitions has frequently been calculated, fewer estimates of the
pre-exponential factor have been reported. Brown [6, 7] estimated the pre-exponential factor for remagnetization
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transitions in a single domain, uniaxial magnetic particle to be on the order of 109 – 1012 sec−1. The size and shape
of the particle as well as the materials properties will affect the value. Experimental measurements by Wernsdorfer
et al. [14] on 30 nm diameter Co nanoparticles gave an estimate of 4×109 sec−1.

Recently, the HTST approach has been used to estimate the pre-exponential factor as well as the activation
energy for various magnetic transitions. For remagnetization transitions in small Fe nanoislands on W(110),
significantly larger values of the pre-exponential factor were obtained, ranging from 1013 to 1018 sec−1, depending
on the size and shape of the islands [15]. The higher range of values was found where the remagnetization occurs
via formation of a temporary domain wall (’soliton’ mechanism [2]). Experimental estimates for islands falling
within a more limited range in shape and size are in close agreement with the calculated values [16]. An HTST
estimate for larger permalloy islands used in kagome spin ice systems [17] gave a smaller value, 9.9×108 sec−1 [18]
while analysis of the experimental data had assumed a value of 1012 sec−1 [17].

On the other hand, HTST calculations of magnetization reversal in a small Fe cluster at a tip interacting with
an antiferromagnetic surface gave values in the range of 1012 to 1018 sec−1 [19], while previous analysis of such
measurements had assumed a pre-exponential factor of 109 sec−1 [20]. Since the values of the pre-exponential
factor quoted here range over several orders of magnitude, it is clearly important to carry out calculations based on
the energy landscape characterizing the magnetic system of interest, rather than just assuming some value a priori.

Calculations of the value of the pre-exponential factor using HTST are in principle straightforward, even when
the energy of the system is obtained from iterative self-consistent calculations [12, 13]. Other examples of HTST
calculations of transition rates include magnetic skyrmion annihilation in CoPt(111) films [21], skyrmion lifetime
in narrow magnetic tracks [22] and the effect of impurities on skyrmion lifetime [23]. The dimensionality of the
energy surface used for those calculations ranged from several hundreds up to tens of thousands. Good agreement
has been found between HTST calculations and experimental measurements of lifetimes of both single and double
kagome rings when the parameters in the calculations were determined from basic properties of a single island and
no adjustment made to fit the data [18].

While robust methods are available for finding MEPs in complex magnetic systems [24, 25], the visualization
of the transition mechanism is in general a difficult task. To simplify the problem, one can consider a projection of
the multidimensional surface on a two-dimensional surface, where the energy is given by a two-parameter function
specifying the orientation of the magnetic moments in the system. This has, for example, been done in studies
of magnetization reversals in an exchange spring magnet, where the mechanism was described as propagation of
a temporary domain wall along the soft magnet toward the interface with the hard magnet and beyond [26]. The
position and the width of the wall are the two parameters used to parametrize the projection of the energy surface.

A particularly simple and yet important example of a magnetic system is a single domain magnetic particle
with shape anisotropy, possibly in the presence of a magnetic field. This system has been studied over a long
period of time and is often referred to as a Stoner-Wohlfarth particle [27]. It is, for example, relevant for modeling
of transitions in artificial spin ice systems which consist of arrays of magnetic islands on a solid surface. The
energy of the magnetic particle can be described by two angles in a spherical coordinate system so the energy
surface can be visualized easily. Previously, thermal effects on the lifetime of the magnetic states of such a particle
have been studied using kinetic equations [7] and by calculations of the smallest non-vanishing eigenvalue of
the Fokker-Plank equation [28]. Theoretical and experimental studies of the effect of temperature on dynamic
hysteresis [29] have been carried out as well as studies of the effect of thermal fluctuations on magnetic anisotropy
determinations [30]. However, the dependence of the pre-exponential factor in the rate constant on the size and
shape of the magnetic particle as well as the materials properties is not well known and, as mentioned above,
analysis of experimental data often relies on assumed values rather than accurate estimates.

In the present article, we report HTST calculations of the lifetime of magnetic states of a single domain
magnetic particle with shape anisotropy with and without an applied magnetic field. The activation energy and
pre-exponential factor for magnetic transitions are reported for various values of the anisotropy parameters. For the
cases where the applied magnetic field is directed either along the anisotropy axis or perpendicular to it, explicit
analytical expressions are obtained for the pre-exponential factor as well as the activation energy.

2. Model

We will consider a single domain magnetic island supported on a solid surface in the presence of an external
magnetic field H. The direction of the magnetic moment of the island is determined by two angles, θ and φ, as
shown in Fig. 1. The direction of the magnetic field will be characterized by angles θH and φH .

The energy density can be written as the sum of an anisotropy term and a Zeeman term

E/V = Eanis/V + EZ/V. (1)



574 S. Y. Liashko, I. S. Lobanov, V. M. Uzdin, H. Jónsson

FIG. 1. Single domain magnetic island on a solid surface. ~M is the total magnetic moment of
the island and its direction with respect to the anisotropy axis and the surface normal is given by
the spherical polar angles θ and φ.

Here, the anisotropy term can be written as

Eanis/V = −K1 sin2 θ sin2 φ+K2 cos2 θ, (2)

where K1 and K2 are anisotropy constants. For a permalloy island in a spin ice structure [17], K1 > 0 and K2 > 0
describe easy axis shape anisotropy and easy plane shape anisotropy, respectively. For CoPt islands [31, 32], there
is an intrinsic out of plane anisotropy and K2 < 0 whereas K1 ≈ 0 due to the round shape of the islands. The
same system can be described by K1 < 0 and K2 ≈ 0 when the y-axis is chosen to be perpendicular to the island
plane.

FIG. 2. Energy surface determined by eqs. (1-3) for parameters mimicking CoPt islands [31,32],
c = 1.3 and h = 1.8 with magnetic field H = 1.33 MA/m in a direction given by θH = π/10
and φH = π/2 (the parameters used in the calculations are M0 = 836 kA/m, K1 = 386 kJ/m3

and K2 = 501.8 kJ/m3). The local minima corresponding to the two stable states, A and B, are
marked with white disks and the minimum energy path connecting them is shown with a white
dotted line. The first order saddle point is marked with s and a dividing surface separating the A
and B states, defined by F (θ, φ) = 0, is shown with a black line. The velocity perpendicular to
the dividing surface, V⊥, near the saddle point is shown with a red arrow. The two normal mode
vectors at the saddle point are shown as black arrows labeled q1 and q2

The Zeeman energy is given by the equation

EZ/V = −µ0HM0(sin θ sin θH sinφ sinφH + sin θ sin θH cosφ cosφH + cos θ cos θH), (3)

where M0 is the magnetization of the material and H is the magnetic field strength.
An example energy surface determined by eq. (1–3) is depicted in Fig. 2. The values of parameters are

c ≡ K2/K1 = 1.3 and h ≡ µ0M0H/2K1 = 1.8 (The parameters used in the calculations shown in Fig. 2 are
M0 = 836 kA/m, K1 = 386 kJ/m3 and K2 = 501.8 kJ/m3. In the calculations shown in Fig. 3 the value of K2

is different, 116 kJ/m3, to roughly correspond to CoPt islands [31, 32]), and the magnetic field is chosen to have
strength of H = 1.33 MA/m and direction given by θH = π/10 and φH = π/2. There are two local minima
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A and B on the energy surface corresponding to the stable magnetic states. The dividing surface separating the
orientations that correspond to the A and B states can be represented as a continous curve F (θ, φ) = 0. The MEP
between the stable states was found using the geodesic nudged elastic band method [24], a generalization of the
frequently used NEB method for atomic rearrangements [33]. The exact position of the first order saddle point
was determined with the climbing image algorithm [34].

When the magnetic field is applied along or perpendicular to the easy axis and in the plane of the island, the
energy surface is more symmetric and the values of the angles corresponding to stable states, the MEP and saddle
point can be obtained analytically. Fig. 3 shows such a case for a magnetic field of H = 100 kA/m. If the field is
directed perpendicular to the easy axis (the y-axis), the local minima are at θ = π/2 and φ = π ± arccosh. The
value of θ is constant along the MEP and the saddle point is at θ = π/2, φ = π. The activation energy is the same
in this case for transitions in both directions ∆E/V = K1(1−h)2. If the field is directed parallel to the easy axis,
the local minima are at θ = π/2 and φ = π ± π/2 and the saddle point is at θ = π/2, φ = π + arcsin(−h).

FIG. 3. Energy surface of a single domain magnetic island with parameter values the same as
for Fig. 2 except that c = 0.3 and the field strength is H = 100 kA/m (the parameters used in the
calculations are M0 = 836 kA/m, K1 = 386 kJ/m3 and K2 = 116 kJ/m3). The field is pointing
perpendicular to the easy axis (the y-axis) on the left side, but parallel to the easy axis on the
right side. The local minima and the first order saddle point are marked with white dots.

The two wells corresponding to the stable states are not equally deep. For transitions from the metastable state
to the ground state, the activation energy is again ∆E/V = K1(1 − h)2. Note that the positions of the minima
and saddle point as well as the activation energy do not depend on the in-plane anisotropy, K2. The direction of
the MEP is along θ = π/2, also independent of K2. However, K2 affects the shape of the energy surface, the
variation of the energy with respect to θ when φ is constant, so the rate constant ends up being dependent on K2,
see below.

3. Rate constant

Within TST, the rate of transitions can be found as the product of the probability of reaching the transition
state, a thin ribbon of configuration space around the dividing surface, F (θ, φ) = 0, and the flux out of the
transition state. The key approximation of TST is that a dynamical trajectory starting from the initial state only
crosses the dividing surface once until the system thermalizes in the product state. Recrossing events during the
traversal over the energy barrier are neglected. Dynamical trajectories started at the transition state, can be used to
correct the TST estimate of the rate constant. The TST estimate of the rate constant is

kTST =
1

Z

∫∫
S

e−E(θ,φ)/kBTV⊥ sin θdθdφ, (4)

where S denotes the dividing surface and

Z =

∫∫
A

e−E(θ,φ)/kBT sin θdθdφ (5)
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is the configuration integral for the system in the initial state, A, and V⊥ is the projection of the velocity vector,
~V , onto the local normal of the dividing surface (that points to the final state B),

V⊥ =
∇~F
||∇~F ||

· ~V . (6)

When the harmonic approximation is used, i.e. in HTST, the dividing surface is taken to be a hyperplane
going through the first order saddle point with normal pointing along the MEP. A quadratic approximation of the
energy surface in terms of θ and φ around the initial state minimum and the first order saddle point are used to
estimate the activation energy and the flux out of the transition state. In order to eliminate mixed terms in the
quadratic approximation, it is convenient to define a new coordinate system in terms of the eigenvectors of the
Hessian matrix, the vibrational normal coordinates qβ1 and qβ2 , where β = s at the saddle point and β = m at the
initial state minimum

E(qβ1 , q
β
2 ) = E(θβ , φβ) +

1

2
[εβ1(qβ1 )2 + εβ2(qβ2 )2], (7)

where, εβ1 and εβ2 are the eigenvalues of the Hessian matrix at the saddle point or initial state minimum. The
velocity is given by the Landau-Lifshitz equation, which in the vicinity of the first order saddle point, can be
written in terms of the normal coordinates as

q̇s1 =
γεs2

VM0 sin θs
qs2 (8)

and
q̇s2 = − γεs1

VM0 sin θs
qs1. (9)

where γ is the gyromagnetic ratio. If at the saddle point εs1 < 0 and εs2 > 0, then V⊥ = q̇s1 sin(θs). Otherwise, if
εs1 > 0 and εs2 < 0, then V⊥ = q̇s2 sin θs. The integral over the dividing surface in eqn. (4) needs to be carried
out only for regions where V⊥ > 0, i.e. for trajectories that are heading away from the initial state and towards
the product state [11]. The velocity is zero at the saddle point, but non-zero contributions to the flux are obtained
from one half of the hyperplanar dividing surface. Integration gives

kHTST =
γ
√
εm1εm2

2πM0V sin θm
e−∆E/kBT . (10)

It is interesting to note that the pre-exponential factor does not depend on the Hessian at the saddle point, only
at the initial minimum through the eigenvalues εm1 and εm2. This occurs for two-dimensional energy surfaces
because V⊥ > 0 is proportional to the one positive eigenvalue of the Hessian at the saddle point, but the same
eigenvalue also appears in the denominator and thus cancels out. The pre-exponential factor also does not depend
on the volume, V , because the eigenvalues of the Hessian at the minimum are proportional to the volume, and the
volume also appears in the denominator, so it cancels out.

For the cases when the applied magnetic field is directed either parallel or perpendicular to the easy axis,
an analytical expression for the rate constant in terms of the parameters characterizing the energy surface can be
obtained. When the magnetic field is perpendicular to the easy axis, the result is

kHTST⊥ = f0⊥ e
−∆E/kBT =

γK1

√
(1− h2)(2c+ 1)

πM0
exp

[
−V K1

kBT
(1− h)2

]
, (11)

and when it is parallel to the easy axis, the result is

kHTST‖ = f0‖ e
−∆E/kBT =

γK1

√
(1− h)(2c− h+ 1)

πM0
exp

[
−V K1

kBT
(1− h)2

]
. (12)

Figure 4 shows the dependence of the pre-exponential factor, f0, on the anisotropy parameters, K1 and K2 in
the absence of an external magnetic field, when M0 = 200 kA/m. A decrease of K1 leads to a decrease of the
pre-exponential factor but reduces at the same time the activation energy. These results show that a value of 109

Hz as was assumed in refs. [31, 32] gives reasonable approximation.

4. Conclusion

We have presented here simple equations that can be easily evaluated to estimate to estimate the rate constant
for remagnetization transitions in a single domain magnetic particle where the transition occurs by uniform rotation.
While the saddle point needs to be found in order to estimate the activation energy, ∆E, the eigenvalues of the
Hessian are not needed there, only at the initial state minimum.



Thermal stability of magnetic states in submicron magnetic islands 577

FIG. 4. Dependence of the pre-exponential factor on the anisotropy parameters K1 and K2 when
the saturation magnetization is M0 = 200 kA/m and no external magnetic field is present, H = 0

Especially simple analytical equations were obtained for the cases where the applied field is directed in either
a parallel or perpendicular manner to the easy axis, or is absent. All that is needed to evaluate the rate constant in
such cases is the saturation magnetization of the material and the two anisotropy constants. The rate constant turns
out to be independent of the volume of the magnetic particle.

These results should be of value for theoretical estimates of magnetic transition rates in, for example, artificial
spin ice systems, where previously, values of the pre-exponential factor have usually simply been assumed to have
some value without relating to the basic properties of the individual islands. The approach presented here has
already been shown to be accurate in calculations of the lifetime of single and double kagome rings [18].

For large enough islands compared with the strength of the magnetic interaction between the spins within the
island, a uniform rotation is not the preferred transition mechanism, but rather a temporary domain wall. The
results presented here do not apply to such situations. Calculations of Fe islands indicate that the pre-exponential
factor can be substantially larger in such cases [15]. The reason may be that lower frequency modes then appear at
the saddle point. Further analysis of the systematic trends in the pre-exponential factor in such cases as a function
of the materials properties and the size and shape of the islands remains a topic of future studies.

Also, for low enough temperatures, quantum mechanical tunneling as opposed to the over-the-barrier mecha-
nism considered here, will become the preferred transition mechanism. Recently, general equations for estimating
the onset temperature for tunneling have been presented [35, 36] and can be used to give a lower bound on the
temperature range for which the equations presented here remain reliable approximations.
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was prepared using soft chemistry approaches and benefits from the intrinsic properties of both components: the mesoporous structure of the
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1. Introduction

Recently, the rapid development of Surface-enhanced Raman spectroscopy (SERS) is supported greatly by
its obvious advantageous features, such as remarkable sensitivity, label-free techniques of use, robust and express
practical application routes [1, 2]. At the same time, ordinary materials for SERS with ecological, pharmaceutical,
biological and medical applications are commonly designed for the analysis of liquid analytes [1–10] while a
limited number of actual research efforts has focused on vapor phase detection [11–29]. The latter challenge
evidently widens the promising application area of SERS and therefore requires novel approaches for the design of
SERS-active materials.

At present, most of the research advantages for SERS in the analysis of gaseous and vapor phases are based
on simple chemical sorption of analytes on a highly developed silver or gold surface if they have high affinity to
plasmonic nanoparticles being, for example, thiol derivatives or other similar molecules [11,13,14,19,20,25,27,29].
Accordingly, the sensitivity of the analysis becomes even higher if porous silver nanocubes [12], polymer coat-
ings [15], anisotropic nanoparticle aggregates [16, 24], metal – organic frameworks [21, 26], multihole capillar-
ies [23], graphene oxide surface [28], free – surface microfluidic chips [18], electrodynamic precipitation [17] are
applied.

In this paper, nanocomposite colloidosomes of mesoporous silica microspheres [30, 31] decorated with silver
nanoparticles are applied for the first time as a highly sensitive vapor phase optical sensor utilizing a semiquan-
titative SERS analysis. We suggest that the material prepared using soft chemistry approaches benefits from the
intrinsic properties of both the precursors: the silica microspheres’ mesoporous structure allows for capillary con-
densation of target analytes; the silver nanoparticles favor the significant enhancement of Raman fingerprints of
trapped and preconcentrated analytes.

2. Experimental

Highly pure water (Milli-Q, Millipore), tetraethylorthosilicate (TEOS), cetyl trimethylammonium bromide
(CTAB), silver (I) nitrate (AgNO3), sodium citrate, sodium hydroxide (NaOH), ethyl alcohol, methanol, hydrochlo-
ric acid (HCl), aqueous ammonia solution, polyvinylpyrrolidone (PVP), sodium borohydride (NaBH4), ascorbic
acid (Aldrich) were used as reagents.

Silica microspheres were synthesized by the Stöber method [30, 31] using the ammonia-catalyzed hydrolysis
of TEOS at 400 ◦C for 5 – 10 h with the molar ratio of the components C2H5OH : NH3 : TEOS : H2O =
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63 : 13 : 4 : 1. Typically, to prepare 500 ml of suspension, solution of 367 ml of ethyl alcohol, 101 ml of 25 %
ammonia and 10 ml of water was heated up to 40 ◦C with magnetic stirring (400 rpm) followed by addition of 9
ml of TEOS and maintaining the mixture overnight (12 hrs) to complete hydrolysis and silica microsphere growth.
The as-prepared suspension was repeatedly centrifuged (6000 rpm, 15 min) and washed (redispersed) with water
to remove residual reagents. Finally, the predried sample was slowly heated up to 550 ◦C in air (1 ◦C/min) and
held for 5 hrs followed by furnace cooling. Similarly, MCM-41 mesoporous silica microspheres were prepared in
the presence of CTAB as a structure-directing surfactant [30, 31]. Typically, 7.5 g of CTAB was mixed with 150
ml of pure water and heated up to 40 ◦C under vigorous stirring. The resulting soap-like semitransparent liquid
was kept at room temperature followed by addition of 47 ml of aqueous ammonia (25 – 27 %) and 77 ml of ethyl
alcohol under stirring for 15 min. After that, 15 ml of dry TEOS was added under stirring and the mixture was
stirred for 20 hrs. The resulting suspension was filtered, washed with pure water and methanol followed by drying
for 20 hrs at 90 ◦C. An additional structure saving preparation stage of surfactant extraction at gentle temperatures
was applied to enhance absorption of molecules in a gas state. In the most of cases 1 g of mesoporous silica
microspheres was placed into 107 ml of methanol and 2.8 ml of 1 M HCl. The mixture was refluxed at 60 ◦C for
24 hrs followed by washing with ethanol and drying at 90 ◦C in air.

Soft chemistry decoration of silica microspheres was performed using their reaction with hot solutions of
diamminesilver (I) hydroxide. To obtain diamminesilver (I) hydroxide, 0.1 M aqueous sodium hydroxide was
added dropwise to a freshly prepared 0.01 M aqueous silver nitrate solution until complete precipitation of a black-
brown silver (I) oxide. Thus, the prepared silver (I) oxide was thoroughly washed with water and dissolved in a
two-fold molar excess of a 10 % aqueous ammonia solution, resulting in the formation of 0.01 M diamminesilver
(I) hydroxide. The obtained transparent complex solution was filtered through Millex-LCR syringe driven filter
units (Millipore, 0.45 mm pores). After that, typically 0.3 g of Stöber silica was redispersed in 10 ml of pure water
by ultrasound treatment for 30 min. Such a suspension was mixed in the ratio of 1:1 with the preliminary prepared
diamminesilver (I) hydroxide solution, heated at 95 – 97 ◦C, and held for 0.5 – 2.0 hrs, filtered, repeatedly washed
with pure water and dried to prepare yellow-brown powder of mesoporous silica colloidosomes decorated with
silver nanoparticles. In a number of cases, silver nanoparticles sizes were increased by their regrowth by additional
reduction of silver nitrate with ascorbic acid in the presence of an aqueous suspension of the colloidosomes.

The obtained colloidosomes were characterized by scanning electron microscopy (Carl Zeiss NVision 40) at
0.5 – 5 kV accelerating voltage. The materials dried on alumina plates were examined using Rigaku D/MAX
2500 (Japan) with a rotating copper anode (CuKalpha irradiation, 5 – 80 ◦ 2 Theta range, 0.02 ◦ step). Diffraction
maxima were indexed using the PDF-2 database. UV-vis absorption spectra were recorded using the UV-vis
spectrophotometer Lambda 35 (Perkin-Elmer) with an attached diffuse reflectance accessory. Size distribution and
zeta potentials measurements were performed using Malvern Zetasizer Nano ZS. Thermal analysis assisted by
evaluation of the exhausted products composition was utilized using the thermal analyzer STA 409 PC Luxx with
an attached gas analyzer QMS 403 D Aëolos (NETZSCH) at a heating rate of 3 ◦C/min in air in the temperature
range of 30 – 900 ◦C. BET and BJH analysis were done using the Quantachrome NOVA 4200e setup.

Raman and SERS experiments were performed using the InVia Raman microscope (Renishaw, UK) equipped
with a 20 mW 514 nm argon laser and power neutral density filters. All the spectra were collected using ×5
objective, NA 0.15 and 10 – 30 s of acquisition time. A silicon wafer was used for calibration.

3. Results and discussion

Pyridine is a classical model compound for SERS measurements and it is selected in the present paper as
a primary analyte because of several important reasons. First of all, this was the first compound detected by
SERS in 1973 after its adsorption onto electrochemically deposited silver [32], also, it is known that affinity
of pyridine to silver is high enough and the surface layer seems to be strong due to chemical bonding. The
compound demonstrates high delocalization of π electrons and this effect, as well known, increases much SERS
enhancement of such molecules. The pyridine normal modes with the largest Raman intensity are 983 and
1026 cm−1 corresponding to ring breathing; the mode at 598 cm−1 is a ring deformation mode; ring stretching
modes appear at 1208, 1472 and 1583 cm−1. The most intense peak at 1001 cm−1 appear usually in SERS spectra
because of a shift by about 20 cm−1 due to a chemical interaction with silver surface. Therefore this particular
mode could be selected as a reference peak for the estimation of the amount of pyridine. In addition, the boiling
point of pyridine at 116 ◦C favors capillary adsorption. Finally, pyridine is a typical heterocyclic component of
crude oil and its content is important to analyze to determine oil quality.

The samples prepared for the SERS analysis of pyridine represent silver – silica nanocomposites with a highly
porous structure (Fig. 1). The nucleus of silver clusters are distributed homogeneously after the reaction of silica mi-
crospheres with hot diamminesilver (I) solution (Fig. 1(a, b)). Larger silver nanoparticles formed onto microporous
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silver colloidosomes are attached to the surface (Fig. 1(c, d)). The overall silver content in the nanocomposites
is dependent on preparation parameters in a complex way (Fig. 1(e)), the latter is connected with two competing
processes – silver cluster deposition and superficial etching with alkali solution of diamminesilver (I) hydroxide.
It seems that silver concentrations of 10 mM and reacting time of 20 – 60 min are suitable conditions for the
formation of the nanocomposite. The most preferable treatment procedure of the silica microspheres with hot
diamminsilver (I) hydroxide includes the shortest (20 min) reaction time (Fig. 1). As a result, it minimizes silica
dissolution and its surface erosion while generation of uniformly distributed superficial silver nanoparticle of 3 –
5 nm remains effective. This is connected with remaining ethoxy groups of silica participating in silver reduction
and nanoparticles attachment to the microspheres. The measured surface area of the mesoporous samples exceeds
1100 cm2/g and becomes by about 10 % higher after the surfactant extraction procedure compared to traditional
annealing and therefore extraction seems to be a predominant technique for creation of open pores (Fig. 1(f)).
The nanocomposite demonstrates plasmon resonance modes around 400 nm typical of isotropic silver nanoparti-
cles (Fig. 1(g)) which is also confirmed either by an XRD analysis (Fig. 1(h)) demonstrating all clear diffraction
peaks of cubic metallic silver or probe SERS measurements of a model Rhodamine 6G dye showing most intense
Raman modes at low concentrations (Fig. 1(i)). The complex investigation of the colloidosomes thus confirms
(Fig. 1) that they represent a SERS-active nanocomposite material with a high surface area.

Such a material is a good candidate for SERS investigation of gaseous phases and it was used then to
detect pyridine in the vapor phase at different partial pressures of the analyte to determine a wide range of
volumetric concentrations in a carrier gas (heptane) having a low Raman intensities compared to pyridine. Both
the organic components, pyridine or heptane, could be absorbed by the colloidosomes but this process seems
to be more preferable for pyridine due to its chemical nature while heptane plays the role of an inert diluting
component (Fig. 2).

Figure 2 shows typical intensities of a narrow-selected region of raw measurements of the most intense
enhanced Raman modes of pyridine, absorbed by the porous structure of the colloidosomes after exposure of
the SERS-active material in a gaseous mixture of pyridine and heptane with different partial pressures (volumetric
content) of pyridine. It is evident that there is a distinct correlation between the content of pyridine in vapor and the
spectral features of this compound measured using plasmonic nanoparticles of silver decorating mesoporous silica.
The inset of Fig. 2 demonstrates an almost linear dependence between the SERS intensities and concentrations
under optimal measurement conditions at a low concentration end. The detection limit of this compound comprises
a better mark that 10 – 100 ppm. It should be noted that this sensitivity level is found for a two-component mixture
with heptane which seems to be generally similar with a gaseous atmosphere over some oil reforming products.
Probably, a vapor over car fuel will contain, at least, several more components including benzene which would
also be absorbed by the colloidosomes and will reveal itself in SERS spectra. However the discussed system is
a simpler model example showing a possibility of such an analysis near pyridine safety concentration threshold
using the prepared type of SERS materials.

Mesoporous channels, being definitely present in the colloidosomes (Fig. 1), favor capillary condensation of
both the organic components of the vapor phase (Fig. 3). Boiling points of pyridine at 116 ◦C and heptane at
98 ◦C are very close and therefore it would be expected that they both will be equally absorbed however a distinct
weight loss of about 4 % at 130 – 160 ◦C accompanied by desorption of constituents with a molecular mass of
79 proves that it is mostly pyridine that physically absorbed and releases slightly above its boiling temperature.
Another event is observed at 300 – 450 ◦C and this wide temperature range most probably corresponds to oxidation
of the residual organic with the formation of N2, H2O, NH3, CO2, NO2 and NO. It is not found also that bromine
could be evolved from the pores meaning that the extraction procedure was effective and CTAB, which might be
a generator of heavy bromine-containing vaporized compounds, is not really present in the colloidosomes. It is
also important to note that it is known that thermal oxidation of pyridine studied using a matrix-isolation infrared
spectroscopy gives almost similar products [33] as we found in our experiments: carbon monoxide or nitrogen,
carbon dioxide, nitric oxides and some others evidencing for oxidation of a pseudoaromatic ring containing a
nitrogen atom. In such a case, the molecules found are related to burning to either pyridine or heptane capillary
condensed in the mesopores. This is the only phenomenon in this system which can keep organic molecules inside
the colloidosomes at temperature as high as 400 ◦C.
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FIG. 1. Colloidosomal material characterization. (a, b) TEM images of silica microspheres
decorated with silver nanoparticles; (c, d) SEM micrographs of mesoporous silica in SE and BSE
modes demonstrating silver nanoparticle aggregates; (e) EDX analysis with respect to the Si:Ag
ratio for the samples with a different preparation history; (f) comparison of porous structure
of silica after surfactant thermal destruction or extraction; (g) plasmon resonance modes of the
samples with different reaction time of pristine silica with a hot solution of diamminesilver
(I) hydroxide; (h) typical XRD pattern of the composite; (i) SERS spectrum of a model dye
Rhodamine 6G at 10−8 M concentration
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FIG. 2. Experimental data on SERS enhancement of typical spectral modes of pyridine absorbed
by silver decorated colloidosomes of mesoporous silica exposed for 0.5 – 1 min in a mixed vapor
phase of pyridine and heptane when varying volumetric (molar) content of the target analyte. The
inset shows a nearly linear approximation of the dependence of the intensity of the 1001 cm−1

peak on concentration

4. Conclusions

Thus nanocomposite colloidosomes of mesoporous silica microspheres decorated with silver nanoparticles have
been successfully applied as highly sensitive vapor phase optical sensors utilizing a semiquantitative analysis of
surface-enhanced Raman spectra. The material was prepared using soft chemistry approaches and benefits from
the intrinsic properties for both of the components: the mesoporous structure of the silica microspheres allows
for capillary condensation of target analytes while the silver nanoparticles favor the great enhancement of Raman
fingerprints of thus trapped and preconcentrated analytes at low concentrations in gaseous phase. This approach
would be recommended as a further development of universal gas phase sensors for volatile organic compounds.
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FIG. 3. Experimental data on a simultaneous TGA and mass-spectrometry analysis of outlet
gases for silver-decorated colloidosomes of mesoporous silica with pyridine adsorbed upon their
exposure in a vapor phase in SERS experiments. The TG curve is marked with the “meso-
SiO2/pyridine” label. Other curves show the amounts of different molecular fragments released
from the colloidosomes, presumably, 28 means CO or N2, 18 – H2O, 17 – NH3, 44 – CO2, 79 –
pyridine, 46 – NO2, 30 – NO. Molecular bromine with a molecular mass of 158 and heptane
itself with a molecular mass 100 are not detected
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A method for finding a selected region of the minimum energy path between two local minima on an energy surface is presented. It can be

used to find the highest saddle point and thereby estimate the activation energy for the corresponding transition when the shape of the path

is known reasonably well and a good guess can be made of the approximate location of the saddle point. The computational effort is then

reduced significantly as compared with a calculation of the full minimum energy path by focusing the images on the selected part of the path

and making one of the images, the climbing image, converge rigorously on the saddle point. Unlike the commonly used implementation where

a restraint is used to distribute the images along the path, the present implementation makes use of a constraint where the distance between

images is controlled based on a predefined overall length of the path. A relatively even density of images on each side of the climbing image

is maintained by allowing images to move from one side to the other. Applications to magnetic skyrmion annihilation and escape through

boundary are used to illustrate the savings in computational effort as compared with full minimum energy path calculations.
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1. Introduction

The mechanism of a transition between (meta)stable states of an atomic system, involving rearrangement of
atomic coordinates and/or rotation of magnetic moments, can be characterized by the minimum energy path (MEP)
connecting the corresponding (local) minima on the energy surface. The MEP represents the path of highest
statistical weight and is a natural choice for a reaction coordinate. Typically, the primary task is to estimate the
transition rate. Within the harmonic approximation to transition state theory (HTST) this requires the evaluation of
the highest energy along the MEP, a first order saddle point (SP) on the energy surface. While the MEP may have
more than one energy maximum, only the highest one is needed for the HTST rate estimate as it determines the
activation energy. For this purpose, the MEP only needs to be known well enough to identify the point of highest
energy.

The nudged elastic band (NEB) method is frequently used to find MEPs to determine transition mechanisms
and at the same time estimate the activation energy for transitions [1, 2]. Given initial and final state minima on
the energy surface and some initial path between them, the NEB method can be used to iteratively converge on
an MEP, typically the one nearest to the initial path. The MEP does not, however, need to be close to the initial
path. An NEB calculation can reveal an unexpected transition mechanism and intermediate local (or even global)
minima that were not known beforehand (see, for example, ref. [3]). If, on the other hand, the shape of the MEP
is quite well known and the region where the (highest) SP lies can be identified beforehand, the calculation of
the full MEP is not needed and the computational effort in estimating the activation energy can be reduced by
launching a SP search starting from a best estimate of the SP. The NEB calculation can, for example, be carried
out only to the extent that the rough shape of the MEP becomes evident, and then a minimum mode following
(MMF) method [4–6] launched from the point of highest energy [7].

In the NEB method, the path is discretized using a set of replicas of the system, i.e. sets of values of the
variables defining a system configuration. The replicas are referred to as images of the system. Starting with some
initial path, an iterative procedure is used to bring the images to an MEP. In the climbing image NEB (CI-NEB) [8],
the highest energy image is treated separately and made to converge on the highest SP. This modification of the
NEB method is simple and easy to implement and is a popular alternative to a saddle point search method such as



Truncated minimum energy path method for finding first order saddle points 587

MMF. In either case, the computational effort of converging accurately on the whole MEP can be avoided if the
primary goal is to find the SP and estimate the activation energy for the transition.

Another option for reducing the computational effort compared with a full MEP calculation is to focus the
convergence on a limited region of the MEP, one that is known to contain the (highest) SP. There have been
several different implementations of this approach. In its simplest form, intermediate images of partly converged
NEB calculation are chosen to be the fixed endpoints instead of the local minima (see, for example, ref. [9]), but
a better approach is to make the new endpoints follow selected equipotential contours towards the MEP [10,11].

A key aspect of the NEB method is a clear separation of the adjustments in image positions that represent
a change in the shape of the path and adjustments that affect the distribution of images along the path. This
is referred to as ’nudging’ and it requires a numerically stable estimate of the local tangent to the path [12].
Displacements representing changes in the shape of the path are only driven by the component of the energy
gradient perpendicular to the local tangent. The distribution of the images along the path is then a separate issue
and can be handled in various ways. The most common implementation makes use of a restraint approach, i.e.
a harmonic penalty term in the energy which gives a spring force between adjacent images acting only in the
direction of the tangent [1,2]. Alternatively, a constraint approach can be used where the total length of the path is
estimated and the images placed along the path so as to obtain a desired (usually even) distribution [13]. This is
one of many examples in computational methodology where a desired feature of the simulation can be implemented
either with a restraint or a constraint (see, for example, ref. [14]). Tests indicate that the restraint approach can
converge with fewer iterations when a small but typical number of images is included in the MEP calculation,
while the constraint approach ensures better distribution of the images along the path when a large number of
images is included (because the springs only act between adjacent images) [15]. While the restraint approach has
become widely used, the constraint approach is used less frequently. The reason for this may partly be that useful
features such as the CI and ways to focus the convergence onto a limited region of the MEP have not, as far as
we know, been formulated for the constraint approach. In the present article, we describe how this can be done.

The applications we present involve annihilation and escape of a magnetic skyrmion. The NEB method with
restraints has been adapted to magnetic systems, the so-called geodesic NEB (GNEB) [16] and applied to various
types of magnetic systems, in particular skyrmions [16–18]. Magnetic skyrmions are topologically nontrivial states
of magnetic systems. The states are localized in the sense that only in a finite domain (called the support) the
vectors are not directed along the external magnetic field direction. The support can be large (containing millions
of spins), making the simulation domain large, thus numerical modelling of the skyrmions requires significant
computational effort. During annihilation in the interior of the domain, the skyrmion first shrinks before reaching
the SP and then the spins rotate to form the ferromagnetic (FM) state. We are primarily interested here in the
activation energy, hence the part of the MEP close to the SP is of primary importance. The shape of the MEP is
simple, has a single maximum, and is well known from previous calculations of similar systems. In calculations
of skyrmion annihilation, the support can be reduced by an order of magnitude by focusing on a limited region
of the MEP, thereby reducing the simulation domain and the computational effort. The skyrmion escape through
a free boundary of the simulated system has similar properties: The skyrmion is repelled by the boundary, so the
local energy minimum corresponds to a skyrmion located far from the boundary. Large part of the MEP represents
movement of the skyrmion towards the boundary while the interesting part of the MEP is in a small region near the
boundary. By focusing on a limited region of the MEP, the calculation can be carried out for a smaller simulation
domain without loss of precision in the estimate of the SP energy. Calculations of these two skyrmion transitions
are used here as benchmarks to calibrate the efficiency.

In the following section, we review briefly the NEB method and then discuss the constraint approach for
distributing the images along the path. The formulation of the CI variant of the method within the context of
the constraint approach is then described and finally the method for focusing on only a limited part of the MEP,
a method we will refer to as truncated MEP (TMEP). Applications to skyrmion annihilation and escape through
the boundary of the simulated system are then presented and the computational effort compared with full MEP
calculations.

2. Method

2.1. Nudging and image distribution

Let E denote the energy of the system, and pn denote a set of values of all the variables defining a configuration
of the sysetm. This will be referred to as an image of the system. A path in configuration space is defined as a
sequence of images p = (pn), n = 0 . . . N . The path p is an MEP between two states if

(1) p0 and pN are local minima of E,
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(2) pn for n = 1 . . . N − 1 is a local minimum of energy in the plane orthogonal to the path p.

The first condition implies that the gradient of energy at the first and the last image is zero: g0 = gN = 0, gn =
∇E[pn]. Given a unit tangent τn to the path at the image pn, the second condition implies that the projection of
the gradient of energy on the space orthogonal to τn is zero:

Pτn(g
n) = gn − τn(τn · gn) = 0.

Care must be taken in the estimation of the the tangent. A simple and numerically stable way has been presented
in ref. [12]:

τ̂n =

{
τn+, En+1 > En > En−1,

τn−, En+1 < En < En−1,

where τn+ = pn+1 − pn is the right tangent, τn− = pn − pn−1 is the left tangent. If En is a local maximum
En−1 < En ∧ En+1 < En or a local minimum En < En−1 ∧ En < En+1 on the path, then the tangent should
be a weighted sum of τn+ and τn− that transforms continuously between the definition above as energy becomes
monotone. The tangent vector τ̂n should be normalized:

τn = τ̂n/‖τ̂n‖.

Given some initial path pn, the images are moved towards the MEP using an iterative procedure. The
projected gradient Pτn(g

n) can be used as a measure of convergence to the MEP, the smaller the norm, the closer
the convergence. The images are moved in the direction of the antigradient,

wn = pn − αgn

where α > 0 controlls the length of an optimization step. This displacement of the images should only change the
shape of the path, but not affect directly the distribution of the images along the path. Therefore, the gradient is
projected on the orthogonal plane of the path (nudging):

wn = pn − αhn, hn = Pτn(g
n).

If the configuration space is constrained (for example the fixed norm of the spins in the applications presented
here), then additional steps need to be carried out to satisfy the constrains. Let qn = π(gn) be projection of
gn to the tangent space of the manifold defined by the constraints, τnπ = π(τn)/‖π(τn)‖ be projection of the
approximation of the tangent vector to the tangent space, and R be operator projecting arbitrary point to the closest
state satisfying the constrains. Then, the gradient descent step is defined as:

wn = R(pn − αhn), hn = Pτnπ (q
n).

The procedure described above changes the location of the images so as to adjust the shape of the path.
However, this does not specify how the images are distributed along the path. If this distribution is not controlled,
the images will eventually slide down to the local energy minima. The nudging algorithm separates the distribution
of the images along the path from the displacements of images affecting the shape of the path. While the
distribution is most commonly controlled using a restraint method where a harmonic spring acts between adjacent
images [1, 2], we will here use a constraint method based on an estimate of the total length of the path [13]. A
reparametrization step is introduced to distribute the images. Given pre-images wn, piecewise linear interpolation
of the path is constructed

w(t) = R

(
(t− dn)wn+1 − (t− dn+1)wn

dn+1 − dn

)
, t ∈ [dn, dn+1],

where dn is the distance from the pre-image wn to the first image w0 in the metric of the phase space:

dn+1 = dn + dist(wn+1, wn), d0 = 0.

Almost equidistant distribution of the images on the next step is obtained by selecting images with constant step
in terms of the distance d along the path:

pn 7→ w(dNn/N).
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2.2. Climbing image

The procedure described above will bring the images to the nearest MEP and make the magnitude of the
projected gradient arbitrarily small for a sufficiently small α. But, the most important point on the MEP, the
maximum which corresponds to the SP, may turn out to be in between images and the estimate of the SP energy
thus inaccurate. The algorithm can be modified by making one of the images, the climbing image (CI), converge
rigorously on the SP [8]. The CI is moved along the path in the uphill direction, to higher energy:

wn = R(pn − αhn), hn = qn − 2τnπ (τ
n
π · qn).

It is desirable to choose the CI to be the highest energy image of the path. Hence every image on the path is
marked as climbing Mn = 2 (closest to a maximum), descending Mn = 0 (closest to a minimum) or holding
Mn = 1 (all other images). The general equation for the update of the images is then as follows:

wn = R(pn − αhn), hn = qn −Mnτnπ (τ
n
π · qn).

Climbing and descending images should not be moved during the reparametrization, otherwise they will not
reach stationary points. To save positions of climbing and descending images, every new image w(dNn/N)
introduced during reparametrization that is closest to a climbing/descending image should be removed and the
climbing/descending image should be used instead. This guaranties that climbing/descending images will not come
too close to the holding images as that could cause problems in the estimation of the tangent. This approach allows
for an image to move from one side of the climbing image to the other. This helps maintain similar resolution on
both sides of the CI. (This feature has, as far as we know, not been implemented previously).

The norm of the gradient at the climbing and the descending images can be used to monitor convergence. If a
climbing image reaches a SP, its gradient becomes zero. Hence another important measure of the convergence to
an MEP is the maximum of norm of gradients at all extremes of the energy along the path.

2.3. Truncated MEP

Above, the calculation of a full MEP between local minima has been described. When enough information
about the shape of the MEP has been obtained to identify the region where the (highest) SP is located, or it is
known a priori that the shape is simple with only one maximum, computational effort can be reduced by focusing
the calculation on the region near the SP. Only a part of the MEP is then calculated. We will refer to this as
truncated MEP (TMEP). To specify the selected part, an image called an anchor is specified. It should always
belong to the TMEP. The anchor can be a point of maximum energy, or a local minimum. To compute TMEP,
the same steps are carried out as described above, namely compute wn and then w(t). But when new images are
introduced, they are taken from the interval t ∈ [tmin, tmax], the increment of t is still constant:

pn = w(tmin + (tmax − tmin)n/N).

Let n = a be an anchor, then the part of the MEP used for reparametrization is chosen in such a way that image a
lies in the middle of the TMEP and the length of the TMEP is a predefined constant µ, that is

tmin = da − µ/2, tmax = da + µ/2.

If da < µ/2, then the interval should be moved to the right, to preserve the length of the TMEP:

tmin = 0, tmax = min(µ, dN ).

If da + µ/2 > dN , then the interval should be moved to the left:

tmin = max(0, dN − µ), tmax = dN .

If the whole path is shorter than µ, then nothing is dropped and the interval is the same as for the computation of
the full MEP:

tmin = 0, tmax = dN .

The length µ of the TMEP can be chosen to equal the length of the initial path or as some multiple of that length.
During computation of a full MEP the end images are fixed at local minima, and can be marked as descending

images. The same can be done for TMEP, but the gradient at the end images will in general no longer become
zero, only the projected gradient. The tangent at the ends can be found as left and right tangents:

τ̂0 = τ0+, τ̂N = τN− .

During reparametrization the indices of images can change, that should be taken into account when defining
an anchor image for the next step. To preserve the anchor image, it is excluded from the reparametrization stage
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in the same way as a climbing or descending image. Namely, after computation of a new image pA, the image
closest to the old anchor wa, is replaced and the new anchor value set to A.

The selection of the TMEP can be done in various ways. MEP often can be divided to two parts: from the
initial state to the SP, or from SP to the final state. One of the possible uses of TMEP is the calculation of only
one of the two parts. In calculations of only the first part of the path, the TMEP should contain the initial state and
at least one image lying on the other side of the energy ridge, possibly close to the SP. Another choice of TMEP
is to find only the highest SP, i.e. the highest energy point on the MEP between two local minima. In that case,
two images lying on opposite sides of the energy ridge need to be identified and the initial path set to a geodesic
between the states. The anchor image in that case is the image with maximal energy. It is important to place the
images at the ends of TMEP on opposite sides of the energy ridge, otherwise all images collapse to a metastable
state. If the length of TMEP is insufficient and the anchor is set to an image different from the image with maximal
energy, all images may end up on the same side of the energy ridge, even if initially they were separated by the
energy ridge. This all requires considerable knowledge of the MEP, but can be useful when repeated calculations
are carried out on similar systems or only slight changes have been made in the energy landscape, so previous
knowledge can be used to speed up the calculation.

3. Applications

The TMEP method is applied here in studies of a magnetic skyrmion. Calculations of two example transitions
are described below, annihilation of the skyrmion and escape of the skyrmion through a free boundary of the
simulated system.

3.1. Model system

The energetics of the system are described by a Heisenberg model. Every state of the system is given by the
vectors of magnetic moments µSn of each atom n in the system, where µ is value of magnetic moment and Sn is
a unit direction vector. The energy of the system is given by

E[S] = −
∑
(j,k)

(JjkSk · Sk +Dj,k · (Sj × Sk))−
∑
j

K(K0 · Sj)
2 −

∑
j

µBj · Sj , (1)

where the sum over (j, k) is taken over all pairs of neighboring atoms, B is strength of external magnetic field, J
is Heisenberg exchange constant, D is Dzyaloshinskii-Moriya (DM) vector, K and K0 are strength and direction
of anisotropy.

In this case, the computation of an MEP involves a constraint, because the length of the magnetic moments is
fixed, ‖Sn‖ = 1. The operator R projects to the manifold corresponding to this restriction and the projection gn

of the gradient on the tangent space of the manifold are

R(Sj) =
Sj
‖Sj‖

, π(gnj ) = gnj − Snj (Snj · gnj ).

The system is represented by a square lattice in the x-y plane, 100 × 100. The parameters in the Heisenberg
model are chosen as follows: Easy axis anisotropy constant of K = 0.004 J with the axis perpendicular to the
plane of the system, and DM vector directed along pairs of interacting spins of length D = 0.05 J . An external
magnetic field is not applied. For these parameters, the skyrmion is a metastable state with a radius of ≈ 21 lattice
constants.

3.2. Skyrmion annihilation

In the calculations of skyrmion annihilation, periodic boundary conditions are applied in the x-y plane. The
initial path is generated as a geodesic between a single skyrmion and a ferromagnetic state where all spins are
directed along z. The skyrmion annihilation process consists of two stages: First, skyrmion shrinkage and then
collapse of the skyrmion core. The saddle point is located in the second stage where the radius has shrunk to about
3 lattice constants. A large part of the full MEP contains the first stage and, therefore, requires a large simulation
domain. By using TMEP to focus on the part of the path between transition state and ferromagnetic state (FM) the
calculation of the SP can be done quicker. To obtain the full MEP we first relaxed both ends of the path to the
local minima and then applied the constraint method with steps α = 0.22. TMEP was obtained as described in the
previous section with the same α. FM state was set as the anchor and as one of the ends. The other end was set
to a skyrmion like state of radius 10 lattice constants.

The calculated results are shown in Fig. 1. The TMEP calculation gives the same activation energy for FM
to skyrmion transition as a full MEP calculation up to computational precision. Convergence of TMEP is several
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FIG. 1. MEP for skyrmion annihilation (100 × 100 lattice): (left) full MEP, (right) truncated
path (TMEP) with anchor at ferromagnetic state (last image). (top) first images of MEP after
2000 iterations, (middle) MEP after 2000 iterations, (bottom) convergence history. Solid black
line depicts energy, dash-dotted line is l∞ norm of gradient, and dashed line is l∞ norm of the
gradient component perpendicular to the path. Down-pointing triangle, circle and up-pointing
triangle markers show descending, climbing and holding images, respectively. Images with small
markers are subjects of reparametrization step. Support of all images in TMEP is 10 times smaller
and the resolution of the path in TMEP is higher than when the full MEP is calculated. SP energy
was found with a precision of 0.1% five times faster using TMEP

times faster, probably because of better tangent estimate due to higher resolution of the path around the saddle
point. Both the full MEP and TMEP were computed with the same number of images, a total of 8 images. Because
of the lower resolution, the full MEP calculation does not contain intermediate points between the saddle point
and FM state. Since the images are situated closer to the SP in the TMEP calculation, details of the transition are
better resolved. First images of the paths have largest support, and the support for the full MEP calculation is two
orders of magnitude larger than for TMEP. As a result, the computational effort of TMEP can be two orders of
magnitude smaller under appropriate correction of simulation domain size. TMEP also gives almost correct value
of the activation energy from the beginning, while the estimate of the activation energy given by the full MEP
calculation slowly increases as climbing image reaches the saddle point.
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FIG. 2. MEP for skyrmion escape through a free bondary of the (100 × 100 lattice): (left) full
MEP, (right) truncated path (TMEP) with anchor at ferromagnetic state (last image). (top) first
images of MEP after 2000 iterations, (middle) MEP after 2000 iterations, (bottom) convergence
history. Solid black line depicts energy, dash-dotted line is l∞ norm of gradient, and dashed line
is l∞ norm of the gradient component perpendicular to the path. Down-pointing triangle, circle
and up-pointing triangle markers show descending, climbing and holding images, respectively.
Images with small markers are subjects of reparametrization step. All images of TMEP are
closer to the boundary than those of the full MEP. Resolution in the part of interest is higher,
convergence is faster and precision is higher for TMEP as compared with the full MEP calculation

3.3. Skyrmion escape

As a second application, the SP for a skyrmion escaping through free boundaries of the simulated system
(periodic boundaries turned off). The initial path is generated from a skyrmion configuration having a radius of 30
lattice constants with center gradually moving from one radius toward center of the domain from the interface to
one radius outside the domain. In the calculation of the full MEP, the endpoints of the path were relaxed, but for
TMEP calculation the ends were not relaxed. The beginning of TMEP is relaxed to the single skyrmion state; since
skyrmions are repelled by the boundary, the isolated skyrmion is located at the center of the simulated system. The
final configuration is FM (all spins are directed along z axis except of spins near the boundary). The optimization
methods and parameters were the same as in the previous application.
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FIG. 3. MEP for skyrmion annihilation (1000 × 1000 lattice): (left) full MEP, (right) truncated
path (TMEP) with anchor at ferromagnetic state (last image). (top) first images of MEP after
2000 iterations, (middle) MEP after 2000 iterations, (bottom) convergence history

The calculated results are shown in Fig. 2. Since the lowest energy configuration of the skyrmion is at the
center of the simulated system, the first part of the MEP describes translation of the skyrmion with only a slight
variation in the energy. This first part is of little interest, but can be long if the domain is large. Hence, most
images of the full MEP belong to this first part. The second part of the MEP describes the escape of the skyrmion
through one of the edges and is of main interest. In the TMEP calculation the focus is placed in the second
part while the first part is not included. In this benchmark it is hard to estimate the length of the TMEP from
the beginning, so the anchor is set to the image with maximal energy. TMEP again gives good resolution of the
important part of the MEP. The precision of the calculation of the SP is several times higher using TMEP when
the same number of images is used to represent the full MEP. The first image on the path is most distant from the
interface, for the TMEP the image is located in the region about the interface of the width about three skyrmion
radii, when for MEP the image occupies the region about half of the simulation domain. As before, the TMEP can
be used to significantly decrease computational effort.

For comparison, the calculations described above are repeated for a denser lattice consisting of 1000 × 1000
atoms. All parameters are scaled accordingly to make the skyrmion have the same relative dimensions to the
domain size as in the previous example. For a small number of images, the CI in this case does not converge
on the SP (the gradient does not become zero), although the projected gradient at the CI becomes zero. This is a
result of inaccuracy in the tangent estimate. To improve the tangent estimate, the number of images was increased
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FIG. 4. MEP for skyrmion escape through a free boundary of the (1000×1000 lattice): (left) full
MEP, (right) truncated path (TMEP) with anchor at ferromagnetic state (last image). (top) first
images of MEP after 2000 iterations, (middle) MEP after 2000 iterations, (bottom) convergence
history

to 32 and that enabled convergence of the CI to the SP. All optimization parameters are the same as in the previous
example. The calculated results are shown in Fig. 3 and Fig. 4.
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Energy spectrum of indium antimonide (InSb) quantum dots (QD) was analyzed in this paper. Properties of energy spectrum levels were

determined both by calculations and experiments using differential tunneling current-voltage characteristics (CVC) rated to static conductivity.

It was confirmed that relatively large QD (size of about 20–25 nm) exhibit quantum size effects. Critical values of the characteristic parameters

of InSb QD are analyzed, in which application of the differential tunneling current-voltage characteristics method for express analysis of the

characteristic sizes of QD leads to significant errors (more than 10 %).
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1. Introduction

Quantum dots QD are among the most interesting quantum-sized structures in terms of application in devices
for nanoelectronics and optoelectronics (ultrafast transistors, light-emitting diodes, lasers, photoelectric converter
cells). Several of the semiconductor compounds A3B5 are promising materials for these purposes due to its energy
spectrum features and extremely low effective mass values for conduction electrons. Low values of effective mass
provide high De Broglie wavelength for conduction electrons that is tens of nanometers. In this regard, specific
phenomena caused by dimensional quantization of the energy spectrum of electrons can be observed in relatively
large structures, primarily in InSb samples, that is a narrow-band semiconductor with record values of the effective
mass of electrons in the conduction band [1, 2]. This makes it possible to substantially simplify the experimental
studies and reduce the cost of technologies for the development of corresponding nanoelectronic structures.

2. Materials and methods

Indium antimonide QD samples were obtained by a technique similar to that used in [3, 4]. 0.0014 g of InSb
powder (Mr = 236.578 g/mole) was dispersed in 1 ml of chloroform (C(InSb) = 6 mM) followed by ultrasonic
treatment for 30 min. Suspension of colloid nanoparticles was mixed with Arachic acid solution with an initial
concentration of 1 mM in a volume ratio of 1:1. Resulted suspension was used to form a Langmuir monolayer
on the surface of deionized water. It was injected onto the surface of the water, kept for 10 minutes until
complete evaporation of chloroform and then the monolayer was condensed and transferred the solid support by
the Langmuir–Schaeffer method. Surface pressure during transfer was 20 mN/m2 and it was kept constant. A glass
slide with a conductive layer of indium-tin oxide (ITO) on the surface was used as the support. After complete
drying under normal conditions, the obtained films were investigated with scanning electron microscopy (SEM)
and scanning tunneling microscopy (STM).

3. Results and discussion

Tunneling of electrons from the ITO electrode into the probe of the tunneling microscope occurs by means of
discrete levels of QD. Model representations of this process considered in the work of the authors [5] and shown
on the Fig. 1(a, b) under applied voltages V1 and V2, corresponding to tunneling through the 1st and 2nd electron
energy levels of the discrete spectrum of QD.

In the case of quantum dots, the energy spectrum has a discrete nature, and the density of electronic states
g(ε) is described by the Dirac δ-function and theoretically it is a set of infinitesimally narrow and high peaks:

g(ε) =
∑
i

δ(ε− εi). (1)

An exact calculation of the function g(ε) is difficult in general, since the isoenergetic surfaces have a rather
complex shape. However the problem usually reduces to solving the Schrödinger equation for a free particle with
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(a) (b)

FIG. 1. Tunneling of electrons through a quantum dot

an effective mass m∗ by the effective mass approximation [6]. Another approximation is the use of energy bands
with a quadratic dispersion law. This is permissible in the case of small pulses and small electron energies, which
is realized in the tasks under consideration.

When QD model of a cubic shape with edge d is used:

εi =
(πh̄)

2

2m∗ ·
1

d2
·
(
l2 +m2 + n2

)
, (2)

where l,m, n = 1, 2, 3, ... are positive natural numbers corresponding to the sub bands numbers; m∗ is the effective
mass of the electron, and d is the characteristic size of the quantum dot.

In case of a QD of a spherical shape with the radius d in the one-electron spectrum in a parabolic well
approximation [7]:

εi =
(πh̄)

2

2m∗ ·
1

d2
· (4n+ 2l + 3) , (3)

where n is the radial quantum number (n = 0, 1, 2, ...); l is the orbital quantum number (l = 0, 1, 2, ...).
Calculated values of the electron energy for the first three allowed energy levels (ε1, ε2, ε3) in accordance

with (4), (5) for InSb are shown in Fig. 2(a, b). The value of the effective mass of electrons in the conduction
band of InSb is used in the calculations: m∗ = 0.013m0, where m0 is the mass of a free electron. Eqs. (2) and (3)
(Fig. 2) imply that, as the QD size decreases, not only the “effective” width of the band-gap will increase, but also
the energy distance between the allowed energy levels in the conduction band will increase. Presented in the [8]
experimental results for InSb quantum dots with size 3± 7 nm confirming these conclusions.

(a) (b)

FIG. 2. Calculated values of the electron energy for the first allowed levels of QD InSb as a
function of the characteristic size of the nanoobject d: (a) – according to the cubic QD model,
(b) – according to the spherical QD model

Electron scattering leads to broadening of the energy levels ∆εi and limiting the amplitude of the peaks [9,10]:
∆εi ∝ h̄/τ , where τ is lifetime of an electron in quasi stationary states of QD.
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Broadening of this kind in real QD occurs due to the finite lifetime of charge carriers caused by spontaneous
emission, interaction with phonons, and a number of other processes [9, 11].

The magnitude of the broadening ∆εi is related to the value of εi. Both these parameters affect the form and
nature of g(ε).

The nature and the degree of the broadening ∆εi in accordance with representations of the authors [9] in case
of simple energy bands with a quadratic dispersion law for the spherical QD model can be represented by the
following equation according to the corresponding approximations:

∆εi ≈ 16
ε1/2

εi
(εi − ε)3/2 · e

−2∆r

(
2m∗(εi−ε)1/2

h̄

)
, (4)

where ∆r is the thickness of the QD shell.
The value εi is mainly determined by the characteristic size of QD d and hence by the technology of the

synthesis.
SEM and optical spectroscopy methods do not provide correct interpretation of the experimental data if

structure of the quantum particle is not homogeneous or several particles form a conglomerate. In this regard,
STM method was additionally used to analyze the features of the electronic spectrum of the obtained InSb QDs
films. Investigations were carried out with the scanning probe microscope SPM Nanoeducator II by the described
methods [1, 10].

Localized energy levels εi associated with the properties of a quantum-dimensional object can be observed in
differential tunneling CVC rated to static conductivity as individual peaks. To analyze the experimental tunneling
CVC the dependence of (dI/dV )/(I/V ) on the voltage V was used in analogy with the approaches described
in [1,10,12], since the method of normalized differential CVC is more informative. Typical results of measurements
are shown in Fig. 3. Statistical processing of the values of the first three levels determined the following energies:
ε1 ∼ (0.15−0.20) eV, ε2 ∼ (0.30−0.35) eV, ε3 ∼ (0.55−0.65) eV (an error is on the level of kT ). These values
correspond to the characteristic size of the obtained QDs of 20–25 nm. It should be noticed that the difference
between the cubic and spherical models did not exceed 8 %.

FIG. 3. Rated differential current-voltage characteristics of InSb QD

The value ∆εi should be taken into account in analysis of the experimental results for estimating the elec-
tron spectrum of QD by the method of rated differential tunneling CVC: the peaks corresponding to εi can be
“smoothed”. In our opinion, this express analysis method of the characteristic size of QD is difficult at a value
of ∆εi more than 10 %. Obviously, described broadening will be the most significant for the first level of QD,
measured from the bottom of the conduction band for the bulk material. In this paper, we estimate the value ∆ε1

in accordance with Eq. (6), depending on the characteristic size of the nanoobject d. During the calculations, the
value of the conduction electron kinetic energy was chosen on the level of 3/2kT . The results are shown in Fig. 4.

The results of the calculations show that at QD shell thickness of about 1 nm (particles close to “open QD”) the
magnitude of the broadening of the first energy level of the InSb QD becomes significant at the characteristic size
d less than 10 nm. Errors of the of differential tunneling CVC method for express analysis of the QD characteristic
size are significant (more than 10 %) in this case. If QD shell thickness is increased the magnitude of the energy
level broadening from the characteristic size d of the quantum-dimensional object is substantially reduced. However
in this case the lifetime of the charge carriers in the inner region of the QD, and, correspondingly, the value of
∆εi [9], will vary.
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FIG. 4. Calculated values of the broadening of the 1st energy level of the InSb QD spectrum:
1 – QD shell thickness 1 nm; 2 – QD shell thickness 2 nm; 3 – QD shell thickness 3 nm

4. Conclusion

Thus, several features of the InSb quantum dots energy spectrum was analyzed, taking into account the
broadening of the energy spectrum levels. Positions of the levels were determined by processing the experimental
tunneling CVC. Estimation of the QD characteristic size was carried out using “cubic” and “spherical” models.
Critical values for the characteristic sizes of InSb quantum dots are analyzed, which lead to significant (more
than 10 %) errors for the differential tunneling CVC method for express analysis of the QD characteristic sizes.
The obtained results can be used to clarify the understanding of the electronic processes features in the quantum-
dimensional objects and its physical interpretation.

Acknowledgements

This work was supported by grants from the Russian Foundation for Basic Research Projects No. 16-07-00093
and No. 16-07-00185.

References

[1] Mikhailov A.I., Kabanov V.F., Zhukov N.D. Peculiarities of field electron emission from submicron protrusions on a rough InSb surface.
Technical Physics Letters, 2015, 41 (11), P. 1065–1067.

[2] Chang A.Y., et al. Carrier Dynamics in Highly Quantum-Confined, Colloidal Indium Antimonide Nanocrystals. ACS Nano, 2014, 8 (8),
P. 8513–8519.

[3] Reiss P., Protière M., Li L. Core/shell semiconductor nanocrystals. SMALL, 2009, 5 (2), P. 154–168.
[4] Speranskaya E.S. , Beloglazova N.V., et al. Polymer-coated fluorescent CdSe-based quantum dots for application in immunoassay.

Biosensors and Bioelectronics, 2014, 53, P. 225–231.
[5] Mikhailov A.I., Kabanov V.F. Electronic properties of A2B6 semiconductor quantum dots. – In the Collect.: Nano- and biomedical

technologies. Quality management. Problems and prospects. Collection of scientific articles. Saratov, SGU Publishing house, 2016, 75 p.
(in Russian)

[6] Dragunov V.P., Neizwestny I.G., Gridchin V.A. Fundamentals of nanoelectronics. Fizmatkniga, Moscow, 2006, 496 p. (in Russian)
[7] Kaputkina, N.E., Lozovik Y.E. “Spherical” quantum dots. Phys. Solid State, 1998, 40 (11), P. 1935–1936.
[8] Wang T., et al. Size-dependent energy levels of InSb quantum dots measured by scanning tunneling spectroscopy. ACS Nano, 2015, 9 (1),

P. 725–732.
[9] Zegrya G.G., Samosvat D.M. Carrier energy spectrum and lifetime in quantum dots in electric field. J. Exp. Theor. Phys., 2009, 108 (6),

P. 907–916.
[10] Mikhailov A.I., Kabanov V.F., Zhukov N.D. Peculiarities of field electron emission from submicron protrusions on a rough InSb surface.

Technical Physics Letters, 2015, 41 (6), P. 568–570.
[11] Korolev N.V., Starodubtsev S.E., Bormontov E.N., Klinskikh A.F. Features of the electron spectrum of an open spherical quantum dot

with a delta potential. Condensed media and interphase boundaries, 2011, 13 (1), P. 67–71. (in Russian)
[12] Mikhailov A.I., Kabanov V.F., Gorbachev I.A., Glukhovskoi E.G. A study of specific features of the electronic spectrum of quantum dots

in CdSe semiconductor. Technical Physics Letters, 2016, 42 (8), P. 796–798.
[13] Swart I., et al. Scanning probe microscopy and spectroscopy of colloidal semiconductor nanocrystals and assembled structures. Chem.

Rev., 2016, 116 (18), P. 11181–11219.



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2017, 8 (5), P. 600–605

Random number generator for cryptography

R. Soorat1,2, K. Madhuri1, A. Vudayagiri1

1R. C. Bose centre for cryptology and security, Indian Statistical Institute, Kolkata, India
2School of Physics, University of Hyderabad, Hyderabad 500046, India

rsoorat@gmail.com

PACS 07.05.Hd DOI 10.17586/2220-8054-2017-8-5-600-605

One key requirement for many cryptograhic schemes is the generation of random numbers. Sequences of random numbers are used at several

stages of a standard cryptographic protocol. One simple example is a Vernam cipher, where a string of random numbers is added to message

string to generate encrypted code. C = M ⊕ K. It has been mathematically shown that this simple scheme is unbreakable if key K is as

long as M and is used only once. The security of a cryptosystem shall not be based on keeping the algorithm secret but solely on keeping

the key secret. The security of a random number generator (RNG) is related to the difficulty of predicting its future sequence values from

past values. The quality and unpredictability of secret data is critical to securing communication by modern cryptographic techniques. The

generation of such data for cryptographic purposes typically requires an unpredictable physical source of random data. We studied a chaotic

circuit which consisted of an inductor, capacitance, diode and thus used for the BB84 protocol. We have studied both pseudo random and true

random number generators and evaluated them through various tests like frequency, correlation, NIST etc.
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1. Introduction

A random process is a repeating process in which output is difficult to find a describable deterministic
pattern. The term randomness is quite often used in statistics to signify well defined statistical properties, such
as correlation. Saying that a variable is random means that the variable follows a given probability distribution;
under these terms, random is different from arbitrary, because to say that a variable is arbitrary does not imply that
there is such determinable probability distribution. A good RNG should work efficiently, which means it should
be able to produce a large amount of random numbers in a short period of time. Random numbers are widely used
in many applications, such as cryptography [1, 2], spread-spectrum communications [3], Monte Carlo numerical
simulations [4], statistical analysis [5], information security, stochastic simulation, stream ciphers, ranging signal
in a radar system, controlling signal in remote control, encryption codes or keys in digital communication, address
codes and spread spectrum codes in code division multiple access (CDMA) and many others. So for simulations,
the generation of large amounts of random numbers is crucial, and thus fast RNGs are required. RNGs are also
used in the statistics to solve problems in many fields such as nuclear medicine, finance and computer graphics.

Since traditional random numbers are generated by algorithms and are essentially pseudo-random, they have
potential danger in security-related fields like quantum key distribution. There are, in general, two types of gen-
erators for producing random sequences: true random number generators (TRNGs) and pseudo random number
generators (PRNGs). PRNGs require some input called seeds, along with some deterministic algorithms to generate
multiple pseudo random numbers. They are usually faster than TRNGs and are preferable when several random-like
numbers are required. TRNGs make use of non-deterministic sources along with some post-processing functions
for generating randomness. Such sources include physical phenomena such as thermal noise, atmospheric noise,
radioactive decay and even coin tossing. such as electrical noises [6], frequency jitters in electrical oscillators [7]
and chaotic circuits [8, 9], which can produce unpredictable random numbers of high quality yet at much lower
rates than PRNGs because of the narrow bandwidth of these physical entropy sources. In addition, a number of
documents exist which provide general advice on using and choosing random number sources [10–13]. Further dis-
cussions on the nature of randomness, pseudo random number generators (PRNGs), and cryptographic randomness
are available from a number of sources [14–16].

Truly random numbers are the basis of many cryptographic applications like QKD, especially for the generation
of keys that cannot be penetrated by hackers or other attackers it is important that the random numbers used be
unpredictable. The BB84 protocol makes use of polarization states of single photons to map the bits 0, 1 of the
encryption key, in two mutually unbiased bases. These bases should be random, which means we need to design a
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physical source for RNG to perform better than the available computer Pseudo random number generators (PRNG),
but also should be compact and easy to integrate into the QKD device prototype. This requires a controller that
generates four random states and its deterministic critically endangers the security of the entire protocol. For most
applications, it is desirable to have fast random number generators (RNGs) that produce numbers which are as
random as possible. There are different types of statistical tests that can be applied to a sequence to compare and
evaluate the sequence to that of a truly random sequence [17–20].

2. Chaos based hardware random number generator

We are using a chaos based hardware random number generator which consists of a capacitor, a diode and an
inductor. Fig. 1 is a simple LCR circuit built around a varactor diode. The voltage dependent capacitance acts as a
nonlinear element, thus providing a chaotic oscillation. Generally, a hardware random number generator is based on
sampling noise sources such as thermal noise or a reverse based diode. Different circuits have been described, but
these methods are difficult, since their amplitudes are usually small and often masked by deterministic disturbances;
as a result, another alternative is to use a chaotic oscillator for pseudo random generator due to its unpredictable
behavior and relatively simplicity. We have built a chaotic circuit based RNG (CCRNG), based on an earlier design
by T. Kuusela [22], which in turn, was built around the chaos generator of Matsumoto et al. [23]. We use chaotic
circuits which are extremely simple, consisting of an inductor and a capacitor diode, the nonlinear element is the
capacitor whose capacitance is varied as a function of voltage across it. The nonlinear capacitance of the diode is
seen earlier in many papers. The capacitance is varied as C(V ) = C/(1 + V/θ)γ. Here, V is the voltage across
the diode. If the circuit parameters and the external drive are suitably chosen, the system exhibits period doubling
and chaotic behavior.

FIG. 1. Circuit diagram

The chaotic first-order differential equation and modified construction of chaotic clock Generator (CCG) by
kuusela is as shown in Fig. 1. It has an external clock signal (a square wave of 500–600 KHz is used as a clock
in this case). The CCG includes two identical chaotic oscillators; it consists of an inductor 240 µH and a varactor
diode BB609 (nonlinear element). We are using two CCRNGs to generate a sequence of four bit structure in a
random fashion, viz., 0001, 0010, 0100, and 1000. An amplifier is used to raise the signal level so that if the
frequency and the amplitude of the driving clock are properly chosen, the circuit goes to a chaotic state and reliable
operation is guaranteed, even the case of large tolerance. The fast operational amplifier with a large bandwidth is
used as an amplifier (the LF 411 is used because of its high bandwidth and rapid response). The voltage across the
capacitor diode is a random signal when the circuit exhibits period doubling and chaotic behavior. A comparator
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is used to convert analog signal into a digital signal (LM 311 response time is 200 ns). Even though the output of
comparators is quite randomly generated, it does not generate all the possible bit sequences for all possible values.
We use two comparators for each CCRNG; one of them takes a bit sample from the other. This is done by a simple
D-flip flop (1st D-flip flop). To synchronize the output bit sequences with the driven clock, one more D-flip flop
is used and an AND gate is used to avoid continues 1’s and 0’s. A decoder is used to generate four bits structures
using two CCRNGs.

Using this circuit we generate several sets of random sequence of 0’s and 1’s and tested its behavior. Initially,
we tapped the voltage at the output of the chaotic circuit and at the edge of the varactor. This data was stored in

the computer as a function of time and then, its variation was computed
dv

dt
. Plotting

dv

dt
against V , giving a phase

plot Fig. 2. This showed the behavior of the generated signal. The plot on left side shows the raw data of voltage

v/s time, while those on right side shown the phase plot,
dV

dt
v/s V . As the frequency is changed, the circuit

becomes chaotic and we can see the bifurcation as shown in Fig. 2. The data is for different clock frequencies as
output of chaos base random number generator before chaos up to (C); the output of chaos base random number
generator at 500 kHz (D); the output of chaos base random number generator at 650 kHz (E). It can be seen from
the phase plot in Fig. 2 (A) oscillation is constant as frequency is increased as in (B) the oscillation spreads. As
frequency is further increased, in the phase plot, a clear frequency doubling behavior is shown, indicated by double
loops. A further increase in frequency shows a multiple frequency regime in (D) and finally the chaotic oscillation
in (E). The output of varactor is fed in to the comparator which maps the signal to 1 if the voltage is above a
certain threshold and to 0 if it is a below the threshold. The sequence of 0’s and 1’s generated by the comparator,
after being synchronized to the clock pulse, are recorded by the computer and analyzed. These data are obtained
at the clock speed of about 650 kHz, since this is the region when chaos circuit is giving a proper chaotic output.

Figure 3 shows two different types of distribution. The total number of 1’s and 0’s are shown in (a) left side.
For this run, it is asymmetric since there are more 1’s than 0. This happens only for a few runs and can easily be
corrected by changing the threshold. The graph on right (b) is more important, since it depicts the probability of
getting zero following 1, getting 1 after 1 and simply of 0 after 0 and 1 after 0. The graph shows a slight higher
frequency for the occurrence of 1–1, but this is due to fact that there is a higher occurrence of 1’s as opposed to
0’s. However, the graph clearly shows the same frequency for 1–0 and 0–1. This means that the system does not
have any preference for 1 over 0.

In addition, we studied the bit correlation of random numbers from hardware module. Correlation
c00ij = 〈Pi(0)Pj(0)〉, where Pi(0) and Pj(0) are the probability of finding 0 at i-th position and j-th position
respectively. Extending this calculation, we can write cklij = 〈Pi(k)Pj(l)〉 for k = 1, 0 and l = 1, 0. For an ideal
case, this should all be equal and have a value 0.25. The distance is the difference between i and j.

However, for Fig. 4, the closed square indicates correlation for 0–0, open square for correlation 0–1, solid
line for 1–0 and closed circle for 1–1. Correlations for 0–1 and 1–0 are exactly identical at 0.25, indicating equal
probability of getting pairs 0–1 and 1–0. The probability of getting 1–1 is higher, due to a systematic bias in the
module for producing more 1’s than 0’s. This indicates the circuit is a near perfect coin toss system. It can be
noticed from Fig. 4 bit correlation that the correlation has a small distribution around a mean value. We have
passed this random sequence through the NIST test, and very few of the test pass through it.

3. Psedo random number generator using LabVIEW

LabVIEW produces a double precision, floating-point number between 0 and 1, exclusively which has a
uniform distribution. We have generated 50,000 random points between 0 and 1 from LabVIEW software and

studied their random properties. We have plotted
dn

dt
vs n which is phase and number sequence between 0 and 1.

Fig. 5 phase plot
dn

dt
shows a highly non periodic behavior which is a clear indication of randomness.

Figure 6 (a) is a histogram graph which is a specific visual representation of data that measures the number
of incidents of 0 and 1 for a sample set. The left side shows the distribution of 1’s and 0’s. We observe the same
frequency for 1’s and 0’s, which is truly random behavior. The graph on right shows the probability of 1–1 is
higher than 0–0 while that of 0–1 and 1–0 are the same.

Figure 7 bit correlation test shows the same correlation value of 0.25. This is a clear indication of a very good
random number generator. It can be observed from Fig. 7 that the correlation has a small distribution around a
mean value. In order to investigate this, we plotted the histogram of the correlation values. This distribution is
very narrow about the mean value. In addition to the correlation test, we collected a bit stream of 0’s and 1’s from
the circuit and processed them through the NIST test suite, with most of the tests being passed.



Random number generator for cryptography 603

(A)

(B)

(C)

(D)

(E)

FIG. 2. Analog signal output of the chaos clock generator at different frequencies and corre-
sponding phase plots

4. Conclusion

Since software methods only offer pseudo-random number codes, the need for other sources is important. We
have therefore analyzed hardware and software based random number generators. We have compared and analyzed
the randomness behavior between software and hardware random number generators. Although the correlation test
gives very good results, the NIST test showed that some of them test pass through it. We have implemented this
method for quantum key distribution based on BB84 protocol.
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FIG. 3. (a) Histogram distribution of 0 and 1 (b) bit correlation

FIG. 4. Successive bit correlation of
hardware module

FIG. 5. Phase plots

FIG. 6. Histogram distribution of 0 and 1 (b) bit correlation
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FIG. 7. Successive bit correlation of software module
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The instability of convection in a Rivlin–Ericksen elastico-viscous nanofluid with vertical throughflow is investigated using the linear stability

theory. A modified Brinkman model is employed and single-term Galerkin method is used to solve the conservation equations. Nine dominating

parameters are extracted from the analysis. Due to the combined effect of vertical throughflow, Brownaian motion, and thermophoresis, the

Rayleigh number is reduced by a substantial amount. It is found that through flow delays the convection while other nanofluid parameter
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1. Introduction

Rivlin and Erickson [1] were the first to propose the theoretical and rheological model for elastic-viscous fluid.
Rudraiah et al. [2] studied the overstable convection of an Oldrayd fluid and they found that effect of elasticity
is to elongate the cells. Kim et al. [3] found that elasticity parameters have a destabilizing effect on the onset
of convection. The effect of permeability, magnetic field, and rotation on Rivlin–Ericksin elastico-viscous fluid
was studied by [4, 5] and they found that rotation, and magnetic field diminish the instability, while permeability
enhances the instability. Sheu [6, 7] examined the linear stability in Visco-Elastic nanofluids and studied the
combined effects of Brownian diffusion, thermophoresis diffusion, and viscoelasticity. Viscoelastic fluids are
widely used in paper coating, chemical industries, and manufacturing processes.

A nanofluid contains nano-sized particles (diameter less than 100 nm) which are suspended in the base fluid.
The term, “nanofluid” was first coined, by Choi [8] and Buongiorno [9] to describe the importance of the various
transport mechanisms in nanofluids. Using the model given by [9], Nield and Kuznetsov [10, 11] analyzed the
thermal stability problem and found that nanoparticles have a destabilizing effect.

The effect of throughflow was generally stabilizing, however, for a small amount of throughflow, it shows
the destabilizing effect [12, 13]. Nield [14] found that destabilization occurs when the throughflow is away from
impermeable boundaries. In the absence of internal heat generation, throughflow destabilized the system in a very
small amount of throughflow at the different boundary conditions (top and bottom layer are not identical) [1].
Barletta et al. [15] studied the effect of vertical throughflow with viscous dissipation. Nield and Kuznetsov [16,17]
investigated the effect of vertical throughflow on both the boundaries (isoflux and isothermal). By using the
Buongiorno model [16], we studied the effect of vertical throughflow on the onset of nanofluid convection, later
it, this model was revised by using more realistic boundary conditions [18–20].

From the above brief review, it is clear that many researchers have carried out extensive studies on the onset
of convection in Rivlin–Ericksin elastico-viscous nanofluids recently; however, the effect of vertical throughflow
in Rivlin–Ericksin elastico-viscous nanofluid using the new boundary conditions (in which nanoparticle flux is the
sum of diffusive, connective, and thermophoretic terms) has not been yet studied. Therefore, in this paper, the
effects of viscoelastic parameters, nanofluid parameters, and throughflow parameters are investigated analytically
and numerically for Rigid-rigid boundary conditions in a non-Darcy porous media.
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2. Analysis

2.1. Mathematical formulation

An infinite horizontal Rivlin–Ericksen elastico-viscous nanofluid confined between rigid impermeable bound-
aries z = 0 and z = H is considered. The pore sizes are large compared to nanoparticles. We use the modified
Brinkman–Darcy model to define the nature of the porous medium and the Oberbeck–Boussinesq approximations
are employed. We take temperatures T0 and T1 (T1 > T0) at the lower and the upper wall. The homogeneity
and local thermal equilibrium in the porous medium is also assumed. The governing equations for mass, momen-
tum, energy and nanoparticles for Rivlin–Ericksen elastico-viscous nanofluid in porous medium are written below
(details of following equations can be seen in the articles given by [6, 7, 11]:

∇ ·VD = 0, (1)

ρf
ε

dVD

dt
= −∇p− 1

k

(
µ+ µ′ ∂

∂t

)
VD +

[
ϕρp + (1− ϕ){ρ(1− β(T − T0))}

]
g, (2)

∂T

∂t
+

(ρc)f
(ρc)m

VD · ∇T = km∇2T +
ε(ρc)p
(ρc)m

(
DB∇ϕ · ∇T −

(ϕ− ϕ0)VD

ε
+
DT

T1
∇T · ∇T

)
, (3)

∂ϕ

∂t
+

1

ε
VD · ∇ϕ = DB∇2ϕ+

DT

T1
∇2T, (4)

where VD is the Darcy velocity, µ and µ′ are viscosity and kinematic viscoelasticity, ε is the porosity of the porous
medium, p, t and g are the pressure, time and gravity vector, T is the nanofluid temperature, ϕ is the nanoparticles
volume fraction, ρ is the density of the nanofluid, ρp is the density of nanoparticles, (ρc)p is the volumetric heat
capacity for the nanoparticles, (ρc)f is the volumetric heat capacity for the nanofluid, (ρc)m is the effective heat
capacity of the porous medium, (km) is the effective thermal conductivity of porous media, (β) is the volumetric
thermal expansion coefficient, (DB) is the Brownian diffusion coefficient, (DT ) is the thermophoresis diffusion
coefficient.

On the boundaries, it is assumed that the temperature and throughflow velocity are constant. The total
nanoparticle flux (sum of diffusive, thermophoretic, and connective terms) is assumed to be zero at the boundaries.

The boundary conditions are:

w = Wc, T = T0, DB
∂ϕ

∂z
− (ϕ− ϕ0)W +

DB

T∞

∂T

∂z c
= 0 at z = 0,

w = Wc, T = T1, DB
∂ϕ

∂z
− (ϕ− ϕ0)Wc +

DB

T∞

∂T

∂z
= 0 at z = 1.

(5)

Defining the dimensionless variables as follows:

(x′, y′, z′) =
(x, y, z)

H
, V(u′, v′, w′) =

VD(u, v, w)H

κ
, t′ =

tκ

σH2
,

p′ =
pK

µκ
, ϕ′ =

ϕ− ϕ0

ϕ0
, T ′ =

T − T1

T0 − T1
,

(6)

where κ =
km

(ρcp)f
.

Eqs. (1)–(4) in non-dimensionless form (after dropping the primes) can be written as:

∇.V = 0, (7)

1

Va

dV

dt
= −∇p−

(
1 + F

∂

∂T

)
V −Rmk̂ +RaT k̂−Rnϕk̂, (8)(

∂

∂t
+ V · ∇

)
T = ∇2T +

NB
Le
∇ϕ · ∇T −NBϕV +

NANB
Le

∇T · ∇T (9)

1

σ

∂ϕ

∂t
+

1

ε
V · ∇ϕ =

1

Le
∇2ϕ+

NA
Le
∇2T. (10)

The dimensionless parameters in Eqs. (8)–(10) namely, Prandtl number. (Pr), modified Darcy number (D̃a),
Rayleigh number (Ra), basic density Rayleigh number (Rm), nanoparticle Rayleigh number (Rn), Lewis num-
ber (Le), Péclet number Q, Modified diffusivity Ratio (NA), modified particle-density increment (NB), Vadasz
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number (V a), Thermal capacity ratio(σ), kinematics viscoelasticity (F ) are defined as follows:

Pr =
µ

ρκ
, D̃a =

K

H2
, Ra =

ρgαH(T0 − T1)

µκ
, Rm =

[ρpϕ0 + ρ(1− ϕ0)]gH

µκ
, Rn =

{(ρP − ρ)ϕ0} gH
µκ

,

Le =
αm
DB

, Q =
HV

km
, NA =

DT (T0 − T1)

DBT1ϕ0
, NB =

(ρc)pϕ0

(ρc)f
, V a =

εPr

Da
, σ =

(ρcp)m
(ρcp)f

, F =
µ′K

µσH2
.

(11)
The dimensionless form of boundary conditions are written as:

w = Q, T = 1,
∂ϕ

∂z
−QLeϕ+NA

∂T

∂z
= 0 at z = 0,

w = Q, T = 0,
∂ϕ

∂z
−QLeϕ+NA

∂T

∂z
= 0 at z = 1.

(12)

2.2. Basic solutions

The basic state of nanofluid is assumed to be time independent and is described by:

V = Vb = (0, 0, Q), p = pb(z), T = Tb(z), ϕ = ϕb(z). (13)

Then, Eqs. (8)–(10) are simplified as:

d2Tb
dz2

+
NB
Le

dϕb
dz

dTb
dz

+
NANB
Le

(
dTb
dz

)2

−Qv
dTb
dz
−QvNBϕb

dTb
dz

= 0, (14)

d2ϕb
dz2

+NA
d2Tb
dz2

−QvLe
dϕb
dz

= 0. (15)

Solving Eq. (15) and Eq. (16) with boundary condition gives:

Tb =
eQv − eQvz

eQv − 1
, (16)

ϕb =
(1− Le −NA)(eQvLez − 1)

(1− Le)(eQvLe − 1)
+

NA(eQvz − 1)

(1− Le)(eQv − 1)
. (17)

We differentiate the Tb, ϕb with respect to z:

dTb
dz

=
QeQz

(1− eQ)
, (18)

dϕb
dz

=
QLe(ε− Le −NA)e

QLez
ε

(1− Le)ε(e
QLe

ε − 1)

+
εNAQe

Qz

(ε− Le)(eQ − 1)
. (19)

Using the limit Q→ 0, the basic solution becomes Tb = 1− z, ϕb = z; this is same solution as obtained by [11].

2.3. Perturbed solutions

For perturbations of small disturbance onto the base fluid, we assume that:

V = Vb + V′, T = Tb + T ′, ϕ = ϕb + ϕ′, p = pb + p′. (20)

Substituting the perturbed solutions in Eqs. (7)–(10) and Eq. (12), we get:

∇ · V′ = 0, (21)

1

Va

∂V′

∂t
+ w′ = −∂p

′

∂z
−
(

1 + F
∂

∂t

)
+RaT

′k̂−Rnϕ′k̂′, (22)

∂T ′

∂t
+
dTb
dz

w′ +Q
∂T ′

∂z
= ∇2T ′ +

NB
Le

(
dϕb
dz

∂T ′

∂z
− dTb

dz

∂ϕ′

∂z

)
+

2NANB
Le

dTb
dz

∂T ′

∂z

−NB(Q
dTb
dz

ϕ′ + ϕb
dT ′

dz
w′ +Qϕb

∂T ′

∂z
),

(23)

∂ϕ′

∂t
+Q

∂ϕ′

∂z
+
dϕb
dz

w′ =
1

Le
∇2ϕ′ +

NA
Le
∇2T ′. (24)

Eq. (22) is operated with k̂ · curl curl and the use is made of the identity curl curl = grad div−∇2 together with
Eq. (21). As a result of this procedure, pressure is eliminated from Eq. (22) and we get:

1

Pr

∂

∂t
∇2w′ +

(
1 +M + F

∂

∂T

)
∇2w′ = Ra∇2

HT
′ −Rn∇2

Hφ
′. (25)
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In Eq. (25) ∇2
H is the 2-D Laplacian operator in the horizontal plane.

Analyzing the disturbance into the normal modes, perturbation equations are introduced as the following form:

[w′, T ′, ϕ′] = [W (z),Θ(z),Φ(z)]f(x, y) exp(st). (26)

Using the normal mode analysis, the following equations for the amplitudes Θ,Φ,W are obtained:

(D2 − a2)

(
1 +

s

Va
+ sF

)
W +Raa

2Θ−Rna2Φ = 0, (27)

(−1 +NBQ)
dTb
dz

W +

(
D2 +

NB
Le

dϕb
dz

D +
2NANB
Le

dTb
dz

D −NBQϕbD −QvD − a2 − s
)

Θ

+

(
NB
Le

dTb
dz

D −NBQ
dTb
dz

)
Φ = 0,

(28)

dϕb
dz

W − NA
Le

(D2 − a2)Θ− 1

Le

(
(D2 − a2)−QvD −

s

σ
Φ
)

= 0, (29)

with boundary conditions as:

W = 0, Θ = 0, DΦ− QLe
ε

Φ +NADΘ = 0, at z = 0, 1. (30)

Here, a is a dimensionless wave number, and s = iω is a complex growth factor, where ω is a dimensionless
frequency (it is a real number).

Single-term Galerkin-type weighted residuals method is used to obtain approximate solutions to the system of
Eqs. (27)–(29). Accordingly Θ, W , Φ (satisfying the boundary conditions exactly) are chosen as:

Θ1 = z − z2, W1 = z(1− z)2, Φ1 =
−NA(QLe − 2− 2QLez)

QL2
e

.

We substitute this minimal polynomial into Eqs. (27)–(29) and using the Orthogonality of trial functions, we obtain
a system of 3 linear algebraic equations in the 3 unknowns. We get:

G1
Raa

2

140

RnNAa
2

15η2

(−1 +NBQ)ATW G2
NB
Le

BTΦ −NBQATΦ

AϕW −
N2

A
(12 + a2)

3Leη2

N2
Aa

2(12 + η2)− 3− s(12 + η2)

3Leη4


 W

Θ

Φ

 =

 0

0

0

 , (31)

where

G1 =

(
S

V a
+ 1

)(
504 + 24a2 + a4 + D̃a(12 + a2)

)
,

G2 =
−(10 + a2)

30
+
NB
Le

BϕΘ +
2NANB
Le

BTΘ −
s

30
,

ATW =

1∫
0

(
dTb
dz

W

)
Θdz =

6(120 + 60Q+ 12Q2 +Q3) + eQ(−120 +Q(60 + (−12 +Q)Q)))

Q6(1− eQ)
,

BϕΘ =

1∫
0

(
dϕb
dz

DΘ

)
Θdz =− η2 + 6η + 12− eη(η2 − 6η + 12)(Q− η −NAQ)

η3(1− eη)(Q− η)

−NA(Q2 + 6Q+ 12− eQ(Q2 − 6Q+ 12))

Q2(1− eQ)(Q− η)
,

BTΘ =

1∫
0

(
dTb
dz

DΘ

)
Θdz =

Q2 + 6Q+ 12− eQ(Q2 − 6Q+ 12)

Q3(1− eQ)
,

AϕΘ =

1∫
0

(ϕbDΘ) Θdz =
η2 + 6η + 12− eη(η2 − 6η + 12)(Q− η −NAQ)

η4(1− eη)(Q− η)

+
NA(Q2 + 6Q+ 12− eQ(Q2 − 6Q+ 12))

Q3(1− eQ)(Q− η)
,
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BTΦ =

1∫
0

(
dTb
dz

DΦ

)
Θdz =

2η(2 + eQ(−2 +Q) +Q)

Q2(1− eQ)
,

ATΦ =

1∫
0

(
dTb
dz

Φ

)
Θdz =

−2Q(2 + eQ(−2 +Q) +Q) + η(12 + 6Q+Q2 − eQ(12− 6Q+Q2))

Q3(1− eQ)
,

AϕΦ =

1∫
0

(
dϕb
dz

W

)
Φdz =

2(Q− η −NAQ)(η − 2(1 + ηz))(−12− η(6 + η) + eη(12 + (−6 + η)η))

η4(Q− η)(eη − 1)

+
2NA(η − 2(1 + ηz))(−12−Q(6 +Q) + eQ(12 + (−6 +Q)Q))

Q3(Q− η)(eQ − 1)
,

η =
QLe
ε

.

For all considered set of boundary conditions, oscillatory convection cannot be occurring. In the absence of
oscillatory convection (s = 0), we get the following expression for Ra:

Ra =
14((504 + 24a2 + a4 + D̃a(12 + a2))α−NARnβ)

γ
, (32)

where:

α =

30η2N2
ANB(12 + a2)(BTΦ −QATΘLe) +AϕW η

2(N2
aa

2(12 + η2)− 3)(NB(BΦΘ + 2BTΘNA)− (10 + a2)Le)

9a2L2
eη

4
,

β =
AϕW η

2(30NB(BΦΘ + 2BTΘNA)− (10 + a2)Le)AϕW η
2 + 10N2

AATW (−1 +NBQ)(12 + a2)

45Leη4
,

γ =
3Leη

4NB(BTΦ −QATΘLe)−ATW (N2
aa

2(12 + η2)− 3)(−1 +NBQ)

3Leη4
.

The Rayleigh number (Ra) is a function of aε, D̃a, Q, Le, NA, a Rn, and NB and from Eq. (32), it is also
clear that the Rayleigh number (Ra) is independent of viscoelastic parameters (Va, F, σ). Thus, the effect of
throughflow in Rivlin–Ericksin elastico-viscous nanofluid is independent of viscoelastic parameters. To simplify
the above expression, we have assumed that Q � 1, so that first order Galerkin approximation leads to a useful
result:

Ra =
140(G3)(504 + 24a2 + a4 + D̃a(12 + a2))− (105(12 + a2)(1 +NBQ)NA − 98(G3)Le)Rn

135a2(1 +NBQ)
, (33)

where G3 = 10 + a2 − NANBQ

Le
.

In Eq. (33), for the admissible range of parameters the Rayleigh number decreases as a nanoparticle Rayleigh
number increases. The corresponding critical wave number can be obtained from Eq. (33), which in the presence of
throughflow, critical wave number is a function of the P’eclet number, modified Darcy number as well as nanofluid
parameters.

In the absence of vertical throughflow, Eq. (33) reduces to the following form:

Ra =
140(10 + a2)(504 + 24a2 + a4 + D̃a(12 + a2))− 105(12 + a2)NARn − 98(10 + a2)LeRn

135a2
. (34)

In the absence of vertical throughflow (Q = 0) the Rayleigh number is not a function of the modified particle
density increment (NB).
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3. Results and discussions

To study the effect of various parameters on the stability, Eq. (33) is analyzed analytically and numerically.
According to data given by [1, 11], the following threshold values for alumina/water nanofluids of 1–100 nm are
utilized: Le = 500, Q = 0.5, Rn = 0.1, NA = 5, Nb = 0.01. Fig. 1 shows the plot of crtical Rayleigh number
(Ra,c) versus nanoparticle Rayleigh number Rn for vertical throughflow Q = 0.1, 0.3, 0.7, 1. It can be seen that
Rn destablizes the onset of convection. Fig. 1 also shows that Ra,c increases with increasing value of Q. Vertical
through flow delays the onset of nanofluid convection and this effect is larger for higher nanoparticle Rayleigh
number values.

FIG. 1. Variation of Ra,c with Rn for different values of Q

Figure 2 shows that the modified particle density increment (NB) has no significant effect on the stability of
Rivlin–Ericksin elastico-viscous nanofluid.

Figure 3 shows the variation of Rayleigh number Ra when Le = 500, 700 and NA = 1.5 respectively. It is
seen that as the value of the Lewis number (Le) increases, the Rayleigh number decreases. Thus, the Lewis number
promotes nanofluid convection. The modified diffusivity ratio has a destabilizing effect on the onset of convection.
This is because thermophoresis pushes the lighter nanoparticles upwards, which enhances the destabilizing effects
on particle distributions.

FIG. 2. Variation of Ra,c with ac for different values of Nb

4. Conclusions

In this paper, we invistigate the effect of vertical throughflow in Rivlin–Ericskin elastico-viscous nanofluid
for Rigid-rigid boundaries in a non-Darcy porous medium. It was observed that when using the conective term
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FIG. 3. Variation of Ra,c with ac for different values of Nb, Le

of nanoparticle flux at the boundary, the Rayleigh number was independent of thermal capacity ratio, kinematics
viscoelasticity parameter and Vadsaz number. The critical wave number was a function of the nanofluid parameters
as well as Péclet number. Porosity, Lewis number, and nanoparticle Rayleigh number promotes instablity while the
modified particle-density increament had no significant effect on the stablity. Vertical through flow delays the onset
of nanofluid convection and this effect is larger for higher nanoparticle Rayleigh number values. New boundary
condtions in terms of zero nanoparticle flux (the sum of the diffusive, thermophoretic, and connective terms) is
more favourable for convection; however there is no drastic change in the magnitude of Rayleigh number.
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The spatial distribution of the terahertz radiation polarization is experimentally measured from a femtosecond laser two-color filament in

air. Terahertz radiation generation from two-color plasma filamentation with a β-BBO crystal located behind the lens leads to the spatial

inhomogeneity of the polarization distribution. Inhomogeneity of the terahertz field polarization is determined by the polarization of the

fundamental harmonic of the pump radiation after passing through the β-BBO crystal. A spatial inhomogeneity of the fundamental harmonic

polarization is observed owing to the β-BBO crystal acting as a phase plate illuminated by a spherical front.
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1. Introduction

Terahertz radiation (THz) is widely applied in biological diagnostics systems [1], chemistry [2], holography [3–
5] and imaging [6, 7]. There are three main types of THz generation methods with femtosecond pulse pumping:
nonlinear optical rectification [8], generation from the surface of a semiconductor layer based on the Dember
effect (or by means of a photoconductive antenna) and femtosecond-laser-beam filamentation [9, 10]. One of the
attractive features of filamentation is that the THz bandwidth is only determined by the exciting pulse duration and
can reach up to 100 THz [11]. Filamentation deserves attention because it allows the generation of high-intensity
THz radiation and management of its properties (intensity, polarization and radiation pattern) by varying the pump
pulse duration and focusing conditions [12, 13]. The physical origin of the THz radiation is attributed to the
transition Cherenkov emission process [14,15]. One of the important properties of THz radiation is the polarization
state. Previously [14,16], it has been shown that the integrated field of the THz beam has a radial polarization. In
the latest research, these results have been supplemented with the fact that the polarization of the THz field has
an elliptic structure [17, 18]. This fact can be explained by a four-wave optical rectification [19]. The ellipticity
of the integrated THz field polarization was recorded for the case of two-color filamentation [20, 21]. Moreover,
it has been shown that THz radiation polarization is directly dependent on the polarization of the fundamental
pump radiation [18]. However, all of this research was performed for an integrated THz beam profile and did not
consider the possibility of mapping the local polarization of the THz beam. Recent research [22] demonstrated a
method for generating broadband and few-cycle THz vortex beams through conversion of a radially polarized THz
beam into a THz vortex beam. Thus, the polarization behavior in THz beams gains additional importance in the
singular optics of THz spectral range [23, 24].

The current state of this technology demonstrates that it is possible to obtain a spatial distribution of the
THz field in the time domain at different beam points independently and thus enables the mapping of the local
properties of the investigated field, which is important in various imaging applications. In our research, we
experimentally record the dependency of the polarization spatial distribution of the THz radiation generated in
two-color filamentation. We identify the local THz field polarization inhomogeneity which is related to the
inhomogeneity of the spatial distribution of laser fundamental pumping polarization state. Using this method, one
can control the polarization inhomogeneity and thus vary the beam shape. One of the possible applications of such
beam shaping is vortex beam generation, which can be realized by determining the polarization state distribution.
Based on this method, the vortex beam properties can be used in a THz holographic imaging system [25].
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2. Experimental setup and results

The pump radiation in the femtosecond laser system exhibited the following parameters: central wavelength of
800 nm, repetition rate of 1 kHz, pulse duration of 35 fs, pulse energy of 2 mJ, as well as horizontal polarization.
To generate a filament, the femtosecond radiation was focused by a lens with a focal length of 25 cm. The β-BBO
crystal with 300 m thickness placed behind the lens focus was used for the second-harmonic generation. The β-
BBO crystal was cut for type-I phase-matched second-harmonic generation with 800 nm pump light. Owing to the
fact that the crystal was in a spherical beam, the efficiency of the second harmonic conversion for the horizontal and
vertical polarization of the fundamental harmonic was 1 %. However, as described previously [26], the properties
of the THz beam profile radiation can be regulated by varying the distance from the BBO to the filament, the
azimuthal angle of BBO, the tilt angle of BBO and the tilt angle of the focusing lens. In our case, we determined
the optimal parameters for the β-BBO crystal position as being when a maximum THz signal was observed. The
filament length was measured from a photograph on the CCD camera and the value was approximately 15 mm.
The polarization of the two-color radiation output is presented in Fig. 1(a,b). The orientation of the fundamental
harmonic was set by the rotation of the half-wave plate at 90◦ before the focusing lens (L). Before measuring the
polarization of the fundamental pump and the second harmonic, we reduced the pump radiation power so that there
was no filamentation, and made experimental measurements at the correlating points of the space with terahertz
radiation. Polarization and ellipticity measurements were made using a polarizer (Glan prism) fixed in rotational
motion to determine the angle of inclination of the polarization, and a power meter to measure ellipticity. In the
first case, the initial horizontal polarization of the fundamental harmonic passed through the β-BBO crystal and
then was rotated at the angle α = −15◦ in relation to the initial horizontal polarization axis of 800 nm. In the
second case, the ellipticity in the beam profile was 0.12 (Fig. 2(b-I)) and the initial vertical polarization after
passing through the β-BBO crystal was rotated at the angle α = 73◦ with an ellipticity in the beam profile of 0.22
(Fig. 2(b-II)). The polarization of the second harmonic after the β-BBO crystal in both cases was linear, and its
orientation was β = 73◦ (Fig. 2(b-I,II)).

The THz radiation was collimated by the parabolic mirror with a 10 cm focal length and 10 cm aperture
size (PM 1). It was then focused by the second parabolic mirror (PM 2) on a 1 mm-thick 〈110〉 oriented ZnTe
crystal [27]. The 35 fs, 800 nm pulse in conjunction with 300 µm-thick Type-I β-BBO should result in a THz
emission with at least a 20 THz bandwidth. However, we used ZnTe with 1 mm-thickness, which has an acceptance
bandwidth only up to 2 THz (Fig. 2(b-II)). The 1 mm-thick Teflon filter (F), placed between the mirrors, attenuated
the white light radiation generated by the filament and the radiation of the fundamental and second harmonics.
To obtain the THz amplitude as a function of time, we used a standard scheme of the electro-optical detection,
consisting of a quarter- wave plane, a Wollaston prism (WP) and a balance detector (BD). The spatial dependence of
the THz field polarization was measured by moving the diaphragm (D), connected to a THz polarizer (THzP) (wire
grid) placed after the Teflon filter inside the collimated beam. Such an approach has been shown previously [3,28],
even though it exhibits faster fall-off of the registered signal when moving from the center to the edge owing to the
change of the angle between the signal wave vector and the optical axis. The projection of the signal is proportional
to the cosine of this angle. The THz field intensity had a conical form [29] and the THz field measurement was
performed on the maximum intensity of the ring.

Previously [19,30], the elliptical polarization of the THz radiation has been demonstrated for the two orthogonal
polarization axes. The ellipticity parameter (eccentricity and main axis tilt) can be obtained by decomposing the two
orthogonal polarizations. Fig. 1(c) demonstrates the measured THz field amplitude for two orthogonal polarization
states, when a THz polarizer placed in a wide collimated beam is horizontally orientated (X state is 0◦), and
vertically orientated (Y state is 90◦). The X–Y graph shows a closed curve, which can be depicted by the
ellipse with an ellipticity parameter and an axis tilt [17, 18]. Fig. 1 demonstrates the THz pulse polarization with
horizontal (a) and vertical (b) pump beam orientation. In the first case, the ellipticity parameter of the polarization
was 0.1 and in the second case, it was 0.23.

Figures 1(a) and 1(b) show that the main axis of the THz ellipse was in the same position as the fundamental
pump polarization axis [19]. The ellipticity of the THz radiation increased with an increase in the fundamental
pump polarization ellipticity. Varying the pump beam ellipticity, the ellipticity of the THz pulses could be controlled
and changed. Additionally, doubling the fundamental harmonic ellipticity led to a doubling of the THz harmonic
ellipticity. The THz radiation beam at the filament generation had high spatial homogeneity in the center of the
filament [31]. Besides, the THz field propagation from the filament had a conical structure [29] that created a
“donut” vortex beam shape after collimation. Using the THz pulse time-domain holography method [3] one could
obtain the THz field distribution in each spatial coordinate, which provided the polarization distribution pictures.
The measurement area of the THz signal at every point was 5 mm in diameter (Fig. 3(a)). Fig. 3(b,c) shows
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FIG. 1. (Color online) Measurement results (red dots) and approximation (black line) of the
THz polarization for the case of horizontal pump polarization (a); Measurement results (red
dots) and approximation (black line) of the THz polarization for the case of the vertical pump
polarization (b); The THz field for two orthogonal THz polarizer states for the vertical pump
polarization (red dots at 0◦, black dots at 90◦) (c). e is the ellipticity parameter of the THz beam
profile polarization, Azimuth is the polarization angle of the THz beam profile radiation. ef is the
ellipticity parameter of polarization of the fundamental harmonic, α is the angle of fundamental
harmonic polarization

that spectra in different donut-beam profile positions are the same and temporal profiles differ only in phase shift
which can be explained by the vortex structure of the generating beam in two-color filamentation. In the spectral
domain, the polarization state of the generated THz beam exhibited no frequency dependency, for example, for
point number 7 (Fig. 3(a)) the polarization had a constant value equal to ∼ 0.09 in our frequency range of 0.15–
2.00 THz. Therefore, it is possible to determine the polarization characteristics of the THz beam considering only
a temporal form of the wave-packet. Fig. 4 illustrates the spatial distribution of the THz beam polarization for two
polarization states of the pump beam radiation.

These results show that even though the THz polarization retained aperture integral ellipticity in the spatial
distribution, there was still an inhomogeneity in the polarization states. However, the tilt angle for each spatial
point of the THz field has the same value. Moreover, the polarization ellipse of the spatial distribution of the THz
field changes from the quasi-linear state to the high-elliptical state and back during radial bypass with a period
equal to 2π. Such spatial inhomogeneity is determined by the initial inhomogeneous spatial distribution of the
polarization in the pump-fundamental harmonic. This was confirmed by the direct dependence of the polarization
of the THz field on the polarization of the fundamental harmonic [14]. The observed inhomogeneity in the
fundamental harmonic was determined by the fact that after the focusing lens, the fundamental harmonic beam
became spherical and there was a polarization spatial dependence owing to the β-BBO crystal acting as a phase
plate (Fig. 4).
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FIG. 2. (Color online) The experimental setup for measuring the spatial distribution of polariza-
tion of the THz radiation generated in two-color filamentation (a). BS is the beam splitter, DL is
the time delay line, P is Glan prism, β-BBO is a nonlinear crystal for the second harmonic gener-
ation (Barium borate), L is a lens, PM1 and PM2 are parabolic mirrors, D is a diaphragm, THzP
is a terahertz polarizer (wire grid), F is a Teflon filter, WP is a Wollaston prism, BD is a balance
detector, LA is a Lock-in amplifier, PC is a computer. The temporal (I) and spectral (II) forms
of the initial integrated beam profile THz pulse (b). Polarization of the fundamental and second
harmonics (c): case of the initial horizontal (c–inset left) and vertical (c–inset right) polarization
of the fundamental harmonic; α is the angle of the main axis inclination of the polarization el-
lipse of the fundamental harmonic after the β-BBO crystal (α = −15◦ for horizontal polarization;
α = 73◦ for vertical polarization), β is the angle of inclination of the linear polarization of the
second harmonic after the β-BBO crystal (β = 73◦)
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FIG. 3. (Color online) Measurement areas of a two-color filament and the areas of polarization
measurement; Spatial polarization distribution of the THz beam for the two polarization states of
the pump beam radiation corresponding to the points (1–8) from (a). Temporal (b) and spectral
(c) form in different beam profile positions of the donut structure corresponding to (a)

3. Conclusion

Spatial distribution of the polarization of the terahertz radiation from a two-color filament in air generated by a
femtosecond laser is experimentally measured in our study. We show that for this setup, the spatial inhomogeneity
of the THz field is affected by the spatial inhomogeneity of the fundamental harmonic polarization. The inho-
mogeneity of the fundamental harmonic polarization is formed because of the passage of the spherical front after
the focusing lens through the β-BBO crystal. In this case, the crystal acts as a phase plate for the beam profile.
The management of the fundamental harmonic polarization can assist control of the polarization of the THz field
and to form vortex beams. For instance, the conversion method of THz vortex beam generation was demonstrated
in [22], where the sign of the topological charge could be controlled. This is made possible by conversion of the
radially polarized THz beam via optical element achromatic polarization.
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FIG. 4. (Color online) Spatial polarization distribution of the THz beam for the two polarization
states of the pump beam radiation corresponding to the points (1–8) from (Fig. 3(a)). (a) –
corresponds to the angle of the main axis inclination of the polarization ellipse of the fundamental
harmonic after the β-BBO crystal α = −15◦ with the ellipticity of 0.12 (see Fig. 2(b-I)). (b) –
corresponds to the angle α = 73◦ with the ellipticity of 0.22 (see Fig. 2(b-II)). e is ellipticity
parameter of the polarization of the THz radiation, Az is the angle of polarization of the THz
radiation, ef is the ellipticity parameter of polarization of the fundamental harmonic, A is the
angle of polarization of the fundamental harmonic
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Recently, nanotubular hydrosilicates have attracted attention due to numerous possible applications and intriguing formation mechanism. In this

study we estimate energy effect of cylindrical and conical (Mg0.5,Ni0.5)3Si2O5(OH)4 nanotube formation depending on their size parameters,

cone angle, and Mg–Ni redistribution function. The calculations show that, as we expected, conical morphology is less preferable from an

energy perspective than the cylindrical one, and the energy difference between them increases with the cone angle. Nevertheless, Mg and Ni

cations redistribution along side length decreases strain energy of conical nanotube. This effect reaches its maximum of ∼ −75 kJ/mol at a

cone angle of 5◦.
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1. Introduction

The unusual behavior and properties of substances in nanotubes and related composite materials have resulted in
wide scientific and technological interest [1–5]. In addition to well-known carbon [6], nitride [7], and chalcogenide
nanotubes [8], researchers, using different approaches, have obtained new representative structures, termed micro-
and nanoscrolls [9–16].

In the last few decades, spontaneously scrolling nanotubular hydrosilicates like imogolite, halloysite, and
chrysotile have garnered increased attention due to their application as polymer fillers [17–19] (i.e. an alternative
to carbon and chalcogenide nanotubes [20, 21]), sorbents and drug containers [22–24], catalyst materials [25–28],
and materials for Li-ion energy sources [29]. The high specific surface (up to several hundred m2/g [30–32]),
abundance of OH-groups, and synthetic flexibility made hydrosilicate nanotubes and nanoscrolls suitable for these
purposes. In addition, wide array of constituents (Mg, Al, Si) grants possibility of large-scale production and even
industrial mining. The study of phase composition for hydrosilicate systems is of high importance for understanding
of a number of geological processes [33,34]. The potential of self-scrolling lies in one crystal structure peculiarity
(Fig. 1, chrysotile structure as an example): one hydrosilicate layer consists of two sublayers (MgO6 octahedra and
SiO4 tetrahedra) with slightly different lattice parameters. Covalent bonding of the sublayers causes internal stress
in the layer, and nanotube formation is one effective relaxation mechanisms.

The bending, scrolling of crystal layer, and formation of chrysotile (and related minerals) nanotubes itself is of
substantial interest. Since the middle of 20th century, various research groups have focused on synthesis of pure
Mg-chrysotile [38–41], and related Fe [42,43], Co [44], Ni-doped [45–49] structural analogs. The principal goal of
recent studies in this field was to reveal pre-nucleus states that take part in the nanotube formation, and determine
the role of their structure in the nanotube formation process. Other researches have opted to take theoretical
consideration of the problem and performed hydrosilicate structure modeling [50–52] which yielded information
about the preferred radius of curvature, electronic, and mechanical properties of those materials. Another theoretical
approach involves phenomenological energy modeling [53–58], which focuses more on the morphological issues
of single- and multiwalled nanotubes. In particular, it helps not only to predict preferable multiwalled nanotube
size parameters, but to understand in deep the nanotubes’ size distributions observed in electron microscopy
experiments [59].

Varying the chemical composition affects morphology and properties of hydrosilicate nanotubes. Depending on
its nature, the guest cation can increase the nanotube diameter, transform nanotubes into plates [43,60–63], and pro-
voke the formation of second nonsilicate phases. Apparently, the general trend for any cation doping of hydrosilicate
nanotubes is formation of nanotubes and nanoscrolls with morphologies that deviate from cylinders. The SEM-
image on Fig. 1 demonstrates particular example of this deviation: formation of conical (Mg0.5,Ni0.5)3Si2O5(OH)4
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nanoscrolls. Usually, the formation of conical nanotubes and nanoscrolls depends mainly on the pH of the hy-
drothermal medium [64]. Recently, we revealed [35] that partial Mg2+ to Ni2+ substitution yields a 3–5 fold
increase of conical nanoscrolls content obtained in water and aqueous NaOH solutions. We try to investigate
here possible mechanisms that stand behind this effect by further development of the energy approach proposed
in [57, 59].

FIG. 1. SEM and TEM images of conical (Mg0.5,Ni0.5)3Si2O5(OH)4 nanoscrolls with chrysotile
structure, obtained under hydrothermal conditions [35], and chrysotile unit cell (visualized using
VESTA software [36]) according to data in [37]. Layers are joined by hydrogen bonds (not
shown)

2. Energy model

The energy model proposed here relies on equations for the case of singlewalled hydrosilicate nanotube
formation that were previously obtained in [57]. We compare four different states of hydrosilicate bilayer with
chrysotile structure (Fig. 2): flat layer, cylindrical singlewalled nanotube, conical nanotube with uniform Mg2+

and Ni2+ ions distribution, and conical nanotube with cation gradient along its side length.

FIG. 2. Four morphological types of hydrosilicate particles and their size parameters. Color
gradient denotes Mg2+ and Ni2+ ions redistribution along the side length of conical nanotube

The energy of each particle type includes strain energy and surface energy components. Before writing
these equations, we must specify a number of principle assumptions made. First, processes like the formation of
cylindrical and conical nanotubes by scrolling of flat layer, and also cations redistribution do not yield a mass
(quantity of substance) change. For the cation redistribution process, the total concentration change must be equal
to zero:

L/∫
0

dl (x(l) − x̄) [r// sin(α) + l] tan(α)

L/∫
0

dl [r// sin(α) + l] tan(α)

= 0, (1)

where L/ is side length of conical nanotube; x(l) is length-dependent local molar content of Ni2+ ions; x̄ is
average molar content of Ni2+ ions in respect to sum of Mg and Ni cations; r/ is initial (smallest) cone radius
of curvature on the half of wall thickness; α is half of cone angle. Integration in denominator returns the cone’s
surface area.
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Second, scrolling process and transformation of flat layer into tube occurs without significant structural
and chemical changes, except those mentioned above, and only morphological changes are under consideration
here [57]. This also means that bending of the flat layer is small, and we can write strain energy equations in
accordance with classic elastic theory [65]. Third, we assume that increase of curvature does not affect structural
parameters like the Young’s modulus and specific surface energies, although it is imprecise for curvature radii or
layer thicknesses less than 3–4 nm [66,67]. Further assumptions and approximations will be given below.

In analogy with [57], the strain energy of cylindrical nanotube per 1 mol is:

E◦
s =

1

ν(x̄)

Ds

2
2πr◦L◦

(
1

r◦
− 1

r0(x̄)

)2

=
Y h3M(x̄)πr◦L◦

12 (1 − µ2)V ρ(x̄)

(
1

r◦
− 1

r0(x̄)

)2

, (2)

where ν(x̄) is quantity of substance; Ds is bending stiffness; r◦ is cylinder radius on the half of wall thickness
h/2; L◦ is cylinder length; Y is the Young’s modulus; µ is the Poisson’s ratio; M(x̄) is molar mass; V is volume;
and ρ(x̄) is X-ray (bulk) density. The parameter r0(x̄) is radius of mechanically unstressed bilayer, which depends
on cell parameters of octahedral and tetrahedral sublayers, thus, on interatomic distances [59].

Formally, we should denote Y , h, and µ as functions of x̄, but the effect of chemical composition is either
negligible or too uncertain, especially its influence on the Young’s modulus [42]. Pure Mg- and Ni-hydrosilicates
can have small difference in the Young’s modulus, whereas bending stiffness of Mg- or Ni-doped hydrosilicates
(or doped by other elements) is usually higher than that of pure ones [68]. For the rest of the parameters in (2), we
assume linear dependence on x̄ (i.e. the Vegard’s rule is valid). For the flat layer of the same volume and density,
the strain energy is:

E=
s =

Y h3M(x̄)L=
1 L

=
2

24 (1 − µ2)V ρ(x̄)

1

r20(x̄)
=

Y h2M(x̄)

24 (1 − µ2) ρ(x̄)r20(x̄)
, (3)

where L=
1 and L=

2 are side lengths of the flat layer.
In the case of a conical tube (Fig. 2), calculation of strain energy goes through integration along the side length

of the cone:

E/
s =

Ds

2ν(x̄)

L/∫
0

dl

(
cot(α)

[r// sin(α) + l]
− 1

r0(x̄)

)2

2π [r// sin(α) + l] tan(α). (4)

Non-uniform distribution of Mg and Ni cations along the length transforms this equation into:

E/g
s =

L/∫
0

dl
Ds

2ν(x(l))

(
cot(α)

[r// sin(α) + l]
− 1

r0(x(l))

)2

2π [r// sin(α) + l] tan(α), (5)

where r0 becomes a function of l.
Once again, here we neglect possible dependence of Y , h, and µ on x(l). Furthermore, in current approxi-

mation, we do not take into the account the function ν(x(l)) and leave it beyond the integral as ν(x̄). Thus, the
additional energy effect caused by special cation distribution might be realized due to minimization of squared
difference of curvatures.

Full surface energy of the particles under consideration consists of partial surface energies of each of free
surfaces (Fig. 2). For the cylindrical nanotube, it is:

Σ◦ =
2π

ν(x̄)

[
σout

(
r◦ +

h

2

)
L◦ + σin

(
r◦ − h

2

)
L◦ + 2σ1r

◦h

]
, (6)

where σout, σin, and σ1 are specific surface energies of outer, inner and cross-section surfaces, accordingly. In
current approximation, we consider Mg- and Ni-rich hydrosilicate layers have close values of specific surface
energies.

For the flat layer:

Σ= =
1

ν(x̄)
[L=

1 L
=
2 (σout + σin) + 2σ1L

=
1 h+ 2σ2L

=
2 h] . (7)
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TABLE 1. Structural parameters of the model

Parameter Mg-chrysotile Ni-pecoraite Reference

m g 10−16 10−16 —

x̄ 0.5 0.5 —

M g/mol 277.1 380.3 —

ρ g/cm3 2.5 3.5 [59]

r0 nm 8.8 15 [52, 59]

h nm 0.4 0.4 [69]

t nm 0.3 0.3 [69]

Y GPa 300 300 [42, 51]

µ 0.2 0.2 [70]

σout J/m2 0.6 0.6 [71–73]

σin J/m2 0.4 0.4 [71–73]

σ1, σ2 J/m2 1.2 1.2 [71–73]

For conical nanotube:

Σ/ =
2π

ν(x̄)

 L/∫
0

dlσout

(
r/ + l sin(α) +

h

2 cos(α)

)
+

L/∫
0

dlσin

(
r/ + l sin(α) − h

2 cos(α)

)
+ σ1h (2r/ + l sin(α))

. (8)

Due to the proximity of specific surface energies of Mg- and Ni-based lattices [59], we neglect changes in
surface energy caused by their redistribution, i.e. Σ/g ∼= Σ/. Energy effect of cation redistribution is:

∆E/
/g = (E/g

s + Σ/g) − (E/
s + Σ/)min

∼= E/g
s − E/

s,min. (9)

This equation must be accompanied by constant composition condition (1). We can solve the system of (1)
and (9) assuming x(l) is two-parametric, for example, linear function of l:

x(l) = a+ bl. (10)

The choice of linear form of function allows one to not only integrate (5) analytically, but also assign clear
physical meaning to the function parameters.

We suggest the following equation procedure: (a) as far as the integration leads to rather complicated forms
of equations, we decide to assign numerical values to all structural parameters of energy model and visualize
the results without writing analytical solution for energy minima; (b) we determine energy effect of cylindrical
nanotube formation with respect to the energy minimum of flat layer:

∆E=
◦ = (E◦

s + Σ◦) − (E=
s + Σ=)min , (11)

and find the energy minimum of the tube with the values r◦min, L◦
min, E◦

s,min, Σ◦
min; (c)we put these values in

comparison with energy of conical nanotubes without and with linear distribution of the cations.

3. Results and discussion

Table 1 summarizes numerical values of structural parameters that we used in the calculation.
The choice of specific surface energy values becomes a sort of problem. Previous modeling cases (formation

of multiwalled cylindrical nanoscrolls [58, 59]) were free from the influence of edges just because their surface
areas were assumed to be constant during the scrolling process. Here, we cannot neglect difference in edges surface
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areas between cone and cylinder. We chose edge values σ1 and σ2 at least 3 times higher the values related to
outer and inner surfaces because of higher substance density along these directions.

Figure 3(a) shows the energy effect of cylindrical singlewalled nanotube formation with respect to flat layer (see
equation (11)). The energy curve has an asymmetrical minimum with the with the parameters ∆E=

◦ = −2 kJ/mol,
r◦min = 14.6 nm, L◦

min = 909 nm. Relative to this point, conical nanotube of any morphology has higher energy
(Fig. 3(b)): the larger is the cone angle, the more positive the energy effect is. This result correlates with numerous
reports [38–49], in which mostly cylindrical form of chrysotile nanoscrolls and nanotubes has been observed after
prolonged hydrothermal treatment. However, the energy effect of conical nanotube, especially when the angle is
small (2α < 5◦), does not exceed hundreds of J/mol. This feature also explains why high-angle (2α > 20◦) conical
tubes (scrolls) are rarely observed experimentally.

FIG. 3. (a) Energy effect of cylindrical nanotube formation from flat layer versus radius of
curvature. (b) Energy effect of conical nanotube formation (with respect to the cylindrical
nanotube energy minimum) versus initial radius of curvature and cone angle

Despite being less energetically preferable than the cylinder, the cone of certain angle 2α still has energy
minimum (Fig. 3(b)). On the next calculation step, we compared this minimum with the conical nanotube with
linear change of Ni2+ ion concentration (10).

Figure 4 shows the calculation results for cone angle 2α = 5◦. The case of parameter a < 0.5 corresponds to
“direct” type of distribution (see inset on Fig. 4), in which the cation with bigger ionic radius (Mg2+) concentrates
at the small end of the tube, and the cation with smaller ionic radius (Ni2+) – at the big end. a ∼= 0.5 means
absence of cation redistribution, and a > 0.5 represents “reverse” cation distribution. The redistribution causes
change of energy preferable initial cone radius, which is optimal for certain chemical compositions. The maximal
energy effect due to cation redistribution reaches 70–80 J/mol at 2α around 5◦ (Fig. 5). Interesting that there is a
certain cone angle interval, in which the redistribution has maximal impact. If the angle is small, the redistribution
does not make substantial contribution. Note there is no need for maximal possible concentration gradient – 0 %
Ni at the small end of the nanotube, and 100 % Ni at its large end, i.e. a = 0 – in case of small angles (2α < 2◦,
Fig. 5(a)). During increase of cone angle the maximal cation gradient becomes less preferable energetically. This
is because conical nanotube with large angle tends to increase its initial radius, which becomes unfavorable for
only Mg2+-rich hydrosilicate structure.

Choice of linear function x(l) (10) seems to be close to the best way of cations redistribution. To minimize
strain energy, according to our approximation, it is sufficient to be:(

cot(α)

[r// sin(α) + l]
− 1

x(l)r0,Ni + [1 − x(l)] r0,Mg

)2

= 0 (12)

Solving this equation regarding x(l) gives:

x(l) =
r// cos(α) − r0,Mg

r0,Ni − r0,Mg
+ l

tan(α)

r0,Ni − r0,Mg
, (13)

which linearly depends on l.
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FIG. 4. Energy effect of cations redistribution in conical nanotube with 2α = 5◦. Inset: Ni2+

concentration profiles along conical nanotube side length (relative coordinates)

FIG. 5. (a) Depth of energy minimum vs cone angle. (b) Depth of energy minimum vs parameter a

4. Concluding remarks

Here, we developed an energy model for single-walled conical nanotube formation, and redistribution of
cations inside its crystal structure as a mechanism to decrease its strain energy. These calculations showed that,
in general, conical nanotubes are less energy favorable than the cylindrical nanotubes. At the same time, cation
redistribution decreases conical nanotube’s energy and make it slightly more preferable in comparison to the
tube without redistribution. This additional energy effect, together with sophistication of chemical composition
can probably inhibit recrystallization process and thus stabilize conical forms of hydrosilicates during long-time
hydrothermal treatments.

Stabilization of conical morphology may occur not only in case of Ni2+ doping, but by the addition of
other elements, for example, Co and Fe, which have their own preferable radii of curvatures and r0 values, but
among them Ni2+ possesses ionic radius closest to Mg2+. This feature allows production of nanotubes in all
ranges of Ni2+ concentrations, whereas in case of Fe3+ doping, there might be some difficulties regarding phase
homogeneity.

Conical hydrosilicate nanotubes observed by electron microscopy often have walls consisting of two to tens of
layers. Our approach can be extrapolated to those types of objects if we consider them as systems of embedded
cones. Finally, cation redistribution may occur either in multi-walled cylindrical nanoscroll or nanotube just because
the layers curvature changes from its inner surface to the outer one. The effect of redistribution here may reveal
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itself by an increase in the outer diameter (number of layers inside the wall), including formation of cylindrical
growth steps on the outer surface of the hydrosilicate nanotube.
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Silver-coated WS2 nanotubes (NT-WS2) were successfully synthesized via two wet chemistry techniques. The first employs spontaneous silver

nanoparticle growth resulting from an interaction of disulfide nanotubes with AgNO3 in aqueous suspensions at 100 ◦C without any additional

reducing agents or stabilizers. The second utilizes [Ag(NH3)2]OH complex to produce silver nanoparticles upon thermal decomposition. Both

techniques are capable of producing Ag-NT-WS2 nanocomposites containing 5–60 nm silver nanoparticles tightly attached to the nanotubes’

surfaces. The hexagonal arrangement of sulfur atoms of the outer WS2 layer was postulated to facilitate crystallization of silver nanocrystals

with hexagonal crystallographic system (4H–Ag). The physical-chemical model for spontaneous AgNP formation is proposed.
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1. Introduction

Currently, much attention is paid to the nanocomposites of noble metals and semiconductors due to novel
synergistic properties arising in such materials [1]. Among others, semiconducting nanotubes functionalized with
silver nanoparticles (AgNPs) were successfully synthesized and became widely studied multifunctional composites.
Due to the presence of bright plasmon resonance in Ag nanostructures, such nanocomposites can be employed
in numerous optical applications. For example, carbon nanotubes (CNT) coated with Ag and Au nanoparticles
have been found to be broad-band optical limiters [2]. Ag-CNT nanocomposites are widely used as mediators
for highly-sensitive surface-enhanced Raman spectroscopy (SERS) [3–5]. AgNP-loaded CNT and TiO2 nanotubes
possess high efficiency in photocatalytic applications [6–8] including antibacterial photocatalysis in visible light [9].
Additionally, Ag-CNT nanocomposites are considered promising gas sensors [10, 11], catalysts [12], antibacterial
agents [13–15] and drug delivery carriers [16].

WS2 nanotubes (NT-WS2) are the analogues of multiwalled CNT and represent folded and nested S-W-
S sheets containing six-fold-bonded W atoms sandwiched between three-fold-bonded sulfur atoms [17]. Mass
production of NT-WS2 is based on reduction of WO3 nanoparticles using a H2S/H2/N2 gaseous mixture in fluidized-
bed reactors [18]. A number of distinctive advantages of NT-WS2 were reported. Contrary to CNT, disulfide
nanotubes cannot be bent or entangled easily, therefore they are more easily dispersed in polymer blends and other
matrices [19]. Individual NT-WS2’s were also shown to be perfect torsional resonators with the highest quality
factor (Q) and torsional resonant frequency in comparison to CNT and BN nanotubes [20]. Recently, the unique
nonreciprocal superconductive behavior of individual chiral NT-WS2 was also reported [21]. Surface modification
of NT-WS2 with inorganic nanoparticles expands application areas of disulfide nanotubes. Co@NT-WS2 [22]
and Ni@NT-WS2 [23] nanocomposites effectively catalyze hydrodesulfurization reactions of thiophene and similar
compounds. Additionally, Co@NT-WS2 is considered as a promising visible-light photocatalyst [24]. Pd@NT-WS2

nanocomposites were found to be efficient catalysts for cross-coupling (Heck and Suzuki) reactions [25]. FeWO4

nanoparticles were successfully deposited onto NT-WS2 resulting in magnetic nanocomposites [26]. Recently,
CNT/NT-WS2 electrically conductive hybrid films were also produced [27].

There are plenty of versatile techniques for CNT surface modification, e.g., generation of chemically active
carboxylic groups by etching the CNT surface with HNO3/H2SO4 [13, 28]. Similarly, many routes for coating of
CNT with AgNPs have been reported, including deposition of pre-synthesized AgNPs [10,11], magnetron sputtering
of Ag and high-temperature annealing [3], E-beam coating in vacuum [2], Ag2O reduction upon sonication in
presence of CNT [29] and reduction of Ag(I) ions in aqueous CNT suspensions. The latter includes direct
photoreduction, thermal decomposition [8], usage of reducing agents (e.g. glucose [14], formaldehyde [28], etc.)
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and sacrificial layers [9], as well as spontaneous reduction of Ag+ ions on the surface of CNT [30]. On the
contrary, the functionalization of NT-WS2 with plasmonic silver nanoparticles has not been studied yet, despite
several attempts having been made to synthesize Au-NT-WS2 nanocomposites [31–34]. Moreover, it was suggested
in our previous work [32], which focused on the functionalization of NT-WS2 with AuNPs via spontaneous
HAuCl4 reduction on the disulfide surface, that the same technique could be applied using AgNO3 solutions for
the production of Ag-NT-WS2 nanocomposites.

Going beyond this suggestion, here, we report two facile techniques for decoration of NT-WS2 with AgNPs:
the first is based on a reaction of AgNO3 with aqueous NT-WS2 suspension at 100 ◦C; the second employs the
thermal decomposition of freshly prepared [Ag(NH3)2]OH complex solution in the presence of disulfide nanotubes.
The resultant nanocomposites are carefully characterized using transmission electron microscopy (TEM).

2. Experimental

WS2 nanotubes were kindly provided by NanoMaterials Ltd. (Israel) and personally by Prof. Reshef Tenne
(Weizmann Institute of Science, Israel). The nanotubes are multiwalled, typically 1–20 µm long and 30–150 nm
in diameter. Before all the syntheses the nanotubes were deagglomerated by sonication in acetone according to the
common procedure [35].

Silver nitrate was of chemically pure (c.p.) grade. Sodium hydroxide standard solution was purchased from
Merck (Germany). All other chemicals were purchased locally and were of analytical grade. All aqueous solutions
and suspensions were prepared using high purity water (Milli-Q RG, 18.2 MΩ·cm resistivity, Millipore). Glassware
and magnetic stirring bars utilized for AgNP synthesis were washed by 63 % HNO3.

Within the first technique towards Ag-NT-WS2 nanocomposites, 14 ml of 114 mM AgNO3 solution were
heated up to 100 ◦C in a foil-wrapped beaker to avoid photoinduced silver salt decomposition. Then, 2 ml of
freshly prepared aqueous nanotube suspension (1.3 g/L NT-WS2) were added to the beaker upon vigorous stirring.
The reaction mixture was kept at 100 ◦C for 3 min and then cooled down to room temperature with continued
stirring.

For the second NT-WS2 decoration technique, freshly prepared [Ag(NH3)2]OH complex was used. This
technique was adopted from the protocol for AgNP-decoration of SiO2 microspheres reported elsewhere [36]. For
the complex preparation, 0.1 M NaOH was added to 10 ml of 0.01 M AgNO3 in a dropwise manner until the end
of Ag2O precipitation. The resulting brown sediment was centrifuged (4000 rpm, 10 min), redispersed in purified
water by 1 min sonication and centrifuged again. This washing procedure was repeated three times. The purified
sediment was dissolved in 10 % NH3·H2O to form 15 mM [Ag(NH3)2]OH solution, which was stored at 4 ◦C and
used within 30 min after preparation.

For the nanocomposite synthesis, 2 ml of aqueous nanotube suspension (1.3 g/L NT-WS2) were added to
13.89 ml of purified water pre-heated up to 100 ◦C under vigorous stirring. Then, 110 µl of freshly prepared
0.015 M [Ag(NH3)2]OH solution were added. The reaction mixture was kept in foil-wrapped beaker at 100 ◦C for
3 min and then cooled down to room temperature. In both procedures, the WS2 concentration in reaction mixtures
after addition of all the reactants was about 0.66 mM and the Ag concentration was about 0.1 mM.

The nanocomposite morphologies were analyzed using a Carl Zeiss Libra 200 MC transmission electron
microscope (TEM) operating at 200 kV. Selected-area electron diffraction (SAED) patterns were registered for
representative selection of the particles. For TEM analysis the aqueous composite suspensions were dripped on
lacey-carbon copper grids (SPI, USA) and dried. Images were processed using open-source Gwyddion software [37]
including calculation and processing of Fast Fourier Transforms.

Scanning electron microscopy (SEM) was performed using Carl Zeiss Leo Supra 55 microscope operating at
15 kV in secondary electron imaging (SE2) regime. For SEM analysis, the composite nanoparticle suspensions
were dried on conductive silicon wafers.

3. Results and discussion

The silver-decorated nanotubes were multiwalled, 1–20 µm long and 30–150 nm in diameter. Both developed
techniques resulted in functionalization of the NT-WS2 sidewalls with a layer of silver nanoparticles (Fig. 1,2). If
using AgNO3, the size of the nanoparticles varied from 5 nm to 60 nm; the mean size is 30±8 nm (Fig. 1(a-d)).
A synthesis with the same concentration of [Ag(NH3)2]OH resulted in smaller nanoparticles: from 5 to 35 nm, the
mean size being 20±5 nm. As visualized by TEM, in both the cases the nanoparticles are uniformly distributed
on the nanotube surface. A few AgNP agglomerates were also detected, especially near the tips of NT-WS2.
The AgNPs covering prepared from [Ag(NH3)2]OH looks more uniform and less agglomerated in comparison
with those prepared at the same concentration of AgNO3. SEM also revealed patterning of AgNPs along the
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surface defects of disulfide (Fig. 1(c)). This suggestion is supported by AgNPs deposition on step defects of outer
WS2 layers observed by HRTEM (Fig. 1(d)). The same behavior was previously observed for gold nanoparticles
grown on NT-WS2[32]. The local composition of the Ag-NT-WS2 nanocomposite prepared using AgNO3 was also
visualized using STEM-EDX mapping (Fig. 2). The AgNPs have a characteristic non-spherical shape indicating
their heterogeneous nucleation and growth directly on the NT-WS2 surface. Such growth results in a tight contact
between AgNP and disulfide. Free AgNPs detached from nanotube surface or formed in bulk solution are rare.

FIG. 1. Micrographs of Ag-NT-WS2 nanocomposites synthesized using AgNO3 (a-d) and
[Au(NH3)2]OH (e, f) precursors. The arrow on (d) designates the step defect of NT-WS2 surface
underlying the grown AgNP

FIG. 2. STEM-EDX mapping of Ag-NT-WS2 nanocomposite synthesized employing the AgNO3 precursor

HRTEM analysis revealed that, while some grown particles exhibits “normal” (111) and (200) cubic silver
(3C-Ag) plane arrays (Fig. 3(a)) with ca. 2.36 Å and ca. 2.00 Å spacings, respectively (Fig. 3(a-c)), the other
particles have an unusual hexagonal (4H-Ag) structure. Distinct plane arrays with ca. 2.48 Å spacing were
detected (Fig. 3(d-e)), coinciding well with 2.5 Å spacing of (004)-(100) 4H-Ag planes (entry #41–1402, ICDD
PDF2 database [38]). To illustrate the difference in nanoparticle structures, Fast Fourier Transforms (FFTs) were
calculated from HRTEM images of the selected “nanoparticle 1” (Fig. 3(a)) and “nanoparticle 2” (Fig. 3(d)). The
integrated radial profiles of FFTs are shown on Fig. 3(g). It is clearly seen that “particle 1” is composed of 3C-Ag
while the “particle 2” has the 4H-Ag structure.

Such a hexagonal structure of silver nanocrystals can be dictated by the arrangement of sulfur atoms on the
surface of the outer WS2 layer. Generally speaking, an arrangement of atoms in a sulfur layer in the S-W-S
“sandwich” can be a perfect template for the growth of hexagonal close-packed (hcp) Ag atomic layers. Indeed,
sulfur atoms of the WS2 surface form a hexagonal array with a characteristic distance between the atoms of 3.15 Å.
At the same time, the inter-atom distance in hcp Ag layer is about 2.9 Å (Fig. 3h). These hcp layers can be either
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FIG. 3. (a-e) are HRTEM micrographs of AgNPs grown on the surface of NT-WS2. (f) is a
suggested crystallographic model for (e) in which (004) 4H-Ag planes continue the “chevrons” of
outer WS2 layers. (g) represents integrated radial profiles of FFTs calculated from nanoparticles
1 and 2 marked on (a) and (d), respectively. Data for 3C-Ag and 4H-Ag cells are taken from
entries #4-783 and #41-1402 from ICDD PDF2 database [38]. The cif-files for crystallographic
visualizations were taken from CrystalMaker Materials Library [43] and from the works [39, 44]
using Crystallography Open Database [45]. (h) depicts the suggested model of hcp atomic silver
layers grown on the surface of WS2. Please, refer to the article text for more details

(111) planes of cubic silver (3C-Ag) or (004) planes of hexagonal silver (4H-Ag). If the silver hcp layers propagate
parallel to the surface of NT-WS2, their spacing will not be influenced by the disulfide substrate. However, if the
silver hcp planes propagate nearly perpendicularly to the disulfide surface, 4H structure becomes more preferable.
Sulfur atomic rows on the WS2 surface are located at 2.73 Å distances, so a 4H-Ag with 2.50 Å spacing between
hcp Ag layers matches better with those rows than the 3C-Ag with a 2.35 Å spacing of equivalent atomic planes.
In this case, a sulfur atoms arrangement of NT-WS2 can pre-organize the 4H-Ag motifs. This also can explain the
observation of (004) 4H-Ag planes continuing the “chevrons” of outer WS2 layer (Fig. 3(e,f)). It should be noted
that 4H-polytype was initially observed in natural silver samples from northern USSR [39] and later in a number
of synthetic nanostructures: AgNPs prepared using Rumex hymenosepalus extracts [40], silver nanowires [41] and
thin films [42].

Of great importance is the fact that Ag-NT-WS2 preparation by the proposed techniques does not require
any additional reducing agents or linkers, thus providing nanocomposite synthesis a material efficiency. Within
the first technique, the spontaneous reaction of AgNO3 with WS2 takes place, resulting in heterogeneous silver
nucleation. Obviously, the driving force of such chemical interaction originates from the energy difference of WS2

Fermi level and the redox potential of dissolved Ag+ ions. The Fermi level of WS2 is known to be of 4.7 range
below the vacuum level [46]. The standard redox potential of Ag+ ions is +0.799 V against the standard hydrogen
electrode (SHE) [47]. The absolute potential of SHE is, in turn, reported to be within the −4.73 to −4.43 V
range [48]. Thus, the Fermi level of tungsten disulfide should be higher by 0.5–0.8 eV than the energy of missed
valence electron in Ag+ ions (Fig. 4). This should result in spontaneous electron transfer from the NT-WS2 surface
to silver ions resulting in Ag+ → Ag0 reduction and nucleation of silver nanocrystals. Obviously, the first Ag
atoms became bound by surface sulfur atoms, dictating hexagonal silver crystal symmetry as described above. The
electron deficiency in the nanotubes can further be compensated by WS2 oxidation, e.g. at the nearest surface
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defects. [Ag(NH3)2]OH has ca. twice lower reduction potential (+0.38 V) [47] then Ag+, so the energy difference
with WS2 Fermi level is lower but still negative. However at 100 ◦C, the diamminesilver(I) complex decomposes
rapidly initiating silver nucleation as described in [36]. Previously, it was shown that the presence of excessive
ammonia in the reaction mixture can prevent secondary nucleation during citrate-mediated AgNP synthesis, leading
to the formation of smaller and quasi-monodisperse nanoparticles [49]. This was explained by the entrapment of
residual free Ag+ ions responsible for secondary nucleation. Possibly, the same moderating effect of ammonia
leads to the aforementioned formation of smaller AgNPs on NT-WS2 when [Ag(NH3)2]OH is employed instead of
AgNO3.

FIG. 4. Proposed energy diagram representing relative energies of WS2 Fermy level and energy
of missed valent electron in Ag+ ion. The arrow designates possible electron transfer from
NT-WS2 to Ag+ ions resulting in spontaneous AgNP growth on the sidewall of disulfide nan-
otubes

4. Conclusions

Reactions of aqueous AgNO3 or [Ag(NH3)2]OH solutions with NT-WS2 resulted in functionalization of the
nanotubes with a 5–60 nm layer of AgNPs without requiring any additional reducing agents. The spontaneous
formation of AgNPs on NT-WS2 surface is suggested to be driven by electron transfer from disulfide surface to
dissolved AgI ions. Part of the grown AgNPs exhibited unusual hexagonal crystal structure (4H–Ag). Based
on careful HRTEM study, the hexagonal arrangement of sulfur atoms within the WS2 layers, including the outer
disulfide layer, is suggested to predict the observed formation of 4H–Ag nanocrystals. The prepared nanocomposites
may have applications as sensors or antibacterial low-friction surface coatings.
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Modeling approaches based on the density functional theory (DFT): the Kohn–Sham (KS) method and orbital-free (OF) method are used to for

calculation of the binding energies per atom as functions of the diameter of single-wall carbon nanotubes (SWCNTs) with the open ends. It

is shown that this energy has a minimum at a diameter of about 1.1 – 1.2 nm. The experiments made by means of Raman spectroscopy have

shown that diameters of SWCNTs mainly lie in the range of 1 – 1.5 nm.
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1. Introduction

Single-wall carbon nanotubes (SWCNTs), discovered at the end of the last century are at the center of
attention of many research groups. Many of those researchers are interested in the atomic and electronic structures
of SWCNTs, their mechanical properties, interaction with other materials and among themselves, and many other
things. However, despite huge number of the works devoted to the study of UNT, some of their main features are
still obscure. In particular, one of main questions remains without answer: are the diameters of the tubes defined?
Most often it is simply specified in literature that diameter of SWCNTs lies within 0.7 – 1.6 nanometers. At the
same time there are data that it is possible to receive SWCNTs with the minimum diameter of 0.3 nanometers [1]
and maximum of 12 nanometers [2]. Experimental distributions of SWCNTs on diameter values with maxima in
the range from 1 to 1.5 nanometers are given in [3,4]. Energy dependence of the armchair tubes on their diameters
is obtained in [5] by the semi-empirical PM3 method of computer modeling; the energy minimum is revealed for
a diameter of about 0.8 nanometers.

We did not find other data regarding the dependence of the SWCNTs’ energy on the diameter value, therefore
we performed our own calculations from the first principles, using two methods based on DFT [6]: namely, the
KS [7] method realized in the FHI96md [8] package and the orbital-free (OF) method described in [9–12].

2. Methods and models used for modeling

The KS method is widely known and does not need a detailed discussion here. It is enough to remind that in
this approach, the system of the one-electron equations of Schrödinger is replaced with a set of the Kohn–Sham
equations in which each electron interacts with total density ρ(r), formed by all electrons:

− h̄2

2m
∆ψi(r) + Veff (r)ψi(r) = εiψi(r), (1)

where

Veff (r) =

∫
ρ(r′)

|r′ − r|
dr′ + Vxc(r), ρe(r) =

Ne∑
i=1

|ψi(r)|2 ,

Vxc(r) is the exchange-correlation potential which can be calculated in some approach, ψi is the wave function
corresponding to the i-th one-electron state, εi is the energy of this state.

The OF approach does not operate with wave functions (orbitals), but with the total electron density only.
Actually, this approach is consecutive development of the hypothesis of Hohenberg and Kohn [6], that the ground
state of a quantum system can be described by means of only electronic density. Thus, the total energy of the
system can be found by minimization of a certain functional:

E[ρ] =

∫
ε(ρ)dr =

∫
V (r)ρ(r)dr +

1

2

∫
ϕ(ρ)ρ(r)dr +

∫
εex−c(ρ)dr +

∫
εkin(ρ)dr, (2)
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where εex−c and εkin are the exchange-correlation and kinetic energy functionals.
A basis of the OF approach is finding of the density ρ(r) turning into zero the functional F [ρ], which is a

variation derivative of the functional of energy (1):

F [ρ] ≡ δε[ρ]

δρ
= V (r) + ϕ(r) + µkin(ρ) + µex−c(ρ) = 0, (3)

where the density ρ(r) must satisfy the condition
∫
ρ(r)dr = N (N is the number of electrons in the system);

the potentials µkin(ρ) and µex−c(ρ) are the variation derivatives µkin(ρ) =
δεkin(ρ)

δρ
, µex−c(ρ) =

δεex−c(ρ)

δρ
. If

εkin is known, equation (3) may be solved by any iteration method, and then the total energy may be calculated.
The OF approach gained noticeable development in the last 20 years (see for example [13–18]), however its

supporters have not yet achieved serious success. In our opinion, the reason for difficulties is that their works rely
on the authority of Hohenberg and Kohn, who declared that there is a universal functional of kinetic energy and
the task consists only in that to find it.

However, as shown recently [19, 20], the idea of Hohenberg and Kohn about the existence of a universal
density functional leading to the energy minimum is not strictly proved. Thus, there are bases to believe that
attempts to construct an OF method based on use of any universal functional are obviously doomed to failure.

The OF method, based on the kinetic energy functionals εkin specified for the each type of atoms was
developed in our previous works [9–12]. We demonstrated ability of our method to describe the structure and
energy of atomic systems consisting of two, three, and four atoms of various types. In the present work, we use
this method for more large systems: namely, for simulation of carbon nanotubes.

Taking into account the restrictions by the sizes of atomic systems which are available for the KS method and
for observance of uniformity of calculations, we limited ourselves to consideration of nanotubes fragments of the
armchair type in the form of rings consisted of the four atomic chains. Diameters of rings were varied from 0.41
nanometers to 1.55 nanometers. Thus, the number of the atoms included into the studied system changed from
48 to 176. The kinetic energy functional for carbon atoms were taken the same like in [10]. The cell sizes for
calculations by the OF method were taken 40 × 40 × 40 a.e.3 with splitting 150 × 150 × 150 (1 a.u. = 0.529 Å).
For calculations by the KS method, we used a cell of the same size; the cutting energy for the set of plane
waves was equal 40 Rydberg; exchange and correlation interactions were calculated in both cases in the LDA
approach [21]. In all cases, atoms of carbon could move under the influence of interatomic forces and find the
equilibrium positions during of calculations.

3. Results of modeling

First of all, we compared interatomic distances d obtained in our calculations with literature data. Results are
collected in Table 1.

TABLE 1. Interatomic distances d obtained by us for fragments of open SWCNTs compared with
other data

Source OF calculation KS calculation Other calculations Experiment

d, inside, Å 1.42 1.39 1.42 [22] 1.42 [23]

d, edge, Å 1.32 1.28

Our calculations give the sizes of distances between internal atoms of SWCNTs close to the literary data.
Unfortunately, we did not find works in which experimental or theoretical data on interatomic distances at open
edges of SWCNTs are provided. However in [24, 25] it is shown by modeling by various methods that in carbon
systems of diamond type the distance between edge atoms decrease to 1.35 – 1.38 Å against 1.55 Å in the central
part. Qualitatively it coordinates with our results about reduction of interatomic distance on the ends of nanotubes
in comparison with distances between internal atoms.

In Fig. 1, the binding energies (per atom) are presented for the considered SWCNT fragments. First, we see
that the values received by the OF method (the curve 1) and by the KS method (the curve 2) are well coordinated
with each other, differing less than for 10 percent. Both methods show the existence of a minimum of energy at
similar values of diameter: Dmin = 1.1 nanometer for the OF method, and Dmin = 1.24 nanometer for the KS
method. For comparison, the semi-empirical PM3 method data [4] are given in the same Fig. 1 (the curve 4).
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These data show a minimum at Dmin = 0.8 nanometer. In our opinion, this minimum is not very reliable as it is
presented by only one point which obviously drops out of the values next to it.

FIG. 1. The binding energy vs diameter of SWCNT. 1 – OF calculations; 2 – KS calculations
with open ends; 3 – KS calculations of infinite tubes; 4 – PM3 calculations [4]

There is the remaining question: what is the physical reason for the emergence of a minimum of the atomic
energy while diameter of a tube increases? Two counteracting mechanisms of energy change are necessary for the
emergence of a minimum. The first mechanism is obvious: the total number of the system’s atoms increases with
increase of diameter. As a rule, it conducts to increasing of binding energy if is only not followed by specific
reorganizations of atomic structure, like, for example, it is happened in “magic” clusters. In our case, the structure
of the system does not change therefore the binding energy has to grow on the absolute value with increase of
diameter. Besides, the increase in diameter automatically is followed by reduction of curvature of a tube that in
addition lowers the energy of the system as it approaches to the energy of graphene. However in the case of
SWCNTs of finite sizes having the open ends there is one more possible mechanism of the energy changing; this
is the interaction of the atoms which are on the ends of a tube, among themselves. The greater the diameter, the
greater the average distance between these atoms, and correspondingly, the lower their contribution to the system’s
total energy.

To verify this hypothesis, we carried out additional calculations by the KS method, using the fact that the
FHI96md package, which we applied to calculations, is adapted for periodic calculations and at an appropriate
choice of parameters of the supercell can model an infinite nanotube (i.e. not having the ends). In this case it
appeared that the binding energy falling on one atom has no minimum, and monotonously grows on an absolute
value (the curve 3). That is, interaction of the edge atoms really responsible for the energy minimum.

4. Technique of experiment

The colloidal solutions (CSs) with multi-walled carbon nanotubes (MWCNTs) (Nanocyl production, Belgium),
synthesized by CCVD method with nanocatalysts on the basis of CoO, were used as a basis of investigation. Func-
tionalization of MWCNTs was reached by hashing within 5 hours in an ultrasonic bathtub in the acid environment
(H2SO4 and HNO3 in the ratio 3:1) with a warming up no more than 42 ◦C. Deionized water was added to solution
after cooling in the equilibrium ratio; than it was filtering, washing, and the subsequent drying was carried out
like [26]. The level of functionalization of MWCNTs was determined by use of the FT-IR spectra (Nicolet iS50,
0.125 cm−1).

The produced CSs were put as drops within the interelectrode space (100, 500, 1000 and 1500 µm of width)
of the film chip made like [26]. The constant voltage (varied from 10 to 50 V) was applied to electrodes.

After evaporation of the drop some structures were formed in the electric field (Fig. 2). It is conditionally
possible to divide them to fractals (with fractal dimensionality of DFR = 1.7 – 2.2), fractal clusters (DFR = 1.6 –
1.8) consisting, probably, of very small nanoparticles, and piecewise linear (threadlike) structures. According
to SEM and ASM data, the simultaneous formation of both fractal clusters, and piecewise linear structures was
observed in case of change of voltage from 20 to 45 V.
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FIG. 2. Combinational Raman spectra (CRS) on the piecewise linear structures (V), on the fractal
clusters (IV), and on the fractal structures (III) formed from MWCNT; CRS in the RBM area
with pictures of structures (I); CRS in the area of lines G−, G1(G

+), and G2(D
′) (II); CRS at

frequencies higher than 2200 cm−1 (VI) for the cases III, IV, and V

In the combinational Raman spectra (CRS) (OmegaScopeTM the Raman microspectrometer, 532 nm, 0.8 cm−1),
lines D = 1336 – 1353 cm−1 and G = 1567 – 1600 cm−1, have been found (Fig. 3) (both with electric field,
and without the field), which are typical for MWCNTs. However, in the low-frequency area of CLS so-called
radial breath modes (RBM) have been found in the range of 100 – 360 cm−1, typical only for SWCNTs [27]
(see the insertion I in Fig. 3). RBM lines were observed for the particles formed directly on electrodes (193, 235
and 272 cm−1) and also for the fractal clusters and the piecewise linear structures (280 cm−1) whereas they were
absent for fractal structures (see the insertion I in Fig. 3). It directly indicates the perpendicular orientation of the
SWCNTs to a substrate. Values of diameters of SWCNTs calculated as d = 285 cm−1/ω [27]: for the piecewise
linear structures d ≈ 1 nm, and d = 1 – 1.5 nm for the fractal clusters and for SWCNTs formed on the electrodes.

5. Conclusion

The calculations which are carried out by two methods based on DFT, namely the Kohn–Sham method and the
orbital-free method, showed that the binding energy of carbon nanotubes has an energy minimum with a diameter
of tube about 1.1 – 1.2 nanometers. It is revealed that interaction of atoms which are on the open ends of tubes is
responsible for the emergence of an energy minimum. The experimental study, which was carried out by means of
Raman spectroscopy has shown that SWCNTs which are formed in contact with multiwall carbon nanotubes have
diameters in the range of 1 – 1.5 nanometers irrespective of presence of electric voltage.
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(a) (b) (c)

(d) (e) (f)

FIG. 3. Confocal and SEM images on polycrystalline glass: MWCNTs without voltage (a, d),
piecewise linear structures (b), fractal clusters and diffusion structures at U = 21 V (c), and SEM
images of MWCNTs at U = 20 V (e and f) with the similar structures having dark and light
contrasts
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The electron structures of two forms of the grafted carbon dimer for the (8, 0) zigzag nanotube were calculated by the semi-empirical quantum-

chemistry method applied to the supercell model. If the dimer adsorbs above the center of the tube’s hexagon (h-grafting), it performs the

topochemical transformation of the tube, according to the Stone–Wales scheme of inverse kind. B-grafting is a chemisorption above tube’s

bond, it is energetically lower, than h-grafting. Atomic structure of b-grafting is a splitted di-interstitial. Measuring the electronic density of

states in the upper valence bandhas been shown to make it possible to distinguish between pure and grafted nanotubes, as well as between b-

and h-graftings.
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1. Introduction

The carbon dimer (C2 molecule, when isolated) is an important structural element of graphene and carbon
nanotubes. Several point defects, occuring in these materials during growth or mechanical influence, can be
represented by the carbon dimer (C–C bond) as a basic point defect. The well-known intrinsic topochemical
defect (A. J. Stone, D. J. Wales, 1986) appears in an ideal hexagonal carbon net when dimer rotates on 90◦.
After the rotation the dimer is included in two 5- and two 7-membered carbon cycles: defect SW(55-77) [1], or
(5-7-7-5) [2, 3]. Ad-dimers (C2 molecules after adsorption) produce interstitial defects in graphene and nanotubes;
they may remain after growing the material, or may be entered purpously. Ion beam of C−

2 was used for structural
modification of the fullerene film, and it has been found that new bonds were formed by dimers [4]. Hydrocarbon
chemisorption could be the first stage of entering ad-dimers into graphene or nanotube: dehydrogenation is possible
by electric current through the STM tip [5], or (supposedly) by tip-focused electron, X-ray, or molecular beam.

Theoretical models of the ad-dimer grafting by 2-dimensional-graphene net propose to place the dimer in
the center of the bond’s hexagon, in order to switch chemical bonds similarly to SW transformation. Such an
interstitial-like defect is called (7-5-5-7) [2, 3, 6], or “inverse Stone–Wales” ISW [1, 7]. (The dimer inside the SW
is the common side of the 7-membered cycles, and inside the ISW is the common side of the 5-membered cycles.)
This kind of dimer incorporation will be called below h-grafting.

The 3-dimensional-graphite problem of radiation defects, related to the interstitial dimer [8], also required
models for dimer grafting. “Grafted interlayer bridge” di-interstitial [9], later marked I2(7557) [10], is similar
to ISW in graphene. However, the alternative structure – splitted di-interstitial – was found [9], later marked
I2(αβ) [10]. Suppose that the dimer is situated immediately above C–C bond of hexagonal net (basal atomic plane
of graphite), so that it forms a 4-member cycle, perpendicular to basal plane. Splitting of di-interstitial means that
the cycle slides as a whole, making dimer and the bond be equally spaced in the coordination-complex manner
among 4 “ligand” neighbors of the net. This kind of dimer incorporation will be called below b-grafting.

2. Goal, method, and model

Theoretical calculations, presented here, are devoted to the covalent grafting of carbon dimer by the small-
diameter SWNTs (single-wall carbon nanotubes) (8, 0) zigzag (chemisorption is equivalent to grafting in such
low-dimensional system). Two possible above-mentioned ways of dimer incorporation are studied: h-grafting
(dimer is placed above hexagon center), and b-grafting (dimer is placed along chemical bond). The tube’s chirality
allows high-symmetry models with degenerate electronic states, so insulating and metallic configurations may be
compared. Although topologically similar, carbon nets of graphene and small-diameter SWNTs have different
many-electron properties. The results of calculations of ad-dimer grafting in graphene and graphite [1, 9, 10] may
be extrapolated to large-diameter SWNTs [2, 3], but the case of large curvature should especially be considered.
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The tool for the total-energy electron-structure calculations is a program set that:

— belongs to quantum chemistry,
— deals with MO-LCAO determinant wave function,
— uses the restricted Hartree–Fock–Roothaan algorithm for the self-consistent ground state,
— is advanced for open-shell configurations (several-determinant terms of a given symmetry),
— is constrained by semi-empirical basis of Slater-type atomic orbitals. Semi-empirical INDO parametrization

was achieved previously, it is suitable for materials and macromolecules composed of Si and C, where
impurities and chemical groups may contain H and N atoms. As to carbon materials, this tool had been
used for: vacancy centers of diamond, molecular and crystalline fullerene [60], graphite and graphene,
nanotubes. Modeling systems of 102–103 atoms on ab-initio level requires significant computing power
and time, thus semi-empirical quantum chemistry is still useful, at least as a preliminary step. For
example, properties of the SW defect in (8, 0) and (5, 5) nanotubes, exposed to fracture-like deformation,
were succesfully investigated using this tool [11].

The model of the SWNT was treated as a 1-dimensional supercell consisting of 8 primitive unit cells. Periodic
boundary conditions require that every molecular orbital (MO) possesses a wave vector from the uniform k-set of 8
brillouin-zone points. Since the primitive cell of SWNT (8, 0) consists of 4 circles of 8 atoms, the supercell model
contains 256 atoms. To reach the goal, 4 ad-dimers were added to the tube’s supercell; furthermore they were
uniformly distributed over tube’s length and axial angle with helical symmetry. Ad-dimers of such a model are
identical and nearly independent. Due to 4-fold screw axis the model has degenerate electron states, which makes
it possible to compare closed- and open-shell configurations. Figs. 1, 2 show the part of the model (2.5 primitive
cells of 8) with one ad-dimer of 4. Atomic balls are drawn by the same program kit that fulfilled calculations (to
help eliminate errors in input files), bonding sticks are hand-drawn.

FIG. 1. Ad-dimer’s h-grafting, or inverse Stone–Wales transformation. Longitudinal CC bond is
used as a length unit d

Each mark in Figs. 1, 2 refers to several neighbors of equal symmetry (coordination star), their positions
should be varied simultaneously, one coordination star after another, as well as dimer’s length and height, until the
total-energy minimum is found. See below about equilibrium structures of both graftings.

Colored 5- and 7-membered cycles around h-grafted dimer of Fig. 1 remind one about the topochemical
Stone–Wales ability of ad-dimer placed above the center of hexagon. Colored cycles around the b-grafted dimer of
Fig. 2 do not have usual chemical-structure sense. They help to visualize the coordination-complex-like geometry:
a 4-member cycle, consisting of dimer and split bond b2, plays the role of the “center”; adjoint nested 6-member
cycles are non-planar, contain “ligands” c1, and are flexed either to the dimer or to the split bond.
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FIG. 2. Ad-dimer’s b-grafting, or splitted di-interstitial

3. Atomic structures of grafted dimer

With the use of the same quantum-chemistry tool and the supercell models, optimal (i. e. giving minimal
total energy to the model) lattice parameters of graphene and SWNT (8, 0) were previously found. Calculated
optimal lengths of the longitudinal tube’s bond d and of graphene bond are very close, and rather close to the
well-known experimental value 1.42 Å. Calculated SWNT (8, 0) optimal radius R = 2.24d, and zigzag Z = 0.49d
(in graphene Z = d/2). Initially, the goal supercell was taken with large distance between dimers and the tube, thus
the total-energy origin (free dimers and tube), as well as dimer’s optimal length, were found. Total energies are
given below as dimer-bonding energies in eV/dimer, obtained by formula of cohesive (binding) energy of defect,
(total energy – origin) : 4, since 4 dimers are present in the supercell.

Calculations of the equilibrium (optimal) atomic structures were organized as a repeated search of 1-dimensional
minimum of the total energy, taken as a function of a given parameter (length and height of dimer, and shifts of
its neighbors). After the optimal value for the chosen parameter had been found, it was fixed, then 1-D mini-
mization was repeated with the next parameter. Each 1-D minimization produces a difference of initial and final
total energies, that determines “the cost” of given parameter. Parameters with negligible cost were excluded from
optimization, thus the corresponding atoms mainained their positions. At last certain displacements, marked in
Figs. 1, 2, with sufficient costs were found. The sequence of their optimization was ordered according to the cost,
thus the accelerated the search for equilibrium. The results are gathered in Table 1.

Bonding energies of alternative dimer graftings are the main calculation results. According to the total-energy
theory, in 3-D graphite [9, 10], both h- and b-graftings are possible, as having lower energy than independent
substrate and dimer, that is also true for SWNT (8, 0). But which of them has lower total energy? Our findings
show that b-grafting is ∼ 0.9 eV/dimer lower than h-grafting. In graphite, this is reversed: h-grafting is lower by
∼ 1.4 eV/dimer [9] or ∼ 2.0 eV/dimer [10].

4. Elecronic structures of grafted dimer

The calculated energy spectra of self-consistent MOs are presented below in the form of observable densities
of the occupied (valence-band) electronic states (DOS). Since spectra of our grafted-dimer model cover only 8
k-points of its supercell’s k-set, they (spectra) are discrete and need smoothing to be transformed into DOS.
Gaussian-type smoothing was used with parameter ∆ = 0.3 eV (the magnitude itself is not very important):
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TABLE 1. Length, height, and shift along tube’s axis are given in d (see Fig. 1). Angle of rotation
around tube’s axis is given in degrees. Signs refer to the marked representatives of coordination
stars in Figs. 1, 2. The origin of height is tube’s radius R. Positive shift is to the right. Positive
angle is clockwise if looked at from the right

h-grafting b-grafting
dimer a1 a2 a3 b1 b2 dimer b2 c1

length 1.016 1.110 1.070
height 0.606 0.365 –0.715
shift –0.086 –0.028 –0.010 +0.016 +0.038 –0.020
angle –1.9 –1.3 –1.5
energy –8.7 eV/dimer –9.6 eV/dimer

ν(E) =
1

N

occ∑
i

exp
−(E − Ei)

2

2∆2
, (1)

where N is a number of electrons of the supercell; i numerates all MOs despite degeneration; “occ” means
summation over occupied MOs. The results are gathered in Fig. 3. It should be mentioned that the energy origin
is a “vacuum level” of a free electron at rest. The left portion of Fig. 3 shows the occupied part of MO-spectrum
of the pure SWNT (8, 0) with 1-, 2-, and 4-fold degenerate states ordered in columns. The left-most DOS curve is
an application of (1) to this spectrum.

FIG. 3. Densities of occupied states calculated from MO spectra. Origins of three curves are
shifted for the sake of comparing: pure SWNT (8, 0), tube with h-grafted, and with b-grafted
dimer
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To extract DOS from measurements is a standard procedure in scanning-tunneling or atomic-force microscopy,
in photoelectron emission spectroscopy, and the like. DOS at the top of occupied energy band is analyzed in the
first place in order to fix structural changes, for example: incorporation of carbon dimer into a fullerene film [4],
or hydrogenation of adsorbed molecules in STM [5]. Fig. 3 demonstrates DOS changes of this kind in (−4,−6) eV
band, where pure tube, as well as the tube with grafted dimer in both forms, do have distinct DOS features. Thus,
dimer grafting can be identified indirectly, for instance, if b-grafted species looks in STM like the bond, which it
splits down.

Electronic density n(x, y, z) is another observable that can be calculated from occupied MOs. There are two
ways to present this function of 3 arguments by a single drawing. Either one draws a 3-dimensional iso-surface, or
a 2-dimensional (plain) map of iso-contours. The latter method demands simple graphical applications, so Fig. 4
is one of iso-contour maps that exhibits electronic density of the tube with b-grafted dimer. The plane of the map
cuts the tube vertically and passes close to three points (see Fig. 2): one atom of dimer (the topmost), the nearest
to it atom of the split bond b2 (inside the tube), and the nearest to them “ligand” atom of the tube c1. This plane
was selected to display the covalent nature of b-grafting, whose structure resembles a chemical complex with a
4-member cycle as a center. Besides, it gives the same aspect of the tube’s bond before (bottom segment) and after
splitting (top segment).

FIG. 4. Electron-density map of b-grafted dimer. The map’s plane passes through 3-member
cycle (see Fig. 2): atom of dimer – atom b2 of the split bond – “ligand” atom c1

Other maps of electronic densities also assure the covalent character of the grafted dimer. 5- and 7-membered
flexed cycles of h-grafting colored in Fig. 1, as well as 4-membered “central”, and 6-member flexed “ligand–center”
cycles of b-grafting colored in Fig. 2, all them appear on electron-density maps as combinations of σ- and π-bonds.
For example, the topochemical prediction of ISW in graphene is also true for h-grafting, though equilibrium height
of ad-dimer, ∼ 0.6d above tube’s surface, makes 5- and 7-member cycles strongly flexed. If compared to other
maps, the 3-member cycle of Fig. 4 could be called “cycle” in geometrical sence only, the electronic thickening
around it corresponds to the covalent ligand–center bonding.
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5. Discussion

To obtain good agreement with experimental data (not available for ad-dimer recenly) may require calculations
of a higher level than those presented above. However, quantum-chemistry results cover not only total energies
and geometrical parameters (Table 1), which usually are rather difficult experimental goals. The present calculated
energetical (Fig. 3) and spatial (Fig. 4) electron densities are complementary observables, which relate directly to
experiment [4, 5].

One more argument pro the covalent character of ad-dimer incorporation into the tube may be found in the
well-known feature of quantum chemistry called “atomic charges”. It is a standard output indicator of MO LCAO
that shows the fraction (in sense of probability) of atomic orbitals of the given atom in occupied molecular orbitals.
Small atomic charges support covalent bonding. Maximal absolute value of all atomic charges was < 0.2 for
h-grafting, and < 0.1 for b-grafting (in atomic units).

At last it should be noted that the ad-dimer must overcome van-der-Waals barrier, before being covalently
bonded (grafted) by the tube. This side of the problem is not addressed at all by our calculations at a semi-empirical
level. Implementing certain corrections makes sense at the ab-initio level [10]. Therefore, the semi-empirical results
(e. g. Table 1) are just a prelude to analysis and planning of experiment. Which form of grafting will take place
depends on many circumstances of tube’s environment in future experiments.

6. Conclusion

Quantum-chemistry modeling of the carbon dimer chemisorption at carbon nanotube shows, that stereo-
chemical assumption about covalent incorporation of dimer into graphene net is only sufficient for qualitative
predictions. Previous calculations, guided by such assumption, had been performed for the topochemical inverse
Stone–Wales grafting of ad-dimer at graphene and nanotubes. But alternative grafting, split di-interstitial, has
not any simple stereo-chemical support, and was not studied before in the case of nanotubes. The calculations,
presented above, were made for both kinds of ad-dimer grafting at the small-diameter SWNT (8, 0). The result is:
total energy of b-grafting (split di-interstitial) is on ∼ 0.9 eV/dimer lower than of h-grafting (inverse SW).

The electronic structures of both graftings are of the covalent type, though b-grafting with flexed, split, and
nested 6-membered cycles is more like a chemical complex with a 4-member cycle as a center. In both cases,
the ad-dimer is placed above tube’s surface, so terms ”grafting” and “chemisorption” are fair. In h-grafting, the
ad-dimer stays at ∼ 0.6d above tube’s surface (where d is the lenght of longitudinal CC bond), that could be called
a chemisorption at the hexagon center, if its bonding energy was unknown. In b-grafting, the ad-dimers height is
∼ 0.4d above the tube’s surface, with the splitted bond at ∼ 0.7d under the tube’s surface.
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Varying glycine to nitrate ratio in the initial solution the powders based on nanocrystalline LaFeO3 were synthesized by solution combustion

synthesis. The powders were studied by X-ray diffractometry, scanning electron microscopy, adsorption analysis and helium pycnometry.

The average crystallite size of the synthesized LaFeO3 nanocrystals ranged from 18±2 to 85±9 nm, and the specific surface area of the

nanopowders based on them ranged from 8 to 33 m2/g. Based on the results, the influence of redox composition of the reaction solution on the

nature of the combustion processes, as well as the composition, structure and properties of LaFeO3 nanocrystals were analyzed. Here, it was

shown, that the nanopowders have specific microstructure in terms of monocrystalline nanoscale layers of lanthanum orthoferrite, therefore it

is allowed to consider them as a promising base for catalytically and magnetically functional materials.
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1. Introduction

Lanthanum orthoferrite is one of the rare-earth orthoferrites which has perovskite-like structure and crystallizes
within the orthorhombic crystal system (Pbnm space group) [1]. Lanthanum orthoferrite, due to its wide prevalence
in comparison with other rare-earth elements (REE) and its particular property set, is the basis for many functional
materials applied in catalysis, solid-oxide fuel cells, chemical sensors, magnetic and electrode devices etc. [2–
9]. Lately, materials based on LaFeO3 are also considered as promising materials to obtain hydrogen by the
photocatalytic decomposition of water under visible light irradiation [10–12]. In this case, the efficiency and the
rate of H2 generation are defined by the value of a specific surface area of photocatalyst and therefore the use of
nanoscale lanthanum orthoferrite powders can be more advantageous relative to coarse-crystalline ones.

Nanocrystals of lanthanum orthoferrite and other rare-earth orthoferrites are conventionally obtained by soft
chemistry methods: sol-gel synthesis [13, 14], hydrothermal synthesis [15–17], thermal treatment of precursors
with different chemical composition [18, 19] and others [20]. In the most cases, the crystallite size and the
specific surface area of successfully obtained LaFeO3 nanocrystals are about 50 nm and 10 m2/g, correspondingly.
However, to use materials based on lanthanum orthoferrite in real photocatalytic processes the value of crystallite
size should be rather smaller.

Recently, the solution combustion method has been actively developed to obtain nanocrystalline oxides. The
method is based on redox reaction, which occurs during the thermal treatment of solutions containing the respec-
tive metal nitrates and an organic reducing agent, for example, glycine, citric acid, urea, etc. The reaction is
accompanied by enormous heat release which supports the process autonomously after combustion initiation by an
external heating source. As a rule, the result of the reaction is the formation of single-phase oxide nanopowders
with a high specific surface area and small crystallite size. Thus, application of this synthesis approach seems to
be highly reasonable and promising.

However, since the formation of the nanocrystalline oxides under the described conditions is a rather compli-
cated combination of physical-chemical processes, the particular properties of nanopowders, in general, depend on
different factors including the composition of a reaction mixture, material and shape of a reactor, composition of
media, under which the synthesis occurs, etc. The most important factor among them is the redox composition of
the initial solution, which was previously shown [21–23] to define the combustion conditions and temperature in
the reaction zone. Despite much research [10,24,25] being focused on obtaining lanthanum orthoferrite by solution
combustion synthesis, the influence of redox composition on processes of LaFeO3 nanocrystal formation has not
been studied in detail. Thus, the theoretical and practical goals of the present paper are the investigation of the
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influence of redox composition on LaFeO3 formation and synthesis of lanthanum orthoferrite nanopowders with a
high specific surface area.

2. Experimental

2.1. Materials synthesis

The compositions based on LaFeO3 were prepared by the solution combustion synthesis. The details of
synthesis procedure have been previously described [26]. As starting materials, lanthanum and iron nitrates and
glycine were used. All starting materials were analytic-grade purity. Lanthanum and iron nitrates were taken in a
stoichiometric ratio according to the following reaction:

3La(NO3)3 + 3Fe(NO3)3 + 10C2H5NO2 = 3LaFeO3 + 14N2 + 20CO2 + 25H2O,

while the amount of glycine was varied towards to the total amount of nitrates (G/N ) from 0.1 to 1.4. G/N ratio
was calculated as follows:

G/N =
ngly

n′NO−
3

+ n′′NO−
3

,

where ngly – moles of glycine, n′NO−
3

and n′′NO−
3

– moles of lanthanum and iron nitrates, correspondingly. Nitrates

of iron and lanthanum and glycine were dissolved in distilled water under a vigorous stirring. Then, the solution
was heated until water evaporation that caused the transition of solution into gel followed by its spontaneous
ignition. The product of glycine-nitrate synthesis is foam-like substance, which becomes a brown powder after
milling in a mortar.

2.2. Materials characterization

The prepared samples were characterized by the following techniques. Powder X-ray diffraction (PXRD)
performed on a Rigaku SmartLab 3 diffractometer was used to identify the crystalline phases and estimate the
average crystallite size and the crystallite size distribution. The Scherrer equation was used for crystallite size
calculation. The fundamental parameters approach, which is implemented in standard Rigaku software supplied
to the diffractometer, was used to find the crystallite size distribution. Scanning electron microscopy (SEM) with
energy dispersive X-ray analysis (EDX) performed on a Tescan Vega 3 microscope was employed to characterize
morphology and elemental composition. The specific surface area was measured by Brunauer–Emmett–Teller
(BET) method using N2 as adsorbed gas on an Micromeritics ASAP 2020 instrument. The density of the samples
was determined with a helium pycnometer (Micrometrics AccuPyc 1330). The thickness of interpore partition was
calculated from pycnometric density and specific surface area data in an approximation of an infinite plate of finite
thickness [27, 28] according to the following formula:

h =
2

S · ρ
,

where h – average interpore partition, S – specific surface area and ρ – density of the sample.

3. Results and discussion

According to EDX analysis, the lanthanum to iron ratio in all obtained powders answers to 1:1 ratio given
by synthesis procedure within the method error. The phase composition of the powders evaluated from PXRD
drastically differed, depending on G/N ratio. For instance, when the starting solution contains considerable excess
or shortage of glycine (G/N = 1.2, 1.4 or G/N = 0.1, 0.2) the final solid products are completely or almost
amorphous (Fig. 1). In the case of G/N ratio lying in between these edge points the crystalline phase of LaFeO3

with orthorhombic structure is predominantly found in the final solid products (Fig. 1). Phase analysis is presented
in details in Fig. 2(a). The data demonstrate that as G/N ratio comes closer to the stoichiometric point (G/N =
0.6) the amount of amorphous phase decreases to zero. It is worth noting that at G/N = 0.2, in addition to the
amorphous phase, a trace amount of La(OH)2NO3 crystalline phase is present. In the similar system based on
YFeO3, the impurities of nitrate derivatives of REE were also found in the powders obtained by glycine-nitrate
synthesis at non-stoichiometric G/N ratios, but their crystallization did not occur during combustion [29]. In
the case of LaFeO3 system, the formation of La(OH)2NO3 is probably explained by a higher temperature in the
reaction zone in comparison to that which can be implemented during synthesis in the YFeO3 system. The higher
temperature, in turn, can be rationalized to be due to the catalytic effect of the formed LaFeO3 on the combustion
process which leads to an acceleration of energy release and even when G/N ratio is far from stoichiometric,
sufficient temperatures are reached in the system to cause the crystallization of lanthanum nitrate derivatives.



Peculiarities of LaFeO3 nanocrystals formation... 649

FIG. 1. X-ray diffraction patterns of products of LaFeO3 glycine-nitrate synthesis obtained at
different G/N ratios

FIG. 2. Phase composition of glycine-nitrate synthesis products (a) and LaFeO3 average crystal-
lite size (b) depending on G/N ratio
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The typical dependence of phase composition on G/N ratio (Fig. 2(a)), as was previously shown for the
similar system [21], is connected with the dependence of temperature on this parameter. The temperature in the
reaction zone is considered to be maximum at the stoichiometric point and decreases both towards the excess and
the shortage of glycine. Therefore the most stable and defect-free crystalline phases are conventionally formed at
the stoichiometric G/N ratio.

This trend is also noted in the dependence of the average crystallite size on the G/N ratio (Fig. 2), as far
as at the stoichiometric point it usually reaches the maximum value and in the considered system the value is
about 85 nm. For comparison, the average crystallite size reaches only about 50 nm in the YFeO3 system. This
considerable difference can also be explained by the catalytic activity of LaFeO3 and higher temperature that
intensify the recrystallization processes in the reaction zone and leads to the growth of the lanthanum orthoferrite
nanocrystals. In other respects, the dependence of the average crystallite size on glycine-nitrate ratio repeats those
known for other systems [21,26]. The samples obtained at G/N ratio of 0.4 and 0.8 have almost the same average
crystallite size of about 55 nm. The powder with the smallest average crystallite size of about 20 nm and mostly
consisting of crystalline LaFeO3 was obtained at G/N = 1.0. At the same time, this sample is characterized by the
narrowest shape of crystallite size distribution among other samples and the size of crystallite majority lies in the
range of 10 – 35 nm (Fig. 3). The broadest crystallite size distribution, as it was expected, belongs to the sample
obtained at stoichiometric G/N ratio and its crystallite size is varied from 50 to 110 nm. The sample obtained
at G/N = 1.2 despite on the smallest size of crystallites is excluded from consideration as it contains an only
trace amount of LaFeO3. Thus, from a practical point of view, the lanthanum orthoferrite nanocrystals obtained at
G/N = 1.0 are the most interesting since they have the smallest crystallite size and the narrowest crystallite size
distribution among the whole set of samples, what meets important requirements for nanopowders using as a basis
for magnetic and electric materials [4, 5].

FIG. 3. Size distribution of LaFeO3 nanocrystals obtained at different G/N ratios

Another practically important parameter of the obtained LaFeO3 nanocrystals and compositions on their basis
is the specific surface area. The results of measurements of the specific surface area are shown in Fig. 4(a).
According to the shown data, the samples synthesized at a glycine-nitrate ratio close to the stoichiometric point
(G/N = 0.4 – 0.8) have a relatively low specific surface area of about 10 m2/g, which agrees with data reported
previously [10, 24]. At G/N below 0.4, a drastic decrease of the specific surface area to 0.5 m2/g (G/N = 0.1) is
observed, which is related to the replacement of the bulk combustion mode inherent to the stoichiometric reaction
by the smoldering mode. The smoldering mode is characterized by relatively low temperatures in the reaction
zone and low reaction rate that promotes the formation of several by-products (La(OH)2NO3 and others) in the
reaction and a poorly developed surface for the products. On the contrary, as G/N ratio exceeds stoichiometric
value a dramatic increase of specific surface area to 33 m2/g is observed (G/N = 1.0), which can be explained
by an increase of waste gases and maintaining enough high temperature at the same time. Thus, it was shown the
possibility to increase the specific surface area of nanocrystalline LaFeO3 by facile varying of redox composition of
the initial solution, which was previously reached only by additional modification of glycine-nitrate synthesis [25].
Helium pycnometry data provide evidence for the high purity of obtained lanthanum orthoferrite nanocrystals, as
the value of the pycnometric density of samples synthesized at G/N = 0.4 – 1.0 almost matches with the X-ray
density (ρXRD

LaFeO3
= 7.081 g/cm3) of orthorhombic LaFeO3 (Fig. 4(b)). However, as in the case of excess of
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nitrates (G/N < 0.4), so in the case of their deficiency (G/N > 1.0) in the reaction mixture, the by-products of
redox reaction such as nitrate and carbonate derivatives of iron and lanthanum reduce the pycnometric densities of
the samples. The agreement between the average crystallite size of LaFeO3 and the average thickness of interpore
partition of foam-like samples (Fig. 5) within the limits of experimental error for the broad G/N range of 0.4 –
1.0 (Fig. 2(b) and Fig. 4(c)), as well as similar shape of dependence of these values on G/N argue that interpore
partition is formed by layers of LaFeO3 nanocrystals and thickness of the layers is comparable with the average
crystallite size. Herewith, according to SEM data (Fig. 5), the morphology and the microstructure parameters of the
glycine-nitrate synthesis products corroborate conclusions stated above about the influence of the glycine-nitrate
ratio on the formation of nanocrystalline LaFeO3. Thus, the sample obtained at G/N = 0.1 (Fig. 5(a)) is a dense
low-porosity substance of micron size, which has an extremely low specific surface area and a large thickness of
interpore partition. While the sample obtained at stoichiometric G/N ratio (Fig. 5(b)) already has rather developed
porosity structure, but the thickness of interpore partition is still large enough (∼100 nm). As opposed to the
previous cases, synthesis at a G/N ratio = 1.0 leads to the formation of the sample with the most developed
porosity and surface (Fig. 5(c)), the major bulk of which is formed by LaFeO3 nanocrystals with the size of 20–
25 nm. This peculiar structure of the product of glycine-nitrate synthesis – nanocrystals of lanthanum orthoferrite
– allows one to suppose the successful application of materials based on the nanocrystals for photocatalysis. The
assumption seems to be especially reasonable since successful results have been obtained elsewhere [11]. Finally,
at G/N = 1.4 (Fig. 5(d)), i.e. in a large excess of glycine, the sample obtained was of micron size and with
high porosity and specific surface. However, a considerable part of the sample consists of combustion by-products
(mainly carbonate derivatives of iron and lanthanum), which was confirmed by the extremely low pycnometric
density and the great fraction of the amorphous phase in the composition.

FIG. 4. Specific surface Ss (a), pycnometric density ρ (b) and thickness of interpore partition
h (c) of glycine-nitrate combustion products depending on G/N ratio. Dashed line – X-ray
density of orthorhombic LaFeO3, equal to 7.081 g/cm3

Thus, in this paper, the possibility of nanocrystalline lanthanum orthoferrite synthesis from glycine and nitrate
precursors was demonstrated. Additionally, it was also shown that by varying the glycine-nitrate composition of
the initial solution, one can vary the selected properties of the obtained nanocrystals. Samples were obtained
based on LaFeO3 nanocrystals with different microstructure and the average crystallite size, ranging from 18±2
to 85±9 nm, which provided nanopowders with specific surface area values ranging from 8 – 33 m2/g. It was
established that in the broad range of G/N ratio 0.4 – 1.0, high-porosity samples are mainly formed by nano-scale
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FIG. 5. SEM images of glycine-nitrate combustion products obtained at 0.1 (a), 0.6 (b), 1.0 (c)
and 1.4 (d) G/N ratio

single crystal layers of LaFeO3, the thickness of which is comparable with the average crystallite size, making
these nanocrystalline powders promising candidates for catalytic materials.
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Nonlinear light absorption and its time evolution at high optical excitation levels in GaSe and InSe layered crystals have been experimentally

investigated. It is shown that the nonlinear absorption observed in InSe in the region of exciton resonance is due to the exciton-exciton

interaction. The effect of filling the zones detected in GaSe at high excitation intensities leads to a change in the absorption coefficient and the

refractive index. For InSe nanoparticles obtained by the chemical deposition method, a quanta-dimensional effect was observed; the width of

the forbidden band was dependent upon the dimensions of the nanoparticles.
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1. Introduction

In semiconductors, photogenerated electron-hole pairs rapidly thermalize and relax into levels close to the
band gap. Direct electron-hole pairs normally have a short recombination lifetime which, thus at low crystal lattice
temperatures Tl, thermalization with the crystal lattice is not allowed. Thus, the temperature Te of the electron-hole
pairs is usually higher than Tl. Therefore, they will not only occupy bound states (excitons) which have the lowest
energies, but also higher dissociated states (ionized excitons). The electron-hole pairs’ density can be easily raised
by increasing the photoexcitation intensity. A high electron-hole pair density will screen the Coulomb interaction
between electrons and holes. For very strong screening, no bound electron-hole pair states exist [1, 2]. Thus, at
low temperatures and with increasing pair density, the electron-hole fluid turns from an insulating gas of mostly
bound electron-hole pairs or excitons into a metallic plasma of dissociated pairs. This phase transition is called the
Mott transition of the excitons [3], even though the carriers are not at zero temperature.

GaSe and InSe crystals belonging to III-V compounds have received considerable attention recently as an
interesting class of nonlinear optical materials. Possessing layered structure, high polarizability, optical homogeneity
and naturally mirror-like surfaces, a number of nonlinear optical phenomena such as harmonic generation [4, 5],
parametric light generation [6, 7], electron-hole plasma [8–12] and stimulated emission in the visible and terahertz
region [13–19], etc., have been observed in these crystals.

Investigations of dimensional quantum phenomena in these semiconductors open up great prospects for con-
structing on their basis new devices with a wide range of functional capabilities. Scientists have established that
the ultrathin nanosilic indium and gallium monoselenides have unique properties that qualitatively distinguish them
among the remaining two-dimensional crystals. In the obtained samples of indium monoselenide, the electron
mobility is the highest. This material parameter is extremely important in terms of improving the performance
of devices that can be created on its basis. Another interesting property of indium monoselenide is that, unlike
dichalcogenide and silicon, this crystal is a so-called direct-gap semiconductor. This makes it particularly promising
for use in optoelectronics. In addition, the width of the InSe band gap depends essentially on the thickness of its
layers. The ability to vary the width of the band gap of this material by selecting nanofilms of various thicknesses
opens up wide possibilities for its application in optoelectronic devices that can function over a wide spectral
range from the near infrared to the visible regions. Such an effect cannot be achieved in other graphene-like
two-dimensional semiconductors [20]. This paper is devoted to an experimental study of nonlinear absorption and
quanta-dimensional effects in gallium and indium monoselenides at high optical excitation levels.
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2. Experimental method

The investigated single crystals were obtained by the Bridgmen method. GaSe and InSe have a layered
structure, where each layer contains two gallium (indium) and two selenium close-packed sublayers in the stacking
sequence Se-Ga(In)-Ga(In)-Se. The bonding between two adjacent layers is of the Van der Waals type, while
within the layer, the bonding is predominantly covalent. The ingots were cleaved along the planes of layers,
obtaining slices about (10-50) µm thick. The presence of exciton line in the absorption spectrum is indicative of a
good quality material [21,22]. Mobility and concentration of charge carriers measured by conventional methods at
room temperature were ∼ 20 cm2/V·s, 1×1014 cm−3 and ∼ 1.2×103 cm2/V·s, ∼ 7×1014 cm−3 GaSe and InSe,
respectively. The samples were put into a helium cryostat equipped with a temperature controller which allows any
temperature between 4.2 and 77 K to be maintained.

As an excitation source, a picosecond YAG:Nd laser with a pulse duration of 30 ps were used to excite InSe
crystals. In this case, both the single beam and also double beam excitation were used [23]. In the first method,
resonant excitation of excitons is performed by a parametric light generator. The second method (double beam
method) uses pump-probe spectroscopy. After amplification, the light pulse is divided into two parts and two
laser beams are focused on the same spot of a semiconductor sample. The laser labeled pump passes through a
KDP crystal and doubles in frequency (h̄ω = 2.34 eV). The pump pulse has a relatively large intensity and is
usually tuned to an energy within the absorption region of the InSe. The pump beam is absorbed, resulting in the
generation of electron-hole pairs. The second light beam, referred to as the probe beam, is used to monitor the
changes in the optical properties caused by the pump. The probe intensity is very small, not inducing any changes
by itself. The transmission spectrum of the probe beam detected in the presence of the pump beam is compared to
the spectrum without pump beam, giving the frequency–dependent absorption of the sample for different intensities
of the pump. For this purpose, it is convenient to have a probe beam that is either spectrally broad or easily
tunable in wavelength, making it possible to monitor the entire band-edge absorption region. In our case, the probe
pulse was formed by passing the second laser beam through deuteroxide, after which it was converted into a pulse
having a wavelength in the range 0.75–1.5 µm. The pump-probe technique described above may also be employed
to study the time evolution of the absorption spectrum. The time delay ∆t between the probe and pump pulses
is caused by a change in the path length of the pump pulse. Spectral distribution of probe pulse passing through
the sample was investigated by a double-monochromator. All experimental data were processed and computer
analyzed.

As an excitation source, Rhodamine 6G dye laser (PRA, LN-107) pumped by the output of a N2–laser (PRA,
LN-1000), tuned through the region 594–643 nm with a repetition frequency of 10 Hz and a pulse width of 1
ns was used in the case of excitation of GaSe crystals. Lower excitation intensities were obtained by means of
suitable calibrated neutral filters. Transmission spectra were obtained by shifting filters from the front to the rear
of the samples and checking the experimental reproducibility in the region of transparency. The output signals
were detected by a silicon photodiode and recorded by a storage oscilloscope (Le Groy 9400).

2.1. Nonlinear light absorption in InSe crystals at high optical excitation

Fig. 1(a) illustrates dependence of the magnitude of transmission coefficient on the emission intensity for an
InSe single crystal excited by laser light having an energy h̄ω = 1.327 eV (resonant excitation of exciton) at
77 K. As it is seen from the figure, a nonlinear absorption in the exciton resonance region and occurrence of
sample bleaching in the indicated light frequency at high excitation levels are observed. The observed bleaching
saturates at the incident light intensity of ∼300 MW/cm2. Diminishing of the magnitude of exciton absorption
may be explained by the process of screening (Mott transition) for a high density exciton system (Fig. 1(b)). The
density of the electron-hole pairs in our experiment reached ∼ 1020 cm−3 which exceeds the density necessary
for the Mott transition in InSe (nMott= 2.5×1016 cm−3) [24]. The detailed investigation of the bleaching and
dynamics of nonlinear absorption in the exciton resonance region have been realized by using double beam method
at 4.2 K. Similar to single beam excitation, in this case, bleaching is also observed in the exciton absorption region
at T = 4.2 K.

Figure 1(c) illustrates clearly dependence of optical density on the excitation intensity in a frequency where
the exciton absorption is maximum (the time delay between the probe and pump pulses is zero). The observed
bleaching saturates at higher excitation levels with respect to the case of resonant excitation of exciton. This can
be ascribed to the spatial inhomogenity of the excitation in the sample. Typical absorption length of the excitation
power is of the order 1∼1/α ∼10−4 cm, α=104 cm−1 for h̄ω = 2.34 eV [5]. Disappearance of the exciton peak in
this case may be explained by screening of the Coulomb interaction by free charge carriers. The screening length
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FIG. 1. (a) Dependence of the transmission coefficient on the excitation intensity in InSe (in the
case of resonant excitation of exciton, h̄ω = 1.327 eV) at 77 K. (b) Absorption spectra of InSe
at various excitation intensities Ipump. (MVt/cm2): 1 – 0; 2 – 12; 3 – 60; 4 – 250; 5 – 600,
T = 4.2 K. (c) Dependence of the optical density on the excitation intensity (h̄ωpump = 2.34 eV,
h̄ωprobe = 1.336 eV, ∆t = 0) at 4.2 K. (d) Absorption spectra of InSe for different time delays
between the probe and pump pulses: 1 – Ipump. = 0; 2 – ∆t = 24 ps; 3 – ∆t = 98 ps; 4 –
∆t = 297 ps; 5 – ∆t = 660 ps; 6 – ∆t = 910 ps, Ipump = 600 MVT/cm2, hνpump. = 2.34 eV,
T = 4.2 K

can be defined by the following equation [25]:

L =
h̄

2

(π
3

)1/6
N−16

ε1/2

em∗1/2
,

where, ε is the dielectric constant of the crystal and m∗ is the effective mass. By substituting these values
from [26, 27] it is found that, L∼10 Å which is less than the exciton radius (∼37 Å) [12]. In Fig. 1(d) the
absorption spectra of InSe crystals for different time delays between the probe and pump pulses are shown. It is
clear from the figure that, the exciton absorption peak broadens and shifts toward higher energies with respect to
the nonexcitation case. In the energy region between the exciton level and edge of the conduction band, an induced
absorption is appeared. It should be noted that at a light intensity I ∼600 MW/cm2, complete disappearance of the
exciton peak is not observed. Thus, a situation is realized experimentally in which both the electron-hole plasma
(EHP) and high density exciton gas are present in the sample.

3. Nonlinear light absorption in GaSe crystals at the fundamental absorption edge

The absorption spectra of GaSe at low (curve 1) and high (curve 2) excitation intensities are given in Fig. 2(a).
As it is seen from the figure, at high excitation levels, the absorption coefficient is decreased, and along with the
onset of absorption is also shifted towards higher energies. The change in the absorption coefficient ∆α can be
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obtained by direct subtraction of curves 1 and 2 in Fig. 2(a). The result is plotted in Fig. 2(b). It is seen that the
maximum absorption change takes place in the vicinity of the band gap.

FIG. 2. (a) Absorption spectra of GaSe at low (∼3,5 mW/cm2, curve 1) and high (∼12 mW/cm2,
curve 2) intensity excitations. (b) The change in the absorption coefficient ∆α. (c) The change
in the refractive index ∆n(ω)

The observed nonlinear absorption near the band gap at high excitation intensities can be attributed to optical
saturation effects in GaSe, i.e. electrons and holes generated by absorption of light which relax rapidly to a thermal
distribution, blocking absorption states near the band edge. Effectively, this is like a shift of the band edge to
higher energies with increasing laser intensity, which causes the absorption at the vicinity of the band edge to
decrease. From Fig. 2(b), it is clear that, the absorption change becomes negative. Negative absorption means
amplification as can be seen from Beer-Lambert’s law:

I(t) = I0 exp(−αx). (1)

For α < 0, the transmitted intensity is higher than the input intensity. This optical gain can give the possibility
of producing a semiconductor laser based on GaSe crystals.

The bandfilling effect predicts that the change in absorption coefficient due to free carriers (neglecting exciton
interaction) at photon energy h̄ω’ above the band-gap energy is given by [28]:

∆α(h̄ω′) = −α0(h̄ω′)21/2
(
πh

kBT

)3/2

×
[
nem

−3/2
e exp(−∆Ec/kBT ) + nhm

−3/2
h exp(−∆Ev/kBT )

]
, (2)

where:

∆Ec = (h̄ω′ − E′g)/(1 +me/mh), (3)

∆Ev = (h̄ω′ − E′g)/(1 +mh/me), (4)

α0(h̄ω′) is the low-power absorption coefficient at photon energy h̄ω′, me is the effective mass of an electron,
mh is the effective mass of a hole, ne, nh are the integrated population density of free – electron and free – hole,
respectively, E′g is the renormalized band gap which results from exchange and correlation effects at high carrier
densities [29]. Taking me = 0.3m0, mh = 0.2m0 and calculated values of ne, nh, E′g , ∆Ec, ∆Ev from Eqs. (4)–
(11) of Ref. [30], the percentage relative absorbance change ∆α100%/α0 is evaluated to be ∼12% in GaSe. This
is in good agreement with the corresponding observed value of 15%. The small difference between these values
can be due to the fact that, the exciton interactions were neglected in Eq. (2), while in wide-band-gap materials
(such as GaSe). Coulomb electron-hole correlation effects should be taken into account which can eventually lead
to the enhancement of the nonlinear absorption. Such saturation leads both to nonlinear absorption and to a strong
intensity dependence of the refractive index. From the Kramers – Kronig relation [31] we may write the change in
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refractive index at photon energy h̄ω as:

∆n(h̄ω) =
hc

π

∞∫
0

∆α(h̄ω′)

(h̄ω′)2 − (h̄ω)2
d(h̄ω′). (5)

Using Eq. (5) to compute the index change related to the absorption change of Fig. 2(b), we obtain the result plotted
in Fig. 2(c). As can be noted from Fig. 2(c), the change in the refractive index leads to nonlinear effects. ∆n(ω) is
negative at frequencies below the absorption edge and positive on the high-energy side. The laser-induced negative
index change is referred to as a self-defocusing optical nonlinearity. The positive ∆n(ω) on the high-energy side
of the band gap corresponds to a self-focusing optical nonlinearity.

4. Quantum-dimensional effects in GaSe nanoparticles

The GaSe nanoparticles were obtained by a modified method of chemical deposition (Successive Ionic Layer
Adsorption and Reaction-SILAR). Using the Debye-Scherer formula, the sizes of the nanoparticles obtained were
calculated [32]. Estimates show that the dimensions of GaSe nanoparticles range from 7–20 nm. Using the energy-
dispersive X-ray spectroscopy (EDAX) and the scanning electron microscope (SEM), the internal structure and
structure of the GaSe nanoparticles were studied. Images obtained with SEM show that the obtained substances
consist of spherical nanocrystals that are collected in a polydisperse form (Fig. 3(a)). The laser irradiation of
GaSe nanoparticles results in a homogeneous distribution of the nanoparticles. In this case, the dimensions of the
nanoparticles practically become the same (Fig. 3(b)). The image of the GaSe and InSe nanoparticles, obtained
from AFM studies, shows that the homogeneous particle distribution is not observed (Fig. 4(a,b)). The EDAX
method shows that the ratio of gallium to selenium (Ga:Se) is 1:1, hence the composition of the substance is in
the stoichiometric ratio. Images obtained by an atomic force microscope show that a homogeneous distribution of
nanoparticles is not observed on the substrate surface.

FIG. 3. SEM images of the GaSe nanostructure, grown on a glass substrate before (a) and
after (b) laser light irradiation with a power of 6 MVt/cm2

As is known, many mechanical, thermodynamic and electrical characteristics of a substance are altered in
nanoparticles. Their optical properties are not an exception to this behavior. Correspondingly, the frequency of
light emitted by nanoparticles increases with decreasing particle size. Experiments conducted by us showed that
a quasi-dimensional effect is observed in GaSe nanoparticles, the width of the forbidden band depends on the
dimensions of the nanoparticles.

Calculation of the width of the band gap was carried out according to the following formula:

Eg = E(bulk)
g + Eb

(πaB
D

)2
, (6)

where Eg is the width of the forbidden band of nanostructures, E(bulk)
g is the width of the same substance without

nanostructures, Eb is the binding energy of the exciton, aB – the Bohr radius of the exciton, and D is the size of
the nanoparticles (∼4–20 nm).
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FIG. 4. AFM images of the nanostructure of GaSe (a) and InSe (b) grown on a glass substrate

The above parameters in GaSe have the following values: E(bulk)
g = 2.02 eV, Eb = 20 meV, aB = 37 Å.

Fig. 5 shows the dependence of the width of the forbidden band of GaSe nanoparticles on the dimensions of
nanoparticles. As can be seen from the figure, the quantum-size effect begins to significantly affect the width of
the forbidden band when the dimensions of the nanoparticles become smaller than 10 nm.

FIG. 5. Dependence of the width of the forbidden band of GaSe on the dimensions of nanoparticles

5. Conclusion

We note in conclusion that the nonlinear absorption observed in high-level optical excitation of InSe crystals in
the region of exciton resonance is due to the exciton-exciton interaction. The density of the pairs generated by laser
light in InSe (3 × 1019 cm−3) is much higher than the density necessary for the Mott transition in these crystals.
The induced absorption which appeared in the energy region between the exciton level and edge of the conduction
band is due to the appearance of continuum states caused by shifting the energy band edges for InSe. The time
dynamics of bleaching in the both the exciton absorption and induced absorption regions may be explained by
recombination processes taking place in EHP and high density exciton gas. The illumination of the edge of the
absorption band of GaSe, with its simultaneous shift to the high-energy region of the spectrum, is associated
with the filling of energy bands at high optical excitation levels. It is shown that the observed band-filling effect
allows a semiconductor laser to be created on the basis of GaSe crystals. In the nanoparticles of GaSe, obtained
by a modified method of chemical deposition, a quanta-dimensional effect was observed. Reducing the size of
nanoparticles from 20 nm to 4 nm leads to an increase in the width of the forbidden band from 2.02 eV to 2.18 eV.
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We prepared SnO2 quantum dots embedded in polyvinylpyrrolidone (PVP) matrix and report its operation as a Nano Light emitting device.
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then quenched into ice cold polyvinylpyrrolidone solution. The specimen was then characterized using UV/VIS spectroscopy, X-ray diffraction
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1. Introduction

The synthesis of semiconductor quantum dots and their different applications as various electronic and opto-
electronic devices including different kinds of sensors, devices are among the top research areas at present [1–6].
Recently, many techniques [1–4] like molecular beam epitaxy (MBE), radio frequency sputtering (RF), liquid phase
epitaxy (LPE), quenching etc. have been adopted to synthesize semiconductor quantum dots. But due to its mani-
fold advantages [3,6] viz. like simplicity and low cost, quenching method draws the interest of current researchers.
In the present investigation, we discuss the preparation of SnO2 quantum dots in a polyvinylpyrrolidone (PVP)
matrix (which embeds the quantum dots) by quenching method and their functioning as Nano light emitting devices
which is a new area of nano research. The advantage of PVP over other polymer matrices viz. SBR latex matrix is
that circular and uniform quantum dots can be fabricated on PVP. The prepared samples have been examined using
different characterization methods to reveal their nano natures [2]. These studies infer the formation of quantum
dots within the dimension of 8 nm. Next, the ability of SnO2 samples to function as nano light-emitting diodes
(LED’s) has been tested by performing ectroluminescence studies at room temperature. Testing of SnO2 quantum
dots for nano LED, which has not been focused in any report earlier, is interesting, and technically very important.

2. Materials and method

To synthesize [3] SnO2 quantum dots by quenching method, 4 gms of SnO2 powder (99.99 % pure, E Merck)
was calcined at ∼ 1000◦C for 10 hours and then quenched into 4 wt% aqueous solution of polyvinylpyrrolidone
(PVP) matrix (99.9% pure, E Merck) kept at ice cold temperature followed by its moderate stirring (∼ 175 rpm).
This solution contains SnO2 quantum dots embedded in a polyvinylpyrrolidone matrix (chemical structure is shown
in Fig. 1). The film is developed on the laboratory glass slides by placing a few drops of SnO2 quantum dot
solution (embedded in PVP) on a clean slide and by stretching over it, another clean slide.

3. Results and discussions

The SnO2 specimen was characterized by UV/VIS optical absorption spectroscopy (Perkin Elmer Lamda
35 1.24), X-ray diffraction study (Bruker AXS, X-ray source: CuKα) and high resolution transmission electron
microscopy (HRTEM) (JEM 1000 C XII).

Optical absorption spectroscopy [6] shows sharp blue shifted absorption edge of the prepared samples (Fig. 1).
A blue shift is a distinct signature of quantum dot formation [1, 3, 4] (Fig. 2a). By considering shifted absorption
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FIG. 1. UV/VIS absorption spectra of
SnO2 quantum dots

FIG. 2. XRD spectra of SnO2 quan-
tum dots

edge (at 210 nm) of SnO2 sample, average crystallite (particle) size has been estimated and found to be 10 nm by
using the following hyperbolic band model [5]:

R =

√
2π2h2Egb

m∗(E2
gn − E2

gb)
, (1)

where R is quantum dot radius (2R is the diameter and hence the particle size), Egb is the bulk band gap, Egn

is quantum dot band gap (calculated from the sharp absorption edge which is 210 nm as shown in Fig. 1.), h
is Planck’s constant, m∗ is effective mass. Similarly, from X-ray diffraction study (Fig. 3) average particle size

(crystallite size) is calculated by using Scherrer formula [2], D =
0.9λ

W cos θ
, λ is wave length of X-ray (0.1541 nm),

W is FWHM (full width at half maxima), θ (theta) is the glancing angle and D is particle diameter (crystallite
size). Considering all the peaks [3] (2θ in degree) in the X-ray diffractogram, the average crystallite (quantum
dot) size has been calculated to be 9 nm. Further, by analyzing the X-ray diffractogram with the help of ICDD
(International Center Diffraction Data) it has been revealed that SnO2 quantum dots are “wurtzite” in structure.
HRTEM images of PVP film (c) and SnO2 quantum dots (a) are shown in Fig. 3. It is evident in the HRTEM
image (a) that SnO2 crystallites (quantum dots) are circular in shape with sizes within 10 nm.

FIG. 3. HRTEM images of SnO2 QDs in PVP matrix

SnO2 sample sizes assessed from these three studies are reasonably similar, which is a distinct advantage over
earlier reports [2, 3]. This matching occurs due to the formation of well uniformed and circular shaped quantum
dots by using PVP matrix instead of PVA (polyvinyl alcohol) matrix [3]. All these characterizations infer that
SnO2 quantum dot sizes (diameters) are within 10 nm.

To test the operation of SnO2 quantum dots as Nano Light emitting devices, the electroluminescence (EL) of
the sample [5, 6, 19] at room temperature was determined (Fig. 4). SnO2 has been shown to display appreciable
electroluminescence at around 580 nm at room temperature and we believe that this emission is a result of the
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oxygen vacancy. It has been reported elsewhere that emission intensity is a function of bias voltage and the
luminescence intensity increases at higher bias voltages [4, 18]. But the disadvantage is that, high bias voltages
causes damage to the sample at longer operating times. This investigation obviously indicates that SnO2 quantum
dots can act as nano light emitting devices at a very low bias, which is our new achievement with fast response
speed on the order of 10–9 sec. Variation of EL intensity with bias voltage is plotted in Fig. 5. The data from the
electroluminiscence study of the quantum dots is given in Table 1.

FIG. 4. EL spectra (0.5 V) of SnO2 samples

FIG. 5. EL intensity Vs applied voltage

4. Conclusion

SnO2 shows appreciable electroluminescence at room temperature and the relationship between EL intensity
and applied voltage up to 20 V appears to be almost linear. Thus, SnO2 quantum dots can act as Nano light
emmiting devices at room temperature.
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TABLE 1. Data from Electroluminescence (EL) spectra of SnO2 quantum dots

Sample
Applied

voltage (V)
EL intensity

(a.u)

Relative
quantum
efficiency
(times)

Response
speed

2.5 145 3.2

5 310 6.8 Of the order

SnO2 10 410 9.1 of 10−9 sec

15 520 11.5

20 580 12.9
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Current and surface topographies of composite based on polystyrene with reduced graphene oxide were investigated using atomic force

microscopy. Different substrates such as gold, silicon and graphite were used for this purpose. The strong influence of the substrate’s nature

on the current distribution map I(x, y) and the current-voltage characteristics was observed. This effect can be related to different adhesion of

composite on the investigated substrates.
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1. Introduction

There are many studies devoted to the conductivity of graphene oxide in polymer composites [1–8]. Graphene
oxide is a dielectric, but with appropriate treatment its band gap can be decreased to zero [9,10]. In this regard, the
conductivity of the reduced graphene oxide (RGO) varies from that of a semiconductor to a metal. This can be one
of the reasons for the discrepancies in the conductivity values of graphene-containing polymer composites, which
are fixed by the authors. Also, not only the chemical and thermal pre-history of graphene inclusions affects the
conductivity of polymer composites, but also the introduction approach, distribution uniformity and adhesion at the
polymer-graphene interface play an important role. For example, it was shown in [11] that the conductive properties
of a polystyrene composite with RGO (named in this paper as “graphene flakes”) are significantly dependent on
the dispersion degree and homogeneity distribution of the filler in the polymer matrix. The filler localization
near the surface of the polymer films leads to high conductivity in the case of styrene copolymerization with
graphene functionalized by vinyl groups. It is worth noting that RGO functionalized by 3-(trimethoxysilyl)propyl
methacrylate can form covalent bonds with styrene under predetermined polymerization conditions, similar to the
work [12]. At the same time, the mechanical mixing of the modified RGO with polymer matrix, as well as the
copolymerization of styrene with unmodified filler, give weakly conducting compositions.

A large number of articles devoted to graphene/polymer or RGO/polymer composites have shown that their
conductivity is proportional to the filler content. At the same time, there are articles where very small amounts of
graphene (0.01 wt.%) contribute to the appearance of high conductivity [13,14] and even superconductivity [15,16].
In our case, the object of study is the composites demonstrating superconducting features based on polystyrene with
RGO combining graphene fragments and oxidized groups. Thus, the goal of this article is to measure resistance
values of polystyrene/RGO films and to determine the influence of substrate on the composite conductivity. We
suppose that various substrates will provide different adhesion degree for the RGO/polystyrene composite. Since
polystyrene is dielectric itself, for any changes in the conductivity under the influence of the substrate material,
one can expect RGO inclusions only. It is important to mention that electron tunneling is possible if the distance
between electron states is less than 2 nm, thus the conductivity of composite film is limited by this distance.
It is important because the key point of getting the charge into the composite film is its electrification by the
substrate metal even with a simple metal/polymer contact [17]. We assume the adhesion degree can correlate
with the amount (area) of conducting regions on the composite film along with the conductivity value. The
conductive atomic force microscopy (CAFM) method was used for detailed study of the conductivity of composite
films on various substrates. Previously, it was shown by CAFM analysis of polystyrene/RGO thin films that
high-conductivity regions exhibit ohmic current-voltage characteristics, starting with weak electric fields [13]. In
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addition, this method allowed that non-conducting regions to become conductive when a threshold pre-destructive
electric field was reached. The effect can be reversible, when the electric field is reduced below the threshold
value. The reverse switching to a non-conducting state occurs by analogy with results of A. N. Ionov et.al. [18].

2. Experimental

Natural crystalline graphite was used as an initial material for GO production. Modified Hummers wet chemical
method was used to produce graphene oxide [10,19]. After series of chemical reactions in liquid medium, prepared
RGO was extracted from an aqueous suspension by drying at room temperature in air. Synthetic details were
described previously [13, 14]. Surface modification of RGO by 3-(trimethoxysilyl)propyl methacrylate was carried
out using the method presented in our previous work [11]. Synthesis of polymer-inorganic composite based on
polystyrene with surface-modified particles of RGO was performed by in-situ polymerization in solution. We put
0.5 ml of styrene, 0.5 ml of toluene and 5 mg of 2,2′-azobis(2-methylpropionitrile) as an initiator into an ampule
containing 5 mg of RGO (1 wt.%). Then, the ampule with the reaction mixture was purged with argon for 10 min,
sealed and sonicated. Polymerization was carried out for 35 hours at 70 ◦C, every hour for 15 minutes the ampule
was sonicated. The content of the covalently bound RGO in the composite was about 0.01 wt.%.

Graphite and silicon plates have been used as substrates, as well as a vacuum deposited gold coating on glass.
All substrates had a surface roughness not exceeding several nanometers, which was confirmed by the AFM data.
Atomic force microscope Solver P47-Pro was used for surface and current topography measurements. The surfaces
of the electrodes before the composite film deposition were thoroughly cleaned with acetone and ethanol. Films of
the composite were deposited on electrodes through the dispenser by casting from 1 % polymer solution in toluene.
The films’ thicknesses were evaluated from concentration of composite solution and surfaces profiles of substrate
electrodes as well were controlled by the interference microscope according to the method described in [20]. Thus,
the thicknesses of investigated films were approximately 2 µm. The diamond AFM tip doped by nitrogen with
curvature radius 50 nm was used as an upper electrode in CAFM measurements. The Ohm’s nature of obtained
current-voltage characteristics exclude the presence of a breakdown in films which have been investigated.

3. Results and discussion

The obtained RGO/polystyrene composite exhibited a different level of resistance depending on the lower
electrode nature, according to CAFM measurements. The composite does not form percolation cluster in our case,
since the concentration threshold of graphene is much higher, 0.9 wt.% [7]. Therefore, conductivity is possible
only on areas containing RGO inclusions.

The surface topography (a) of the polymer composite on gold substrate and the current distribution (b) taken
at the voltage value at the electrodes U = 3 V are shown in Fig. 1. Here, as well as on the following figures,
more protruding parts of the surface and the largest currents are colored by white in grayscale palette. It can be
seen that there is a correlation between the topography of the surface and the current distribution. The greatest
currents are observed in places protruding above the surface and associated with the inclusion of RGO in the
polymer matrix. The resistance value (R) on the gold coating is 5 × 106Ω for used probe geometry of the atomic
force microscope [21]. If measurements are made on electrodes with a larger contact area (S), the resistance of the
polymer composite will decrease in proportion to the increase in S. For example, the calculated value resistance
will be ∼ 1Ω for macroscopic electrodes with a contact area of ∼400 µm2.

The topography of the composite surface on silicon (a), as well as the current distribution (b) on it at a voltage
U = 3 V is shown in Fig. 2(a). The current-voltage characteristic of the most conductive region of composite film
on a silicon substrate and the silicon one are shown in Fig. 3. These current-voltage characteristics demonstrate
non-liner behavior that may indicate the Schottky barrier presence in this case. Fig. 4 shows the composite surface
topography on graphite (a), as well as the current distribution on it (b) taken at the voltage value of the electrode
U = 1 V.

The dark areas in the Fig. 1(b), Fig. 2(b), and Fig. 4(b) correspond to low conductivity. Current distribution
maps I(x, y) were taken at voltages not exceeding the value of 106 V/cm to exclude electrical breakdown of the
film.

There is a correlation between the topography of the surface and the current distribution: a current exceeding
the noise is observed only at those points which dominate the nearest surrounding surface. A similar correlation
between surface topography and current distribution is observed, even when the polymer was deposited onto other
metal substrates. Moreover, the current-voltage characteristics at the points demonstrating high conductivity obey
Ohm’s law (Fig. 5). In addition, forward and reverse motions of the current-voltage characteristics have also been
reproduced.
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FIG. 1. Surface (a) and current (b) topography of a composite film deposited on a gold substrate
at voltage of 3 V

FIG. 2. Surface (a) and current (b) topography of a composite film deposited on silicon substrate
at voltage of 3 V

FIG. 3. Current-voltage characteristics of the conductive area of composite film on silicon sub-
strate and the current-voltage characteristics of silicon (in insertion)



668 M. N. Nikolaeva, E. V. Gushchina, et al.

FIG. 4. Surface (a) and current (b) topography of composite film deposited on graphite substrate
at a voltage of 1 V

FIG. 5. Current-voltage characteristic of the conductive area of composite film on graphite sub-
strate (a) and the current-voltage characteristic of graphite (in insertion)

Despite gold’s high conductivity, the RGO/polystyrene resistance values on gold turned out to be comparable
to the values for the composite film on silicon (Fig. 1(b), 2(b)) and amounted to approximately 2 × 108Ω. This
result can be explained by weak adhesion of the RGO particles to the gold substrate. Thus, the resistance of the
film conductive areas related to RGO is higher than the resistance of gold by more than one and a half orders of
magnitude. The resistance of gold in our case is 5× 106Ω, as was indicated above. It is also important to note that
conductive areas for films on gold are much less than for films on graphite, in which the measured resistance of
the composite conducting inclusions was of 3 × 107Ω. This is almost an order of magnitude lower than the RGO
resistance on the gold substrate. The graphite substrate is obviously the most suitable material for achieving the
high-conductivity state for polystyrene-based RGO composite films. The results obtained for the resistance and the
conductive areas of composite films are probably related to the fact that both styrene rings and graphene inclusions
are close in chemical nature to the graphite, creating the greatest surface adhesion. This facilitates the creation of
numerous conducting channels through the composite film from the one electrode to the other. At the same time,
the gold substrate for our type of composite does not promote good adhesion and gives high resistance values. One
of the factors which improve adhesion, film contact force with silicon substrate and its conductivity obviously is
3-(trimethoxysilyl)propyl methacrylate.

It can be concluded that there is no relation between the conductivity of the RGO/polystyrene composite and
the electron work function of substrate material, as was shown in [22]. For example, gold has an electron work
function of about 4.7 eV. Thus, viewed composite films exhibit a low resistance on a gold substrate according
to [22]. In fact, we see in present work the inverse situation.

The conductive area resistance of RGO/polystyrene film on a graphite substrate at room temperature is ap-
proximately 2 orders of magnitude lower, than its resistance on gold, and is equal to the neat graphite resistance.



The influence of substrate material on the resistance... 669

In addition to the semiconductor values of conductivity that are typical for RGO at room temperature, the metallic
type of conductivity is observed in composites with decreasing temperature to that of liquid nitrogen [13], as well
as superconducting properties when their thickness is about 150 nm [15, 16]. This unusual character for the tem-
perature dependences of resistance requires theoretical explanations. The authors of [23] propose that sufficiently
high density of states for such systems as considered RGO/polystyrene composite results in the high temperature
of either spin ordering or superconducting pairing.

4. Conclusions

Films of RGO/polystyrene composite which demonstrate superconducting features under special conditions
were investigated by the CAFM method. The experiments showed that the density of the conductive areas on the
surface of the polymer films with the same thicknesses and the absolute values of the current intensity depend
on the substrate’s nature, as well as the applied electric field at the metal/polymer contact area. The minimum
resistance of the RGO/polystyrene film areas was 3× 107Ω when using this tip geometry and under the conditions
of the best adhesion on graphite, which approximately corresponds to the graphite resistance.
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1. Introduction

The Surface-enhanced Raman spectroscopy (SERS) method has become one of the most powerful and uni-
versal tool for modern analytics in pharmacology, ecology and potentially noninvasive biomedical diagnostics for
screening and personal medicine [1–5]. Silver nanoparticles and nanostructured materials are a common choice
for SERS measurements due to their broad plasmon resonance, high stability, facile fabrication methods and the
largest enhancement for special molecules [3–5]. A complex morphology such as nanoflowers, nanorices, cubes,
multipods and nanodendrites, mesocages is achieved by kinetically controlled, aggregation-based, heterogeneously
seeded, template-directed growth, selective etching and colloidal system aging; the polyol technique allows one to
synthesize silver nanoparticles of a wide variety of shapes and sizes [6–16]. Despite of all possible advantages, the
nanoparticles themselves are likely to aggregate uncontrollably in solutions, making it difficult to reproduce SERS
results [5, 6, 11, 14]; nanoparticle sols exhibit limited plasmonic tunability as compared to a new class of nanoma-
terials – colloidosomes composed of a dielectric core and a concentric metal shells with hybridization of plasmon
modes supported by an inner cavity and an outer surface of the nanoshell [5, 7, 9, 10]. However, SERS still suffers
a lack of reproducibility due to the masking of SERS signals by surfactants or by-products, gradients of electric
fields near the nanoparticles and variations of molecule positions with respect to the nanoparticles; commonly used
linkers, surfactants, reducing agents and their oxidized forms, halide ions can change the characteristic properties of
nanoparticles because of their aging, recrystallization or random formation of aggregates [5,11–14]. Nanostructured
substrates promise much better reproducibility and less toxicity promoting their SERS applications in biology and
medicine, especially in highly sensitive lab-on-a-chip devices [5, 11, 13–15]. However, the coming wave of SERS
development admits a challenge of development of highly sensitive and reproducible low cost nanomaterials vitally
demanded for SERS. In this paper, a systematic study of a background noise to signal ratio is given for various
preparation histories of consolidated silver nanoparticles to rate the routes of deposition of SERS active layers in
the sake of practical development of SERS active materials for novel operating sensor devices.

2. Experimental

Silver nitrate (AgNO3), sodium hydroxide (NaOH), ammonium hydroxide (NH4OH, 30 %), ascorbic acid,
polyvinylpyrrolidone (PVP), sodium borohydride (NaBH4), sodium citrate, hydrogen peroxide (H2O2, 10 %),
hydrochloric acid (HCl), Rhodamine 6G (Rh6G) were of high purity grade. In all the experiments, ultra-pure
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water with resistivity ca. 18 MΩ·cm (Milli-Q, Millipore) was used. Several series of silver nanoparticles and
nanostructures were prepared (Table 1) according to known (Series A–C, I) [1–3, 6, 7, 11–17] and new schemes
(Series D–H, J).

TABLE 1. Series of experimental nanostructured silver samples and their preparation schemes

Series Preparation scheme

Series A Direct reduction of silver nitrate (0.01 – 0.001 M) with ascorbic acid (0.01 – 0.001 M)

Series B Direct reduction of silver nitrate (0.01 – 0.001 M) with NaBH4 (0.01 – 0.001 M)

Series C Silver platelets preparation by grain selective regrowth of nuclei [11, 14]

Series D Direct reduction of fresh water suspension of solid silver (I) oxide with an excess of
H2O2 (0.1 – 0.01 M)

Series E Direct reduction of silver nitrate (0.01 – 0.001 M) with water suspension of SnCl2

Series F Reduction of diamminesilver hydroxide with hot microfiber cellulose suspension

Series G Reduction of diamminesilver hydroxide with hot graphene oxide suspension

Series H Reduction of suspension of silver (I) chloride in hydrochloric acid (0.01 M) with
metallic aluminum (hydrogen in situ)

Series I The Leopold–Lendl method, reduction of silver nitrate with alkali solution of hydrox-
ylamine hydrochloride [6, 8, 16]

Series J Soft thermal pyrolysis of diamminesilver hydroxide [5, 12, 15]

The samples of Series A and B were prepared by simple reduction of silver (I) nitrate in aqueous solution with
commonly used organic and inorganic substances as noted in Table 1.

In accordance with our previous publications [11, 14], highly pure water, silver (I) nitrate, sodium citrate,
PVP, NaBH4, ascorbic acid were used as reagents to prepare silver nanoplates in the Series C (Table 1). Initially,
silver (I) nitrate was reduced by NaBH4 in the presence of sodium citrate to form a seeding solution of spherical
silver nanoparticles. In particular, 11 ml aqueous solution of 0.11 mM AgNO3 and 2.05 mM sodium citrate were
mixed quickly, under vigorous stirring, with 0.3 ml of freshly prepared 5 mM aqueous solution of NaBH4. The
stirring has been stopped in 10 min. The yellow sol thus obtained was maintained for 5 hrs at room temperature
and then placed in a dark place at 4 ◦C for storage as a seeding solution. On the second stage, a mixture of
aqueous solutions of 0.25 ml of 5 mM AgNO3, 0.75 ml of 30 mM sodium citrate, 0.75 ml of 0.7 mM (with respect
to repeating fragment – chain) of PVP in 9.25 ml of pure water was added to a series of aliquots of the seeding
solution, namely 0.9, 2.7, 3.6, 5.3, 6.9, 12.9, 18.2, 22.9, 30.8, 37.2, 52.7 vol.%, followed by an addition of 6.25 ml
of 1 mM of ascorbic acid. The solution color was found to start its changing immediately after ascorbic acid
injection then it has become permanently stable after about 15 min. Thus, prepared sols were purified by repeated
centrifugation (19.900 rpm for 10 min, Sartorius Sigma 3–30 K) followed by gentle dilution with pure water, after
that they were stored at 4 ◦C in darkness.

In the Series D, silver (I) oxide prepared as in the Series C, was reduced to nanoparticles using hydrogen
peroxide solutions while in the Series E, a suspension of soft reducing species SnCl2 was used to get a composite
with silver nanoparticles from silver nitrate solution (Table 1). In the Series F and G diamminesilver hydroxide
solution was heated at 90–95 ◦C together with either suspension of microfiber cellulose or graphene oxide for
about 30–60 min to deposit silver nanoparticles reduced by superficial groups of the substances onto the surface of
cellulose of graphene (Table 1). In the Series H, silver chloride suspension was rapidly reduced by hydrogen “in
situ” in the environment of hydrochloric acid, metallic aluminum was applied to generate hydrogen (Table 1). The
Series I was exactly the silver colloid prepared by the classical Leopold and Lendl scheme [16] (Table 1).

In order to prepare silver ring nanostructures in the Series J, our original procedure [5, 12, 15, 17] was slightly
modified (Table 1). SERS-active substrates containing nanostructured silver were prepared using spray pyrolysis
deposition of aqueous diamminesilver hydroxide. Aqueous sodium hydroxide solution (0.1 M) was added dropwise
to a freshly prepared aqueous silver nitrate solution (10 mM) until complete precipitation of a black-brown
silver (I) oxide. Then, the prepared oxide was thoroughly washed with deionized water and dissolved in a two-
fold molar excess of a 10 % aqueous ammonia solution (prepared from 30 % ammonium hydroxide) to give a
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0.0125 M solution of a silver (I) complex; a higher concentration deteriorates the silver ring structure formation
while superstoichiometric ammonia is needed to prevent Ag2O precipitation at the aerosol production stage. The
obtained transparent silver complex solution was filtered through Millex-LCR syringe driven filter units (Millipore,
0.45 mm pores). In the ultrasonic silver rain (USR method) deposition process, this initial ammonia solution of
silver (I) oxide was nebulized into mist and 1–5 µm droplets were streamed onto “warm” (270–290 ◦C) glasses.

The obtained materials were examined by XRD measurements using Rigaku D/MAX 2500 (Japan) with a
rotating copper anode (CuKα irradiation, 5–90 ◦ 2θ range, 0.02 ◦ step). Diffraction maxima were indexed using
the PDF-2 database. UV-vis absorption spectra were recorded using the UV-vis spectrophotometer Lambda 950
(Perkin–Elmer) with an attached diffuse reflectance accessory. Measurements were in the spectral range 250–
850 nm with a step scan of 1 nm. Raman and SERS experiments were performed using InVia Raman microscope
(Renishaw, UK) equipped with a 20 mW 514 nm argon laser and power neutral density filter (10 %). All the
spectra were collected using ×50 objective lens and 10 s of acquisition time. A silicon wafer was used for
calibration.

3. Results and discussion

It is almost a common belief that formation of silver nanoparticles of a certain size by most of preparation
methods guarantees SERS amplification of any substance [1–3]. Unfortunately, it is not as simple and certain as
reported, and a lot of criteria should be satisfied prior achieving essential SERS effects [5–15, 17, 18]. It is also
obvious that intense background peaks would be one of the most serious reasons to expect worsening analytical
signals of SERS-based sensors. The data of Fig. 1 and Table 1 demonstrate that such drawbacks are unexpectedly
common for many usual preparation schemes despite of the feelings one could expect after reading the literature;
such unsatisfactory backgrounds are observed with no respect to application of either organic or inorganic reducing
agents [1–3].

Silver itself has lattice vibrations and some special modes only in the range of 50–250 cm−1, these modes
(especially the 230–235 cm−1 line) are clearly seen if silver is nanodispersed (Fig. 1) while all other peaks would
not be related to metallic silver [19]. Thus the most expected reasons of the observed high background signals
(Fig. 1) include the tremendous affinity of nanoparticle ensemble, possessing highly developed surface area values,
with respect to the preparation byproducts. This is, in turn, connected with unsaturated superficial silver bonds, the
existence of high zeta-potentials and a double layer for the nanoparticles in reacting solutions, moreover formation
of aggregated nanoparticle structures results in capillary absorption and all of these factors lead to blocking the
nanoparticle surface with the chemisorbed molecules of reactants, product impurities or surfactants applied for
the synthesis. This finally means that these impurities should provide a certain number of Raman peaks strongly
enhanced in intensities due to the SERS effect, thus creating a noisy background including an important spectral
range of 1000–1700 cm−1 and the fingerprint area of 2500–3000 cm−1 (Fig. 1, Table 2).

As evident from Fig. 1 and Table 2, the most widely used reductants like ascorbic acid, NaBH4 and hydrogen
peroxide give a risk of a noisy background. In the case of hydrogen peroxide, the background appears because
of substances stabilizing H2O2 such as polyphosphates, salicylic acid, etc. contributing their own modes to the
spectra. The same reason leads to the peaks in the case of ascorbic acid which is one of the carbon acids with
typical vibrations of the –CO2 fragment, some other peaks could be given by its oxidation products chemisorbed
onto the silver surface. NaBH4 is degradable in surrounding moisture and CO2 atmosphere giving carbonate-like
peaks and some peaks near 3000 cm−1 due to the precipitation of B2O3 · xH2O with internal hydrogen bonds;
peaks near 1000 cm−1 would be related to chemisorbed nitrates. The least intense background is demonstrated
by the nanostructured silver prepared by reduction with hydroxylamine hydrochloride in ammonia environment of
silver chloride purified by repeated washing and centrifugation after its precipitation with an excess of hydrochloric
acid from silver nitrate. Such a procedure gets rid of nitrates and other impurity ions; the inorganic reductant
forms gaseous nitrogen which could not disturb SERS spectra measurements. Small peaks at 1300–1550 cm−1 are
most probably related to amide bonds forming between silver and residual ammonia. The peaks near 3000 cm−1

seem to be attributed to hydrogen bonds in water absorbed with aggregated structure of silver nanoparticles [20].
For example, an application of hydroxyethylcellulose, swelling in both hydrophilic and hydrophobic environment,
combined with the Series I samples, gives a small worsening of the background signal mostly because of hydrogen
bonds associated with residual water. Microcellulose carriers are cheap and easily available materials with a small
Raman cross-section. Precipitation of silver nanoparticles by a direct reaction of cellulose suspension with a hot
(80–90 ◦C) 0.001–0.01 M solution of diamminesilver hydroxide for 10–15 min gives latter a dry material with a
high absorption ability and a low background signal (Table 2).

Finally, thermal decomposition of diamminesilver hydroxide solutions (see the Experimental part) allows
preparing nanostructured silver materials with a uniformly low background signal not exceeding 3–5 % of analyte
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(a)

(b)

FIG. 1. Typical raw background signals of dried powdered silver nanoparticles with a differ-
ent preparation history: (a) series with a large backgrounds, (b) series with smooth and low
background signal

signals in the whole working range of our spectrometer. The latter becomes possible because of a combination
of highly nonequilibrium preparation conditions guaranteeing a small size for the formed nanoparticles and their
aggregates and also high enough temperatures prevent the physical adsorption and chemisorption of byproducts.
Moreover, pyrolytic deposition is a scalable method suitable for preparation of either nanoparticles of a complex
shape or planar nanostructures [12, 13, 15]. All of such nanostructures reveal the large number of “hot spots” and
are free of nonvolatile impurities since there are no special reductants or surfactants applied in the preparation
route of these original materials. Fig. 2 evidently demonstrates that the nanostructured samples with selected
preparation histories diminishing background signals show remarkable enhancement coefficients and seem to be
effective materials for the development of new SERS sensors.

From a chemical perspective, thermal treatment of ultrasonic mists of the diamminesilver hydroxide complex
provides irreversible decomposition and solvent evaporation. The products of this transformation include silver
nanostructured particles, water, ammonia and oxygen. Quenching of such products yields nanostructured particles
and their aggregates formed in a shock manner, since the whole transformation occurs for few seconds at high
temperatures [12, 13, 15]. High-temperature silver microspheres of about 100 nm in size are typical for aerosol
spray pyrolysis because of solvent evaporation from mist droplets and spontaneous formation of silver nuclei
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TABLE 2. Functional properties of samples with different preparation schemes

Series
of samples

Background signal / observed Raman background peaks
for pure consolidated sample of nanostructure silver

nanoparticles or nanostructures

SERS activity with
respect to Rhodamine

6G (Rh6G)

A Strong, peaks at 150, 240, 1300–1400, 1600, 2900 cm−1 Average, 10−6 M

B Strong, peaks at 150, 240, 1300–1400, 1600, 2900 cm−1 Average, 10−6 M

C Average, peaks at 150, 240, a wide double peak at 1300–
1600, 2900 cm−1

Average, 10−6 M

D Strong, peaks at 150, 240, 1300–1400, 1600, 2900 cm−1 Average, 10−6 M

E Weak, peaks at 150, 240 cm−1 Small, 10−4 M

F Average, peaks at 1300 – 1400, 1600, 2900 cm−1 Good, 10−8 M

G Average, peaks at 1400, 1600 (D, G modes) cm−1 Average, 10−6 M

H No obstacles from background
No activity,

bulk metallic silver

I Weak, peaks at 150, 240, 1100, 2900 cm−1 High, 10−8–10−10 M

J No obstacles from background High, 10−8–10−10 M

FIG. 2. Typical SERS spectra of model analyte (Rh6G dye) in different concentrations recorded
using silver nanostructures: 1 % of laser power, 10 s of acquisition time, 10−7 M Rh6G (Series
J), 5 % of laser power, 10 s recording, 10−8 M Rh6G (Series I)

joining into a porous “orange skin” layer. Polyhedral aggregates formed could be a consequence of primary
silver (I) oxide formation within the mist droplets prior its decomposition. In the case of application of warm
substrates (see the Experimental part), silver ring structures caused by the known “coffee ring” effect are formed
at moderate temperatures of 200–250 ◦C due to the deposition of the mist droplets onto a preheated substrate
(Fig. 3). The coatings consist of overlapping silver rings of a complex morphology originated from decomposition
of micron-sized droplets of ultrasonic mist of silver (I) solution. This resembles a rain making rings on a flat
dusty surface hence we call it UltraSonic Silver Rain (USR method). Usually, silver deposition gives intersecting
circles of 30–100 µm in diameter. This value is several times larger than the expected size of 1–10 µm of the
falling mist droplets as occurred because the liquid from the droplets spreads laterally over the substrate. Solvent
evaporation increases concentration of the silver complex and then metallic silver resides on rims of the spreading
circles producing walls of silver craters. The thickness of walls lies typically in a range of 1–3 µm while the
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residual part is covered with sparse silver nanoclusters gradually increasing in their sizes from 10–20 nm in the
centers of circles to about 100 nm in the wall vicinities. The nanoclusters increase the role of capillary forces
and, afterwards, more droplets stack onto the surface, boil, decompose; an increase of sputtering time leads to
rough and porous layers. This deposition mode has several advantages in terms of manufacturing SERS-active
structures for promising applications: silver micro- and nanostructures are immobilized onto a substrate and form
a rather stable metallic film on cheap materials like glass; there is no need to filter or separate nanoparticles; the
nanostructure consists of porous silver sponge only; the temperatures are high enough for the one-stage formation
of metallic silver nanostructured layer. The negligible background of the USR substrates allowed to use small laser
power that prevents photoinduced damage of biological objects and ensures repeated measurements of SERS even
from the same point [7, 15]. Thus, this preparation technique is the method of choice for preparation of functional
components for new SERS devices.

FIG. 3. Microstructural features of SERS-active samples with the pyrolysis preparation history
(Series J): typical XRD data of the chemically coated silver substrates and transmission optical
images of the ring structures (inset)

4. Conclusions

A systematic study of a background noise to signal ratio for various preparation histories of consolidated silver
nanoparticles and artificially prepared nanostructures allowed us to rate the best and the worst routes of deposition
for SERS active layers. It is shown that most of common preparation schemes face a high intensity of parasitic
unidentified peaks in the ca. 900–1100 and 1400–1700 cm−1 regions as related to residual adsorbed/chemisorbed
nitrate, nitrite ions and organic oxidation products of various pollutants formed in the course of Ag+ redox
reactions. Finally, the Leopold–Lendl route and the original USR spray deposition method would be recommended
for the highly sensitive SERS analysis of dilute solutions and impurities. The USR synthesis seems to be the
method of choice for preparing functional components for new SERS devices.
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A universal mechanism of tetrahedral metal cluster formation in crystal with geometrically frustrated pyrochlore sublattices is proposed. It has

been shown that the critical irreducible representation τ , which generated the formation of metal clusters in non-centrosymmetrical F4̄3m-phases

from high symmetry phases with Fd3̄m space group, is a one dimensional irreducible representation κ11(τ4(A2u)) (in Kovalev notation). The

structural theory of metal cluster formation based on group theoretical calculations was published earlier for the case of A-ordered spinel. In

this work, the theory is generalized in the case of any high symmetry Fd3̄m structures that include pyrochlore sublattices. We presented a

brief review of such structures and mechanisms of the tetrahedral metal cluster formation. The existence of so called “breathing” pyrochlore

sublattices in ordered phases is predicted theoretically. The groups of atoms, between which bond clusters, are found. These groups of atoms

define electron correlation effects. Examples of tetrahedral metal cluster formation in ordered spinels, ordered lacunar spinels, ordered Laves

phases (MgCu4Sn structural type) and ordered pyrochlore are considered. The theoretical results are confirmed by the known experimental

facts.
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1. Introduction

Geometric frustration is an old topic of physics and solid state chemistry [1–4]. L. Pauling, using the example
of crystalline ice, has shown the existence of different orientations of water molecules, which do not lead to a
change in the energy of the system [5, 6].

The paradigm of geometric frustration is used in different scientific fields: for the description of the non-
trivial packing of polyhedra in three-dimensional space in systems such as quasi-crystals; for amorphous metals
and nematic disclination networks in densely packed 3D colloidal lattices; in the theory of magnetism when the
arrangement of spins on a lattice does not satisfy all interactions at the same time; for the study of the orientation
order in the proton configurations in ordinary hexagonal ice and for spins in magnetic molecules and artificial
magnetic architectures.

The term “geometrical frustration” describes the structures with local order generated by the lattice geometry.
Frustration arises when the geometry of any system allows for a set of degenerate ground states. Such highly
degenerate systems are extremely sensitive to thermal and quantum fluctuations, and thereby intriguing classical
and quantum ground states may emerge via “order by disorder”.

The important physical properties of many inorganic crystals are connected with a structural feature – a three-
dimensional network of the tetrahedra formed by cations. A network of these tetrahedra is called a pyrochlore
sublattice. Some such pyrochlore sublattices are in the following: spinels AB2X4 (where the B site displays
a pyrochlore sublattice); pyrochlores A2B2O7 (where both A and B sites form corner-sharing tetrahedra): and
Laves phases (C15) AB2 (where B-metal atoms form a pyrochlore sublattice). There are hundreds of compounds
crystallizing in these structural types. The geometrical frustration of spins results in the formation of exotic
electronic and structural state in these substances. One of these states is spin liquid.

P. W. Anderson was the first to show that B-sublattice (pyrochlore sublattice) in spinel structure is geometrically
frustrated and causes the unusual physical properties of this class of materials [4].

In this paper, we theoretically establish the universal structural mechanism for the formation of metal clusters
namely metal tetrahedra in inorganic crystals with F4̄3m space group. This short paper is written from a solid state
chemist’s point of view, with an emphasis on crystalline materials and structural chemistry aspects.
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2. Symmetry of order parameter of Fd3̄m ↔ F4̄3m phase transition

The crystal structures of spinels, pyrochlores and Laves phases (C15) are characterized by the space group
Fd3̄m. The subject of our investigation is the ordered phases of these structural types with the F4̄3m space
group. By using the concept of one critical irreducible representation (irrep) we will derive theoretically the
structures of low-symmetry ordered cubic F4̄3m-phases from structures of high-symmetry disordered Fd3m-phases.
The structure of low-symmetry F4̄3m-phase is determined by the ordering of atoms and their displacements in the
initial (parent) structure. The structural mechanism of F4̄3m-phase formation is generated by critical and noncritical
(improper) irreps of Fd3m space group.

The phases with F4̄3m symmetry can be generated by one-dimensional irrep κ11(τ4(A2u)) and can also be
generated by two four-dimensional irreps κ9(τ1) and κ9(τ4) [7–10]. Below, we will only discuss the phase induced
by the irrep κ11(τ4) of group Fd3̄m. The expression κj(τi) means the star of wave vectors κj , where i is number
of corresponding irrep τ for given star j [7]. Critical irrep κ11(τ4) determines the symmetry and structure of
low-symmetry phase near point of phase transition.

The Wyckoff positions splitting takes place in the low-symmetry phase as a result of phase transition. To
find the splitting of Wyckoff positions in the structure of the highly-symmetric phase it is necessary to analyze
the composition of permutation and mechanical representations of high-symmetry structure. We have found that
the critical one dimensional irrep κ11(τ4) enters into the mechanical representation on 16c, 16d, 32e, 48f Wyckoff
positions and enters into the permutation representation on 8a, 8b, 32e, 48f Wyckoff positions [11–15].

Therefore the low-symmetry F4̄3m-phases formation is accompanied by simultaneous displacements of atoms
spaced on 16c, 16d, 32e, 48f Wyckoff positions as well as by ordering of atoms spaced on 8a, 8b, 32e, 48f Wyckoff
positions.

3. B4-clusters in A-ordered spinel structures

The structural formula of cubic centrosymmetric Fd3̄m-spinel AB2X4 is (A)8a[B2]
16dX32e

4 . The formation of a
low-symmetry non-centrosymmetric F4̄3m-phase is accompanied by ordering of tetrahedral cations (1:1 order type)
and anions (1:1 order type), and also by displacements of octahedral B-cations and anions. The calculated structure
of the ordered F4̄3m-phase is shown in Fig. 1. The results of the calculations demonstrate that the tetrahedral
cations in the ordered phase occupy nonvariant 4a and 4c Wyckoff positions (site symmetry 4̄3m). The octahedral
cations are displaced by equal distances along the four threefold axes and occupy monovariant Wyckoff positions
16e with local symmetry 3m in the ordered structure (Figs. 1, 2). The free parameter x1 is approximately equal to
0.675. It is interesting that the B-cations and anions form specific clusters (Fig. 2(a, c, e)). The anionic lattice is
separated into two sublattices in the ordered phase. The anions occupy the16c Wyckoff positions (site symmetry
3m). The anions’ arrangement in each sublattice is described by the free parameters x2 ≈ 0.875 and x3 ≈ 0.375.
The anions are displaced along the diagonals of the octants in the [111]-directions (Fig. 2a). It has been stated by
calculation that general structural formula of the A-ordered spinel is A′4aA4cB16e

4 X′16e4 X16e
4 (Fig. 3) [16].

FIG. 1. Calculated structure of an A-ordered spinel (space group F4̄3m). Atom presentation of
the structure (a) and projections along (001) (b) and along (111) (c) of the ordered spinel structure

Features of the F4̄3m-phase structure are discussed in [14, 16]. The metal clusters are the most interesting
feature of this structure. Two neighboring groups of octahedral cations and anions form the expanded (Fig. 2(c, d))
and contracted (Fig. 2(b,e)) regular tetrahedra. Net of such alternative tetrahedra (expanded and contracted) forms
the unusual pyrochlore sublattice with two different B–B distances [16] (Fig. 3, Table 1). In the work [17] this
was termed “breathing” pyrochlore sublattice. Also it is interesting that the structural feature of ordered phase is
“breathing” ring of tetrahedra (Fig. 4).
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FIG. 2. Structural mechanism of atom cluster formation. Displacements of octahedral cations and
anions in the adjacent octants of the spinel structure (a); compressed cluster B16e

4 (b), expanded
cluster X16e

4 (c), expanded cluster B16e
4 (d) and compressed cluster X16e

4 (e)

FIG. 3. Part of the crystal structure of spinel type with space group F4̄3m (a); expansion and
contraction of the B4 tetrahedra are overdrawn (b). The designation of atoms is the same as in
Fig. 1

The expanded and contracted tetrahedra of B-cations are considered as a metal cluster. Contracted tetrahedra
have the linear size (21/2/4)a and are located in the distance (61/2/4)a, where a is the parameter of a cubic
elementary cell of a spinel structure.

The chemical bonding between metal tetrahedra is realized with the help of bridge from two atoms X′16c

(Fig. 5). This bond influences the correlation of electron movement and the participant in the hopping mechanism
of electrical conductivity for A-ordered spinels.

Metal tetrahedra form hyper-tetrahedra (Fig. 6). The hyper-tetrahedra are formed by 4 B-tetrahedra. The
hyper-tetrahedra formed by B-cations may participate in the formation of magnetic properties of the ordered phase.

Metal clusters were experimentally observed in ordered spinels LiXY4O8 (X = Ga, Fe, In; Y = Cr, Rh),
Cr4GaLiO8, Cr4InLiO8, Rh4InLiO8, Ag0.5In0.5Cr2S4 and Cu0.5In0.5Cr2S4 [18–20] and their existence, apparently,
causes unusual magnetic properties of these compounds. If such metal clusters have a magnetic moment, then it
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TABLE 1. Interatomic distances in the ordered structure of the spinel A1/2A
′
1/2B2X4

Atom pair Distances

F4̄3m from Fd3m F4̄3m

A – X 31/2(1/8 + δ − d) 31/2(1 − x2)

A′ – X 31/2(1/8 + δ − d) 31/2(x2 − 1/4)

A – X
[
19/64 + 3(δ − d)2 + 5/4(d− δ)

]1/2 [
3/2 + 3x22

]1/2
A′ – X

[
11/64 + 3(δ − d)2 + 1/4(δ − d)

]1/2 [
11/16 − (3/2)x2 + 3x22

]1/2
B – X

[
(1/4 − δ + d− b)2 + 2(d+ b− δ)2

]1/2 [
(x2 − x)2 + 2(x2 + x− 1/2)2

]1/2
B – X 31/2(1/4 + d− δ − b) 31/2(x2 − x)

B – X
[
2(3/8 + δ + d− b)2 + (−1/4 + δ + d− b)2

]1/2 [
2(x− x1 − 1/2)2 + (x− x1)2

]1/2
A – A; A′ – A′ (1/2)21/2 (1/2)21/2

A – A′ (1/4)31/2 (1/4)31/2

B – B 23/2(1/8 − b) 23/2(3/4 − x)

B – B 23/2(1/8 + b) 21/2(2x− 1)

X – X 23/2(1/8 − δ + x) 21/2(2x2 − 1/2)

Note: x = 5/8 + b; x1 = u+ d; x2 = 1/4 − u+ d, where b, d – displacements of B-cations and X-anions,
u = 3/8 + δ – anion parameter (free parameter).

FIG. 4. B-cations in ordered spinel form “breathing” ring of tetrahedra. The designation of atoms
is the same as in Fig. 1

is possible to expect that distribution of the magnetic moments on space of a crystal should be chaotic. In the
results, the crystal which does not have a long ferromagnetic order, but has clusters with a certain degree of the
local magnetic order, is formed. Such magnetic state is named spin glass. Thus, structural ordering of cations in
spinel tetrahedral sites naturally causes an opportunity for the existence of a magnetic spin-glass state. In the case
of magnetic interaction of metal tetrahedra unusual magnetic states of ordered spinels can be observed.

4. B4-clusters in some lacunar ordered spinel structures

The structure of some lacunar phases can be considered as a particular case of ordered spinel structures. The
structure of these phases can be represented as a structure of defect spinels with the 1:1 ordering of cations in
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FIG. 5. The chemical bridge between two metal tetrahedra

FIG. 6. The hyper-tetrahedra formed by B-catons

TABLE 2. The distribution of atoms in Wyckoff positions of some lacunar phases

Examples of the Structural formula Wyckoff positions of F4̄3m-phase References

chemical compounds A′4(a) A4(c) B16(e)
4 X16(e)

4 X′16(e)4

Re4S4Te4 B16e
4 X′16e4 X16e

4 � � Re4 S4 Te4 [21, 22]

Ga1.33Cr4S8 A′4aA4cB16e
4 X′16e4 X16e

4 Ga1.33 + � Cr4 S4 S4 [23–25]

GaMo4O8 A4cB16e
4 X′16e4 X16e

4 � Ga Mo4 O4 O4 [26, 27]

Re4As6S3 A4cB16e
4 X′16e4 X16e

4 � As Re4 As4 AsS3 [28]

tetrahedral sites. Therefore, the lacunar structures and their properties are inherently associated with the structure
of A-ordered spinels. All varieties of possible compositions of lacunar phases are theoretically deduced from the
structural formula of A-ordered defect spinel with space group F4̄3m (Table 2). Lacunar phases of different types
are obtained depending on the types of atoms that are absent in the structural formula of the A-ordered spinel. For
example, Table 2 presents the experimentally revealed distributions of atoms on Wyckoff positions for some lacunar
phases as particular cases of defect A-ordered spinel [21, 22]. Defects in the table are designed by a symbol �.

The lacunar structures “inherits” from the structure of the ordered spinel four types clusters, which have been
established as a result of theoretical research of the structural mechanism of the spinel formation with the type
1:1 order in 8a and 32e Wyckoff positions (Section 3). There are two types of metal clusters – extended and
compressed metal tetrahedra B16(e)

4 and two types of extended and compressed anion clusters X16(e)
4 and X′16(e)4 .

We believe that the formation of these clusters is the main reason of the unusual physical properties of these phases.
There are many experimental examples which confirm with the considered concept of the universal mechanism of
cluster formation [21–28].



682 M. V. Talanov, V. M. Talanov

The Re4 clusters in the Re4Te4S4 (Fig. 7). The arrangement of the ReS3Te3 octahedra is the same as that in
the BX6 octahedra in the spinel structure AB2X4, where A is a tetrahedrally coordinated metal atom and B is an
octahedrally coordinated metal atom. According to our concept the B atom is at the centre of the BX6 octahedron
in the spinel structure, but the Re atom is shifted from the centre of the S3Te3 octahedron to form Re4 cluster.
The sites which are occupied by A atoms in the spinel structure are empty in Re4Te4S4 structure (Table 1, Fig. 5).
In this structure Re4S4 moieties are linked by bridging Te-groups. The part of rhenium atoms of this cluster
may be replaced by molybdenum atoms, which lead to the formation of Re4−xMox heterometallic cluster in
Re4−xMoxS4Te4 (0 ≤ x ≤ 1.25) structure [22, 29].

FIG. 7. The calculated structural motif of Re4S4Te4 structure

The structure of the Re4S4Te4 has been determined using X-ray diffraction [21, 22]. The compound contains
tetrahedral Re4 clusters with the Re–Re distance of 2.785 Å [21]. The distance between the Re4 clusters is equal
to 4.345 Å [30]. The geometry and arrangement of these Re4 clusters corresponds exactly to the B4-clusters
arrangement on Figs. 1, 2. By introducing halogens into such rhenium-chalcogenide systems, related compounds,
such as Re4Te4(TeBr2)4Br8 [31] are obtained. It is interesting to note that the structure of Re4Te4S4 is isotypic
with those of the chalcogenohalides of niobium and molybdenum, M4X4X

′
4 (M = Nb, Mo; X = S, Se; X′ = C1,

Br, I) [21, 32, 33].

The Re4 clusters in the Re4As6S3 structure [28]. The Re4As6S3 structure is isostructural to GaMo4S8 and may
be written as AsRe4(As0.25S0.75)4As4 according to the family of compounds AB4X4Y4. Anions in 32e Wyckoff
position spinel splits into two 16-fold positions in the F4̄3m-phase. These two positions are occupied by the same
atoms in the thio-spinel AB2S4; but they may also contain chemically different atoms in case of more general
family of compounds with structural formula AA′B4X4X

′
4. In Re4As6S3, one of these positions is occupied

entirely by arsenic atoms (IV) whereas the other contains a random mixture of sulfur and arsenic atoms (II) in a
3:1 ratio. As a consequence, the simple close packed anion lattice in the thio-spinels now consists of two distinct
sublattices, producing a distorted close packed anion lattice (Fig. 8).

FIG. 8. Calculated low-symmetrical anion ordered spinel structure with the space group F4̄3m
and with the structural formula A4(a)B16(e)

4 X16(e)
4 X′4

16(e). Atom presentation of ordered spinel
structures (a), tetrahedra in ordered spinel structure (b), B16(e)-metallic tetrahedral (nanoclus-
ters) (c). A substance with composition Re4As6S3 has a similar structure. In this structure there
are Re4-clusters
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The position of atom A in the spinel-type (previously the 8a position) splits into two different positions of
multiplicity 4 each, one at (0, 0, 0), surrounded by four atoms from the first sublattice (in Re4As6S3, 4 arsenic
atoms), the other at (3/4, 3/4, 3/4), surrounded by 4 atoms from the second sublattice (in Re4As6S3 4 As/S
atoms) [28]. A central arsenic is found in (0, 0, 0), producing an As5 clusters. The atom B, in the ideal spinel
at the octahedral site 16d (at 3/8, 3/8, 3/8), is moved out of its ideal position, shifting along the body diagonal of
the unit cell (coordinates (x, x, x)). This produces different interatomic distances, allowing contacts with other
atoms in symmetry-related B positions [28]. In Re4As6S3, the rhenium atoms have short contacts at a distance of
2.776 Å [28].

The B4 and B2B
′
2 clusters in lacunar AB4X8 spinels. The structural formula of these compounds is

A′4aB16e
4 X′16e4 X16e

4 . The filling of half of the A sites with metal atoms gives the GaMo4S8 type of structure,
which is found for AB4X8 (A = Ga, Al, Ge; B = V, Nb, Na, Mo; X = S, Se) (Fig. 9) and AMo2Re2S8 (A = Zn,
Fe, Co, Ni) [26, 27].

FIG. 9. Calculated crystal structure of the AB4X8 type compounds containing B16e
4 clusters (a),

the bridge between two B16e
4 clusters mediated by two X′16e atoms (b)

The structure of these a cation-deficient ordered spinels consists of heterocubane-like B4X
n+
4 units and AXn−

4

tetrahedra arranged in a similar manner to the ions in the rock-salt structure (Fig. 9(a)). The 8a site (0, 0, 0) of
the spinel splits into sites 4a (0, 0, 0) and 4c (1/4, 1/4, 1/4) in F4̄3m-phase, where only 4a is occupied by atoms.
The 16d site (5/8, 5/8, 5/8), occupied by the B atoms, becomes the 16e site (x, x, x) in F4̄3m, which allows the
B atoms in this site to dislocate along the body diagonal of the unit cell. Within these clusters the B–B distances
are compatible with the formation of metallic bonds, while the large intercluster distances prevent metal-metal
bonding. This peculiar topology leads to the formation of molecular-like electronic states within the clusters.

The formation of B4 clusters causes significant changes in the physical properties. The metal electrons not
incorporated in M–S bonds localize in cluster molecular orbitals. Because the clusters are widely separated, orbitals
of different clusters do not overlap and the compound becomes nonmetallic. Electric conduction takes place in case
the electrons hop between the clusters. These materials are Mott insulators, in which electrical conduction occurs
by the hopping of electrons between clusters separated by relatively large distances (≈ 4 Å) and not between single
atoms as in classical Mott insulators like NiO.

It has been suggested that GaV4S8 behaves as an electron glass at low temperatures, while GaNb4S8 as
recently has been shown to undergo a pressure-induced transition to a superconducting state (Tc ≈ 4 K at
23 GPa) [34]. The large separation of the tetrahedral metal B4 clusters is believed to be the origin of strong
electron correlations (Fig. 9(b)).

Recently, several correlation effects have been reported for AB4X8 lacunar spinels, including pressure-induced
superconductivity [35], bandwidth-controlled metal-to-insulator transition [36, 37], large negative magnetoresis-
tance [38], a two-dimensional topological insulating state [39], resistive switching through electric field–induced
transition [40–42], emergence of orbitally driven ferroelectricity [43], and an extended Néel-type skyrmion
phase [44].

Contrary to the spinel structure, the B atoms of the cubes shift toward the cube center creating a B4 regular
tetrahedral cluster with short metal-metal bond lengths (2.8 to 2.9 Å), and the B atoms of the other type cubes shift
toward the cube outside, leading to the metal–metal distances of about 4 Å, which is too long to be considered as
bonds.
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Ordered spinels of AxB2X4 type, where A = Al, Ga, B = Mo, V, Cr and X=S, Se. The structural formula ordered
spinels in this case is A2x�2(1−x)B

16e
4 X′16e4 X16e

4 . The examples of such type ordered spinels are Ga0.67Mo2S4,
Ga0.5V2S4, AI0.75Mo2S4 and Ga0.67Cr2S4 [23–25]. According to our concept, B4-clusters are also in the structures
of these substances.

5. B4-clusters in ordered Laves phases with MgCu4Sn structure type

The crystal structure of Laves phases can be either a cubic C15 (MgCu2), hexagonal C14 (MgZn2) or
dihexagonal C36 (MgNi2). The C15 phase has more than 1000 binary and ternary forms among the three types
of Laves phases. The MgCu2, type structure (Strukturbericht symbol C15) is face-centered cubic, belonging to
the space group Fd3̄m with 8 formula units per non-primitive cubic unit cell. The A sublattice of the MgCu2 has
the structure of diamond net, while the B-sublattice can be described in terms of B-tetrahedra connected by their
vertices. So far, more than 80 of such ordered compounds have been reported [45].

The structure formula of ordered Laves phases C15 may be obtained from structural formula ordered spinel
A′4aA4cB16e

4 X′16e4 X16e
4 if we will consider atoms positions X′16e4 and X16e

4 as vacant. The structural formula of
the ordered Laves phases is A′4aA4cB16e

4 . The A′4aA4cB16e
4 structure is presented as an example in Fig. 10. The

B-atoms build up the three-dimensional network of slightly distorted corner-sharing B4-tetrahedra. The A and
A′ atoms fill larger cages with coordination number 16 (Frank–Kasper polyhedra [46, 47]) within this network.
The small distortion of the B-tetrahedra is due to the difference in size between A and A′ atoms [48]. For a
more detailed discussion on the crystal chemistry and chemical bonding in such Laves phases we refer to review
articles [49–51] and references which present there in.

FIG. 10. The crystal structure of A′4aA4cB16e
4 (the structural type of MgCu4Sn). The three-

dimensional network of corner-sharing B4-tetrahedra is emphasized

6. A4 and B4-clusters in ordered pyrochlore structures

Compounds A2B2O6X with pyrochlore structure are notable for the significant variety of their physical
properties: electric (semiconductors, metals, superionics), ferroelectric, magnetic (ferromagnetic), piezoelectric,
catalitic. Recently in this family of materials superconductors with structures Cd2Re2O7 (Tc = 1 K) and KOs2O6

(Tc = 9.6 K) were opened [52,53]. Such a wide spectrum of properties is caused substantially by processes of the
structural ordering of atoms.

The crystal structure of cubic pyrochlore-type oxides, which have the general formula A2B2O6X, is composed
of a framework of corner shared BO6 octahedra. Here, the X site is partially or fully occupied by an oxygen atom.
The space group of pyrochlore was originally suggested to be Fd3̄m [54, 55], in which the X site is randomly and
partially occupied. Later investigation by a powder neutron diffraction experiment [56] showed that the space group
is F4̄3m; in this model vacancies in the X site are ordered. In Fd3̄m-pyrochlore structure A16c

2 B16d
2 O48f

6 X8a atoms
occupy four nonequivalent crystallographic positions: cations A and B occupy 16c and 16d Wyckoff positions, and
anions occupy 48f and 8a Wyckoff positions. The metal atoms forming clusters, occupy in pyrochlores, as well as
in spinel, 16d Wyckoff positions of space group Fd3̄m. Also, clusters are formed by atoms occupying 16c Wyckoff
positions. The frustrated geometry arises from sublattices of corner-sharing tetrahedra, which are present for both
the A and B cations.
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We have made the prediction of the existence of a new type of cluster materials on the basis of pyrochlore
family with the ordered arrangement of anions O and X (type of order 1:1); we have also submitted a calculated
structure of pyrochlore (Fig. 11).

FIG. 11. A calculated elementary cell of pyrochlore, a network of B4- and A4-tetrahedra. Atoms
in 48f and 8a Wyckoff positions are not shown

Metal clusters in the structure of ordered pyrochlore are formed due to displacement of cations in 16d and
16c Wyckoff positions. Thus, the theory predicts the existence of four types of metal clusters – compressed and
expanded tetrahedra. These tetrahedra form two a three-dimensional network as it is schematically shown on
Fig. 11. To explain the unusual physical properties of pyrochlore, it is essential to have direct interactions of metal
– metal. These interactions are realized in two networks of A4- and B4-tetrahedra.

7. Summary

Various interesting phenomena concerning the spin, orbital and charge degrees of freedom on these sublattices
have been observed in structures with pyrochlore sublattices caused by geometrical frustration. Typical examples
are the Verwey transition in Fe3O4 [57, 58], a heavy-fermion state in LiV2O4 [59], and a heptamer formation in
AlV2O4 [60].

In this work we have established that the structural mechanism of B4-cluster formation in crystals with
geometrically frustrated pyrochlore sublattices has universal character. The reason of universal character for B4-
cluster formation is caused by the fact of one the same critical irreducible representation (κ11(τ4)) which generates
the same changes in the geometry of pyroclore sublattices of high-symmetry Fd3̄m-phases. This conclusion has
been illustrated for crystals that belong to different structural types.

We have also showed that cluster formation accompany changes in the geometry of pyrochlore sublattices –
by appearance of two different B–B-distances. It is so called “breathing” pyroclore sublattice which are in all
structural types with low-symmetry F4̄3m space group. The “breathing” pyrochlore lattice must be an important
factor to explore interesting phenomena in frustrated magnets.

We believe that to understand of the origin of magnetic and electrical properties in a given class of materials
are important theoretical results as well (hypertetrahedron formation, bridges between tetrahedral metal clusters,
“breathing” rings of tetrahedra).

Future tasks will be connected with investigation of the symmetry reduction from space group Fd3̄m to F4̄3m
in pyrochlore family and the magnesium aluminum-chromium system with composition intermetallic compound
Mg3Cr2AI18 [61] more detailed.
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