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It is known that convergence of l. s. b. closed symmetric sesquilinear forms implies norm resolvent convergence of the associated self-adjoint

operators and thus, in turn, convergence of discrete spectra. In this paper, in both cases, sharp estimates for the rate of convergence are derived.

An algorithm for the numerical computation of eigenvalues of generalized Schrödinger operators in L2(R) is presented and illustrated by

explicit examples; the mentioned general results on the rate of convergence are applied in order to obtain error estimates for these computations.

An extension of the results to Schrödinger operators on metric graphs is sketched.
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1. Introduction

Often, things become easier by passing to the limit. A striking example is provided by the one-dimensional
Kronig–Penney model. Here, the Hamiltonian is the self-adjoint operator Hb = −∆ + b

∑
n∈Z

anδn in L2(R).

If all coefficients an are positive, then, by Kato’s monotone convergence theorem, the operators Hb converge
in the strong resolvent sense to the Laplacian with Dirichlet boundary conditions at every point of Z, as the
coupling parameter b tends to infinity. If the family (an)n∈Z is lower bounded by a positive constant, then the
operators Hb converge in the norm resolvent sense with convergence rate O(1/b) [1, Example 3.8]. Moreover,
if the family (1/an)n∈Z is summable, then the resolvents even converge w.r.t. the trace norm with convergence
rate O(1/b) [2, Theorem 3.1]. While it is difficult to investigate the operator Hb, it is trivial to determine the
spectral properties of the limit operator and results on the rate of convergence may be used for a discussion of the
Hamiltonian Hb. We refer to [1–8] for a detailed analysis of large coupling convergence of regular and generalized
Schrödinger operators as well as other kinds of operators.

Another important class of examples is provided by Schrödinger operators with singular potentials. If the
potential V vanishes outside a very small vicinity of the closed null set N , then one expects that a replacement
of the Hamiltonian −∆ + V by a suitably chosen self-adjoint operator H that coincides with −∆ on the space
C∞0 (Rd \ N) only leads to a negligible error. Due to the fact that H is equal to the free Hamiltonian outside
the null set N , it is often easier to investigate the operator H than the regular Schrödinger operator −∆ + V .
The idea that the mentioned replacement only leads to small errors is supported by a large variety of convergence
results. The most famous ones are results on point interactions; if the set N is finite and d = 2, 3, then for every
self-adjoint operator H in L2(Rd) that coincides with −∆ on the space C∞0 (Rd \N), one can give potentials Vn
such that the operators −∆ + Vn converge in the norm resolvent sense to H and the supports of the potentials Vn
shrink to the set N [9].

Originally, point interaction Hamiltonians were introduced as an idealization of certain Schrödinger operators
with short range potentials. In [10], one had the idea to use such operators for other purposes, too. One has shown
that a large class of operators H can be approximated by point interaction Hamiltonians Hn. Since it is easy to
compute the eigenvalues of the operators Hn, this fact may be used in order to compute the eigenvalues of H
approximately. Later, a modification of the methods of [10] has led to an efficient algorithm for the numerical
computation of eigenvalues of regular and generalized Schrödinger operators in L2(Rd), d = 2, 3 [11]. In the
subsequent article [12], these results have been extended to Schrödinger operators with magnetic potentials.

In the present paper, we shall concentrate on the one-dimensional case, where it is possible to obtain faster
convergence with simpler algorithms. It was shown in [10] that weak convergence of measures implies norm
resolvent convergence of the Schrödinger operators having these measures as potentials (cf. Theorem 1 below).
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Based on this convergence result, we give a general construction for approximating finite signed measures µ by
pure point measures µn such that the operators −∆ + µn converge to −∆ + µ. Since norm resolvent convergence
implies convergence of the isolated eigenvalues and the eigenvalues of −∆ + µn can be computed efficiently, we
end up with a general method for approximating the negative eigenvalues of Schrödinger operators with integrable
potential on R. We provide error estimates for each step of the construction and proof.

This paper is organized as follows: In section 2 we recall some notation and preliminary results. Section 3
and 4 provide very general results: As it is well known convergence of l.s.b. closed symmetric sesquilinear forms
implies convergence of the associated self-adjoint operators in the norm resolvent sense. In section 3, we derive
an asymptotically sharp estimate on the rate of convergence. Norm resolvent convergence of self-adjoint operators
implies convergence of the points in the discrete spectra. In section 4, we quantify this result. Section 5 gives
results on the convergence of the sesquilinear forms for our concrete problem. In section 6, we discuss the actual
construction of the approximating measures, including error estimates in terms of the Fourier transform. Section
7 shows an efficient way to compute negative eigenvalues of Schrödinger operators with pure point potentials. In
section 8, we added a short discussion about existence results of negative eigenvalues for Schrödinger operators.
Section 9 demonstrates our algorithm by two examples. In one of the two examples, we deal with a singularly
continuous measure potential, which cannot be treated by the classical approximation methods. Finally, in section
10, we discuss how our method may be extended to Schrödinger operators on other 1-dimensional domains and
explicitly show this for operators on [0,∞).

2. Preliminaries

We will always denote by H a Hilbert space with inner product 〈·, ·〉, which is linear in the first and antilinear
in the second component. For a sesquilinear form a on H with domain D(a) and for c ∈ R, we denote by ac the
form

D(ac) = D(a),

ac(f, g) = a(f, g) + c〈f, g〉.

If c is a lower bound of a, then a1−c is an inner product on D(a). Further, for f ∈ D(a), we sometimes denote

a[f ] := a(f, f).

The well-known Sobolev inequality for the Sobolev space H1(R) states that for each ε > 0 and each f ∈ H1(R)

‖f‖2∞ ≤ ε‖f ′‖2L2 +
4

ε
‖f‖2L2 . (1)

Let µ be a finite Radon measure on R, i.e. a finite signed measure on the Borel-σ-algebra of R, B(R). Then, we
define the sesquilinear form aµ by

D(aµ) = H1(R),

aµ(f, g) =

∫
R

f ′(x)g′(x)dx+

∫
R

fgdµ,

which is well known to be symmetric, lower-semibounded and closed. By −∆ + µ, we denote the self-adjoint
operator associated with the form in the sense of Kato’s first representation theorem (cf. [13, Theorem 2.6], [14,
Theorem VIII.15]), i.e. −∆ + µ is the self-adjoint operator in L2(R) with

D(−∆ + µ) ⊆ D(aµ),

〈(−∆ + µ)f, g〉 = aµ(f, g) ∀f ∈ D(−∆ + µ), g ∈ D(aµ).

We say that a sequence (µn) of finite Radon measures on R converges weakly to the finite Radon measure µ if∫
R

f(x)dµn(x)→
∫
R

f(x)dµ(x), n→∞,

for each f ∈ Cb(R), where Cb(R) is the space of bounded continuous functions on R. In particular, the
corresponding Fourier transforms, which are defined as

ν̂(t) :=

∫
R

eitxdν(x),
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for a finite Radon measure ν on R, converge pointwise. For a finite Radon measure µ, we let µ = µ+−µ− be the
Hahn–Jordan decomposition and set |µ| = µ+ + µ−. If f is a measurable function, we define the measure fµ by

fµ(B) =

∫
B

fdµ, B ∈ B(R).

χB denotes the indicator function of B ∈ B(R). The following theorem plays a key role in this paper:

Theorem 1 ( [10, Theorem 3]). Let µn, n ∈ N, and µ be finite Radon measures on R such that µn → µ weakly.
Then, the operators −∆ + µn converge to −∆ + µ in norm resolvent sense.

One goal of the next sections will be to quantify this theorem.

3. Form convergence and norm resolvent convergence

The fact that the convergence of sesquilinear forms with common domain implies norm resolvent convergence
of the associated operators is well known, cf. [14, Theorem VIII.25]. The following theorem gives a quantitative
result for this statement.

Theorem 2. Let A and B be self-adjoint and lower semi-bounded linear operators in H such that A ≥ 1
and B ≥ 1. Let a and b be the closed sesquilinear form associated with A and B, respectively. Assume that
D(a) = D(b) =: D. If

s := sup
g∈D, a(g,g)=1

|a(g, g)− b(g, g)| < 1,

then

‖B−1 −A−1‖ ≤ s√
1− s

.

Proof. For the whole proof, let f always be arbitrary in H, such that ‖f‖ = 1. Since B ≥ 1,

‖B−1f‖ ≤ 1. (2)

We set

g =
B−1f√

a(B−1f,B−1f)
.

Then, a(g, g) = 1 and therefore

|a(g, g)− b(g, g)| ≤ s.

Further,

b(g, g) =
〈f,B−1f〉

a(B−1f,B−1f)
≤ ‖f‖‖B−1f‖
a(B−1f,B−1f)

≤ 1

a(B−1f,B−1f)

by inequality (2). Since s ≥ 1− b(g, g), we can conclude

s ≥ 1− 1

a(B−1f,B−1f)
,

and therefore

a(B−1f,B−1f) ≤ 1

1− s
. (3)

Using A ≥ 1 (and therefore a ≥ 1 as well), we get

‖B−1f −A−1f‖ ≤
√
a(B−1f −A−1f,B−1f −A−1f).
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Denoting d = B−1f −A−1f , we have

‖B−1f −A−1f‖ ≤
√
a(d, d) = sup

a(h,h)=1

|a(d, h)|

= sup
a(h,h)=1

|a(B−1f, h)− 〈f, h〉|

= sup
a(h,h)=1

|a(B−1f, h)− b(B−1f, h)|

= sup
a(h,h)=1

∣∣∣a( B−1f

a[B−1f ]1/2
, h
)
− b
( B−1f

a[B−1f ]1/2
, h
)∣∣∣a[B−1f ]1/2

≤ sup
a(c,c)=1=a(h,h)

|a(c, h)− b(c, h)| 1√
1− s

.

The well-known identity

sup
a(c,c)=1=a(h,h)

|a(c, h)− b(c, h)| = sup
a(h,h)=1

|a(h, h)− b(h, h)|,

completes the proof. �

Remark 3. Observe that the above estimate is good in the sense that it is asymptotically sharp: In the trivial case
a = 〈·, ·〉 and b = (1 + s)a we have

‖B−1 −A−1‖ =
s

1 + s
,

and the quotient of ‖B−1 − A−1‖ and the upper bound for ‖B−1 − A−1‖ in the above estimate tends to 1, as s
tends to zero.

4. Convergence of isolated eigenvalues

A well-known consequence of norm convergence and norm resolvent convergence for self-adjoint operators is
that it implies convergence of the discrete spectrum. The aim of the next two results is to quantify this result.

Lemma 4. Let S and T be bounded and self-adjoint operators in H satisfying ‖S − T‖ < δ for some δ > 0. If

(E − 2δ, E + 2δ) ∩ σ(S) = {E},

and E is an eigenvalue of S of multiplicity n ∈ N, then

(E − δ, E + δ) ∩ σ(T ) ⊂ σd(T ),

and the number, counting multiplicities, of eigenvalues of T in (E − δ, E + δ) is equal to n.

Proof. For each f ∈ H and B ∈ B(R) we use the notation µf,A(B) = ‖χB(A)f‖2 for each self-adjoint operator A

on H. It is well-known that µf,A is a measure satisfying µf,A(R) = ‖f‖2 and ‖(A− c)f‖2 =

∫
|λ− c|2dµf,A(λ)

for c ∈ R. Further, H decomposes into H = ran 1B(A)⊕ ran 1R\B(A) for each B ∈ B(R).

Now, let J = (E − δ, E + δ) and J̃ = (E − 2δ, E + 2δ). The statement we want to prove is equivalent to
dim ran 1J(T ) = n. We will prove this by contradiction.
Case 1: Assume dim ran 1J(T ) < n. Since dim ker(S −E) = n > dim ran 1J(T ), there is some f ∈ ker(S −E)
with ‖f‖ = 1 and f ⊥ ran 1J(T ). Hence

µf,T (J) = ‖1J(T )f‖2 = 〈1J(T )2f, f〉 = 0

and thus,

‖(T − E)f‖2 =

∫
|λ− E|2dµf,T (λ) ≥

∫
δ2µf,T (λ) = δ2‖f‖2.

This is a contradiction, since it would imply

‖(T − S)f‖ = ‖(T − E)f − (S − E)f‖ = ‖(T − E)f‖ ≥ δ.

Case 2: dim ran 1J(T ) > n. In this case, we can choose f ∈ ran 1J(T ) with ‖f‖ = 1 and f ⊥ ker(S − E). For
this f , it holds f ⊥ ranR\J(T ) and hence

µf,T (R \ J) = 〈(1R\J(T ))2f, f〉 = 0.



Approximation of eigenvalues of Schrödinger operators 149

Thus,

‖(T − E)f‖2 =

∫
|λ− E|2dµf,T (λ) ≤

∫
δ2dµf,T (λ) = δ2‖f‖2.

It is ran 1J̃(S) = ker(S − E), since E is the only point in σ(S) ∩ J̃ . This implies

µf,S(J̃) = 〈(1J̃(S))2f, f〉 = 0,

and hence

‖(S − E)f‖2 =

∫
|λ− E|2dµf,S(λ) ≥

∫
(2δ)2dµf,S(λ) = (2δ)2‖f‖2.

However, this is impossible, since it would imply

‖(S − T )f‖ = ‖(S − E)f − (T − E)f‖ ≥ ‖(S − E)f‖ − ‖(T − E)f‖ ≥ δ. �

Recall the following result:

Theorem 5 ( [15, Remark 2.1 and Theorem 3.1]). For every finite Radon measure µ on R, it holds:

σess(−∆ + µ) = [0,∞).

From the previous lemma, one can derive the following result, which is applicable to our setting:

Theorem 6. Let A, Ã be self-adjoint operators in H such that σess(A) = σess(Ã) = [0,∞) and assume A, Ã ≥ c
for some c ≤ 0. Denote α = 1− c and let δ be such that 0 < δ <

1

2α
. Further, assume that

‖(A+ α)−1 − (Ã+ α)−1‖ < δ,

and (E − 2δα(E + α)

1 + 2δ(E + α)
,
E + 2δα(E + α)

1− 2δ(E + α)

)
∩ σ(A) = {E},

where E is an eigenvalue of A with multiplicity n ∈ N. Then,(E − αδ(E + α)

1 + δ(E + α)
,
E + αδ(E + α)

1− δ(E + α)

)
∩ σ(Ã) ⊂ σd(Ã),

consists of finitely many eigenvalues of Ã and the number, counting multiplicities, of these eigenvalues is equal
to n.

Proof. Apply the previous lemma to the resolvents (A + α)−1 and (Ã − α)−1 and use the spectral mapping
theorem. �

In many applications, the minimum of the spectrum of A is an isolated eigenvalue with multiplicity one.
Hence, it follows that the minimum of the spectrum of An is an isolated eigenvalue with multiplicity one for
eventually every n, if the sequence (An) converges to A in the norm resolvent sense. Via the min-max principle,
the rate of convergence of the lowest eigenvalue can be estimated directly with the aid of the associated sesquilinear
forms:

Theorem 7. Let A and B be self-adjoint and lower semibounded linear operators in H such that A ≥ 1 − c
and B ≥ 1 − c with c > 0. Let a and b be the closed sesquilinear forms associated with A and B, respectively.
Assume that D(a) = D(b) =: D and

s := sup
g∈D, ac(g,g)=1

|a(g, g)− b(g, g)| < 1.

Further assume that E1(A) := minσ(A) is a negative eigenvalue of A and E1(B) := minσ(B) is a negative
eigenvalue of B. Then

E1(B) ≤ E1(A) + (E1(A) + c)s. (4)
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Proof. Let f be a normalized eigenvector of A corresponding to the eigenvalue E1(A). Then ac(f, f) = (E1(A)+
c). Put

g :=
f√

E1(A) + c
.

Then, ac(g, g) = 1. By the min-max-principle,

minσ(B + cI) = min
h∈D,‖h‖=1

bc(h, h)

≤ bc(f, f) = (E1(A) + c)bc(g, g)

≤ (E1(A) + c)(ac(g, g) + s) = (E1(A) + c)(1 + s),

and hence, E1(B) = minσ(B) ≤ E1(A) + (E1(A) + c)s ≤ E1(A) + cs. �

Remark 8. a) Of course, changing the roles of A and B, we also get a lower bound for E1(B).
b) The smaller c is, the better estimate (4) is. In general, the smallest c is not known. However, if one knows
(approximately) E1(A) and any constant c satisfying the hypothesis of the previous theorem and cs is sufficiently
small, then one may use (4) repeatedly in order to obtain smaller and smaller constants c in the estimate (4) and
hence better estimates for E1(B).

5. Convergence of the sesquilinear forms

The aim of this section is to present a quantitative version of the result presented in Theorem 1 above.

Lemma 9 ( [10, Proof of Theorem 3]). Let µ and µn, n ∈ N, be finite Radon measures on R such that the
sequence (µn) converges weakly to µ. Then there exists a common lower bound c for aµ and all aµn and

sup
g∈H1(R),(aµ)1−c(g,g)=1

|(aµ − aµn)(g, g)| ≤ 2 sup
g∈H1(R),‖g‖H1(R)≤1

|(aµ − aµn)(g, g)|.

Proposition 10 ( [10, Lemma 2]). Let ν and µ be finite Radon measures on R. Then, for each g ∈ H1(R)

|aµ(g, g)− aν(g, g)| =
∣∣∣ ∫
R

|g|2d(µ− ν)
∣∣∣ ≤ ‖g‖2H1

2√
π

(∫
R

1

1 + t2
|µ̂(t)− ν̂(t)|2dt

)1/2

.

In particular, if the finite Radon measures µn on R converge weakly to µ and the forms aµn have a common
lower bound c, then the forms aµn converge to the form aµ, and

sup
g∈H1(R),(aµ)1−c(g,g)=1

|aµ(g, g)− aµn(g, g)| ≤ 4√
π

(∫
R

1

1 + t2
|µ̂(t)− µ̂n(t)|2dt

)1/2

→ 0

for n→∞.

The proposition provides an upper bound for the error one makes by truncating the potential.

Corollary 11. Let µ be a finite Radon measure on R and B ⊂ R be a Borel set. Then

|aµ(g, g)− aχBµ(g, g)| ≤ 2‖g‖2H1 |µ|(R \B) (5)

for every g ∈ H1(R).

Proof. For every t ∈ R

|µ̂(t)− χ̂Bµ(t)| =
∣∣∣ ∫
R

eitx1R\B(x)dµ(x)
∣∣∣ ≤ |µ|(R \B),

and hence, the corollary follows from the previous theorem with ν = 1Bµ. �
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6. Weak approximation of measures by pure point measures

Given a finite Radon measure µ on B(R), we want to give a constructive way to approximate it by pure
point measures. For this, it is justified by Corollary 11 to assume that µ has compact support. One can of course
decompose µ into a continuous and a discrete part,

µ = µc + µd,

where µd =

∞∑
j=1

αjδxj for pairwise different xj ∈ R, (αj) ∈ `1(N,R) and µc has a continuous cumulative

distribution function Fµc(x) = µc((−∞, x]). Both parts will be approximated separately. First, observe that using

µnd =

n∑
j=1

αjδxj , one easily sees that µnd converges weakly to µd and the following error estimate for the Fourier

transforms of the measures follows directly:

|µ̂d(t)− µ̂nd (t)| ≤
∞∑

j=n+1

|αj |.

Now, let us assume that the measure µ is purely continuous. Further, assume that µ is supported inside the interval
[−K,K] for some sufficiently large K > 0. For convenience, we may assume that K ∈ N. For N ∈ N, we set

xNj := −K +
j

N
, j = 0, . . . , 2NK,

aNj (µ) := Fµ(xj)− Fµ(xj−1) = µ(xj−1, xj), j = 1, . . . , 2NK

and

µN :=

2NK∑
j=1

aNj (µ)δxNj .

It is easy to verify that FµN converges pointwise to Fµ and hence µN converges weakly to µ. The following
proposition gives an error estimate in terms of the Fourier transforms:

Proposition 12. Let µ be a finite Radon measure on R with supp(µ) ⊂ [−K,K] and continuous cumulative
distribution function and let µN be constructed as above. Let t ∈ R \ {0} and ε > 0. Choose N ∈ N such that
1

N
<

π

2|t|
min{1, ε

2

2
}. Then

|µ̂(t)− µ̂N (t)| ≤ ε|µ|(R).

Proof. First, observe that for given t 6= 0, δε(t) =
π

2|t|
min{1, ε

2

2
} is a possible choice of δ for the uniform

continuity of the function x 7→ eitx and given ε > 0. The result follows from the following computations:

|µ̂(t)− µ̂N (t)| =
∣∣∣ ∫
R

eitxdµ(x)−
∫
R

eitxdµN (x)
∣∣∣

=
∣∣∣ ∫
R

eitxdµ(x)−
2NK∑
j=1

µ((xj−1, xj))e
itxj
∣∣∣

=
∣∣∣ 2NK∑
j=1

∫
(xj−1,xj)

eitx − eitxjdµ(x)
∣∣∣

≤
2NK∑
j=1

∫
(xj−1,xj)

|eitx − eitxj |︸ ︷︷ ︸
≤ε

d|µ|(x)

≤ ε|µ|(R).

�
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Given any K̃ > 0 and any δ > 0, one can choose N such that |µ̂(t) − µ̂N (t)| < δ for every t ∈ [−K̃, K̃].
In fact, in the preceding proposition, one simply has to choose ε > 0 sufficiently small and then N sufficiently
large. For the final error estimate, we need not to give bounds for |µ̂(t)− µ̂N (t)|, but for the integral occuring in
Proposition 10. This bound is discussed now. Observe that the assumption |µN |(R) ≤ |µ|(R) is always fulfilled
for our construction.

Proposition 13. Let µ and ν be finite Radon measures on R with |ν|(R) ≤ |µ|(R). Let K̃ and ε be any positive
real numbers and suppose, in addition, that |µ̂(t)− ν̂(t)| < ε for every t in the interval [−K̃, K̃]. Then∫

R

1

1 + t2
|µ̂(t)− ν̂(t)|2dt ≤ ε2π + 8|µ|(R)2 atan

( 1

K̃

)
.

Proof. We use∫
R

1

1 + t2
|µ̂(t)− ν̂(t)|2dt =

−K̃∫
−∞

1

1 + t2
|µ̂(t)− ν̂(t)|2dt+

K̃∫
−K̃

1

1 + t2
|µ̂(t)− ν̂(t)|2dt+

∞∫
K̃

1

1 + t2
|µ̂(t)− ν̂(t)|2dt,

and estimate the three integrals separately, where the estimates for the first and the third integral are identical. For
the first integral

−K̃∫
−∞

1

1 + t2
|µ̂(t)− ν̂(t)|2dt ≤ (2|µ|(R))2

−K̃∫
−∞

1

1 + t2
dt = 4|µ|(R)2

(
atan(−K̃) +

π

2

)
= 4|µ|(R)2 atan

( 1

K̃

)
,

and for the second integral

K̃∫
−K̃

1

1 + t2
|µ̂(t)− ν̂(t)|2dt ≤ ε2

K̃∫
−K̃

1

1 + t2
dt ≤ ε2π.

�

7. Eigenvalues of −∆ +
∑
j

αjδxj

Let x1 < x2 < . . . < xk and αj ∈ R for j = 1, 2, . . . , k. As it is well known, the domain of the operator

−∆ +

k∑
j=1

αjδxj (using the notation x0 = −∞ and xk+1 =∞) is given by

D
(
−∆ +

k∑
j=1

αjδxj

)
=
{
f ∈ H1(R) ∩

k⊕
j=0

H2((xj , xj+1)); f ′(xj+)− f ′(xj−) = αjf(xj) for j = 1, . . . , k
}
,

and the operator is just acting as f 7→ −f ′′. As it can easily be seen, such operators can only have negative
eigenvalues. For the readers convenience, we will now repeat an algorithm to find the eigenvalues of such an
operator (cf. [9, proof of Theorem II 2.1.3]). Each eigenfunction fλ for an eigenvalue λ < 0 of the operators needs
to be of the form

fλ(x) = aje
√
−λx + bje

−
√
−λx, xj < x < xj+1

for some constants aj , bj ∈ R. Since the function needs to be in L2(R), it is necessary that b0 = 0. By linearity,
we may also assume a0 = 1 (since a0 = 0 would imply fλ = 0). Such a function is in the domain of the operator
(and hence an eigenfunction) if and only if it satisfies all the continuity and δ-boundary conditions, i.e.

fλ(xj+) = fλ(xj−),

f ′λ(xj+)− f ′λ(xj−) = αjfλ(xj),

for j = 1, . . . , k (and ak = 0, which we will ignore for a short moment). Starting with a0 = 1, b0 = 0, these two
conditions give a 2 × 2 system of linear equations at x1 for a1, b1, which one can easily solve. Continuing with
the conditions at x2, one gets equations for a2, b2, and so on. In the end, one computes all the aj and bj such that
the continuity and boundary-conditions are automatically fulfilled. However, in general, one will obtain ak 6= 0.
One can easily see that λ is an eigenvalue if and only if the ak obtained by this method is equal to 0 (only then
we have fλ ∈ L2(R)). Hence, we consider the ak computed in the above manner as a function of λ. This ak(λ)
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depends continuously on λ < 0. The problem of finding a negative eigenvalue of −∆ +
∑

αjδxj reduces to

finding the zero of the continuous real-valued function ak(λ), which may be solved numerically. Observe that the
runtime of the evaluation of ak(λ) depends only linearly on k (at each xj we need to solve a 2 × 2 system of
linear equations).

8. Existence of negative eigenvalues

It is crucial for our approximation method that there exist negative eigenvalues of the approximating operator.
Hence, we will add a short discussion about the existence of negative eigenvalues for operators −∆ + µ. Recall
(Theorem 5 above) that σess(−∆ + µ) = [0,∞) for each finite Radon measure µ. In light of this result, for
the existence of a negative eigenvalue of −∆ + µ, it suffices to show that there is a function f ∈ H1(R) with
aµ(f, f) < 0. This directly gives the following well known result, which we quickly prove for completeness.

Proposition 14. If the finite Radon measure µ satisfies µ(R) < 0, then −∆ + µ has at least one negative
eigenvalue.

Proof. For N ∈ N, consider the function fN as pictured in Fig. 1. For N large enough,

aµ(fN , fN ) =

∫
R

|f ′N (x)|2dx+

∫
R

|fN |2dµ < 0.

FIG. 1. The function fN

�

Remark 15. If µ is a finite Radon measure with µ(R) < 0 and (µn) is a sequence of such measures converging
weakly to µ, then it is easy to see that µn(R) < 0 for large n. In particular, if the approximation is good enough,
then there exists a negative approximating eigenvalue of the Schrödinger operator −∆+µn approximating −∆+µ.
Therefore, under the assumption µ(R) < 0 our approximation scheme described above always works.

We will discuss some other results concerning the existence of negative eigenvalues here. First, we will recall
some well known results extending the above Proposition 14 in some sense.

Theorem 16 ( [16, Lemma 8]). If V ∈ C(R) with V (x) → 0 as |x| → ∞, V 6≡ 0 and
∫
R
V (x)dx ≤ 0, then

−∆ + V has at least one negative eigenvalue.

Theorem 17 ( [17, Theorem 2.5]). Let V (x) be a measurable function such that
∫
R

(1 + |x|2)|V (x)|dx < ∞,

V 6≡ 0 and
∫
R
V (x)dx ≤ 0. Then −∆ + V has at least one negative eigenvalue.

It is unknown to the authors whether the above two results extend to one-dimensional Schrödinger operators
with measure potentials. If similar results for Schrödinger operators with point interaction potentials hold, this
would increase the applicability of our method.

It is easy to construct a continuous function V ∈ L1(R) such that
∫
R
V (x)dx = 0 but

∫
[−c,c]

V (x)dx > 0

for all c > 0 and the assumptions for one of the above two theorems are fulfilled. Then, −∆ + V has a negative
eigenvalue, but Proposition 14 is no longer sufficient to guarantee the existence of negative eigenvalues of the
approximating Schrödinger operators. Hence, we will now discuss some other existence criteria for negative
eigenvalues of operators −∆ +

∑
j

αjδxj which are not covered by the above results. Although we are particularly
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interested in the case of finitely many point interactions, the same results hold in case for infinitely many point

interactions by the same proofs, i.e if we assume αj , xj ∈ R for all j ∈ Z,
∞∑

j=−∞
|αj | <∞ and the sequence (xj)j

is increasingly ordered. Nevertheless, we only formulate the results for finitely many point interactions.

Proposition 18. Let αj , xj ∈ R for j = 1, . . . , n and assume x1 < x2 < . . . < xn. Further, assume ak < 0 for
some k ∈ {1, . . . , n} and denote d−k = xk − xk−1 and d+

k = xk+1 − xk (with d−k = ∞ for k = 1 and d+
k = ∞

for k = n). If

1

d−k
+

1

d+
k

< −αk,

then −∆ +

n∑
j=1

αjδxj has at least one negative eigenvalue.

FIG. 2. The function fxk

Proof. For d−k , d
+
k <∞ consider fxk as pictured in Fig. 2. Then

a∑
j αjδxj

(fxk , fxk) =

∫
R

|f ′xk(x)|2dx+

n∑
j=1

αj |fxk(xj)|2 =
1

d−k
+

1

d+
k

+ αk < 0.

The cases d−k =∞ or d+
k =∞ work similarly. �

Proposition 19. Let αj , xj ∈ R for j = 1, . . . , n and assume x1 < . . . < xn. Further, assume ak < 0 for some
k ∈ {1, . . . , n}. If

αk
2
e−αkxk +

∑
xj<xk

αje
−αkxj + e−2αkxk

∑
xj>xk

αje
αkxj < 0,

then −∆ +
∑
j

αjδxj has at least one negative eigenvalue.

Proof. The function

f(x) =

{
e−

αk
2 x, x < xk,

e−αkxke
αk
2 x, x > xk,

is an eigenfunction of −∆ + αkδxk to the eigenvalue −α
2
k

4
. Hence,

a∑
j αjδxj

(f, f) =

∫
R

|f ′(x)|2dx+ αk|f(xk)|2 +
∑
xj<xk

αj |f(xj)|2 +
∑
xj>xk

αj |f(xj)|2

= 〈(−∆ + αkδxk)f, f〉+
∑
xj<xk

αj |f(xj)|2 +
∑
xj>xk

αj |f(xj)|2

= −α
2
k

4
‖f‖2 +

∑
xj<xk

αj |f(xj)|2 +
∑
xj>xk

αj |f(xj)|2

=
αk
2
e−αkxk +

∑
xj<xk

αje
−αkxj + e−2αkxk

∑
xj>xk

αje
αkxj < 0.

�
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9. Numerical examples

We want to continue with the presentation of two numerical examples. The following result will be useful to
understand the examples, where N0(−∆ + µ) denotes the number of negative eigenvalues of the operator −∆ + µ
(counting multiplicities).

Theorem 20 ( [15, Theorem 3.5]). Let µ = µ+ − µ− be a finite Radon measure on R with corresponding
Hahn–Jordan decomposition. Then

N0(−∆ + µ) ≤ 1 +
1

2

∫
R
∫
R |x− y|dµ−(x)dµ−(y)

µ−(R)
.

9.1. Square well potential

The first example is well known, since it is essentially solvable. Hence, it will play the role of a test scenario.
Consider the operator −∆− χ[−1,1], i.e. the Schrödinger operator with a square well potential. By Proposition 14
and Theorem 20,

1 ≤ N0(−∆− χ[−1,1]) ≤ 1 +
2

3
.

Further, the only negative eigenvalue λ satisfies −1 < λ < 0 and the equation

tanλ =

√
1− λ2

λ
,

(see e.g. [18, Chapter 7.4]). By solving this equation numerically, one obtains

λ ≈ −0.453753165860328.

For N ∈ N we get the N th approximating operator −∆ +

2N∑
j=1

αNj δxNj given by

xNj = −1 +
j

N
, j = 1, . . . , 2N ;

αNj = − 1

N
, j = 1, . . . , 2N.

The negative eigenvalue for the N th approximating operator, found by the procedure described in section 7
implemented in Matlab, can be seen in Table 1.

9.2. Cantor measure potential

The second example is supposed to show that our methods also work with respect to rather exotic potentials.
Let µC be the Cantor measure, i.e. the measure which has the Cantor function as its cumulative distribution
function. We want to find eigenvalues of the operator −∆− µC . Using again Proposition 14 and Theorem 20 one
gets

1 ≤ N0(−∆− µC) ≤ 1 +
1

2
,

i.e. the operator has exactly one negative eigenvalue. While it is possible to approximate this eigenvalue of
−∆ − µC by the method described in section 6, we modify the approach here to obtain better results for this
particular case. As it is well known, the Cantor set can be obtained as the limit set of a procedure of removing
middle third intervals. Inspired by this, one can construct the Cantor measure easily as the limit of a sequence of
pure point measures as follows: Let µN be the measures defined by (cf. Fig. 3)

Λ0 =
{1

2

}
,

ΛN =
{x

3
;x ∈ ΛN−1

}
∪
{

1− x

3
;x ∈ ΛN−1

}
, N ∈ N

µN =
1

2N

∑
x∈ΛN

δx, N ∈ N.

It is easy to show that the µN converge to µC weakly for N → ∞, e.g. by proving that the cumulative
distribution functions converge pointwise. Hence, the negative eigenvalues of the operators −∆− µN converge to
the eigenvalue of −∆ − µC . The numerically computed eigenvalues of −∆ − µN can be seen, for some N , in
Table 2. We will not give a full discussion of the error estimate of this modified method here, but we will compute
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TABLE 1. Approximation of eigenvalue of −∆− χ[−1,1]

N Eigenvalue

1 −0.545877203227244

2 −0.474617739449437

3 −0.462861650386081

4 −0.458844821756164

5 −0.457002447176188

10 −0.454562375073084

25 −0.453882500447814

50 −0.453785494551346

75 −0.453767533759611

100 −0.453761247723386

1000 −0.453753246677936

10000 −0.453753166668506

100000 −0.453753165868416

1000000 −0.453753165860430

λ −0.453753165860328

FIG. 3. Construction of the measures µN for N = 0, 1, 2, 3. The thick black bars are the intervals
in the N th step of the construction of the Cantor set.

µ̂C(t)− µ̂N (t) in the appendix, which is the crucial step needed for deriving an error estimate (beside the general
theory developed above).

10. Extension to other 1-dimensional domains

In this section, we will discuss how to extend Theorem 1 and our approximation method to Schrödinger
operators on L2([0,∞)). Essentially the same ideas work for operators on L2(0, 1) or to some extend even on
finite metric graphs (cf. [19] for an introduction to this topic), but we will only discuss the case [0,∞) in detail.
As it is well known, the self-adjoint realizations of the Laplacian on L2([0,∞)) can be parametrized by α ∈ [0, π)
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TABLE 2. Approximation of eigenvalue of −∆− µC

N Eigenvalue of −∆− µN
1 −0.25

2 −0.190826516988754

3 −0.182601523317952

4 −0.181236785438422

5 −0.181005430450725

10 −0.180958390783868

15 −0.180958384580303

20 −0.180958384579497

through the boundary conditions

D(−∆α) = {f ∈ H2([0,∞)); cos(α)f(0) + sin(α)f ′(0) = 0},
−∆αf = −f ′′.

The sesquilinear form a0
α associated to −∆α is given by

D(a0
α) = H1([0,∞)),

a0
α(f, g) =

∫
[0,∞)

f ′(x)g′(x)dx− cot(α)f(0)g(0)

for α 6= 0 and

D(a0
0) = H1

0 ([0,∞)),

a0
0(f, g) =

∫
[0,∞)

f ′(x)g′(x)dx.

Throughout this section, we assume that all occuring measures are finite Radon measures on [0,∞), i.e. finite
signed measures on B([0,∞)). Without loss of generality, we may assume that the measures have no point mass
at 0 (this would only change the boundary condition and not the action of the resulting Schrödinger operator). For
such a measure µ we define the Schrödinger operator with boundary conditions corresponding to α ∈ [0, π) and
potential µ, −∆α + µ, as the operator associated to the form aµα

D(aµα) = D(a0
α),

aµα(f, g) = a0
α(f, g) +

∫
[0,∞)

fgdµ,

in the sense of Kato’s first representation theorem, where it can easily be seen that aµα is a small form perturbation
of a0

π/2 (or of a0
0 if α = 0) using the Sobolev inequality

∀f ∈ H1([0,∞)) ∀ε > 0 : ‖f‖2∞ ≤ ε‖f ′‖2L2 +
4

ε
‖f‖2L2 . (6)

Of course the term boundary conditions should not be taken too seriously in this setting – e.g. if µ has a singular
continuous part in the vicinity of 0, it is completely unclear if the functions in the domain actually fulfill the
boundary condition. In what follows we say, in natural analogy to the case of measures on R, that measures µn
on [0,∞) converge weakly to the measure µ on [0,∞) if∫

[0,∞)

fdµn →
∫

[0,∞)

fdµ,

for all bounded and continuous functions f on [0,∞).
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Theorem 21. Let µn, n ∈ N and µ be finite Radon measures on [0,∞) without point mass at 0. If the µn
converge weakly to µ, then −∆α + µn converge to −∆α + µ in the norm resolvent sense.

Proof. Using the general theory, it suffices again to prove that the corresponding sesquilinear forms converge.
Further, it can be shown in the same manner as on R (cf. Lemma 9 above and the proof in [10]) that we only
need to show that

sup
f∈D(aα),‖f‖H1([0,∞))≤1

∣∣∣ ∫
[0,∞)

|f |2d(µ− µn)
∣∣∣→ 0

for n → ∞. Now observe that each function f ∈ H1([0,∞)) with ‖f‖H1([0,∞)) ≤ 1 can be continued to a

function f̃ ∈ H1(R) such that ‖f̃‖H1(R) ≤ c, where c is a constant independend of f . One way of achieving this
is by setting

f̃(x) =


f(x), x ≥ 0,

f(0)x+ f(0), −1 ≤ x < 0,

0, x < −1

and c =

√
11

3
,

‖f̃‖2H1(R) = ‖f‖2H1([0,∞)) +

0∫
−1

|f(0)x+ f(0)|2dx+

0∫
−1

|f(0)|2dx

≤ 1 +
4

3
|f(0)|2 ≤ 1 +

4

3
‖f‖2∞

≤ 1 +
8

3
‖f‖2H1([0,∞)) =

11

3
.

For a measure ν on [0,∞), we denote by ν∗ the measure extended to R by setting it to 0 on (−∞, 0). Then

sup
f∈D(aα),‖f‖H1([0,∞))≤1

∣∣∣ ∫
[0,∞)

|f |2d(µ− µn)
∣∣∣ = sup

f∈D(aα),‖f‖H1([0,∞))≤1

∣∣∣ ∫
R

∣∣f̃ ∣∣2d(µ∗ − µ∗n)
∣∣∣

≤ 1

c2
sup

g∈H1(R),‖g‖H1(R)≤1

∣∣∣ ∫
[0,∞)

|g|2d(µ∗ − µ∗n)
∣∣∣.

As µ∗n → µ∗ weakly, this finishes the proof since the last quantity is known to converge to 0 by the results
on R. �

Remark 22. a) Using the same idea, i.e. extending functions from H1([0, 1]) uniformly to functions in H1(R),
one can prove the corresponding theorem for Schrödinger operators on L2([0, 1]). Even further, by the same
method one gets the same result for Schrödinger operators on arbitrary finite metric graphs.
b) Using a construction analogous to the one on R, one can easily construct pure point measures µN on [0,∞)
approximating a given finite Radon measure µ on [0,∞) weakly.

It remains to discuss the method of computating the eigenvalues of −∆α +

n∑
j=1

βjδxj analogous to the method

discussed in section 7. We may assume that the xj are ordered increasingly, 0 < x1 < . . . < xn, and βj ∈ R. One

can check that the operator −∆α +
∑
j

βjδxj acts as f 7→ −f ′′ a.e. and that the functions in its domain fulfill the

boundary conditions cos(α)f(0) + sin(α)f ′(0) = 0 and the usual continuity and δ boundary conditions at all xj .
Then, each eigenfunction fλ for an eigenvalue λ < 0 has the form

fλ(x) = aje
√
−λx + bje

−
√
−λx, xj−1 < x < xj ,

(with x0 = 0 and xn+1 = ∞) for coefficients aj , bj ∈ R, j = 0, . . . , n. As in the case on the whole line, such
a function is an eigenfunction (and hence λ an eigenvalue) if and only if an = 0 and it fulfills all boundary
conditions. Therefore, let us consider the case a0 6= 0, from which we may assume a0 = 1. Then, the boundary
conditions at 0 uniquely determine b0. We may now continue as we know it from section 7, computing iteratively
the values of aj and bj from the values of aj−1, bj−1 and the boundary and continuity conditions at xj . At the
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end, we get an = an(λ) as a continuous function of λ and only need to find zeroes of this continuous real-valued
function.

We still need to deal with the case a0 = 0. It is easy to verify that for α = 0,
π

2
this never leads to a valid

eigenfunction (and hence not to an eigenvalue). Further, if n = 1, one can also check that this never results in an
eigenvalue. It is unknown to the authors if this case may lead to a negative eigenvalue of −∆α+

∑
j

βjδxj for any

choice of βj and xj . Anyway, this is not a problem: If α 6= 0,
π

2
, then we just consider the case a0 = 0, b0 = 1

separately. From the boundary conditions, one imediately gets λ = −(cot(α))2, hence we only need to check one
more value of λ. Iterating now over all xj , one can quickly check if this λ is an eigenvalue (again, by checking if
an(λ) = 0).

Remark 23. a) With the same concept, it is possible to find eigenvalues of −∆ +
∑
j

αjδxj on L2([0, 1]) (with

suitable boundary conditions). Of course one can (and will) in this case also get eigenvalues ≥ 0. Here, one also
has to use a suitable Ansatz for the eigenfunctions of non-negative eigenvalues.
b) This approach to find eigenvalues of −∆ +

∑
j

αjδxj will not directly work on most metric graphs. But on

certain classes of metric graphs, there are substitutional methods available for computing eigenvalues of Laplacians
(and eigenvalues of −∆+

∑
j

αδxj are just eigenvalues of a Laplacian on a metric graph with a few more vertices).

If such a method exists, our method for approximating eigenvalues of −∆ + µ and the error estimates also work.

Appendix: Cantor measure and Fourier transform

Let µC be the Cantor measure and

µN =
1

2N

∑
x∈ΛN

δx

be the N th approximating measure, as described above. We want to compute µ̂C(t)− µ̂N (t). Denoting

SN =
{1

2
+

N∑
j=1

σj
1

3j
;σ ∈ {−1, 1}N

}
we are first going to show that ΛN = SN for N = 1, 2, 3, . . . . This will follow by induction. For N = 1
the relation is obvious. Hence, assume that SN = ΛN . It suffices to prove ΛN+1 ⊂ SN+1, since clearly
|ΛN+1| = 2N+1 = |SN+1|. Let x ∈ ΛN+1. Then either

x =
y

3
or x = 1− y

3

for some y ∈ ΛN . Assume the first case is true (the other case can be dealt with in the same way). Then, since
ΛN = SN , for some σ ∈ {−1, 1}N

x =
1
2 +

∑N
j=1 σj

1
3j

3
=

1

6
+

N∑
j=1

σj
1

3j+1
=

1

2
− 1

3
+

N∑
j=1

σj
1

3j+1
=

1

2
+

N+1∑
j=1

σ̃j
1

3j
∈ SN+1

with

σ̃ = (−1, σ1, σ2, . . . , σN ) ∈ {−1, 1}N+1

and therefore x ∈ SN+1.
In what follows, we will need the following trigonometric identity:

N∏
j=1

cos(ϕj) =
1

2N

∑
σ∈{−1,1}N

cos(σ1ϕ1 + · · ·+ σNϕN ), for ϕj ∈ R, j = 1, . . . , N. (7)

The case N = 2 of this identity is a direct consequence of the angle sum identity for cosine, the general case
follows easily by induction.
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Now, we will compute the Fourier transform of µN :

µ̂N (t) =
1

2N

∑
x∈SN

δ̂x(t) =
1

2N

∑
x∈SN

eitx

=
1

2N
e

1
2 it

∑
σ∈{−1,1}N

eit(σ1
1
3 +σ2

1
32

+···+σN 1

3N
)

=
1

2N
e

1
2 it

∑
σ∈{−1,1}N ,σN=1

eit(σ1
1
3 +σ2

1
32

+···+σN 1

3N
) + e−it(σ1

1
3 +σ2

1
32

+···+σN 1

3N
)

=
1

2N−1
e

1
2 it

∑
σ∈{−1,1}N ,σN=1

cos
(
t(σ1

1

3
+ σ2

1

32
+ · · ·+ σN−1

1

3N−1
+ σN

1

3N
)
)

=
1

2N−1
e

1
2 it

∑
σ∈{−1,1}N ,σN=1

1

2

(
cos
(
t(σ1

1

3
+ σ2

1

32
+ · · ·+ σN−1

1

3N−1
+ σN

1

3N
)
)

+ cos
(
− t(σ1

1

3
+ σ2

1

32
+ · · ·+ σN−1

1

3N−1
+ σN

1

3N
)
))

=
1

2N
e

1
2 it

∑
σ∈{−1,1}N

cos
(
σ1
t

3
+ σ2

t

32
+ · · ·+ σN

t

3N

)

= e
1
2 it

N∏
j=1

cos
( t

3j

)
.

Here, we used formula (7) in the last step. Summarizing, we get

µ̂N (t) = e
1
2 it

N∏
j=1

cos
( t

3j

)
.

Since the µN converge weakly to µC , the Fourier transforms converge pointwise. We get the well-known result

µ̂C(t) = e
1
2 it
∞∏
j=1

cos
( t

3j

)
.

Observe that it seems, in light of the form of the Fourier transforms, that the most natural way to construct the
Cantor measure actually may be as the limit of the measures µN . For the difference µ̂C(t)− µ̂N (t) we get

µ̂C(t)− µ̂N (t) = e
1
2 it

N∏
j=1

cos
( t

3j

)( ∞∏
j=N+1

cos
( t

3j

)
− 1
)
,

which converges fast to 0 uniformly on compact intervals.
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We review some results about the suppression of quantum beating in a one dimensional nonlinear double well potential. We implement a single

particle double well potential model, making use of nonlinear point interactions. We show that there is complete suppression of the typical

beating phenomenon characterizing the linear quantum case.
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1. Introduction

In the last decades, the quantum beating phenomenon has become a subject of great interest in different
areas of quantum physics, ranging from quantum electrodynamics to particle physics, from solid state physics to
molecular structure and dynamics.

Quantum beating was first experimentally observed in 1935 as a periodic inversion of the nitrogen atom with
respect to the hydrogen atoms plane in the ammonia molecule. The phenomenon was then theoretically investigated
examining the one dimensional dynamics of a quantum particle in a double well potential, the simplest example of
a bistable potential. In Fig. 1, the two minima correspond to the average positions of the nitrogen atom in the two
symmetric states.

FIG. 1. Schematical representation of Ammonia molecule.

The ammonia molecule is pyramidally shaped. Three hydrogen atoms form the base and the nitrogen atom
is located in one of the two distinguishable states (enantiomers) on one side or the other with respect to the base
(chirality). The experiments on liquid ammonia showed that microwave radiation could induce a periodic transition
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from one state to the other (quantum beating). It was also observed that the periodic nitrogen inversion was absent
whenever the molecule was part of a large organic structure or the pressure was too high.

Many authors used an effective nonlinear potential, superimposed on the double well, to model the interaction
of the single molecule with the outside structure (see [1–4]).

The beating phenomenon for a particle in a double well potential is expected to be visible when the ground
state and the first excited state have very close energies, forming an almost single, degenerate, energy level.
A superposition of these two states will evolve, concentrating periodically inside one well or the other, with a
frequency proportional to the energy difference (see section 2.2 below).

When a nonlinear effective potential is assumed to model the interaction with the environment the dynamics
to be investigated is the nonlinear Schrödinger equation:

ı~
∂ψ

∂ t
= − ~2

2m

∂2ψ

∂ x2
+ V (x) + ε|ψ|σψ,

where V (x) is a double well potential.
In order to comprehend the beating suppression induced by the environment one needs to prove that the

nonlinear interaction destroys the periodic dynamics for all initial conditions, which in turn implies that the particle
will be eventually confined to one of the wells (in which well the particle will finally collapse will depend on the
specific chosen nonlinearity and/or on the initial conditions).

In a completely symmetric nonlinear double well, Sacchetti proved (see [5]) that for σ = 2, the result holds
true, in the semiclassical approximation (i.e., “~ → 0”). Related results were obtained in [6–9] in any dimension
assuming a symmetry breaking nonlinear perturbation of the double well potential.

In [10], the beating phenomenon in the case of a linear and nonlinear “point well interactions” (for more,
refer to [11]) is analyzed. The main advantage in using point interactions is that explicit solutions for the linear
dynamics are available. Moreover, the analysis of the Schrödinger equation in the case of a nonlinear point
interaction Hamiltonian can be reduced to the search of the solutions to a system of nonlinear Volterra integral
equations for a complex function depending only on time. At least at the level of numerical computation this
reduction turns out to be a remarkable simplification.

In this review, we recall first definition and properties of linear and nonlinear point interaction Hamiltonians.
In the successive section, we consider a one dimensional Hamiltonian with two attractive point potentials. We
examine its spectral properties and characterize the dependence of the energy difference between the ground state
and the first exited state on the kinematical and dynamical parameters of the interaction. In this way, we will then
be able to write down explicitly the beating solution for any range of parameters and successively to investigate
the semiclassical limit.

We then investigate the Cauchy problem for the Schrödinger equation with two nonlinear point well potentials.
As already mentioned, the description of the dynamics will be reduced to the analysis of a system of two Volterra
integral equations. Based mainly on numerical analysis results, we will discuss the beating suppression.

2. The mathematical model – concentrated nonlinearities

First, we briefly recall the definition of point interaction Hamiltonians in L2(R) (see [11] for further details).
For two point scatterers placed in Y = {y1, y2} of strength γ = {γ1, γ2}, yi, γi ∈ R, the formal Hamiltonian
reads:

Hγ,Y ψ := “− d2

dx2
ψ + γ1δy1ψ + γ2δy2ψ “, (1)

where the (reduced) Planck constant ~ has been taken equal to one and the particle mass m equal to 1/2. We will
also assume that the two points are placed symmetrically with respect to the origin and that |yi| = a.

The following result holds true (see [11]):

D(Hγ,Y ) :=
{
ψ ∈ L2(R) | ψ = φλ −

2∑
i,j=1

(
Γλγ

)−1

ij
φλ(yj)G

λ(· − yi), φλ ∈ H2(R)
}
, (2)

(
Hγ,Y + λ

)
ψ =

(
− d2

dx2
+ λ

)
φλ, (3)
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are domain and action of a selfadjoint operator in L2(R) which acts as the free Laplacian on functions supported
outside the two points yi = ±a. In (2) Gλ(·) is the free Laplacian Green function:

Gλ(x) :=
e−
√
λ|x|

2
√
λ

,

and the matrix Γλγ is defined as:

(
Γλγ

)
ij

:=
1

γi
δij +Gλ(yi − yj) ,

where the positive real number λ is chosen large enough to make the matrix Γλγ invertible.

One can immediately verify that the derivative of Gλ(x) has a jump in the origin, equal to −1. This in turn
implies that every function ψ in the domain satisfies the boundary conditions:

dψ

dx

(
y+
j

)
− dψ

dx

(
y−j
)

= γj ψ(yj) , j = 1, 2 . (4)

The dynamics generated by Hγ,Y is then characterized as the free dynamics outside the two scatterers, satisfying
at any time the boundary conditions (4).

Our aim is to investigate the behavior of the solutions of the nonlinear evolution problem:


ı
∂ψ

∂t
= Hγ(t),Y ψ , ∀(t, x) ∈ R+ × R ,

ψ(0, x) = ψ0(x) ∈ D(Hγ(0),Y ), ∀x ∈ R ,

γj(t) := γ|ψ(t, yj)|2σ, γ < 0, σ ≥ 0.

(5)

where the time dependence of γ is nonlinearly determined by the values in ±a of the solution itself.

There is an alternative way to represent the solutions of the Cauchy problem (5). Let us consider the following
ansatz, suggested by the Duhamel’s formula applied to the evolution equation (5) using the formal definition (1)
for the Hamiltonian,

ψ(t, x) = (U(t)ψ0)(x)− ı γ
2∑
j=1

t∫
0

U(t− s;x− yj)|ψ(s, yj)|2σψ(s, yj) ds . (6)

where U(τ, y) is the integral kernel of the unitary group eıt∆, i.e.

U(τ, y) :=
eı
|y|2
4τ

√
4ı π τ

, (U(t)ξ)(x) =

∞∫
−∞

U(t;x− y) ξ(y) dy, ∀ξ ∈ L2(R).

From ansatz (6) one obtains for i = 1, 2:

ψ(t, yi) = (U(t)ψ0)(yi)− ı γ
2∑
j=1

t∫
0

U(t− s; yi − yj)|ψ(s, yj)|2σψ(s, yj) ds.
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Explicitly 

ψ(t,−a) +
γ

2

√
ı

π

t∫
0

ψ(s,−a) |ψ(s,−a)|2σ√
t− s

ds+

+
γ

2

√
ı

π

t∫
0

ψ(s, a) |ψ(s, a)|2σ√
t− s

eı
a2

(t−s) ds = (U(t)ψ0)(−a) ,

ψ(t, a) +
γ

2

√
ı

π

t∫
0

ψ(s, a) |ψ(s, a)|2σ√
t− s

ds+

γ

2

√
ı

π

t∫
0

ψ(s,−a) |ψ(s,−a)|2σ√
t− s

eı
a2

(t−s) ds = (U(t)ψ0)(a) .

(7)

The problem was extensively discussed in [12], where it was proved that, if ψ(t,±a) are solutions of (7), then the
function (6) is the unique solution of (5) (see [13–15] and [16, 17] for d = 2 and d = 3).

Remark 2.1. It is worth pointing out that the solution of (5) mentioned before is guaranteed to be global-in-time
only if σ < 1. On the other hand, whenever σ ≥ 1 there exist initial data for which blow-up phoenomena may
arise.

Remark 2.2. Throughout, we use the notation q1(t) ≡ ψ(t,−a), q2(t) ≡ ψ(t, a) and refer to (7) as the “charge
equations”.

In the following subsection we examine the linear case analysing the necessary conditions to have quantum
beating states.

2.1. Linear point interactions

Let us consider the linear case, corresponding to σ = 0 and γj < 0, for j = 1, 2, independent of t in (5). From
the definition (3) the resolvent of the operator Hγ,Y has integral kernel:

(Hγ,Y + λ)−1(x, x′) = Gλ(x− x′)−
2∑

i,j=1

(
Γλγ

)−1

ij
Gλ(x− yi)Gλ(x′ − yj). (8)

As it is clear from (8), Hγ,Y is a finite rank perturbation of the free Laplacian resolvent operator. This in turn
implies that the essential spectrum of Hγ,Y is [0,∞) and that −λ is a negative eigenvalue if and only if the matrix

Γλγ is not invertible:

det Γλ(γ1,γ2) = det


1

γ1
+

1

2
√
λ

Gλ(2a)

Gλ(2a)
1

γ2
+

1

2
√
λ

 = 0 ,

or (
1

γ1
+

1

2
√
λ

)(
1

γ2
+

1

2
√
λ

)
−
(

1

2
√
λ

)2

e−4
√
λ a = 0 . (9)

All the relevant results concerning the point spectrum of Hγ,Y are collected in the following lemma.

Lemma 2.3 ( [10]). Let γ1 ≤ γ2 and let us define the ratio α :=
γ2

γ1
. Then, one has:

a): There are two real solutions λ0 > λ1 > 0 to equation (9) if and only if γi < 0 for i = 1, 2 and

1

|γ1|
+

1

|γ2|
< 2a . (10)

b): For γi = γ < 0, i = 1, 2, satisfying (10) (1/γ < a) , one has

∆λ := λ0 − λ1 ' γ2e−|γ|α.

In particular ∆λ→ 0 exponentially as |γ|α→∞.
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c): For γi < 0, i = 1, 2, satisfying (10) and α < 1, one has

∆λ := λ0 − λ1 ≥ γ2
1(1− α2) .

In particular ∆λ→∞ as |γ1| → ∞.

d): For γi < 0, i = 1, 2, satisfying (10) and α ≤ 1, one has:

lim
|γ1|→∞

2
√
λ0/γ1 = −1 , lim

|γ1|→∞
2
√
λ1/γ2 = −1.

e): For γi < 0, i = 1, 2, satisfying (10), the eigenfunctions associated with the two negative eigenvalues are
(see [11])

φ0(x) = c0G
λ0(x− y1) + c1G

λ0(x− y2) , (11)

φ1(x) = c2G
λ1(x− y1) + c3G

λ1(x− y2) , (12)

where the coefficients c0, c1 and c2, c3 are solutions of:
1

γ1
+

1

2
√
λ0

1

2
√
λ0

e−2
√
λ0 a

1

2
√
λ0

e−2
√
λ0 a

1

γ2
+

1

2
√
λ0

( c0
c1

)
=

(
0

0

)
,

and 
1

γ1
+

1

2
√
λ1

1

2
√
λ1

e−2
√
λ1 a

1

2
√
λ1

e−2
√
λ1 a

1

γ2
+

1

2
√
λ1

( c2
c3

)
=

(
0

0

)
.

Solving explicitly the last equations at point e) of Lemma 2.3, we obtain:∣∣∣∣c1c0
∣∣∣∣ =

√
(2
√
λ0/γ1) + 1

(2
√
λ0/γ2) + 1

,

∣∣∣∣c2c3
∣∣∣∣ =

√
(2
√
λ1/γ2) + 1

(2
√
λ1/γ1) + 1

.

The normalization condition finally gives:

c0 =
2|γ1|λ3/4

0√
γ1γ2

(γ1+2
√
λ0)

(γ2+2
√
λ0)

+ γ1

(
γ1 + 4

√
λ0 + 2

√
λ0 a

(
γ1 + 2

√
λ0

)) , (13)

c3 =
2|γ2|λ3/4

1√
γ1γ2

(γ2+2
√
λ1)

(γ1+2
√
λ1)
− γ2

(
γ2 + 4

√
λ1 + 2

√
λ1 a

(
γ2 + 2

√
λ1

)) . (14)

A few remarks are worth noting:

Remark 2.4. In our units the condition characterizing the semi-classical limit is δ := |γ|α >> 1. In standard

units the condition would be δ̄ :=
2m|γ|a

~2
>> 1 and the energy difference:

4E ' 2mγ2

~2
e−δ̄ .

Remark 2.5. Notice the extreme instability of the energy difference with respect to the ratio α when it is close
to the value one. While in the symmetric case (α = 1) the energy difference is decreasing exponentially in the
semiclassical limit the same quantity is going to infinity in the same limit for α < 1. This fact will appear to be
the main reason in the quantum beating suppression in the asymmetric and in the nonlinear case.

Remark 2.6. In the semi-classical limit, the coefficient ratios (13) and (14) tend to 1 in the symmetric case
(α = 1), whereas they tend to 0 for any α < 1. In turn, this means that, in the same limit, the eigenfunctions (11)
and (12) tend to be equally distributed on the two wells if α = 1 whereas they are strongly confined in one of the
well for any α < 1.
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2.2. The beating phenomenon

Now, let us consider the linear case when the condition
1

|γ1|
+

1

|γ2|
< 2a for the existence of two eigenvalues

is fulfilled. Following standard notation, we will use in this subsection subscripts ”f, e” instead of 0, 1 to mean
“fundamental” and “first excited state” (respectively). The corresponding eigenfunctions are:

φf (x) = c0G
λf (x+ a) + c1G

λf (x− a),

φe(x) = c2G
λe(x+ a)− c3Gλe(x− a) .

The superposition of the two eigenfunctions:

ψLbeat,0(x) :=
1√
2

(φf (x) + φe(x))

will evolve in time as follows:

ψLbeat(t, x) =
1√
2

(
eıλf tφf (x) + eıλetφe(x)

)
, (15)

with a probability density given by:

P(t, x) =
1

2

[
|φf (x)|2 + |φe(x)|2 + 2φf (x)φe(x) cos ((λf − λe)t)

]
.

Let us consider first the symmetric case. The two eigenfunctions φf and φe are correspondingly symmetric
and antisymmetric with respect to the origin and have similar absolute value everywhere (see Fig. 2).

-10 -5 5 10
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1.0

FIG. 2. Plot of the functions φf (x) with a thicked blue line and φe(x) with a dashed line.

It is clear that ψLbeat is initially supported around the point −a and is an oscillating function with period TB =
2π

|λf − λe|
concentrated periodically on the left and on the right well, justifying the definition of (15) as a beating

state.
The values assumed by the function ψLbeat(t, x) in the centers of the two wells evolve as follows:

qL1 (t) ≡ ψLbeat(t,−a) =
1√
2

(
eıλf tφf (−a) + eıλetφe(−a)

)
,

qL2 (t) ≡ ψLbeat(t, a) =
1√
2

(
eıλf tφf (a) + eıλetφe(a)

)
.

and are plotted in Fig. 3.

The situation is remarkably different when α < 1. In this case, as we pointed out in Remark 2.6, the two
eigenstates are strongly confined in different wells for large γ1. In particular, their product is going to be zero
almost everywhere. Any initial superposition of the two eigenstate:

ψasy,0(x) := αφ0(x) + β φ1(x) , α, β ∈ C , |α|2 + |β|2 = 1,

will evolve at time t into the state:

ψasy(t, x) := α eı λ0 t φ0(x) + β eı λ1 t φ1(x) .
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FIG. 3. Plot of the time-evolution of the functions Re qL1 (t) as a dashed line, Im qL1 (t) as a dotted
line and |qL1 |(t) as a thick line

but the time dependent term in the square modulus will be negligible and no beating phenomenon will take place.
One expects that the asymmetry due to the nonlinearity will produce a similar suppression on time scales

depending on the initial condition and on the strength of the nonlinearity.

2.3. Nonlinear point interactions

A detailed analytical study of the nonlinear case σ > 0 can be found in [12, 18] where the authors prove
general results about existence of solutions, either local or global in time, and prove existence of blow-up solutions
for σ ≥ 1.

In the following, we analyze results about the evolution of a beating state obtained via numerical computation.
A complete analytical analysis of equation (7) is still lacking. The problem is to quantify the amount of asymmetry
necessary to suppress quantum beating induced by the nonlinearity and the time elapsed before that level is reached.

Let us consider an initial state which would evolve in a quantum beating state in the linear case:

ψ0(x) := αφf (x) + β φe(x) , α, β ∈ C |α|2 + |β|2 = 1

In the following we investigate the Cauchy problem (5) with initial conditions

ψ(0, x) = ψ0(x)

using its integral form (7). From [12, Theorem 6], we know that, under the assumptions σ < 1 and ψ0 ∈ H1(R),
the Cauchy problem has a unique solution which is global in time. Moreover in [12, Theorem 23], it is proved that
if γ < 0 and σ > 1 then there exist initial data such that the solutions of the Cauchy problem blow-up in finite
time.

Let us assume now that γ < 0 and σ < 1. We list the solutions to (7) obtained by numerical computation
in [10]. In particular, we will compare the solution in the linear case with solutions to (7) with increasing powers
of the non linearity. Our results show how the asymmetry generated by the nonlinear interactions produce the
complete suppression of the beating phenomenon.

For the symmetric linear case we set σ = 0 and consider the linear Volterra-system associated with the initial
condition given by:

ψLbeat,0(x) := αφf (x) + β φe(x) , α, β ∈ R , (16)

which can be exactly solved: q1(t) = αφf (−a) eı λf t + β φe(−a) eı λe t ,

q2(t) = αφf (a) eı λf t + β φe(a) eı λe t ,
∀t ∈ R+ .

Figure 4 presents on the left the time-evolution of the numerical solutions of the Volterra-system associated to the
parameters indicated in the figure caption.
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FIG. 4. The beating effect. Evolution in time of the numerical solutions |q1|2(t) resp. |q2|2(t) for a = 3,

α =
√
0.01, β =

√
0.99, γ = −0.5

Let us consider the nonlinear case. We assume the same initial condition and the same parameters as in the
symmetric linear case (16). Increasing the power of the nonlinearity (we consider σ = 0.3, σ = 0.7, σ = 0.9) we
observe that the time elapsed till the suppression of the beating effect is getting shorter and shorter. Here the time
dependent point interaction strength is:

γ±(t) = γ |ψ(t,±a)|2σ .

In order to have at time t = 0 the same strength of the linear case γ±(0) = −0.5, we assume

γ := 2 γ±(0)/[|ψ0(a)|2σ + |ψ0(−a)|2σ] .

In Fig. 5, we plot the numerical solutions of the Volterra-system, i.e. |qnum1 |2(t) resp. |qnum2 |2(t) (in blue resp.
red) as functions of time, and for the different nonlinearity exponents. As a reference, we plot also the exact
solutions of the symmetric linear system, i.e. |qbeat,1|2(t) resp. |qbeat,2|2(t) (in cyan resp. magenta). Figures show
clearly how the nonlinearity suppresses the beating-effect.
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FIG. 5. The nonlinear time-evolution of the numerical solutions |qnum
1 |2(t) resp. |qnum

2 |2(t) (in blue/red full line)

and corresponding linear beating solutions |qbeat,1|2(t) resp. |qbeat,2|2(t) (in cyan/magenta dashed line), for σ = 0.3

(left), σ = 0.7 (center) and σ = 0.9 (right)

3. Conclusion

In our numerical simulation, we showed that in a zero range nonlinear double well potential, the quantum
beating mechanism is highly unstable under perturbations breaking the inversion symmetry of the problem.

The results shown in this review require further developments and extensions. In particular, it is necessary
to examine analytically the solutions of the system of Volterra integral equations (7) to clarify the dependence
on initial conditions of the time needed for the beating suppression. A generalization of the results to higher
dimensions is in progress.
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1. Introduction

To study the steady state current flowing through a quantum device in the framework of Landauer–Büttiker
approach, it is necessary to consider a quantum system as an inner system (quantum dot) with left and right leads
attached to it, i.e. free-fermion reservoirs with two different electro-chemical potentials. The goal was to calculate
the steady electron current going from one lead through the dot the other one. This current is directly related
to the transmission coefficients of some natural scattering system related to this particle transport problem. This,
approach was justified a few years ago [1–3]. It, effectively, reduces the problem to investigation of a one-particle
Hamiltonian.

In the present paper we consider the Jaynes–Cummings model [4, 5]. The Jaynes–Cummings model serves to
determine how quantization of the radiation field affects the predictions for the evolution of the state of a two-level
system in comparison with semi-classical theory of light-atom interaction. It is often applied to description of the
interaction between an atom and a laser field [6]. We used a version suggested in [7,8]. More precisely, the authors
of [7,8] use the discrete Hamiltonian. In contrast, we use the continuous Hamiltonian. Namely, we have a two-level
quantum dot coupled, from one side, to the standard Jaynes–Cummings one-mode photon resonator, and from the
other side to two semi-infinite leads. To construct the model, we use the operator extensions theory approach (see,
e.g., [9–11] and references in [12]) in the framework of boundary triplet approach (see, e.g., [13–16]). Detailed
mathematical background of the model is developed in [17].

2. Preliminaries

2.1. Linear relations

A linear relation Θ in H is a closed linear subspace of H⊕H. The set of all linear relations in H is denoted
by C̃(H). We denote also by C(H) the set of all closed linear (not necessarily densely defined) operators in H.
Identifying each operator T ∈ C(H) with its graph gr (T ), we regard C(H) as a subset of C̃(H).

The role of the set C̃(H) in extension theory becomes clear from Proposition 2.3. However, it’s role in the
operator theory is substantially motivated by the following circumstances: in contrast to C(H), the set C̃(H) is
closed with respect to taking inverse and adjoint relations Θ−1 and Θ∗. The latter is given by: Θ−1 = {{g, f} :
{f, g} ∈ Θ} and:

Θ∗ =

{(
k

k′

)
: (h′, k) = (h, k′) for all

(
h

h′

)
∈ Θ

}
.

A linear relation Θ is called symmetric if Θ ⊂ Θ∗ and self-adjoint if Θ = Θ∗.
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2.2. Boundary triplets and proper extensions

Let us briefly recall some basic facts on boundary triplets. Let S be a densely defined closed symmetric
operator with equal deficiency indices n±(S) := dim(N±i), Nz := ker (S∗ − z), z ∈ C±, acting on some
separable Hilbert space H.

Definition 2.1.
(i) A closed extension S̃ of S is called proper if dom (S) ⊂ dom (S̃) ⊂ dom (S∗).
(ii) Two proper extensions S̃′, S̃ are called disjoint if dom (S̃′) ∩ dom (S̃) = dom (S) and transversal if in
addition dom (S̃′) + dom (S̃) = dom (S∗).

we denote by ExtS the set of all proper extensions of S completed by the non-proper extensions S and S∗ is
denoted. For instance, any self-adjoint or maximal dissipative (accumulative) extension is proper.

Definition 2.2 ( [18]). A triplet Π = {H,Γ0,Γ1}, where H is an auxiliary Hilbert space and Γ0,Γ1 : dom (S∗)→
H are linear mappings, is called a boundary triplet for S∗ if the ”abstract Green’s identity”:

(S∗f, g)− (f, S∗g) = (Γ1f,Γ0g)− (Γ0f,Γ1g), f, g ∈ dom (S∗). (1)

is satisfied and the mapping Γ := (Γ0,Γ1)> : dom (S∗)→ H⊕H is surjective, i.e. ran (Γ) = H⊕H.

A boundary triplet Π = {H,Γ0,Γ1} for S∗ always exists whenever n+(S) = n−(S). Note also that
n±(S) = dim(H) and ker (Γ0) ∩ ker (Γ1) = dom (S).

With any boundary triplet Π one associates two canonical self-adjoint extensions Sj := S∗ � ker (Γj), j ∈
{0, 1}. Conversely, for any extension S0 = S∗0 ∈ ExtS, there exists a (non-unique) boundary triplet Π =
{H,Γ0,Γ1} for S∗ such that S0 := S∗ � ker (Γ0).

Using the concept of boundary triplets one can parametrize all proper extensions of A in the following way.

Proposition 2.3 ( [19]). Let Π = {H,Γ0,Γ1} be a boundary triplet for S∗. Then the mapping

ExtS 3 S̃→ Γdom (S̃) = {(Γ0f,Γ1f)> : f ∈ dom (S̃)} =: Θ ∈ C̃(H) (2)

establishes a bijective correspondence between the sets ExtS and C̃(H). We write S̃ = SΘ if S̃ corresponds to Θ
by (2). Moreover, the following holds:
(i) S∗Θ = SΘ∗ , in particular, S∗Θ = SΘ if and only if Θ∗ = Θ.
(ii) SΘ is symmetric (self-adjoint) if and only if Θ is symmetric (self-adjoint).
(iii) The extensions SΘ and S0 are disjoint (transversal) if and only if there is a closed (bounded) operator B
such that Θ = gr (B). In this case (2) takes the form

SΘ := Sgr (B) = S∗ � ker (Γ1 −BΓ0). (3)

In particular, Sj := S∗ � ker (Γj) = SΘj , j ∈ {0, 1}, where Θ0 :=

(
{0}
H

)
and Θ1 :=

(
H
{0}

)
= gr (O) where

O denotes the zero operator in H. Note also that C̃(H) contains the trivial linear relations {0} × {0} and H×H
parameterizing the extensions S and S∗, respectively, for any boundary triplet Π.

2.3. Gamma field and Weyl function

It is well known that Weyl function is an important tool in the direct and inverse spectral theory of Sturm–
Liouville operators. In [19], the concept of Weyl function was generalized to the case of an arbitrary symmetric
operator S with n+(S) = n−(S) ≤ ∞. Following [19], we briefly recall basic facts on Weyl functions and γ-fields
associated with a boundary triplet Π.

Definition 2.4 ( [19]). Let Π = {H,Γ0,Γ1} be a boundary triplet for S∗ and S0 = S∗ � ker (Γ0). The operator
valued functions γ(·) : ρ(S0)→ [H,H] and M(·) : ρ(S0)→ [H] defined by:

γ(z) :=
(
Γ0 � Nz

)−1
M(z) := Γ1γ(z), z ∈ ρ(S0), (4)

are called the γ-field and the Weyl function, respectively, corresponding to the boundary triplet Π.

Clearly, the Weyl function can equivalently be defined by:

M(z)Γ0fz = Γ1fz, fz ∈ Nz, z ∈ ρ(S0).
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The γ-field γ(·) and the Weyl function M(·) in (4) are well defined. Moreover, both γ(·) and M(·) are holomorphic
on ρ(S0) and the following relations:

γ(z) =
(
I + (z − ζ)(S0 − z)−1

)
γ(ζ), z, ζ ∈ ρ(S0), (5)

and
M(z)−M(ζ)∗ = (z − ζ)γ(ζ)∗γ(z), z, ζ ∈ ρ(S0), (6)

hold. Identity (6) yields that M(·) is [H]-valued Nevanlinna function (M(·) ∈ R[H]), i.e. M(·) is [H]-valued
holomorphic function on C± satisfying:

M(z) = M(z)∗ and
Im(M(z))

Im(z)
≥ 0, z ∈ C+ ∪ C−.

It follows also from (6) that 0 ∈ ρ(Im(M(z))) for all z ∈ C±.

2.4. Krein-type formula for resolvents

Let Π = {H,Γ0,Γ1} be a boundary triplet for S∗, M(·) and γ(·) the corresponding Weyl function and γ-field,
respectively. For any proper (not necessarily self-adjoint) extension S̃Θ ∈ ExtS with non-empty resolvent set
ρ(S̃Θ) the following Krein-type formula holds (cf. [19]):

(SΘ − z)−1 − (S0 − z)−1 = γ(z)(Θ−M(z))−1γ∗(z), z ∈ ρ(S0) ∩ ρ(SΘ). (7)

Formula (7) extends the known Krein formula for canonical resolvents to the case of any SΘ ∈ ExtS with
ρ(SΘ) 6= ∅. Moreover, due to relations (2), (3) and (4) formula (7) is related to the boundary triplet Π. We
emphasize, that this relation makes it possible to apply the Krein-type formula (7) to boundary value problems
(see, e.g., [14] and references in [12]).

2.5. Scattering and Weyl function

Let S be a densely defined closed symmetric operator with finite equal deficiency indices n±(S) and Π =
{H,Γ0,Γ1} is a boundary triplet for S∗, Let S0 = S∗ � ker Γ0 and SΘ is a self-adjoint extension corresponding to
Θ ∈ C̃(H). As dimH is finite, by (7) (SΘ − z)−1 − (S0 − z)−1 is a finite rank operator and the system {SΘ, S0}
is a so-called complete scattering system, i.e. the wave operators:

W±(SΘ, S0) = s− lim
t→±∞

eitSΘe−itS0P ac(S0),

exists and they are complete, i.e. their ranges coincide with the absolutely continuous subspace Hac(SΘ) of SΘ

(see, e.g. [20], [21], [22]). By P ac(S0) we denote the orthogonal projection on absolutely continuous subspace
Hac(S0) of S0. The scattering operator S(SΘ, S0) of a scattering system {SΘ, S0} is defined as:

S(SΘ, S0) = W+(SΘ, S0)∗W−(SΘ, S0).

If we regard the scattering operator as an operator in Hac(S0) then it becomes unitary and commutes with absolutely
continuous part Sac0 = S0 � Hac(S0)∩dom (S0). of S0 and thus it is unitarily equivalent to a multiplication operator
induced by a family {SΘ(z)} of unitary operators in a spectral representation of Sac0 ( [20], Proposition 9.57). This
family is called a scattering matrix of a scattering system S(SΘ, S0).

Since the dimension dimH is finite, then the Weyl function M(·) corresponding to boundary triplet Π =
{H,Γ0,Γ1} is a matrix-valued Nevanlinna function. By Fatous theorem ( [23]), the limit M(λ+i0) = lim

ε→0+0
M(λ+

iε) exists for almost all λ ∈ R. We denote the set of real point where the limit exists by ΣM . We will use the
notation HM(λ) = ran (M(λ)), λ ∈ ΣM . By PM(λ) we will denote the orthogonal projection on HM(λ). We
will also use the notation NΘ(z) = (Θ −M(z))−1, z ∈ C \ R, where Θ ∈ C̃(H) is a self-adjoint relation
corresponding to SΘ. This function is well defined and the limit NΘ(λ+ i0) = (Θ−M(λ+ i0))−1 exists almost
for every λ ∈ R. This set we will denote as ΣN .

Theorem 2.5. ( [13]) Let S be a densely defined symmetric operator with finite deficiency indices in separable
Hilbert space H, let Π be a boundary triplet corresponding to S∗ with corresponding Weyl function M(·), SΘ is
a self-adjoint extension of S, S0 = S∗ � ker Γ0, Θ ∈ C̃(H), then in L2(R, dλ,HM(λ)) the scattering matrix of
the complete scattering system {SΘ, S0} is given by:

SΘ(λ) = IHM(λ)
+ 2i

√
=(M(λ+ i0))Nθ(λ+ i0)

√
=(M(λ+ i0))

for λ ∈ ΣM ∩ ΣN .
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3. Scattering

3.1. Model description

A rigorous construction of a proposed model can be found in [17]. We will show here only the main
results. We consider the Hilbert space H = L2(R−) ⊕ L2(R+) where R− = (−∞, 0) and R+ = (0,∞). On the

subspaces Hl := L2(R−) and Hr := L2(R+) we consider the closed symmetric operators Hl = − d2

dx2
+ vl and

Hr = − d2

dx2
+ vr. We set H := Hl ⊕ Hr = L2(R) and H := Hl ⊕ Hr. Operator H can be regarded as the

symmetric operator:

A = − d2

dx2
+ v(x), v(x) :=

{
vl x ∈ R−
vr x ∈ R+

with domain dom (A) = W 2,2
0 (R) := {f ∈ W 2,2(R) : f(0) = f ′(0) = 0}. The operator A is symmetric and has

deficiency indices n±(A) = 2. For simplicity we assume that 0 ≤ vr ≤ vl. It can be checked (see [17]) that the
triplet ΠA = {HA,ΓA0 ,ΓA1 } with:

HA :=

HHl
⊕
HHr

=

C
⊕
C ,

ΓA0 f :=

(
f(−0)

f(+0)

)
, ΓA1 :=

(
−f ′(−0)

f ′(+0)

)
,

defines a boundary triplet for A∗. The Weyl function MA(z) of the boundary triplet ΠA is given by:

MA(z) =

(
mHl(z) 0

0 mHr (z)

)
=

(
i
√
z − vl 0

0 i
√
z − vr

)
, z ∈ ρ(A0),

where A0 := A∗ � ker (ΓA0 ). Notice that A0 has Dirichlet boundary conditions.
We will view the point zero as a quantum dot or quantum cavity. In particular, the Hilbert space HA = C2 is

considered to be the state space of the quantum dot and the self-adjoint operator B as the Hamiltonian of the dot,
where AB := A∗ � ker (ΓA1 − BΓA0 ) is a self-adjoint extension of A. The Hamiltonian B describes a two level
system to which we are going to couple bosons. The state space of the bosons is the Hilbert space T = l2(N0),
N0 := N ∪ {0}. The boson operator T is given by:

T ~ξ = T{ξk}k∈N0
= {kξk}k∈N0

,

~ξ = {ξk}k∈N0 ∈ dom (T ) := {{ξk}k∈N0 ∈ l2(N0) : {kξk}k∈N0 ∈ l2(N0)}.
The Hamiltonian T describes a system of bosons which do not interact mutually. The number of bosons is not
fixed and varies from zero to infinity. The Hilbert space T has a natural basis given by ek = {δkj}j∈N0

. Let us
introduce the creation and annihilation operator b∗ and b, respectively, defined by:

b∗ek =
√
k + 1ek+1, k ∈ N0, and bek =

√
kek−1, k ∈ N0,

where e−1 = 0. One easily checks that T = b∗b.
In order to couple these two systems let us consider the closed symmetric operator:

S := A⊗ IT + IH ⊗ T (8)

in the Hilbert space K := H⊗ T. Setting the following:

Kl := Hl ⊗ T, Sl := Hl ⊗ IT + IHl ⊗ T,
Kr := Hr ⊗ T, Sr := Hr ⊗ IT + IHr ⊗ T,

we obtain:
K = Kl ⊕ Kr and S = Sl ⊕ Sr.

The corresponding Weyl function MS(·) is given by:

MS(z) =

(
MSl(z) 0

0 MSr (z)

)
, z ∈ ρ(S0), S0 = SDl ⊕ SDr ,

where SDl = HD
l ⊗ IT + IHl ⊗ T and SDr = HD

r ⊗ IT + IHl ⊗ T – the extensions with the Dirichlet boundary
conditions and:

MSl(z) =
mHl(z − T )− Re(mHl(i− T ))

Im(mHl(i− T ))
, z ∈ C±,
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MSr (z) =
mHr (z − T )− Re(mHr (i− T ))

Im(mHr (i− T ))
, z ∈ C±.

Moreover, we have: √Im(mHl(i− T )) 0

0
√

Im(mHr (i− T ))

 =
1
4
√

2

(
Z
−1/2
l 0

0 Z−1/2
r

)

and: (
Re(mHl(i− T )) 0

0 Re(mHr (i− T ))

)
=

(
Zl 0

0 Zr

)
where:

Zl :=

√√
IT + (T + vl)2 + T + vl,

Zr :=

√√
IT + (T + vr)2 + T + vr.

3.2. Scattering matrix

We want to show that the limit lim
ε→0

MS(λ + iε) exists. The candidate for this limit is the function MS(λ),

λ ∈ R.

Lemma 3.1. The operator-function MS(λ), λ ∈ R is a bounded operator.

Consider:

MSl(λ) =
mHl(λ− T )− Re(mHl(i− T ))

Im(mHl(i− T ))
=

∞⊕
n=0

mHl(λ− n)− Re(mHl(i− n))

Im(mHl(i− n))
.

We then rewrite as follows:

mHl(λ− n)− Re(mHl(i− n))

Im(mHl(i− n))
=
i
√
λ− n− vl + 1√

2

√√
1 + (n+ vl)2 + n+ vl

1√
2

(√√
1 + (n+ vl)2 + n+ vl

)−1

and consider this sequence when n > λ− vl, then the numerator can be rewritten as:

1√
2

√√
1 + (n+ vl)2 + n+ vl −

√
n− λ+ vl =

1

2

√
1 + (n+ vl)2 − (n+ vl − 2λ)

1√
2

√√
1 + (n+ vl)2 + n+ vl +

√
n− λ+ vl

Notice that:
√

2
√√

1 + (n+ vl)2 + n+ vl

2√
2

√√
1 + (n+ vl)2 + n+ vl +

√
n− λ+ vl

has the finite limit, so it is bounded and we have to examine:√
1 + (n+ vl)2 − (n+ vl − 2λ) =

1 + 4nλ− 4λ2 + 4vlλ√
1 + (n+ vl)2 + (n+ vl − 2λ)

which also has the finite limit and so bounded. Thus, the sequence is bounded for n > λ− vl, so it is bounded for
n ∈ N0. Analogously, we deal with MSr .

Lemma 3.2. lim
ε→0

MS(λ+ iε) = MS(λ), λ ∈ R.

Consider: ∣∣∣∣MSl(λ)−MSl(λ+ iε)
∣∣∣∣ =

∣∣∣∣∣
∣∣∣∣∣
∞⊕
n=0

mHl(λ− n)− (mHl(λ+ iε− n))

Im(mHl(i− n))

∣∣∣∣∣
∣∣∣∣∣ .



176 A. A. Boitsev, J. Brasche, H. Neidhardt, I. Y. Popov

We obtain:

∣∣∣∣∣∣∣∣mHl(λ− n)− (mHl(λ+ iε− n))

Im(mHl(i− n))

∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣
i
√
λ− n− vl − i

√
λ+ iε− n− vl

1√
2

(√√
1 + (n+ vl)2 + n+ vl

)−1

∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣ =

∣∣∣∣∣∣
∣∣∣∣∣∣
√

2
√√

1 + (n+ vl)2 + n+ vl
√
λ− n− vl +

√
λ+ iε− n− vl

∣∣∣∣∣∣
∣∣∣∣∣∣ ε ≤

∣∣∣∣∣∣
∣∣∣∣∣∣
√

2
√√

1 + (n+ vl)2 + n+ vl

2
√
λ− n− vl

∣∣∣∣∣∣
∣∣∣∣∣∣ ε.

The norm in the right hand side is bounded for integer n, so:

mHl(λ− n)− (mHl(λ+ iε− n))

Im(mHl(i− n))
→ 0, ε→ +0,

uniformly with respect to n. Analogously we deal with MSr .
Let us show that the operator:

(Θ−MS(λ+ iε))−1

exists. It is sufficient to show that (Im(MS(λ)))−1 exists.

Lemma 3.3. (Im(MS(λ)))−1 exists for λ 6= n+ vl and λ 6= n+ vr.

Consider:

Im(MSl(λ)) =
Im(mHl(λ− T ))

Im(mHl(i− T ))
=

∞⊕
n=0

Im(i
√
λ− n− vl)

Im(mHl(i− n))
=

∞⊕
n=0

Re(
√
λ− n− vl)

Im(mHl(i− n))

and Re(
√
λ− n− vl) = 0 when n ≥ λ−vl and Re(

√
λ− n− vl) =

√
λ− n− vl when n < λ−vl. If λ 6= n+vl

then:

Im(MSl(λ))−1 =

n<λ−vl⊕
0

Im(mHl(i− n))√
λ− n− vl

.

Analogously, we deal with MSr .
For scattering matrix description, we need to calculate

√
Im(M(λ+ 0i)) =

√
Im(M(λ)).

Lemma 3.4. Operator
√

Im(M(λ)) has the following form:

√
Im(M(λ)) =



√√√√n<λ−vl⊕
n=0

√
λ− n− vl

Im(mHl(i− n))
⊕

⊕
n≥λ−vl

0 0

0

√√√√n<λ−vr⊕
n=0

√
λ− n− vr

Im(mHr (i− n))
⊕

⊕
n≥λ−vr

0

 ,

Im(MSl(λ)) = Im

(
mHl(λ− T )− Re(mHl(i− T ))

Im(mHl(i− T ))

)
=

Im(mHl(λ− T ))

Im(mHl(i− T ))
.

Now, as far as mHl = i
√
z − vl, we obtain:

Im(mHl(λ− T ))

Im(mHl(i− T ))
=

∞⊕
n=0

Im(mHl(λ− n))

Im(mHl(i− n))
=

∞⊕
n=0

Im(i
√
λ− n− vl)

Im(mHl(i− n))
.

As far as when n < λ − vl we have Im(i
√
λ− n− vl) =

√
λ− n− vl) and when n ≥ λ − vl we have

Im(i
√
λ− n− vl) = 0, we obtain that:

Im(mHl(λ− T ))

Im(mHl(i− T ))
=

n<λ−vl⊕
n=0

√
λ− n− vl

Im(mHl(i− n))
.
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Then,

Im(MS(λ)) =


n<λ−vl⊕
n=0

√
λ− n− vl

Im(mHl(i− n))
⊕

⊕
n≥λ−vl

0 0

0

n<λ−vr⊕
n=0

√
λ− n− vr

Im(mHr (i− n))
⊕

⊕
n≥λ−vr

0


and

√
Im(MS(λ)) =



√√√√n<λ−vl⊕
n=0

√
λ− n− vl

Im(mHl(i− n))
⊕

⊕
n≥λ−vl

0 0

0

√√√√n<λ−vr⊕
n=0

√
λ− n− vr

Im(mHr (i− n))
⊕

⊕
n≥λ−vr

0

 .

Let Θ be a matrix of the form:

Θ =


∞⊕
n=0

(
αn γn
γn βn

)
0

0

∞⊕
n=0

(
κn ηn
ηn ωn

)
 .

Then Θ−M(λ) is a block-diagonal matrix with the first block of the form

∞⊕
n=0

αn −
i
√
λ− 2n− vl − Re(mHl(i− 2n))

Im(mHl(i− 2n))
γn

γn βn −
i
√
λ− 2n− 1− vl − Re(mHl(i− 2n− 1))

Im(mHl(i− 2n− 1))


and the second block of the form:

∞⊕
n=0

κn −
i
√
λ− 2n− vl − Re(mHr (i− 2n))

Im(mHr (i− 2n))
ηn

ηn ωn −
i
√
λ− 2n− 1− vl − Re(mHr (i− 2n− 1))

Im(mHr (i− 2n− 1))

 .

Let:

∆1(n) =

(
αn −

i
√
λ− 2n− vl − Re(mHl(i− 2n))

Im(mHl(i− 2n))

)
×(

βn −
i
√
λ− 2n− 1− vl − Re(mHl(i− 2n− 1))

Im(mHl(i− 2n− 1))

)
− γnγn

and:

∆2(n) =

(
κn −

i
√
λ− 2n− vl − Re(mHr (i− 2n))

Im(mHr (i− 2n))

)
×(

ωn −
i
√
λ− 2n− 1− vl − Re(mHr (i− 2n− 1))

Im(mHr (i− 2n− 1))

)
− ηnηn.

Theorem 3.5. The operator (Θ −MS(λ + iε))−1 exists. It has the block structure with the first block of the
form:

∞⊕
n=0

1

∆1(n)

βn −
i
√
λ− 2n− 1− vl − Re(mHl(i− 2n− 1))

Im(mHl(i− 2n− 1))
−γn

−γn αn −
i
√
λ− 2n− vl − Re(mHl(i− 2n))

Im(mHl(i− 2n))


and the second block of the form:

∞⊕
n=0

1

∆2(n)

ωn −
i
√
λ− 2n− 1− vl − Re(mHr (i− 2n− 1))

Im(mHr (i− 2n− 1))
−ηn

−ηn κn −
i
√
λ− 2n− vl − Re(mHr (i− 2n))

Im(mHr (i− 2n))

 .
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The expression for the scattering matrix is given in Theorem 2.5.

4. Conclusion

An extended Jaynes–Cummings model using the ideas of [8] is constructed. It is based on the theory of
self-adjoint extensions of symmetric operators. The theory gives one a rigorous mathematical methodology for
introducing coupling between bosons (photons), two-level quantum dot (quantum resonator) and two semi-infinite
wires. Boundary triplets, gamma-field and Krein Q-functions are found. We obtain the Weyl function. This allows
us to determine the scattering matrix. Mathematical details of the model are thoroughly investigated in [17].
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1. Introduction

The aim of this note is to compare the discrete spectrum of the isotropic harmonic oscillator perturbed by a
point interaction centered at the origin, the bottom of a parabolic well, across various dimensions. The physical
motivation behind this detailed study is the fact that this Hamiltonian, at least in the three-dimensional case, has
been used over the last twenty years to model two-dimensional quantum wires and three-dimensional quantum
dots.

It is important to point out and is well known that, while in two or three dimensions there is only one type of
point interaction, namely the 2/3D delta (requiring a renormalization procedure if it is to be a perturbation of the
negative Laplacian or any other free Hamiltonian), in one-dimensional Quantum Mechanics we have four different
types of point interactions, out of which, the only one requiring such renormalization is the nonlocal δ′−interaction,
defined by its quadratic form (·, |δ′〉 〈δ′| , ·) (see [1–3]). A self-adjoint Hamiltonian with the nonlocal δ′−interaction
can also be defined as the norm resolvent limit of a Hamiltonian involving three Dirac distributions (see [4–6]).
We remind the reader that this interaction, being an element of H−2\H−1, may not be combined with the Dirac
distribution, obviously an element of H−1 (the reader is referred to [2] for a thorough description of the Sobolev
spaces labelled by a negative index).

While the spectral features of the three-dimensional isotropic oscillator perturbed by a single point interaction
centered at the origin have been extensively investigated (see [7–10]), less attention has been paid to those of its
two-dimensional analog. The remarkable spectral feature of the three-dimensional case is the existence of level
crossings: each eigenvalue created by the point perturbation, clearly affecting only the s-states of the model,
regarded as a function of either the parameter α labelling the possible self-adjoint extensions or its reciprocal β
(acting as the coupling constant), crosses the next lower unperturbed energy level (pertaining to an antisymmetric
state with an odd value of the total angular momentum). Even more remarkable, all the level crossings take place
for the same coupling parameter value.

As was shown in [11] (respectively [12, 13]), level crossings also occur in the entirely discrete spectrum of
the one-dimensional harmonic (respectively conic) oscillator perturbed by a nonlocal δ′-interaction. This one-
dimensional model shares the property of having all the crossings situated at the same point when either the
extension parameter or the coupling parameter is chosen. However, the nature of such crossings is different from
the aforementioned in three dimensions, as the eigenenergy of each antisymmetric bound state, regarded as a
function of either the extension parameter α, labeling the self-adjoint extensions, or the coupling β, its reciprocal,
crosses the next lower unperturbed energy level (pertaining to a symmetric state). With reference to the terminology
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introduced in [14], one could describe the one-dimensional model as Fermionic and the three-dimensional model
as Bosonic.

Therefore, we believe it may be worth investigating the spectral properties of the two-dimensional analog in
depth given the increasing importance of this particular dimension in modern Nanophysics. As expected, level
crossings also occur in the two-dimensional case. However, it will be seen that the location of these crossings is
no longer at a unique parameter value. Furthermore, while in odd dimensions the interaction must be attractive in
order to produce the crossings, a weaker repulsive interaction will suffice in the two-dimensional model.

2. Level crossings in the discrete spectrum of the one-dimensional harmonic or conic oscillator perturbed
by a central nonlocal δ′-interaction

In this section, we shall review the findings of [11] (respectively [12, 13]) showing the occurrence of level
crossings in the discrete spectrum of the harmonic (resp. conic) oscillator perturbed by a nonlocal δ′−interaction
centred at the minimum of the parabolic (resp. V-shaped) potential.

It is well known that the Schrödinger Hamiltonian perturbed by a Dirac distribution need not be defined
by means of renormalization, since such a perturbation is infinitesimally small in the sense of quadratic forms
(see [1, 2]). Therefore, the Dirac distribution can be regarded as an element of H−1.

As anticipated earlier, the nonlocal δ′-perturbation of the one-dimensional negative Laplacian, being an element
of H−2\H−1, requires instead either the self-adjoint extension method or coupling constant renormalisation to
produce a self-adjoint Hamiltonian (see [1, 2]).

The spectral effects of such a singular perturbation on the harmonic oscillator were studied in [11] starting

from the explicit expression for the resolvent of the self-adjoint operator Hβ acting like H0 =
1

2

[
− d2

dx2
+ x2

]
on

the functions satisfying the condition ψ(0+)− ψ(0−) = −βψ′(0):

[Hβ − E]
−1

= [H0 − E]
−1

+
2 |Ψ(E)〉 〈Ψ(E)|

1
β −

1
β0

+ 2Γ(3/4−E/2)
Γ(1/4−E/2)

, (1)

with β0 =
Γ(1/4)

2Γ(3/4)
u 1.47934 and:

Ψ(x;E) =

∞∑
n=0

(2n+ 1)1/2ψ2n(0)

(2n+ 3/2− E)
ψ2n+1(x), (2)

ψn(x) being the n-th normalized eigenfunction of the harmonic oscillator. The latter function, having a jump
discontinuity satisfying the condition ψ(0+)− ψ(0−) = −βψ′(0), is square summable since the sequence ψ2n(0)

behaves like n−1/4 as n→∞. Hence, the equation determining the bound state energies of Hβ is:

1

β0
− 1

β
=

2Γ(3/4− E/2)

Γ(1/4− E/2)
. (3)

Clearly, given that the perturbation does not affect the symmetric subspace, the even eigenvalues E2n =
2n + 1/2 of the unperturbed harmonic oscillator are still in the discrete spectrum for any value of β. Each new
odd energy level created by the perturbation is a decreasing function of the coupling parameter β (as can be easily
seen by means of implicit differentiation), namely E2n+1(β). For β = 0, the operator trivially coincides with H0,
so the odd eigenvalues are also those of the harmonic oscillator E2n+1 = 2n+ 3/2. Something remarkable occurs
for β = β0: as the left hand side of (3) vanishes, the only values of the energy that can satisfy (3) are those
that make the Gamma function in the denominator diverge, which implies that 1/4 − E/2 = −n, or equivalently
E2n+1(β0) = 2n+1/2. Therefore, the discrete spectrum of Hβ0

consists only of the doubly degenerate eigenvalues
E2n(β0) = E2n+1(β0) = 2n+ 1/2. As E2n+1(β) < E2n(β) = 2n+ 1/2 for any β > β0, we have infinitely many
level crossings to the right of the critical value β0 of the coupling parameter. The plot shown in Fig. 1 depicts the
three lowest level crossings.

It is worth pointing out from a physical point of view that, since the symmetry of the ground state eigenfunc-
tion changes from symmetric to antisymmetric for any β > β0, the model exhibits a quantum phase transition.
Furthermore, the effect produced by the singular δ′−perturbation is far stronger than the Zeldovich effect produced
by the δ−interaction due to the fact that the horizontal asymptotes of the curves are situated below the horizontal
lines pertaining to the unperturbed symmetric eigenvalues (see [15–17] for a detailed description of the spectrum
of the 1D harmonic oscillator perturbed by Dirac distributions).
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FIG. 1. The curves of the four lowest eigenenergies of Hβ as functions of the coupling param-

eter β, and the level crossings occurring at β = β0 =
Γ(1/4)

2Γ(3/4)
u 1.47934. The horizontal

lines are the even energy levels of the unperturbed harmonic oscillator: E0 = 1/2 (yellow),
E2 = 5/2 (green), E4 = 9/2 (red)

The same spectral pattern has recently been encountered in the discrete spectrum of the self-adjoint Hamiltonian

of the conic oscillator Hc
β acting like Hc

0 =
1

2

[
− d2

dx2
+ |x|

]
on functions satisfying the condition ψ(0+)−ψ(0−) =

−βψ′(0), whose resolvent is explicitly given by (see [12, 13] for the procedure requiring renormalization needed
to define Hc

β):

[
Hc
β − E

]−1
= [H0 − E]

−1
+

|Ψc(E)〉 〈Ψc(E)|
1
β −

Ai(0)Ai′(−2E)−Ai′(0)Ai(−2E)
Ai(0)Ai(−2E)

, (4)

with:

Ψc(x;E) =
1

21/2

∞∑
n=1

ψ2n(x)

(E2n − E)
, (5)

where ψ2n(x) is the 2n-th normalized eigenfunction (pertaining to an antisymmetric bound state) of Hc
0 and E2n

the corresponding eigenvalue, fully investigated in [18]. The function Ψc(x;E) is also a square summable function
since the sequence (E2n−E)−1 behaves like n−2/3 as n→∞ and has a jump discontinuity at the origin satisfying
the condition ψ(0+)− ψ(0−) = −βψ′(0).

As a consequence, the bound state equation reads:

1

β
=

Ai(0)Ai′(−2E)−Ai′(0)Ai(−2E)

Ai(0)Ai(−2E)
, (6)

or equivalently:

β =
Ai(0)Ai(−2E)

Ai(0)Ai′(−2E)−Ai′(0)Ai(−2E)
. (7)

Given that Ai′(−2E2n−1) = 0 for any n ≥ 1, it follows that, if the energy is exactly equal to any odd
eigenvalue (pertaining to a symmetric bound state), the right hand side of (7) is equal to:

βc0 = − Ai(0)

Ai′(0)
, (8)

which implies that such eigenvalues cause the denominator of the rank one operator on the right hand side of (4)

for the special value of the coupling parameter β = βc0 = − Ai(0)

Ai′(0)
u 1.37172 to vanish. This leads to their double

degeneracy as eigenvalues of the Hamiltonian Hc
βc
0

and the ensures level crossings at that particular value of the
coupling.
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The blue curves in Fig. 2 depict E0(β), E2(β) and E4(β), the three lowest lying energy levels pertaining
to antisymmetric bound states generated by the singular perturbation as functions of the coupling parameter. The
yellow horizontal line represents E1 and the green one E3, the energies of the two lowest symmetric bound states.
Quite obviously, the spacing between two consecutive energy levels of Hc

0 , the Hamiltonian of the unperturbed
conic oscillator, is not constant in contrast with what happens for the harmonic oscillator. Nevertheless, the spectral
features are qualitatively identical to those observed in the latter case: all the level crossings take place for the
same value of the coupling parameter which is located to the right of the origin. Identically to what has already
been seen in the case of the harmonic oscillator, the effect produced by this perturbation is far stronger than the
one named after Zeldovich occurring for an attractive δ−interaction.
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FIG. 2. The curves of the three lowest eigenenergies as functions of the coupling parameter β,

and the level crossings occurring at β = βc0 = − Ai(0)

Ai′(0)
u 1.37172. The horizontal lines are the

energy levels of the unperturbed conic oscillator: E1 (yellow) and E3 (green)

3. Level crossings in the discrete spectrum of the three-dimensional isotropic harmonic oscillator
perturbed by a central δ-interaction

It is well known that the three-dimensional negative Laplacian perturbed by the Dirac distribution cannot be
defined by means of the KLMN theorem since such a perturbation is no longer infinitesimally small in the sense
of quadratic forms (see [1, 2]). The same obviously holds in the presence of an harmonic confining potential.

The self-adjoint operator Hβ , representing the Hamiltonian of he three-dimensional isotropic harmonic os-
cillator perturbed by a central δ−interaction, defined either by means of the self-adjoint extension method or
renormalization, has been investigated in depth in [7–10]. The entirely discrete spectrum of the operator, in par-
ticular the lowest lying eigenvalues, has also been studied in detail in those papers. The operator is rigorously
defined by means of the explicit formula for its resolvent, namely:

[Hβ − E]
−1

= [H0 − E]
−1

+
2 |Ψ(E)〉 〈Ψ(E)|

1
β −

1
β0

+ Γ(3/4−E/2)
πΓ(1/4−E/2)

, (9)

with β0 =
πΓ(1/4)

Γ(3/4)
u 9.29495 and:

Ψ(x, y, z;E) =

∞∑
n1=0

∞∑
n2=0

∞∑
n3=0

ψ2n1(0)ψ2n2(0)ψ2n3(0)

2n1 + 2n2 + 2n3 + 3
2 − E

ψ2n1(x)ψ2n2(y)ψ2n3(z), (10)

whose norm, for any E < 0, is bounded by:[ ∞∑
n=0

ψ2
2n(0)

(2n+ 1
2 )2/3

]3/2

<∞, (11)
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since the sequence ψ2n(0) behaves like n−1/4 as n→∞.

As is well known, the eigenenergy 2n1 + 2n2 + 2n3 +
3

2
in the discrete spectrum of the three-dimensional

isotropic harmonic oscillator has degeneracy
1

2
(2n1 + 2n2 + 2n3 + 1)(2n1 + 2n2 + 2n3 + 2). Out of all the

eigenstates sharing this energy, only the one having radial symmetry will be affected by the 3D point perturbation

and give rise to a new simple eigenvalue, thus lowering the original degeneracy of the level to
1

2
(2n1 + 2n2 +

2n3 + 1)(2n1 + 2n2 + 2n3 + 2) − 1. This new simple eigenvalue is determined as a function of the coupling
parameter by the equation:

1

β0
− 1

β
=

Γ(3/4− E/2)

πΓ(1/4− E/2)
. (12)

It is worth noting that, apart from the different constant multiplying the ratio of Gamma functions on the right

hand side, the latter equation is of the same type of (3). However, the zeros of the entire function
1

πΓ(1/4− E/2)

are now given by E = 2N +
5

2
, the eigenenergies pertaining to the antisymmetric states, so that for the particular

value β = β0 the degeneracy of the next lower antisymmetric state increases by one. Hence, we get level crossings

occurring for the unique value of the coupling parameter, namely β0 =
πΓ(1/4)

Γ(3/4)
u 9.29495. Therefore, the 3D

point perturbation must be strongly attractive in order to exhibit the level crossing phenomenon.
In Fig. 3, the lowest level crossings between the new eigenvalues created by the point perturbation and the

antisymmetric levels E =
5

2
,

9

2
,

13

2
, clearly unaffected by the singular perturbation, are depicted. Therefore, also

in the three-dimensional case, the effect is stronger than the Zeldovich effect that would occur in the presence of
any short range interaction.
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FIG. 3. The three lowest level crossings between the new eigenvalues created by the point

perturbation and the antisymmetric levels E =
5

2
,

9

2
,

13

2
, clearly unaffected by the singular

perturbation

4. Level crossings in the discrete spectrum of the two-dimensional isotropic harmonic oscillator
perturbed by a central δ-interaction

In perfect analogy with the three-dimensional case, the two-dimensional self-adjoint Hamiltonian Hβ represent-
ing the Hamiltonian of the two-dimensional isotropic harmonic oscillator perturbed by a central δ−interaction, can
be defined by means of the self-adjoint extension theory or by renormalization. Its discrete spectrum, in particular
the lowest lying eigenvalues, has been investigated far less than the three-dimensional analog (see [19, 20]).

As the intermediate steps would be identical to those for the three-dimensional case (see [7]), we omit them
and write the limit as N →∞ in the norm topology of the resolvents, that is to say the counterpart of (4) in [7]:
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(Hβ − E)−1 = (H0 − E)−1 +
|Ψ(E)〉〈Ψ(E)|

1

β
− E

∞∑
n1=0

∞∑
n2=0

ψ2
2n1

(0)ψ2
2n2

(0)

(2n1 + 2n2 + 1)(2n1 + 2n2 + 1− E)

(13)

with:

Ψ(x, y;E) =

∞∑
n1=0

∞∑
n2=0

ψ2n1
(0)ψ2n2

(0)

2n1 + 2n2 + 1− E
ψ2n1(x)ψ2n2(y), (14)

whose norm, for any E < 0, is bounded by:
∞∑
n=0

ψ2
2n(0)

(2n+ 1
2 )

<∞ (15)

since the sequence ψ2n(0) behaves like n−1/4 as n→∞.
Given that the eigenvalues of the operator Hβ are exactly the poles of its resolvent, in order to achieve an

accurate description of the spectrum (obviously being exclusively discrete) of the operator, we need only look for
the solutions of the equation:

1

β
= E

∞∑
n1=0

∞∑
n2=0

ψ2
2n1

(0)ψ2
2n2

(0)

(2n1 + 2n2 + 1)(2n1 + 2n2 + 1− E)
. (16)

The striking difference between the latter equation and its three-dimensional counterpart is that the right hand
side cannot be recast as a ratio of Gamma functions; this can be seen as follows. By exploiting the well-known
integral relationship between the resolvent and the semigroup for any semibounded operator for any E below the
lowest point in the spectrum (see, e.g., [21] page 204), as well as the fact that the integral kernel of the semigroup
of the two-dimensional harmonic oscillator is perfectly separable, we get that the right hand side of the above
equation reads for any E <1:

1

β
=

1

π

∞∫
0

et
(
eEt − 1

)
e2t − 1

dt =
1

π

∞∫
0

e−t
(
eEt − 1

)
1− e−2t

dt =
1

π

1∫
0

ξ−E − 1

1− ξ2
dξ. (17)

It is not difficult to show that the last integral on the right hand side can be recast as a limit of an expression
involving Gamma functions so that the bound state equation becomes:

α =
1

2π
lim
ε→0+

Γ(ε)

[
Γ(1/2− E/2)

Γ(1/2− E/2 + ε)
− Γ(1/2)

Γ(1/2 + ε)

]
. (18)

By exploiting the well-known identity:

Γ(ε)Γ(1− ε) =
π

sin(πε)
,

and the limits:

lim
ε→0+

sin(πε)

ε
= π, lim

ε→0+

Γ(1− ε) = 1,

equation (18) can be transformed into:

α =
1

2π
lim
ε→0+

1

ε

[
Γ(1/2− E/2)

Γ(1/2− E/2 + ε)
− Γ(1/2)

Γ(1/2 + ε)

]
. (19)

The limit on the right hand side exists, which leads to an expression involving the difference of two different
values of the logarithmic derivative of the Gamma function, namely:

1

2π

[
Γ′(1/2)

Γ(1/2)
− Γ′(1/2− E/2)

Γ(1/2− E/2)

]
=

1

2π

[
(ln Γ)′(1/2)− (ln Γ)′(1/2− E/2)

]
. (20)

By noting that:

(ln Γ)′(x) = F (x− 1) = −γ −
∞∑
n=1

(
1

n+ x− 1
− 1

n

)
, (21)

where γ denotes the Euler-Mascheroni constant and F (x − 1) is the Digamma function, the latter expression can
be recast as:

1

2π

[
F (−1/2)− F (−1/2− E/2)

]
=

E

4π

∞∑
n=1

1(
n− 1

2

) (
n− 1+E

2

) . (22)
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Hence, the equation determining the perturbed eigenvalues of our Hamiltonian can be written either in terms of the
difference of two different values of the Digamma function or in terms of a simple series (reducing to a telescoping
one when E is any integer with the exclusion of all odd positive ones):

1

β
=

1

2π

[
F (−1/2)− F (−1/2− E/2)

]
=

E

4π

∞∑
n=0

1(
n+ 1

2

) (
n+ 1−E

2

) . (23)

In particular, for any E given by a positive even number, the total energy of an antisymmetric state, the series
on the right hand side becomes a simple telescoping series so that it is rather straightforward to find the location of
the points where level crossings occur. For the lowest antisymmetric level with E = 2 we find β1 = −π, whereas

for the upper one E = 4 we have β2 = −3

4
π.

Figure 4 depicts the two lowest level crossings between the new eigenvalues of the perturbed Hamiltonian
as functions of the strength of the point interaction and the two lowest antisymmetric levels of the 2D harmonic
oscillator clearly belonging to the spectrum of perturbed Hamiltonian. As anticipated in the introduction, the first
striking difference between Fig. 4 and Fig. 3, its three-dimensional counterpart, is that in the plot of the two-
dimensional model the level crossings take place to the left of the origin, which implies that in two dimensions the
point perturbation need only be weakly repulsive to produce the level crossing. Furthermore, each level crossing
occurs at a different value of the coupling parameter.

-4 -2 0 2 4
-4

-2

0

2

4

β

Ε

FIG. 4. Plot of the two lowest level crossings between the eigenvalues created by the point
perturbation and the two lowest antisymmetric levels of the harmonic oscillator which also belong
to the spectrum of the perturbed Hamiltonian

5. Final remarks

The spectral phenomenon known as “level crossing of eigenvalues” has been investigated by considering the
entirely discrete spectrum of four different energy operators: the Hamiltonian of the one-dimensional harmonic
oscillator perturbed by a nonlocal δ′-interaction, the Hamiltonian of the one-dimensional conic oscillator perturbed
by the same singular interaction, the Hamiltonian of the two-dimensional harmonic oscillator perturbed by a δ-
interaction and its three-dimensional analog. All the point perturbations considered are highly singular so that the
KLMN theorem used to define the δ-perturbation in one dimension may not be invoked.

Although the level crossings in the one-dimensional models share with the three-dimensional model the
property of occurring for a unique positive value of the coupling parameter (representing an attractive interaction),
their nature is fundamentally different since in one dimension the eigenvalues pertaining to the antisymmetric
bound states created by the singular perturbation cross the unperturbed even energy levels, exactly the opposite of
what happens in three dimensions.

The two-dimensional model exhibits entirely different features; the crossings take place for different negative
values of the coupling parameter so that the singular interaction need only be weakly repulsive to produce the
crossings. From a mathematical point of view, the difference is due to the absence of a ratio of Gamma functions
in the bound state equation and the appearance of a difference of Digamma functions as a consequence of the
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logarithmic divergences of two-dimensional quantum mechanics. Further work to achieve a deeper understanding
of the two-dimensional model is ongoing.
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1. Introduction

In the last twenty years the Schrödinger equation with point interactions has proven to be a very useful math-
ematical tool for modeling many interesting phenomena in several areas of theoretical physics: from foundations
of quantum mechanics (e.g., [1–4]) to acoustics (e.g., [5]), from quantum field theory (e.g., [6]) to spectral theory
(e.g., [7]). In addition, linear and nonlinear point interactions can be seen as singular perturbations not only of the
standard Schrödinger (or heat) equation. They may also appear, for instance, in the study of the Dirac equation, a
model which has recently attracted some renewed attention (see e.g., [8–10]).

Linear point interactions arise as a particular, but relevant, application of the more general theory of self-adjoint
extension of symmetric operators; a theory that has gained new popularity in recent years also for the application to
the study of evolution equations in non-standard domains, such as quantum graphs (see e.g., [11–26]) and quantum
hybrids (see e.g., [27–31]).

The extension to nonlinear point interactions appeared first in [32] and its interest is driven by the possibility
of investigating nonlinear problems in the context of solvable models (i.e., models with an explicit solution) such
as, indeed, point interactions. In dimensions d=1,3 these problems have been extensively analyzed and many
results have been obtained, such as local and global well-posedness (see [32,33]), occurrence of blow-up solutions
(see [32, 34]), and approximation by standard NLSEs with concentrating potentials (the so-called point-like limit
– see [35, 36]). We also mention that in these dimensions also linear non-autonomous models have been widely
studied, mainly in relation to complete ionization phoenomena (see e.g., [37–40]).

On the contrary, to the best of our knowledge, the two-dimensional problem has failed to be understood for
years, even though some of the main technical difficulties arising in this case were known (see [7,8,41]). However,
the problem has been finally solved by the authors in [42], where new features of Volterra integral operators with
highly singular kernels have been established (see also [43]) in order to prove local and global well-posedness of
the associated Cauchy problem.

In this communication, starting from linear point interactions in R2, we sketch some important points of the
strategy used in [42] to discuss the issues of local and global well-posedness of the nonlinear model.

2. Linear Point Interactions

In this section, we give a brief overview on linear point interactions in R2 (for a more detailed, we refer
to [8]).

As in R3 (and in contrast to what occurs in R), in R2 the starting point is that of giving a precise meaning to
the formal operator:

Hf := −∆ +

N∑
i=1

αiδ(· − yi), y1, . . . ,yN ∈ R2, α1, . . . , αN ∈ R. (2.1)
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Hence, we look for a suitable self-adjoint operator in L2
(
R2
)
, which correctly represent the heuristic expression

in (2.1). In particular, this operator has to act as the free Laplacian far from the points were the interactions occur.
In the following, we recall how to construct such an operator by means of the theory of self-adjoint extensions.

For the sake of simplicity, we consider only the case of a single point interaction placed at y ∈ R2 (for the
generalization to the case of a finite number of point interactions see [8]).

2.1. Definition and setting

Let us introduce the following restriction of the Laplacian:

Hr := −∆, D(Hr) := C∞0
(
R2\{y}

)
.

This operator is symmetric and, furthermore, acts exactly as the standard Laplacian far from the interaction point.
Hence, the strategy to find a suitable form for (2.1) is that of classifying all possible (non-trivial) self-adjoint
extensions of Hr.

In fact, one can prove (see [8]) that all these extensions are given by a one-parameter family of operators Hα,y

with domain and action given by:

D(Hα,y) :=
{
ψ ∈ L2(R2)|ψ = φλ + qGλ(· − y), φλ ∈ H2

(
R2
)
, q ∈ C,

lim
x→y

φλ(x) =

(
α+

1

2π
log
√
λ+

γ

2π

)
q
}

(for any λ > 0) and

(Hα,y + λ)ψ := (−∆ + λ)φλ, ∀ψ ∈ D(Hα,y),

where γ is the Euler–Mascheroni constant and Gλ is the Green’s function of −∆ + λ, namely Gλ(x) =
1

2π
K0(
√
λ|x|), with K0(

√
λ| · |) denoting the inverse (unitary) Fourier transform of (|k|2 +λ)−1, i.e., the modified

Bessel function of second kind of order 0 (a.k.a. Macdonald function [49, Sect. 9.6]).

Remark 2.1. In the 3d case, an analogous construction holds, but with a major difference: one can define an
equivalent decomposition (up to modifying the integrability requirements at infinity) for λ = 0. Here, on the
contrary, although the operator domain is independent (as in 3d) of the parameter λ > 0, the choice λ = 0 is
forbidden due to the infrared singularity of the 2d Green’s function (which in fact diverges when λ→ 0).

Remark 2.2. The parameter α introduced above is not the inverse scattering length. There is a relation between α,
defined above with the scattering length (4παscatt)−1 as defined in [8], and it is the following:

αscatt +
γ

2π
− log 2

2π
= α.

The quadratic form associated with Hα,y, in addition, is given by:

Fα,y(ψ) := ‖∇φλ‖2L2(R2) + λ ‖φλ‖2L2(R2) − λ ‖ψ‖
2
L2(R2) +

(
α+

1

2π
log

√
λ

2
+

γ

2π

)
|q|2, (2.2)

with form domain:

V :=
{
ψ ∈ L2(R2)|ψ = φλ + q Gλ(· − y), φλ ∈ H1

(
R2
)
, q ∈ C

}
.

Such a quadratic form is not positive definite. As a consequence, one finds that a bound state occurs for any value
of α (another major difference with the 3d case, where the sign of the coupling constant α distinguishes between
the existence/nonexistence of a bound state). More precisely:

σ (Hα,y) =
{
−4e−4πα−2γ

}
∪ [0,∞),

and thus two-dimensional point interactions can be said to be always attractive.
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2.2. Dynamics

As a consequence of the previous considerations (by means, for instance, of the Stone’s theorem), it is
well-known that, for any ψ0 ∈ D(Hα,y), the Cauchy problem: ı

∂ψt
∂t

= Hα,yψt,

ψt=0 = ψ0

(2.3)

is globally well-posed. Additionally, in this case, an expression for the propagator as an integral kernel is available
(see again [8, 44]). This means that the solution of the Cauchy problem can be given explicitly.

However, there exists an alternative description for the dynamics of (2.3), which has two main advantages. It
makes the state description more similar to the physics intuition of what a point interaction is, and, especially, it
is a suitable starting point for the generalization from linear problems to nonlinear problems, where no theory of
self-adjoint operators is available.

This description is based on the following ansatz for the solutions:

ψt(x) = (U0(t)ψ0)(x) +
ı

2π

t∫
0

ds U0(t− s, |x− y|)q(s), (2.4)

where U0(t) is the integral kernel of the 2d free Schrödinger propagator, i.e.,

U0(t;x) =
1

2ıt
e−

|x|2
4ıt ,

and q(t) is a complex scalar function usually called charge. In this way, all the relevant information on the
interaction is stored in fact in q(t) and hence the dynamics of the problem is completely determined by the
equation satisfied by q(t), that is the so-called the charge equation.

Remark 2.3. At an intuitive level, (2.4) is simply the Duhamel formulation of (2.3) if one assumes that q(t)
represent the dynamics of the wave function at the interaction point.

Before justifying the previous ansatz on ψt and deriving, at least formally, the charge equation, we need to
introduce a technical tool (see also [42, 43, 45]). Recall that the Volterra functions (see, e.g., [46]) are defined as:

ν(t, α) :=

∞∫
0

ds
tα+s

Γ(α+ s+ 1)
,

where Γ(t) :=

∫ ∞
0

dxxt−1e−x. In particular, we focus on the Volterra function of order −1, i.e., ν(t,−1) =: I(t).

This function is finite (and analytic) for every t > 0, whereas:

I(t) ∼ 1

t log2
(
1
t

) [1 +O(|log t|−1)
]
, as t ↓ 0,

so that I ∈ L1
loc([0,∞)) and I 6∈ Lploc([0,∞)), for every p > 1. In addition,

I(t) ∼ et +O(t−1), as t→ +∞.

Furthermore, and above all, such a function is a Sonine kernel, namely there exists another function J (t) such
that:

t∫
0

ds I(t− s)J (s) = 1 ∀t ≥ 0.

Precisely, J (t) := −γ − log t.
Now, we can explain why (2.4) solves (2.3), provided that ψt ∈ D(Hα,y) for every t ≥ 0. For the sake of

simplicity we assume here q(0) = 0, since this is not restrictive (the argument if q(0) 6= 0 is analogous, up to
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further computations). First, we note that:

ı∂tψt(x) = (−∆U0(t)ψ0)(x)− q(t)

2π
+

1

2π

t∫
0

dτ ∂τU0(t− τ ; |x− y|)q(τ)

= (−∆U0(t)ψ0)(x)− 1

2π

t∫
0

dτ U0(t− τ ; |x− y|)q̇(τ),

where we used the fact that i∂tU0(t)ψ0 = −∆U0(t)ψ0. Hence, applying the Fourier transform on R2, the above
expression reads (setting k = |k|):

ı∂̂tψt(k) = k2e−ık
2tψ̂0(k)− 1

2π

t∫
0

dτ e−ık·y e−ık
2(t−τ)q̇(τ). (2.5)

On the other hand, the Fourier transform of Hα,yψt turns out to be

k2
(
ψ̂t(k)− 1

2π

q(t)e−ık·y

k2 + λ

)
− λ

2π

q(t)e−ık·y

k2 + λ

= k2e−ık
2tψ̂0(k) +

1

2π

t∫
0

dτ e−ık·y ∂τ

(
e−ık

2(t−τ)
)
q(τ)− q(t)e−ık·y

2π

= k2e−ık
2tψ̂0(k)− 1

2π

t∫
0

dτ e−ık·y e−ık
2(t−τ)q̇(τ),

which is equal to the r.h.s. of (2.5). Summing up, if ψt ∈ D(Hα,y) for every t ≥ 0, then the ansatz (2.4)
solves (2.3). In fact, some regularity for the charge q is also required in order to make rigorous the previous
computation. However, since in view of (2.4), the regularity of ψt is due to q(t), this request is somehow hidden
in the assumption ψt ∈ D(Hα,y).

At this point it is evident that the central question is the behavior of q(t), or in other words, the detection
of the proper evolution equation for q(t) (which will turn out to be a Volterra integral equation of the first kind).
The argument below is just a formal derivation of the charge equation (a more rigorous way that exploits Laplace
transform can be found in [47]), but is interesting since stresses the underlying link between this equation and the
boundary condition present in the operator domain.

In order to guarantee that ψt ∈ D(Hα,y), the boundary condition must be satisfied, i.e.,

φλ,t(y) =
1

2π

∫
R2

dk eık·y φ̂λ,t(k) =

(
α+

1

2π
log

√
λ

2
− γ

2π

)
q(t).

Moreover, since φλ,t = ψt − q(t)Gλ(· − y),

1

2π

∫
R2

dk eık·y
{
e−ık

2tψ̂0(k) +
ı

2π

t∫
0

dτ e−ık·y e−ık
2(t−τ)q(τ)− 1

2π

q(t)e−ık·y

k2 + λ

}

=

(
α+

1

2π
log

√
λ

2
− γ

2π

)
q(t).

Combining the last diverging term on the l.h.s. with the second one via an integration by parts, we get:

1

2π

∫
R2

dk

{
eık·y e−ık

2tψ̂0(k)− 1

2π(k2 + λ)

t∫
0

dτ e−ık
2(t−τ) [q̇(τ)− ıλq(τ)]

}

=

(
α+

1

2π
log

√
λ

2
− γ

2π

)
q(t).
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The integral in k of the second term on the l.h.s. contains an infrared singularity for t = τ which is proportional
to log(t− τ): in fact by [48, Eqs. 3.722.1 and 3.722.3]∫

R2

dk
e−ık

2(t−τ)

k2 + λ
= −πeıλ(t−τ) [ci(λ(t− τ))− ı si(λ(t− τ))]

= −πeıλ(t−τ) (γ + log λ+ log(t− τ)) + eıλ(t−τ)Q(λ; t− τ),

where si( · ) and ci( · ) stand for the sine and cosine integral functions (see [49, Eqs. 5.2.1 and 5.2.2] for the
definition) and, by [49, Eq. 5.2.16],

Q(λ; t− τ) := −π
( ∞∑
n=1

(−(t− τ)2λ2)n

2n(2n)!
− ı si((t− τ)λ)

)
(note that Q(0; t− τ) = −ıπ2/2). Hence, we obtain that:

(U0(t)ψ0) (y)−

(
α+

1

2π
log

√
λ

2
+

γ

2π

)
q(t)

= − 1

4π

t∫
0

dτ

(
γ + log(t− τ) + log λ− 1

π
Q(λ; t− τ)

)
∂τ

(
eıλ(t−τ)q(τ)

)
and taking the formal limit λ→ 0 (notice the exact cancellation of the diverging log λ terms)

(U0(t)ψ0)(y)−
(
α− 1

2π
log 2 +

γ

2π
− ı

8

)
q(t) = − 1

4π

t∫
0

dτ (γ + log(t− τ)) q̇(τ).

Finally, applying the convolution integral operator defined by I and using the Sonine property, suitably rearranging
terms, one has:

q(t) +

t∫
0

dτ I(t− τ)

(
4πα− 2 log 2 + 2γ − iπ

2

)
q(τ) = f(t), (2.6)

where:

f(t) = 4π

t∫
0

dτ I(t− τ)(U0(τ)ψ0)(y), (2.7)

which is what is usually called charge equation.

It is clear that the previous computations are just formal. Moreover, the actual strategy to prove that (2.4)
solves (2.3) is the converse of what we made. Indeed, the main steps should be the following:

(i) proving that (2.6) has a unique solution, at least on a small interval;
(ii) proving that it also displays such a regularity that ψt ∈ D(Hα,y) (and thus (2.4) satisfies (2.3));
(iii) proving that the solution of (2.6) (and consequently the solution of (2.3)) is global in time.

However, one can immediately see that this strategy is not the most suitable in the linear case, since classical
theory of self-adjoint operators provides immediately (i)–(iii). In addition, point (ii) is not easy to prove in a direct
way since the integral operator:

(Ig) (t) :=

t∫
0

dτ I(t− τ)g(τ),

which is the main feature of the charge equation, has no regularizing properties in Sobolev spaces (due to its highly
singular behavior at the origin) and this prevents establishment on the suitable regularity of φλ,t. More in detail,
even if g is a smooth function, Ig may present a very rough behavior. For instance, setting g ≡ 1, one can see that

Ig(t) =

∫ t

0

dτ I(τ) = ν(t, 0) is not even in Hθ
loc(R+), if θ > 1/2, while it belongs to H1/2

loc (R+).

On the other hand, in the nonlinear case, when the classical theory is not available, the strategy hinted before
is the unique path one can follow, provided that one can manage point (ii) in spite of the singular behavior of the
operator I .
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Remark 2.4. The lack of regularizing properties of the integral operator I is the main difference between the 2d
case and the 1d and 3d ones. Indeed, in odd dimension the resulting charge equation displays the 1/2-Abel kernel
Cβ
t1−β

, β ∈ (0, 1), as integral kernel (in place of I), which has sufficient smoothing properties (see [32, 50]) to

overcome the regularity issues.

3. Nonlinear Point Interactions

As we mentioned before, the method based on the investigation of the Duhamel formula and the charge
equation, although not necessary in the linear case, is the one that solely allows an easy generalization to the
nonlinear problem.

Precisely, this extension is done by analogy, simply assuming that the strength of the interaction α depends
itself on the charge in a nonlinear way (of power type), i.e.,

α = β0 |q(t)|2σ , β0 ∈ R, σ ∈ R+. (3.1)

Then, one has to follow the strategy suggested before, namely one has to prove that the function ψt defined by
(2.4) solves (2.3) at least in a weak sense, provided that there is a unique and sufficiently regular solution of the
charge equation. It is clear that, in view of (3.1), (2.6) reads:

q(t) + 4πβ0

t∫
0

dτ I(t− τ)|q(τ)|2σq(τ)− 2
(

log 2− γ +
ıπ

4

) t∫
0

dτ I(t− τ)q(τ) = f(t), (3.2)

where f(t) is given again by (2.7).
This problem has been solved in [42] by the authors. However, since an exhaustive presentation of the proof

would require the management of several hard and subtle technical issues, here we just give some hints on the
strategy used to overcome items (i)–(iii).

3.1. Sketch of the strategy

First, we want to point out that in [42] we dealt with the weak solution of (2.3), namely with a function
ψt ∈ V that satisfies:  ı

d

dt
〈χ|ψt〉 = Fα,y

[
χ, ψt

]∣∣{α=β0|q(t)|2σ},

ψt=0 = ψ0,
(3.3)

for any χ = χλ + qχG
λ(· − y) ∈ V , where 〈·|·〉 is the inner product of L2(R2) and

Fα,y
[
χ, ψt

]∣∣{α=β0|q(t)|2σ} :=

∫
R2

dx {∇χ∗λ · ∇φλ,t + λχ∗λφλ,t − λχ∗ψt}

+

(
β0|q(t)|2σ +

1

2π
log

√
λ

2
+

γ

2π

)
q∗χq(t).

The search for a strong solution seems to be out of reach at the moment. We will explain the reason below.

Remark 3.1. We stress that Fα,y
[
·, ·
]∣∣{α=β0|q(t)|2σ} is nothing but the nonlinear analog of the sesquilinear form

associated with the quadratic form Fα,y defined by (2.2) and hence is the natural choice for the definition of weak
solution.

Point (i) is the simplest one since it exploits some well-known results on nonlinear Volterra integral equations
(see, e.g., [51, 52]). Thus, one almost immediately finds that (3.2) has a unique continuous solution q(t) on a
maximal existence interval [0, T∗), where T∗ is possibly infinite.

On the other hand, the central and more delicate point is (ii). In particular, one can prove that, in order to
have that ψt ∈ V and satisfies (3.3) in the maximal existence time, it is sufficient that the q ∈ H1/2(0, T ) for all
T < T∗. However, as we suggested in the previous section, this is not an easy task due to the lack or regularizing
properties of the integral operator I , defined by the Volterra function I. In addition, since as we showed before the
action of the operator I can destroy the regularity even of smooth functions, the strategy of the 1d and 3d cases
(where we recall that the integral kernel I is replaced by the 1/2-Abel one) namely solving smoother problems
with more regular initial data and then using a density argument, is forbidden too.

Consequently, the unique available strategy, which is the one exploited in [42], is that of:

• developing a contraction argument on a possibly small interval [0, T ];
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• repeating the same argument on consecutive intervals with suitable modifications of (3.2);
• proving that the attachments preserve the regularity at the connection points and allow to cover any closed

and bounded interval strictly contained in [0, T∗).

Such a procedure works since the operator I displays the following contractive property (see [42,43] for the proof):

‖Ig‖H1/2(0,T ) ≤ CT
(
‖g‖L∞(0,T ) + ‖g‖H1/2(0,T )

)
, (3.4)

where CT → 0, as T → 0.
Finally, the proof of point (iii) consists of detecting sufficient conditions in order to claim that T∗ = +∞.

The first step in this direction is the proof of the the conservation of the mass, i.e., M(t) := ‖ψt‖L2(R2), and,
especially, of the energy, i.e.,

E(t) := ‖φ1,t‖2H1(R2) +

(
β0

σ + 1
|q(t)|2σ +

γ − log 2

2π

)
|q(t)|2.

Hence, a classical blow-up alternative analysis shows that in the so-called defocusing case, i.e., β0 > 0, the solution
is global in time, whereas in the focusing case, i.e., β0 < 0, T∗ may be both finite and infinite, depending on the
initial datum ψ0.

3.2. Further remarks

The methods mentioned before to manage points (ii) and (iii) have proved to be full of subtle and hard
technical issues. An extensive discussion of these goes beyond the aims of this proceeding and has been done in
detail in [42]. However there are points that deserve some comments.

First, we want to stress an immediate reason that makes the proof the strong version of (3.3) out of reach
at the moment. This is again connected to point (ii) and, precisely, to the contracting properties of I . It is in
fact possible to establish an analogous of (3.4) also for H1-functions (actually for any ν ∈ (1/2, 1]), which is the
regularity required to get ψt ∈ D(Hα,y) up to the proof of the boundary condition. However, in this case it is
necessary to assume that q(0) = 0, which is an unnatural assumption and, in addition, prevents the possibility of
using the attachments technique highlighted in the previous section. Thus, point (ii) cannot be proved for the H1

regularity and this prevents at the moment the possibility of finding strong solutions of (3.3).
Furthermore, both the attachments technique and the proof of the energy conservation call for a further

regularity of the charge. The former issue is due to the failure of the Hardy inequality for H1/2-functions
(see [36, 53]), that prevents the attachment of two H1/2-functions on consecutive intervals to be in H1/2, in
general. The latter, on the contrary, is due to the integration of the derivative of the charge, which is necessary in
the computations, but which have no meaning as q is not absolutely continuous, in general. However, if one proves
that q is log-Hölder continuous, namely, that its modulus of continuity is controlled by a logarithmic function (in
place of a fractional power function), then both the issues can be overcome. Indeed, in this case the attachments
can be proved to be licit and one can develop a duality pairing argument in order to bypass the problem on
integrating q̇.

Unfortunately, the proof of such a further regularity for the charge requires some extra-assumptions on the
initial datum ψ0. Precisely, its regular part φλ,0 has to satisfy:

(1 + k)ε φ̂λ,0 ∈ L1(R2), for some ε > 0,

which is a restriction with respect to the natural assumptions that only state ψ0 ∈ V .
Finally, it is worth recalling that the contractive argument needed to manage point (ii) requests a slightly

restrictive assumption on the power of the nonlinearity. Precisely, one must suppose that σ ≥ 1/2. This is due to
the fact that otherwise one cannot prove Lipschitz continuity of the map g 7→ |g|2σg between H1/2(0, T )∩L∞(0, T )
and itself, with a constant that do not blow up as T → 0; namely, with a constant that do not compensate the good
contractive properties of I .
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Simple formulation and a straightforward proof of the Lieb–Mattis theorem (LMT) do not indicate how powerful a tool it is. For more than

fifty years, this theorem has been mainly discussed in its ‘strong’ form and applied mainly to many type of infinite spin lattices. It can be easily

proved that in such cases, geometrically frustrated systems have to be excluded. However, it has been recently shown that the so-called ‘weak’

or general form of the LMT can be exploited considering some small, geometrically frustrated quantum spin systems. Moreover, many systems,

which do not satisfy assumptions of the LMT, show identical features, including the level order characteristic for bipartite spin systems. It

yields a question about possible generalizations or modifications of this theorem to involve a larger class of problems. To begin, algebraic

aspects have to be understood with the invaluable role of the Perron-Frobenius theorem. The latter theorem is investigated, discussed, modified

etc. in immense number of works. Many of them are important in physical applications and ways of reasoning they present can be exploited

in different approaches to the LMT.
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1. Introduction

Physics and chemistry, both experimental and theoretical, of magnetic nanosystems have experienced rapid
progress since pioneering papers on molecular magnets at the turn of the 20th and 21st centuries [1–4]. Among
others, this is caused by their possible applications in molecular spintronics, magnetic hyperthermia, quantum
computing and for high-density information storage or as magneto-optic devices and magnetic refrigerants. It
has to be stressed that such objects are also considered as the testbeds for verification of fundamental quantum
theories. At present, investigations are focused on both homo- and heterometallic complexes comprising transition
and rare earth metal ions. Their most promising low temperature properties depend crucially on their quantum
nature, which leads to the discrete energy levels. And properties of the most significant ground-state level are
of great importance. Reliable results can be obtained within the frame of the quantum spin models, with the
dominant position of large class of Heisenberg-like systems. There are several strict results (e.g. the well-known
Bethe Ansatz and its generalizations) and the Lieb–Mattis theorem (LMT) [5] occupies an important place amongst
them. Due to its general character it is not applicable to, for example, anisotropic systems, nevertheless it provides
a simple and powerful tool to obtain rigorous results.

The Lieb–Mattis [5] theorem was announced in an earlier paper, in which similar reasoning had been applied
to an antiferromagnetic linear chain of spin s = 1/2 [6]. Both papers have influenced investigations in condensed
matter physics1 and are still highly-cited. Their importance goes beyond condensed matter physics, what is
confirmed by many databases like Scopus or Web of Science, and in both cases the number of citations per year
increases recently2. In condensed matter physics, this is clearly related to development in investigation of, to
mention only a few, entanglement, topological phases, single molecule magnets and frustration. Examples of other
problems discussed with the use of the LMT or the Lieb–Schultz–Mattis theorem can be found in Refs. [7–14].
On the other hand, there are many attempts to extend these theorems (e.g. Refs. [15–18]). It can be shown [19]
that the LMT is, in fact, a consequence of the Perron–Frobenius theorem (PFT) [20–24], so possible extensions of
the latter one may lead to generalization of the LMT. In the case of bipartite systems, the transformation proposed
in Refs. [5, 6] yields a Hamiltonian as a Hermitian matrix with non-negative elements, so the PFT can be applied

1In April 2017, Ref. [6] was included in a virtual issue of Ann. Phys. as one of the Most Cited in Condensed Matter Theory ; see:
https://www.journals.elsevier.com/annals-of-physics/virtual-special-issues.

2According to the Web of Science Core Collection (December, 2017) Ref. [5] was cited about 600 times in total (approx. 11 per year) and
90 times in the last five years (18 per year). These numbers for Ref. [6] are as follows: more than 2300 (about 40 per year) and about 560
(more than 110 per year).
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directly. Non-bipartite systems, like polygons with odd number n > 3 sides and antiferromagnetic coupling of
the nearest neighbors, are not bipartite and, after similar transformation, some entries are negative. However,
some results [25–27] indicate possibility to consider matrices with some negative elements, so it is excepted that
it will give impact for reconsideration of the LMT and allow to extend the class of systems with well-determined
ground-state properties.

It has to be pointed out that most problems considered are based on the so-called ‘strong’ version of the LMT,
which, roughly speaking, excludes systems with competing interactions or geometrically frustrated [28]. The ‘weak’
(or general) form of this theorem allows some additional and relatively weak antiferromagnetic couplings, leading
to geometric frustration in systems which are bipartite according to assumptions of the LMT [29,30], so coexistence
of geometric frustration and bipartiteness is admissible. However, at the same time, it demands strong long-range
couplings, what is rather non-physical in large (infinite) systems. Therefore, this feature can be observed in small
systems or systems with special topology. On the other hand, the so-called Lieb–Mattis Level Order (LMLO)
is realized in both, ‘strong’ and ‘weak’ cases. Moreover, it can be proved (in some cases numerically only)
that larger, non-bipartite in general, analogous of bipartite systems still exhibit the LMLO [30–32]. Similarly,
this effect is observed for anisotropic systems, but the total spin number S has to be replaced by the total
magnetization M [33–36]. Reformulation of the LMT to include all these cases is a challenging task and to
complete it, this theorem itself has to be ‘revisited’ and mathematical background must be meticulously examined.
This paper, as its title says, is mainly devoted to the first part of this project with stress on mathematical correctness.

In the following section systems satisfying postulates of the LMT are presented. Next, in Sec. 3, the theorem
itself and its mathematical background, including the PFT, are discussed. Some models not satisfying assumptions
of the LMT, but showing the same properties as those being its subject, are shortly described in Sec. 4 and some
open problems are indicated. The paper ends with overall conclusions in Sec. 5.

2. The domain of the Lieb–Mattis theorem

2.1. The Heisenberg Hamiltonian

The original paper of Lieb and Mattis starts with the following Hamiltonian:

H = 2
∑

JijSi · Sj ;

the factor 2, irrelevant in proofs, suggests that this sum is taken over different non-ordered pairs {i, j}, but it was
not clearly stated throughout the whole text. Some steps in considerations could be performed properly (or without
special assumptions) for finite systems only, so it should be assumed that 1 ≤ i, j ≤ n. In this paper, the LMT is
discussed in the context of magnetic molecules (finite quantum spin systems), so this restriction does not lead to
any constraints. On the other hand, it is very important that this Hamiltonian is isotropic and commutes with the

square of total spin operator S2, where S =

n∑
i=1

si, with non-negative eigenvalues less or equal than Smax(Smax+1)

for Smax =

n∑
i=1

si. With all these comments the system under question can be determined as follows.

For a given 1 < n ∈ N there is set on indices V = {j ∈ N | 1 ≤ j ≤ n} and to each of them a spin
number sj , determining a spin operator sj , is unambiguously assigned. The set E′ of all non-ordered pairs {j, k}

with

(
n

2

)
= n(n − 1)/2 elements is constructed in the natural way (with the loss of generality j < k can be

assumed). A real-valued function:
J : E′ → R : {j, k} → Jjk = Jkj

determines weights of edges (an exchange integral is assigned to each bond) [37]. In spin models, bonds with
Jjk = 0 are neglected, so a mathematical object under consideration is a simple (edge-)weighted graph with non-
zero weights Jjk ∈ R and the set of edges E = {{j, k} ∈ E′ | Jjk 6= 0}; vertex weights si are irrelevant in this
approach. The isotropic Heisenberg Hamiltonian is determined as the following sum over all non-ordered pairs:

H = 2

n∑
j,k=1|j<k

Jjksj · sk; (1)

the ‘non-existing’ edges with Jjk = 0 have not been excluded in this sum, since they ‘disappear’ in the natural
way, but considering the graph representation of this model, only the edges with non-zero weights are taken into
account.
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FIG. 1. (a) A bipartite (simple) graph; one of even-length cycles is distinguished by bold lines.
(b) A bipartite weighted graph; for a given threshold t solid line edges have weights w ≥ t,
whereas those with weights w ≤ t are depicted by dashed lines. In both cases grey and black full
circles denote vertices belong to U and W subsets, respectively

2.2. Bipartiteness

In graph theory, a graph is bipartite when its set of vertices V can be divided into two disjoint, non-empty
and independent sets, i.e. V = U ∪W , U ∩W = ∅, U ∩W = ∅, in such a way that every edge connects vertices
from different subsets only [37]. In other words, if {j, k} ∈ E, then vertices j and k belong to different sets U
and W . Equivalently they are determined as graphs with no odd-length cycles, what is a very important property
[see Fig. 1(a)].

In graph theory, the matching problem is considered taking into account weights of edges, but a graph in
question is still bipartite graph if weights are neglected [37]. It means that the weights of edges do not modify the
bipartiteness. The LMT demands rather bipartite weighted graphs than bipartite graphs with weights, i.e. weighted
bipartite graphs [37]. In the former case, the bipartiteness is determined taking into account the weights of edges.
A formal definition can be stated as follows: A simple edge-weighted graph with non-zero real weights is bipartite
with a threshold t if its set of vertices can be decomposed into two disjoint and non-empty sets (U and W , say)
such that edges {u, u′} and {w,w′}, where u, u′ ∈ U and w,w′ ∈W , have weights w ≤ t, whereas edges {u,w}
have weights w ≥ t [see Fig. 1(b)]. Note that in this case subset U and W are not independent, since vertices from
the same set may be adjacent. In the special case t = 0, when edges with zero weights are omitted, the subgraphs
with sets of vertices U and W , respectively, have edges with negative weights, whereas existing edges {u,w} have
positive weights only. Such subgraphs can be named ‘negatively weighted subgraphs’ and hereafter, in the context
of spin systems, they will be referred to as ‘ferromagnetic components (parts) of a (spin) system’3. It can be easily
seen that in the bipartite weighted graphs with the threshold t = 0, all cycles contain an even number of edges
with positive weights.

The LMT can be applied to spin systems, with the Hamiltonian given by Eq. (1), which can be presented as
bipartite weighted graphs, but for t > 0 they have to be complete ones, which means that for each pair of vertices
u ∈ U and w ∈ W , there exist the edge {u,w} with non-zero weight w ≥ t > 0. Due to the inequality signs,
when weights are compared with the threshold, the bipartition of a spin system may be not unique and possible
thresholds leading to the same bipartition, belong to some, finite or even infinite, range. Using symbols introduced
by Lieb and Mattis, the definition of a bipartite (in sense of the LMT) spin system with n spins coupled to each
other according to Eq. (1) says: There exists a constant g2 ≥ 0 that indices 1 ≤ j ≤ n can be divided into two
subsets A and B with

Jj j′ , Jk,k′ ≤ g2, Jj,k ≥ g2, (2)

where j, j′ ∈ A and k, k′ ∈ B [5,28]4; such systems are referred to as LM-bipartite (LMB systems, for short). The
completeness of the appropriate graph means that for g2 > 0 even distant spin have to be coupled antiferromag-
netically with J ≥ g2, what is rather non-physical assumption. Therefore, LMB spin systems with g2 > 0 have to
be rather small ones or have special topology like centered polygons or pyramids, as presented in Fig. 2.

3In Eq. (1) negative exchange integrals correspond to ferromagnetic couplings.
4Many authors apply the original Heisenberg convention, in which antiferromagnetic exchange integrals are negative, then the inequalities

in Eq. (2) have to be reversed and the sign of the threshold has to be changed, i.e. Jj j′ , Jk,k′ ≥ −g2 and Jj k ≤ −g2. In Ref. [28] the sign
was not be modified accordingly.
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FIG. 2. The systems (a-c) are LMB ones for any threshold g2 > 0, whereas that in (d) is LMB
one for g2 = 0 only, since there is no third-neighbour couplings. In all cases grey and black full
circles denote spins from subsets A and B, respectively. Solid lines denote exchange integrals
greater than or equal to the threshold g2, whereas those with J ≤ g2 are depicted by dashed
lines. Since g2 = 0 in the case (d) then it illustrates an octanuclear antiferromagnetic ring with
ferromagnetic couplings of the second-neighbours

2.3. Remarks

It was not stated by the authors, but was pointed out in Ref. [19] that the proof presented in Ref. [5] is correct
when the appropriate graph is connected [37], i.e. there exists a path connecting any two vertices. In the other
words, for any pair {j, k}, there exits at least one s-element sequence (s > 0, l0 ≡ j, ls ≡ k)

Jj l1 , Jl1 l2 , Jl2 l3 , . . . , Jls−1 k (3)

with non-zero elements Jlr lr+1 for all 0 ≤ r < s. In the opposite case, there are two (or more) non-interacting
subsystems X and Y (not necessarily bipartite) with the ground-state total spin numbers SX(Y ), respectively.
Hence, the whole system is highly degenerate with the total spin S being any number in the range (|SX −
SY |, SX + SY ). Only for one of them equal to 0, the ground-state of the system is a uniquely determined
S-multiplet with S = SX (assuming SY = 0) in the absence of accidental degeneration in the subsystems.

When g2 = 0, then in each of the subsystems, only ferromagnetic exchange integrals are possible, so appro-
priate subsets constitute ferromagnetic components. Moreover, in this case, all cycles contains an even number
of antiferromagnetic bonds, so a system in question is not geometrically frustrated [28, 30, 38, see also Fig. 2(d)].
However, for g2 > 0 coexistence of LM-bipartiteness and (geometric) frustration is possible (see Figs. 2(a)–(c) and
more detailed discussion in Refs. [29, 30, 32]). Even more, since systems considered are complete (and therefore
connected for g2 > 0) then geometric frustration is surely present, since there is at least one antiferromagnetic
coupling in one of the subsystems. If such bonds do not exist then g2 = 0 may be assumed and, henceforth, the
geometric frustration is absent.

In the paper by Lieb and Mattis [5], there is no formal exclusion of empty sets, but assuming, for example,
B = ∅ trivial results are received (see Sec. 3 below). It is only worth to mention that in such a case for each
pair {j, k}, there exists at least one sequence (3) with all exchange integrals being negative. Hence, the system
cannot be decomposed, but it is not necessarily ferromagnetic (cf. Ref. [5]).

3. The Lieb–Mattis theorem and its applications

3.1. The theorem

For the LMB system the numbers SA(B) and their absolute difference are introduced:

SA =
∑
j∈A

sj , SB =
∑
k∈B

sk, S = |SA − SB |. (4)

Lieb and Mattis proved that the ground state of the Hamiltonian (1) belongs at most to total spin S = S. Hence,
the absolute difference is the upper limit of the ground-state total spin: S0 ≤ S. Let Emin(S) denotes the minimum
energy of states belonging to the total spin S. The LMF says that these energies form an increasing sequence, i.e.:

Emin(S) > Emin(S − 1) for all S > S. (5)

This is referred to as the Lieb–Mattis level order (LMLO) and, introducing differences:

∆S = Emin(S)− Emin(S − 1), (6)
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FIG. 3. Illustration of the Lieb–Mattis level order in LM-bipartite systems. For the sake of
simplicity it is assumed that the Landé band for S ≥ S (full squares) is parabolic. Full and empty
circles correspond to g2 > 0 and g2 = 0, respectively. Lines are a guide for the eye

can be reformulated as: ∆S are positive for all S > S. This effect is observed in many quantum spins systems
and it is said that eigenstates with energies Emin(S) form the so-called Landé band [39, 40]. In the special case of
non-frustrated systems, i.e. for g2 = 0, a stronger constraint can be proved [5]:

Emin(S) > Emin(S), for S < S, (7)

which unambiguously determines S0 = S (see Fig. 3). It has to be emphasized that the LMT says nothing about
ordering of levels with S < S. A general formulation of the LMT is also referred to as the ‘weak form’ with the
‘strong form’ assigned to the case g2 = 0.

If, by chance, there are a few possible LM-bipartitions, with different threshold g2 probably, then the most
restrictive one, i.e. this with the least S, is applied. If the case B = ∅ was allowed, then the trivial result would be

obtained S0 ≤ Smax =

n∑
j=1

sj , with the equality sign for purely ferromagnetic systems only (g2 = 0 would force all

non-zero weights Jjk to be negative in this case). Assuming systems in Fig. 2 to be homogeneous (sj = s for all
1 ≤ j ≤ n) the following constraints can be easily determined: (a) S0 ≤ s, (b) and (d) S0 = 0, and (c) S0 ≤ 5s.
Other examples can be found in Refs. [28–30,32, 41].

A very important example of LMB systems is the so-called sublattice Hamiltonian or the rotational band
model [39, 42–44]. Spins are divided into subsets A and B with all pairs {j, k}, j ∈ A, k ∈ B, coupled
antiferromagnetically with the same magnitude J > 0, so:

H = J SA · SB , where SA(B) =
∑

j∈A(B)

sj . (8)

This system is LM-bipartite with any 0 ≤ g2 ≤ J , so the least value (g2 = 0) yields S0 = |SA − SB | and the
corresponding graph is complete bipartite one.

3.2. Remarks about the proof

The original proof in Ref. [5] was decomposed into two parts: (i) a detailed discussion on the case g2 = 0
and (ii) a short comment on the general case, so this paper goes along this way. The most crucial is a canonical
transformation:

sxj → −sxj , syj → −s
y
j , szj → +szj (9)

for all spins in a chosen subsystem, say j ∈ A. It yields all off-diagonal entries to be non-positive [5, 19]. Further
analysis may be done repeating Lieb and Mattis’s reasoning or the Perron-Frobenius theorem (PFT) may be invoked
(see below and Ref. [19]).
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FIG. 4. The energies Emin(S) (the Landé band) for fictitious LM-bipartite Hamiltonians H(g) =
g2S2 + S(S − 7) + 15. Symbols are defined in the legend and lines are a guide for the eye

When a Hamiltonian, commuting with S2, is LM-bipartite for g2 > 0 then, it is transformed to:

H ′ = H − g2S2, (10)

which determines the LMB system with g′ = 0. Since usually the threshold g2 can be chosen in (infinitely) many
ways, it must be done carefully – the Hamiltonian H ′ has to satisfy all conditions stated in the previous section,
among others the corresponding bipartite weighted graph has to be connected and complete. This transformation
does affect the upper limit given by S (the partition into sets A and B is not modified) and the LMLO for S > S
is preserved. However, the inequality (7) does not hold, in a general case. Modifying a bit Eq. (10) one may
introduce:

H(g) = H ′ + g2S2,

and observe changes in energies Emin(S) for different values of g2. A simple example is presented in Fig. 4, where
H ′ = S(S − 7) + 15 is assumed. The ground-state total spin S0 decreases for increasing g2, yielding the sequence
S0 = 7/2, 5/2, 3/2, 1/2 with ‘critical’ values of g2 = 1/7, 3/5, and 5/3 (at this points the ground-state level is
formed by two S-multiplets with different total spin number S, so the degenerate frustration may be observed [45]).

However, the second (increasing) part of the universal sequence discussed in Refs. [29,30] cannot be explained
in this way. It is important to emphasize that this sequence is received when the energies Emin(S) for S < S are
ordered, what constitutes the special case. In a general case, different values of S0 may appear in any order (cf.
Fig. 3).

To end this section, the relation between the two theorems, Lieb–Mattis and Perron–Frobenius, is discussed.
The latter one (PFT) is presented after Ref. [19]. Let A be a square matrix of size N > 1 with all entries being
non-negative real numbers. If there exits p ≥ 1 that Ap has strictly positive entries, then, with Λ being a set of all
eigenvalues of A:

(1) λ0 = max
λ∈Λ
|λ| ∈ Λ and it is simple (non-degenerate), i.e. it is a simple root of det(A − λIN ) = 0, where

IN is the unit matrix;
(2) for any other λ ∈ Λ, |λ| < λ0;
(3) the eigenvector of A associated to λ0 has strictly positive coordinates.

These conditions are satisfied, for example, for the operator S2, so a vector with positive coordinates is associated
to Smax in each subspace with given total magnetization M .

To use the PFT in the proof of the LMT, it is necessary to perform such modification of the Hamiltonian
matrix that the above requirements are satisfied. The first step is done with the transformation (9). Since the
minimum is what ones looks for, then the sign of this matrix is changed. The eigenvalues Emin ≤ E ≤ Emax of the
Hamiltonian (1) satisfy, as a rule, Emin < 0, Emax > 0, and |Emin| > Emax, so these two steps should be enough. In
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the other case, to ensure that Emin and the corresponding eigenvector are determined properly, a shift may be done,
i.e. a matrix γIN with enough large γ > 0 is added to obtain the matrix A. The connectivity of the corresponding
graph guarantees that for some p ≥ 1 all matrix elements of Ap are strictly positive.

4. Open problems

The LMT, with the proof sketched in the previous section, explains many features observed in investigated
models of molecular nanomagnets. However, there are facts, which cannot be assigned to this theorem in the
present form. It has been already mentioned above that the second part of the total spin sequence discussed in
Refs. [29,30] cannot be explained by the simple analysis illustrated in Fig. 4. Moreover, in the case of ring-shaped
molecules studied some features go beyond the properties given by the LMT. E.g., the differences (6) are not only
positive, but also form an increasing sequence (see Fig. 5):

∆S > ∆S−1, for all S > S0; (11)

note that is true also for S0 < S [30,32]. Even if this fact is not directly mentioned, it is confirmed by magnetization
steps presented (see, e.g., Refs. [34, 46]).

These phenomena are clearly seen considering a very simple model of a heterogeneous centered square (see
the inset in Fig. 5) with the Hamiltonian:

H� = J1(s1 + s3) · (s2 + s4) + J2s0 · (s1 + s2 + s3 + s4). (12)

To keep this system symmetric, it is postulated that sj = s for 1 ≤ j ≤ 4 with s0 = s′ in a general case.
Introducing intermediate spins:

SA = s1 + s3, SB = s2 + s4, S� = SA + SB , S = s0 + S�

and assuming J1 = 1, J2 = αJ1 it can be rewritten as:

H� = SA · SB + αs0 · S�,

so its eigenvalues can be exactly determined with simple algebra for all values of the spin numbers 0 ≤ SA,B ≤ 2s,
0 ≤ S� ≤ 4s, 0 ≤ S ≤ 4s+ s′ and the parameter α ∈ R (cf. Refs. [30, 34, 43]). Some ranges of the parameter α
can be clearly distinguished:

(1) α < 0: The system is not LMB, so the constraint S0 ≤ 4s+ s′ is applicable only.
(2) α = 0: Two non-interacting systems are present, but one of them has S� = 0, so it has to be S0 = s′ with

any accidental degeneration.
(3) 0 < α < 1: there are two possibilities:

(a) To take α < g2 < 1 and consider the system as one-component with S0 ≤ 4s+ s′.
(b) To consider a bipartition A = {1, 3}, B = {0, 2, 4} with g2 = α. However:

H ′� = (1− α)SA · SB − α(s1 · s3 + s2 · s4),

so two non-interacting subsystems, as in the case (2) above, are obtained, and therefore, formally, the
LMT cannot be applied.

(4) α = 1: It is a very particular point. Assuming g2 > 1 yields H ′ describing the single ferromagnetic
component, whereas g2 = 1 leads to two ferromagnetic components (A′ = {1, 3}, B′ = {2, 4}) and
isolated spin s0.

(5) α > 1: The domain of the LMT is reached, at last. The system is LMB for any 1 ≤ g2 ≤ α and for the
least value g2 = 1 one has:

H ′ = −(s1 · s3 + s2 · s4) + (α− 1)s0 · S�

with obvious LM-bipartition A′ = {1, 2, 3, 4}, B′ = {0}, so S = |4s− s′|.
The results obtained for s = 1, s′ = 2 are presented in Fig. 5. It is evident that the LMLO is present for all α ∈ R,
even with the stronger constraint given by Eq. (11). Also the sequence of the ground-state total spin S0(α) (see
the inset in Fig. 5) is consistent with the previous discussion [29, 30, 32, 47, see also Fig. 4], though g2 can be
assumed constant here. Analogous results were also obtained for the isosceles triangle [29, 30].

All the above features follow the special properties of ring-shaped molecules investigated and can be explained
by ‘specialized’ forms of the LMT or more detailed studies, including careful analysis of the energy spectrum for
S < S and discussion on the special cases: two isolated subsystems or one-component systems (cf. Ref. [19]). It
is very likely that in some cases such considerations will allow to apply the PFT in its original form. However, the
same properties have been confirmed by exact diagonalization calculations for larger systems [29,30,32,46], which,
in general, are not LMB systems. In such cases the crucial transformation (9), performed for any decomposition into
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FIG. 5. The LMLO in a heterogeneous centred square presented in the inset (s0 = 2, s1 = s2 =
s3 = s4 = 1, J1 > 0). Irrelevant segments (with S < S0) are omitted. Zeros of ∆S are placed at
critical values α(k)

c = −2,−3/2,−1,−1/2, 1/3, 2/3, 3/2, 2 (for 1 ≤ k ≤ 8, respectively), where
the ground-state total spin number S0 is changed (see the inset)

two non-empty subsystems, leaves some negative entries in the corresponding Hamiltonian matrices. It is expected
that among a huge number of works on some generalizations of the PFT, at least some of them, e.g. [25–27], will
provide new tools and ways of reasoning, which will help in generalization of the LMT to larger systems which,
already, show main features of the LMB ones.

5. Conclusion and final remarks

The Lieb–Mattis theorem has been applied to many quantum spin systems and considered and generalized
in various ways. However, the LMB systems with g2 > 0 have not been carefully analyzed, since they appear
under exceptional conditions. Progress in synthesis of molecular nanomagnets has shown that the coexistence
of geometric frustration and LM-bipartition is possible and this observation has put forward interest in a general
(‘weak’) form of the LMT. As it has been discussed above there are two main questions. At first, some features
not included in the theorem itself, like the universal sequences of the ground-state total spin or the LMLO with
the stronger condition (11), have to be investigated and explained. Secondly, the domain of the LMB should
be thoroughly studied and necessary modifications should be done to include, for example, the whole range of
the parameter α in Fig. 5 or larger, not LM-bipartite in general, systems. It can be presumed that a part of
these problems can be solved applying the Perron-Frobenius theorem in its standard version, but in some cases
generalizations of the PFT have to be taken into account.

Single-ion anisotropy plays the crucial role in investigations of single-molecule magnets and in many cases of
anisotropic models some features analogous to LMLO are also observed [33,35,36,48,49]. However, in such cases
the total spin is not a good quantum number, so the LMLO should be rather related to the total magnetization.
Sometimes, for relatively small anisotropy parameters it is assumed that the total spin is, loosely speaking, ‘an
approximated good quantum number’ and energy levels are labelled with S, even in the presence of anisotropy [40].
Such approach stands in contradictions to rigorous mathematical considerations presented above. Moreover, it was
shown that such approximation can be accepted for levels with extreme energies, since they are quite stable, but
there are abrupt changes of mean values of the total spin number for levels with intermediate energies [50, 51].
On the other hand, it has to be carefully studied whether this is an intrinsic effect or it simply follows splitting of
S-multiples observed in the isotropic regime. It should be emphasized that subspaces with a fixed magnetization
are very important in the proof of the LMT, then rhombic anisotropy has to be excluded.
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1. Introduction

One of the important feature of low dimensional systems is that they can exhibit properties which differ
markedly from the corresponding bulk systems [1]. The problem of transport in these systems has commanded
great attention over the past decades from both experimental and theoretical physicists [2–5]. Although numer-
ous approaches to the electron transport modeling problem were developed, most of them rely on Kolmogorov
equation [6] in the view of the fact that conductivity process is a nonequlibrium one.

The key component of kinetic approach is collision integral determination, which can be done in various ways.
An expression for the integral can be obtained directly by calculating Bloch waves scattering amplitudes [7, 8] or
by introducing some semiempirical scattering indicatrix. Fuchs proposed model for DC conductivity in thin metal
films based on combination of specular and nonspecular electron scattering on film boundary [9]. This approach
was adopted and enhanced in a number of works [10–12].

The main goal of this work is to study Kolmogorov equation for conductivity electron within rough surface
cylindrical nanowire with certain type of scattering indicatrix implied. In contrast with multiple scattering expan-
sion, we use an expansion with respect to a small parameter [1] characterizing a weak deviation from equilibrium
that leads to conventional Fredholm integral equations of convolution type. Its investigation gives simple solutions
obtained using Fourier transform.

2. Kinetic model

2.1. Scattering models

Let’s consider electron transport problem for cylindrical nanowire. As a source of electrons, we take the base
of the cylinder, i.e. a round plate, that emits the electrons distributed by Fermi–Dirac function. Resistivity of
such a system arises from the scattering of the electrons on phonons, other electrons or structural defects. For
low-dimensional structures, the surface can be treated as defect and is believed to have biggest contribution to
resistivity at low temperatures [3].

It is natural to introduce cylindrical coordinate system (ρ, φ, z) with respect to the symmetry of the system so
that axis z is aligned with the center of cylinder. Also, one may introduce cylindrical coordinate system (vρ, vφ, vz)
in velocity subspace of phase space. Assuming orts in velocity subspace are denoted as (~eρ, ~eφ, ~ez), the confinement
condition for scattered electron can be expressed as follows:(

~v′, ~eρ

)
≤ 0, (1)

where ~v′ – velocity of electron after scattering on surface.
Generally, if the precise scattering cross section Σ(~v, ~v′, ~r) is known, it can be reduced to averaged cross

section:

σ(~v, ~v′, ρ) =

∫∫
Σ(~v, ~v′, ~r) dzdφ. (2)
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FIG. 1. Electron scattering on rough boundary of cylindrical nanowire introduced (top). Veloc-
ities of electron before and after scattering in velocity subspace (bottom left). Illustration of
confinement condition (bottom right)

However, the problem of finding exact form of Σ is of immense complexity. That is why the usual approach
is to directly introduce semiempirical averaged scattering cross section σ, such as specular reflection and elastic
random angle scattering [12].

The differential cross section for elastic specular scattering on a boundary will have the following form:

σ = δ(ρ− ρ0)δ(v′z − vz)δ(v′ρ − vρ)δ(v′φ − vφ − π). (3)

Assuming that the nanowire is homogeneous and scattering cross section does not dependent upon the position
on the surface, one may drop φ coordinate (with respective velocity component) from consideration, so the
remaining coordinates are ρ ∈ [0,∞), z ∈ (−∞,∞) and the problem turns into a two-dimensional one. Thus, for
elastic the scattering of an electron on a perfectly smooth boundary (v′z = vz , v

′
ρ = −vρ), the differential cross

section appears as follows:
σ = δ(ρ− ρ0)δ(v′z − vz)δ(v′ρ + vρ)Θ(−v′ρ), (4)

where ρ0 – nanowire radius, δ – Dirac delta function, Θ – Heaviside step function. The latter multiplier in (4) is
the confinement condition (1).

The main difference of rough boundary with smooth one is that the velocity angle of scattered particle follows
some distribution. However, preserving the condition of elastic scattering conserves the velocity modulus. In order
to take into account this conservation law, one may introduce the velocity modulus v and velocity direction θ
(assuming that θ = 0 corresponds to direction along z-axis). Thus, for rough wall scattering, the differential cross
section will have the following form:

σ = δ(ρ− ρ0)δ(v′ − v)G(θ′ + θ)Θ(−θ′)Θ(θ′ + π), (5)

where G – some distribution function. The sum within brackets of G implies that the maximum scattering
probability corresponds to the case when the incident angle equals the scattering angle.

Or, in more general case, taking into account extent of the outer surface, one may transform (5) as follows:

σ = A(ρ)δ(v′ − v)G(θ′ + θ)Θ(−θ′)Θ(θ′ + π), (6)

where A(ρ) – some radial distribution of scatterers (one may choose F (ρ) = Θ(ρ0 − ρ) in case of infinitely thin
surface layer). and G – some functions, that describe scattering probability with respect to angles.

2.2. Kinetic equation

Let’s now consider the kinetic problem for electrons moving in a cylindrical nanowire with an applied electro-
static field. In the simplest case, for transport studies we assume that the external electrical field with intensity E
is applied along the z-axis and system is finite and restrained by electrode contacts from both sides.

The Kolmogorov equation for this case will have the following form:

∂f

∂t
+ eE

∂f

∂vz
+ vz

∂f

∂z
+ vρ

∂f

∂ρ
+ vφ

∂f

∂φ
= −f

∫
σ(r,~v, ~v′)d~v′ +

∫
σ(r, ~v′, ~v)f(~v = ~v′)d~v′, (7)
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where, f = f(t, ~r,~v) – distribution function, σ = σ(~r,~v, ~v′) – scattering cross section, e – elementary electric
charge.

Electrons on cathode follow the Fermi–Dirac distribution:

nF (v) =

[
exp

(
mv2/2− EF

kBT

)
+ 1

]−1
, (8)

where T – temperature, kB – Boltzmann constant, EF – Fermi energy, m – electron mass.
Next, it is safe to assume that equilibrium distribution function can be chosen as follows:

fe = nF (v)F (ρ), (9)

where F (ρ) – some radial distribution of charge carriers (one may choose F (ρ) = Θ(ρ0 − ρ) in case of infinitely
thin surface layer).

Henceforward, we will consider the simplest case of stationary (∂f/∂t = 0) and homogeneous (∂f/∂z = 0,
∂f/∂φ = 0) electron current. In this case, equation (7) turns into:

eE
∂f

∂vz
+ vρ

∂f

∂ρ
= −f

∫
σ(ρ,~v, ~v′)d~v′ +

∫
σ(ρ,~v, ~v′)f(~v = ~v′)d~v′, (10)

where f = f(ρ, vρ, vz) (phase space of the system is reduced to three dimensions).
Let’s assume that deviation fd of nonequilibrium distribution function f from equilibrium one fe is small, i.e.

f = fe + εfd, where we introduced ε – small parameter (|ε| � 1).
It should be noted that substitution of ~v-symmetric function fe into right part of (10) gives zero. Considering

this fact, and taking into account that fd is ~v-antisymmetric, putting for brevity ε = 1, one finally obtains:

eE
∂fe
∂vz

+ vρ
∂fe
∂ρ

= −fd
∫
σ(ρ,~v, ~v′)d~v′ +

∫
σ(ρ,~v, ~v′)fd(~v = ~v′)d~v′. (11)

2.3. Rough boundary case

Let’s now consider more general case of the rough boundary. This means a reflection angle is not equal to
incident one, though scattering is elastic and velocity module is preserved. For this case, we substitute (6) into (11)
and switch to integration over v′ and φ′. In this case, the equation (11) will have the following form:

eE
∂fe
∂vz

+ vρ
∂fe
∂ρ

= −fd(ρ, v, θ)A(ρ)v

0∫
−π

G(θ′ + θ)dθ′ +A(ρ)v

0∫
−π

G(θ′ + θ)fd(ρ, v, θ
′)dθ′. (12)

Next, we introduce the integral operator:

K̂f(ρ, v, θ) =

0∫
−π

G(θ′ + θ)fd(ρ, v, θ
′)dθ′, (13)

g = −
eE F (ρ)

∂nF

∂vz
+ vρnF

∂F (ρ)

∂ρ

A(ρ) v
, (14)

where we took into account probability normalization condition
∫ 0

−π
G(θ′ + θ)dθ′ = 1.

Thus, (12) turns into:
fd = g + K̂fd, (15)

which in fact is a Fredholm equation of the second kind. It is useful to introduce a new variable α = −θ′ so that
the kernel of integral equation G(θ − α) is defined on the square i.e. θ, α ∈ [0, π].

2.4. Fourier transform solution

In order to study equation (15), lets rewrite it in more general form:

ϕ = g + λK̂ϕ, (16)

where ϕ – unknown function, K̂ – integral operator of convolution type, g – nonhomogeneous term, λ – parameter:

ϕ(x) = λ

∫
K(x− s)ϕ(s)ds+ g(x). (17)
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Here, integration is performed over an infinite region and function K is defined by extending G with zero
outside [0, π] intervals.

In general form, solution of (16) can be expressed as follows via the resolvent:

ϕ = (1− λK̂)−1g. (18)

In order to check for the existence of the solution (18) one may follow the Fredholm alternative and solve the
corresponding homogeneous equation:

ϕ = λK̂ϕ. (19)

Let us apply Fourier transform to each element of equation (19):

ϕ =
1√
2π

∫
ϕ̃(ω1)eiω1sdω1, (20)

K(x− s) =
1√
2π

∫
K̃(ω2)eiω2(x−s)dω2. (21)

Thus: ∫
ϕ̃(ω)eiωxdω =

λ√
2π

∫∫∫
K̃(ω2)eiω2(x−s)ϕ̃(ω1)eiω1sdω1dω2ds. (22)

Let’s multiply the left and right part of this equation by e−iω0x and integrate over x:

√
2π

∫
ϕ̃(ω)δ(ω − ω0)dω =

λ√
2π

∫∫∫
K̃(ω2)ϕ̃(ω1)ei(ω1−ω2)s

(∫
ei(ω2−ω0)xdx

)
dω1dω2ds =

= λ

∫∫∫
K̃(ω2)ϕ̃(ω1)ei(ω1−ω2)sδ(ω2 − ω0)dω1dω2ds. (23)

Next, the remaining integrals can be trivially taken:

ϕ̃(ω0) =
λ√
2π

∫∫
K̃(ω0)ϕ̃(ω1)ei(ω1−ω0)sdω1ds =

=
λ√
2π
K̃(ω0)

∫
ϕ̃(ω1)δ(ω1 − ω0)dω1 =

λ√
2π
K̃(ω0)ϕ̃(ω0). (24)

Or, changing the variables: (
1− λ√

2π
K̃(ω)

)
ϕ̃(ω) = 0. (25)

Apparently, equation (25) will have no nontrivial solutions apart from cases when K ∼ δ(x−s). Applying the
Fredholm alternative to this problem (by setting λ = 1 and defining K̂ accordingly) proves that inhomogeneous
equation (16) will have solution.

Using the same approach for the inhomogeneous equation gives us:

ϕ̃(ω) =
λ√
2π
K̃(ω)ϕ̃(ω) + g̃(ω). (26)

This equation is algebraic and thus can be solved easily:

ϕ̃(ω) =
g̃(ω)

1− λ√
2π
K̃(ω)

. (27)

Finally, solution of equation (16) can be found by applying inverse Fourier transform to both parts of (27):

ϕ(x) =

∫
g̃(ω)√

2π − λK̃(ω)
eixωdω. (28)

Although expression (28) gives us formal solution for equation (15), its practical application is limited because
as the problem of finding Fourier images g̃ and K̃ is not a trivial task.
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2.5. Electron transport

The solution of (15) can also be obtained as follows:

fd(ρ, v, θ) = g(ρ, v, θ) +

π∫
0

R(θ − α)g(ρ, v, α) dα, (29)

where R – the resolvent of integral operator (14). It can be shown using Fourier transofrm [13] that equation (29)
can be expressed as follows:

f̃d(ω) = [1 + R̃(ω)]g̃(ω), (30)

The resolvent Fourier image can be found using equation (27):

R̃(ω) =
K̃(ω)√

2π − K̃(ω)
. (31)

Let us now choose the extended scattering amplitude function G as follows:

G(x) =
1√
2πγ

exp

(
− 1

2γ2
x2
)
, (32)

which in fact is normal distribution. Here γ – parameter which corresponds to standard deviation. Then, one may
plug Fourier image of (32) into equation (31), arriving at:

R̃(ω) =
2π

2π −√γ exp
(
−γ2

2 ω
2
) − 1. (33)

Assuming the spread of scattering angles is small i.e. γ � 1, one may neglect the second term of denominator
in the relation (33), that yields R̃(ω) ≈ 0. Thus, for the zero order approximation of nonequilibrium distribution
function one may use the function g:

f0d =
eEm

kBT

vz
v

exp

(
m
2 (v2z + v2ρ)− EF

kBT

)
n2F

F (ρ)

A(ρ)
− vρ

v

1

A(ρ)

∂F (ρ)

∂ρ
nF . (34)

Let’s now switch velocity coordinate system as (vz = v cos(θ), vρ = v sin(θ)):

f0d = B(ρ, v) cos(θ)− C(ρ, v) sin(θ), (35)

where:

B(ρ, v) = eE
m

kBT
exp

(
mv2

2 − EF
kBT

)
n2F (v, T )

F (ρ)

A(ρ)
= −eE

v

∂nF (v)

∂v

F (ρ)

A(ρ)
, (36)

C(ρ, v) =
1

A(ρ)

∂F (ρ)

∂ρ
nF (v). (37)

Generally, current density of the waveguide can be obtained as follows:

~j(~r) = e

∫
~vfd(~r,~v)d~v. (38)

For z-projection of homogeneous current density one obtains:

jz(ρ) = e

∞∫
−∞

∞∫
−∞

fd vzdvρdvz = e

π∫
−π

∞∫
0

fd v
2 cos(θ)dvdθ. (39)

The total current through transverse surface can be calculated as:

J =

ρ0∫
0

jz(ρ)dρ. (40)

Next, taking into account parity of functions, integral of the second term in (35) will give zero. The form of
expression (35) allows to perform variable separation and if the exact A(ρ) and F (ρ) are known, radial dependence
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can be integrated out. Thus, one may obtain the temperature dependency of the system resistivity in zero order
approximation:

R = − 1

S0

 ∞∫
0

v
∂nF (v)

∂v
dv

−1 , (41)

where S0 – constant resulting from θ and ρ integration:

S0 = e2
ρ0∫
0

F (ρ)

A(ρ)
dρ

π∫
−π

cos2(θ)dθ = πe2
ρ0∫
0

F (ρ)

A(ρ)
dρ. (42)

The integral in (41) nontrivially depends on temperature. It can be shown using the Sommerfeld expansion
that:

−
∞∫
0

v
∂nF (v)

∂v
dv =

1√
2m

∞∫
0

nF (E)√
E

dE ≈
√
EF

2
√

2m
+
π2

12

(kBT )2√
2mE3

F

, (43)

where Fermi energy also depends on temperature: EF (T ) ≈ EF (0)

(
1− π2

12

(kBT )2

E2
F (0)

)
, where EF (0) depens only

on fundamental constants [14].

3. Results and discussion

It was shown that Kolmogorov equation for electrons in cylindrical nanowire with surface scattering introduced
can be conceived of as Fredholm equation of the second kind. Existence of a solution was proved by applying
Fredholm alternative in the Resolvent form, that is approved by transition to the Fourier transformed equation.
Zero order approximation of solution was illustrated by the case of a gently sloping surface irregularities used to
study resistivity temperature dependence of system under consideration in explicit form.
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1. Introduction. Modes and quasi-modes

We use terms modes and quasi-modes following V. I. Arnold [1]. An eigenvalue and eigenvector of some
operator A, i.e. a pair (λ, u) which satisfies equation Au = λu exactly, is called a mode. Some value and vector
which satisfy this equation approximately with some error of order ε is called a quasi-mode. More precisely, the
result is as follows:

Let A be a self-adjoint operator in a Hilbert space H, λ0 – a real value, orthonormal vectors u1, u2, ..., uN ∈
D(A), Q is a positive constant, ε = max

1≤i≤N
‖(A− λ0)ui‖, 0 < 4

√
3Nε < Q, λ1, ..., λN are the eigenvalues of the

matrix M with the inputs {Mik} = {〈Aui, uk〉} (〈·, ·〉 means a scalar product in H), every eigenvalue is counted
according to its multiplicity.

Theorem 1. Suppose the interval I = [λ0 −Q,λ0 +Q] contains at most N eigenvalues of A. Then, the interval

I1 =
[
λ0 −Q+ 4

√
3Nε, λ0 +Q− 4

√
3Nε

]
contains exactly N eigenvalues of A. There exist constants p and q

such that if 0 < ε < p then, any interval δj =
[
λj − qε2, λj + qε2

]
is included in I1 and contains an eigenvalue

of A. Any connected component of the set
N⋃
j=1

δj contains exactly as many eigenvalues of A as there are intervals

δj forming it.

Theorem 1 allows us to describe eigenvectors and eigenvalues of A based on the knowledge only of its quasi-
modes. If δj does not intersect with δj+1, the distance between their middle points gives us a good approximation
of the distance between the two nearest eigenvalues. The first proposition of Theorem 1 guaranties the absence of
additional eigenvalue of A in our interval.

2. A self-adjoint Schrödinger operator on Rd

Let us consider the Schrödinger equation:

−h
2

2
∆u+ V u = Eu, (1)

where ∆ =

d∑
i=1

∂2

∂2i
is the Laplace operator, V is a real valued function defined on Rd having nondegenerate

minima (wells) with some kind of symmetry, h (small parameter) is the Planck constant (in special system of
units). Let A be the corresponding Schrödinger operator defined by the left hand side of equation (1) in L2(Rd).

If V in (1) has a finite number of identical wells which differ only by space translations and V (x) > C
beyond the region of the wells where C exceeds the value of V at minimum, lower part of the spectrum of
operator A is organized in the following way. There is a set of finite groups of eigenvalues (each of them is related
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to some quantum vector n ∈ Nd), the distance between the groups being of the order h, and the distance between
eigenvalues in each group, the splitting, being exponentially small with respect to h.

It is possible to find explicit formulae for the widths of these splittings using semi-classical asymptotics for
each well. The problem was considered in different ways by different authors and almost completely solved in
one dimensional case [1–8]. The case d > 1 is much more complicated. There are many results obtained in this
area (see [9–17] and the list is far from exhaustive). The semiclassical asymptotics of the discrete spectrum and
strict estimates of the splittings are described in [9] and other works of these authors (using the theory of pseudo
differential operators). The semiclassical expansion for the eigenfunctions and the rigorous asymptotics for the
splitting widths in the lowest levels were obtained in [10] (with the use of Maslov’s canonical operator). The
possibility to solve this problem in that case was discussed during the Diffraction Day Conference 2014 in the talk
of A. Anikin and M. Rouleux [12].

In the present work, in order to write down strict asymptotic formulae for splittings in two-dimensional case,
one has to use Theorem 1. It is necessary to find a sufficiently accurate semiclassical approximation to eigenstates
for a single well in some vicinity of a minimum, independent of h. Such an approximation was constructed
in [11,13]. The formal series on powers of h were obtained. Coefficients in all terms were found in some domain
independent of h. Terms for eigenfunctions are analytic for analytic potential. If we truncate the series at the m-th
term the remaining sums satisfy the equation (1) with an error of the order of hm+1 exp (−S/h), where S is a
nonnegative function defined in [11]. The possibility to take m as large as we like and exponential decreasing of
all terms beyond some vicinity of a minimum allows one to construct sufficient quasi-modes. Each quasi-mode has
to be constructed from semiclassical approximations of lower eigenfunctions in the region of the bottom of each
well vanishing beyond it.

In this work, a simple example is considered. Here, the circle containing N minima of V is f line of minimum
of the corresponding functional b and it is easy to find b in a plain form.

3. An example. N wells at a circle

Let d = 2. Let V in equation (1) in polar coordinates be of the following form:

V =
ω2
1

2
(r − r0)

2
+
ω2
2

2
sin2 Nφ

2
, (2)

ω1, ω2 are some positive Diophantine numbers. (This means that there exist positive numbers α and β such that

for any k ∈ Z2, k 6= 0, |〈k, ω〉| ≥ β

|k|α
).

It is easy to see that the points Mj

(
r0;

2πj

N

)
, j = 0, 1, ..., N − 1, are nondegenerate minima of V , Mj ∈ Γ,

Γ is a circle r = r0 and

V (r, φ) = V

(
r;φ+

2πj

N

)
. (3)

We put a Cartesian system of coordinates (xj ; yj) in the vicinity of the bottom of each well in such a way that
Mj = Mj (0; 0) in this coordinates, axis xj is tangential to a circle Γ at the point Mj and yj is normal to it. One
can find the following Taylor series for V :

V (Xj) =
1

2

(
ω̂2
1x

2
j + ω̂2

2y
2
j

)
+
∑
|k|≥3

vkX
k
j ,

Xj = (xj ; yj) , k = (k1; k2) , Xk
j = xk1j y

k2
j , |k| = k1 + k2, ω̂i > 0, i = 1, 2,

in a vicinity of Mj . The form of this series does not depend on j because of equality (3).

In order to use Theorem 1, let us find semiclassical approximations
(
ûn, Ên

)
for some first quantum vectors

n = (n1, n2), n1 = 0, 1, ...; n2 = 0, 1, ...; in each domain Dj = {|xj | ≤ γ, |yj | ≤ γ̂}. They are the same for all
Dj , j = 0, 1, ...N − 1. Let us take numbers γ and γ̂ such that two neighboring domains Dj and Dj+1 intersect.

Let domain Gj,j+1 = Dj

⋂
Dj+1 be such an intersection. Let the point M̂j = M̂j

(
r0;

π (2j + 1)

N

)
∈ Gj,j+1,

j = 0, 1, ..., N − 1. Then, we multiply ûn by cutting functions χ[j] = χ[j] (xj , yj) = χ
[j]
1 (xj)χ

[j]
2 (yj), where



214 T. F. Pankratova

χ
[j]
1 (xj) and χ[j]

2 (yj) are smooth cutting functions, i.e.

χj1 (xj) =

{
1, |xj | ≤ γ,
0, |xj | ≥ γ + ε1,

χj2 (yj) =

{
1, |yj | ≤ γ̂,
0, |yj | ≥ γ̂ + ε2,

ûnχ
[j] = ˆ̂u[j]n .

Function ˆ̂u[j]n is equal to zero beyond rectangular {|xj | ≥ γ + ε1, |yj | ≥ γ̂ + ε2}. We construct N quasi-modes

ũn,k, k = 1, ..., N , as a linear combination of cut-off functions ˆ̂ujn, i.e. ũn,k =

N∑
j=1

αj,k ˆ̂u[j]n , k = 1, ..., N . We find

numbers αj,k in order to orthonormalize the system {ũn,k}Nk=1. Now, we can use Theorem 1 in a way similar to
one presented in [8].

We find that for our example with N wells (eq. (2)) for each quantum vector N eigenvalues Ekn, k = 1, ..., N ,
of operator A has the following form:

Ekn = Ên + µ
[n]
k +O

(
ε2
)
,

where:

Ên =

m∑
j=1

En,jh
j ; En,1 =

(
n1 +

1

2

)
ω̂1 +

(
n2 +

1

2

)
ω̂2,

µ
[n]
k = a · exp

(
−h−1b

)
· cos

πk

N + 1
, k = 1, ..., N, µ

[n]
k = O (ε) , b =

∫
Mk−1Mk

√
2V dS,

Mk−1Mk is a line of minimum of functional b. In our case it is a part of the circle Γ. At this circle,
√

2V = ω2 sin
Nφ

2
, dS = r0dφ. Hence, b =

4

N
r0ω2.

Now, we can write down the splitting formula for lower eigenvalues of operator A:

∆Ekn = Ek+1
n − Ekn = dk exp

(
− b
h

)
(1 +O (h)) , k = 1, ..., N.

One can regard this example as a simple model for some possibly more complicated situation.
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1. Introduction

This is an accompanying paper to [1], in which the authors have shown the relationship between the de
Branges method and the Boundary Control (BC) method on a basis of three dynamical systems: wave equation
with a potential on a half-line, Dirac system on a half-line and dynamical system with discrete time for semi-
infinite discrete Schrödinger operator. For each system, they constructed the related de Branges space using natural
dynamic objects and operators, used in the BC method. In the present note, we will show the equivalence of
dynamic inverse problems (IP) for different dynamical systems (wave equation, Dirac system, Jacobi matrices),
and IPs for equivalent canonical systems. We note that every original system will be equivalent to canonical system

with different dynamics (the dependence on t is given by one of the following operators:
d2

dt2
, i
d

dt
, ∂t, where ∂t is

a difference operator).
Let H ∈ L1,loc(0, L;R2×2) be a locally summable on (0, L), L ≤ ∞ matrix-valued function H ≥ 0, called

Hamiltonian, J :=

(
0 1
−1 0

)
, vector Y =

(
Y1

Y2

)
. We choose the “proper” dynamics and fix the general dynamical

canonical system, the initial boundary value problem (IBVP) of which will be the subject of our interest:

iH
dY

dt
− J dY

dx
= 0, x ≥ 0, t ≥ 0.

For such a system we set up an IP and outline the strategy of solving it by the BC method, provided the
Hamiltonian is smooth and strictly positive. We also provide a method of construction of the de Branges space for
such a Hamiltonian in natural dynamic terms following [1].

In the second section, we expose all necessary information on de Branges spaces and canonical systems
following [2] and [3]. In the third section, we deal with dynamical systems for Schrödinger operator on a half-line,
wave equation on a half-line, Dirac operator on a half-line and a semi-infinite Jacobi matrices. We formulate
dynamic IP for each system, then we transform IBVP for each system to the IBVP for certain canonical system,
formulate IP for canonical system, and show that it is equivalent the original ones.

In the fourth section, we will show that one specific choice of dynamics give a finite speed of wave propagation
in a canonical system, provided the Hamiltonian is smooth and strictly positive. We note that the finiteness of the
wave propagation is important: initially the BC method was developed and applied in the case of multidimensional
wave equation [4,5] on a bounded manifold, but later on the BC method was successfully applied to parabolic and
Schrödinger equations (where the speed is infinite) as well [6–8]. We provide algorithms of solving dynamic IP
and construction of de Branges space for such a Hamiltonian. Based on these results, we formulate the hypothesis
for constructing the de Branges space for general Hamiltonian by the dynamic method.
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2. de Branges spaces

Here, we provide the information on de Branges spaces in accordance with [2, 3]. The entire function E :

C 7→ C is called a Hermite–Biehler function if |E(z)| > |E(z)| for z ∈ C+. We use the notation F#(z) = F (z).

The Hardy space H2 is defined by: f ∈ H2 if f is holomorphic in C+ and sup
y>0

∫ ∞
−∞
|f(x+ iy)|2 dx <∞. Then

the de Branges space B(E) consists of entire functions such that:

B(E) :=

F : C 7→ C, F entire,
∫
R

∣∣∣∣F (λ)

E(λ)

∣∣∣∣2 dλ <∞, FE , F#

E
∈ H2

 .

The space B(E) with the scalar product:

[F,G]B(E) =
1

π

∫
R

F (λ)G(λ)
dλ

|E(λ)|2
,

is a Hilbert space. For any z ∈ C the reproducing kernel is introduced by the relation

Jz(ξ) :=
E(z)E(ξ)− E(z)E(ξ)

2i(z − ξ)
. (1)

Then

F (z) = [Jz, F ]B(E) =
1

π

∫
R

Jz(λ)F (λ)
dλ

|E(λ)|2
.

We observe that a Hermite–Biehler function E(λ) defines Jz by (1). The converse is also true [9, 10]: a Hilbert
space of analytic functions with reproducing kernel is a de Branges space (provided some nonrestrictive conditions
on the set of function and on the norm hold true).

Let H ∈ L1,loc(0, L;R2×2) be a Hamiltonian and the vector Y =

(
Y1

Y2

)
be solution to the following Cauchy

problem:

−J dY
dx

= λHY, (2)

Y (0) = C,

for C ∈ R2, C 6= 0. Without loss of generality, it is assumed that trH(x) = 1. Then, the function Ex(λ) =
Y1(x, λ)+ iY2(x, λ) is a Hermite–Biehler function (EL(λ) makes sense if L <∞), it is called de Branges function
of the system (2) since one can construct de Branges space based on this function. On the other hand, EL serves
as an inverse spectral data for the canonical system (2). The solution to (2) and Y (0) = (1, 0)T is denoted by
Θ(x, λ). The main result of the theory [3, 9] says that the opposite is also true: every Hermite–Biehler function
satisfying some condition comes from some canonical system.

3. Dynamical canonical systems for wave equation, Dirac system and Jacobi system with discrete time

In this section, we use some ideas from [3] to rewrite IBVPs for different dynamical systems as IBVPs for
canonical dynamical systems. Everywhere below, T > 0 is fixed.

3.1. Wave equation with a potential on a half-line

For a potential q ∈ L1,loc(R+), we consider the IBVP for the 1d wave equation on a half-line:{
utt(x, t)− uxx(x, t) + q(x)u(x, t) = 0, x ≥ 0, t ≥ 0,
u(x, 0) = ut(x, 0) = 0, u(0, t) = f(t).

(3)

Here, f is an arbitrary L2
loc (R+) function referred to as a boundary control. The response operator RTq :

L2(0, T ) 7→ L2(0, T ) with the domain D = C∞0 (0, T ) is introduced by
(
RTq f

)
(t) := ufx(0, t), it plays a role of a

dynamic inverse data [11–13]. The IP is to recover q on (0, T ) from R2T
q .

We consider the solutions y1,2 to following Cauchy problems:{
−y′′1,2(x) + q(x)y1,2(x) = 0, x ≥ 0,
y1(0) = 1, y′1(0) = 0, y2(0) = 0, y′2(0) = 1,

(4)
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and look for the solution to (3) in the form:

uf (x, t) = c1(x, t)y1(x) + c2(x, t)y2(x). (5)

Plugging this representation to (3) yields:

c1tty1 + c2tty2 = −qc1y1 − qc2y2 + c1xxy1 + 2c1xy
′
1 + c1y

′′
1 + c2xxy2 + 2c2xy

′
2 + c2y

′′

=
(
c1xy1 + c2xy2

)
x

+ c1xy
′
1 + c2xy

′
2.

If we demand the equality c1xy1 + c2xy2 = 0, then unknown c1,2 satisfies the following system:{
c1tty1 + c2tty2 = c1xy

′
1 + c2xy

′
2,

c1xy1 + c2xy2 = 0.
(6)

We note that due to the boundary conditions in (4) and (6), we have that:

ufx(0, t) = c1x(0, t)y1(0) + c1(0, t)y′1(0) + c2x(0, t)y2(0) + c2(0, t)y′2(0) = c2(0, t).

On expressing c1,2x from (6), and bearing in mind the equality det

(
y1 y2

y′1 y′2

)
= 1, we obtain that:{

c1x = −c1tty1y2 − c2tty2
2 ,

c2x = c1tty
2
1 + c2tty1y2.

On introducing the notations C =

(
c1

c2

)
, J =

(
0 1
−1 0

)
, H =

(
y2

1 y1y2

y1y2 y2
2

)
and counting the initial and

boundary conditions on uf at t = 0 and at x = 0, we obtain that C satisfies the following IBVP:
HCtt − JCx = 0, x ≥ 0, t ≥ 0,
C(x, 0) = 0, Ct(x, 0) = 0, x ≥ 0,
c1(0, t) = f(t), t ≥ 0.

(7)

The response operator R̃Tq : L2(0, T ) 7→ L2(0, T ) for (7) is introduced by the equality
(
R̃Ts f

)
(t) := c2(0, t). On

the other hand, using (5) and second line in (6), we have that:(
RTq f

)
(t) := ufx(0, t) = c1x(0, t)y1(0) + c2(0, t)y′2(0) = c2(0, t) =

(
R̃Ts f

)
(t).

So we can see that IPs for (3) and for (7) are equivalent.

3.2. Wave equation on a half-line

For a smooth positive density ρ ∈ C2(R+), ρ(x) ≥ δ > 0, we consider the IBVP for a wave equation on a
half-line: {

ρ(x)utt(x, t)− uxx(x, t) = 0, x ≥ 0, t ≥ 0,
u(x, 0) = ut(x, 0) = 0, u(0, t) = f(t).

(8)

Where the function f ∈ L2
loc (R+,C) is interpreted as a boundary control. The response operator RTρ : L2(0, T ) 7→

L2(0, T ) with the domain D = C∞0 (0, T ) is defined by RTρ f := ufx(0, t). We introduce the eikonal τ(x) :=∫ x

0

ρ
1
2 (s) ds, from physical point of view, it is a time at which a wave initiated at x = 0 fills the segment (0, x),

let Ωl = {x > 0 | τ(x) < l}. Then, the natural set up of IP is to recover ρ(x)|ΩT from R2T
ρ , see [14].

We introduce the new function:

C(x, t) =

(
c1

c2

)
:=

(
ut
iux

)
,

and a Hamiltonian H :=

(
ρ(x) 0

0 1

)
. Then it is easy to see that Y satisfies the canonical system:
iHCt − JCx = 0, x ≥ 0, t ≥ 0,
C(x, 0) = 0, x ≥ 0,
c1(0, t) = g(t) := f ′(t), t ≥ 0.

(9)

The response operator R̃Tρ : L2(0, T ) 7→ L2(0, T ) for (9) with the domain D = C∞0 (0, T ) is introduced by(
R̃Ts g

)
(t) := c2(0, t). We can see that IPs for (8) and for (9) are equivalent.
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3.3. Dirac system on a half-line

With a matrix potential V =

(
p q
q −p

)
, p, q ∈ C1

loc(R+), vector u =

(
u1

u2

)
we associate the IBVP for a

Dirac system: 
iut + Jux + V u = 0, x ≥ 0, t ≥ 0,

u
∣∣
t=0

= 0, x ≥ 0,

u1

∣∣
x=0

= f, t ≥ 0,

(10)

Here f is an arbitrary L2
loc (R+,C) function referred to as a boundary control. The response operator RTD :

L2(0, T ) 7→ L2(0, T ) with the domain D = C∞0 (0, T ) is introduced by
(
RTDf

)
(t) := u2(0, t), it plays a role of a

dynamic inverse data. The IP is to recover V on (0, T ) from R2T
D , see [15].

Let Y 1,2 be solutions to the following Cauchy problems:{
JY 1,2

x + V Y 1,2 = 0,
Y 1

1 (0) = 1, Y 1
2 (0) = 0, Y 2

1 (0) = 0, Y 2
2 (0) = 1.

We will look for the solution to (10) in the form:

u(x, t) = c1(x, t)Y 1(x) + c2(x, t)Y 2(x). (11)

Plugging this representation in (10) yields:

i
(
c1tY

1 + c2tY
2
)

+ c1xJY
1 + c2xJY

2 + c1JY
1
x + c2JY

2
x + c1V Y

1 + c2V Y
2

= i
(
c1tY

1 + c2tY
2
)

+ J
(
c1xY

1 + c2xY
2
)

= 0,

on introducing C =

(
c1

c2

)
, we see that the above equality is equivalent to:

i

(
Y 1

1 Y 2
1

Y 1
2 Y 2

2

)
Ct + J

(
Y 1

1 Y 2
1

Y 1
2 Y 2

2

)
Cx = 0.

We introduce the notation: A =

(
Y 1

1 Y 2
1

Y 1
2 Y 2

2

)
, B = JAJ . Then the above system is equivalent to:

iACt −BJCx = 0,

on multiplying it by B−1 and introducing the Hamiltonian by H = B−1A, we obtain:

iHCt − JCx = 0.

Counting that detB = detA = 1, we evaluate:

H = B−1A =

(
Y 1Y 1 Y 1Y 2

Y 1Y 2 Y 2Y 2

)
,

Bearing in mind the initial and boundary conditions in (10), we see that C satisfies the following IBVP:
iHCt − JCx = 0, x ≥ 0, t ≥ 0,
C(x, 0) = 0, x ≥ 0,
c1(0, t) = f(t), t ≥ 0.

(12)

The response operator R̃TD : L2(0, T ) 7→ L2(0, T ) for (12) is introduced by
(
R̃TDf

)
(t) := c2(0, t). The represen-

tation (11) implies that IPs for (10) and for (12) are equivalent.

3.4. Semi-infinite Jacobi matrices

Let 0 = b0 < b1 < b2 < . . . < bn < . . . be a partition of [0,+∞). We introduce the notations: ∆j :=

(bj−1, bj), lj = |∆j | = bj − bj−1. Let for each j we define ej ∈ R2, |ej | = 1, ej 6= ±ej±1, and ej(x) = ej ,
x ∈ ∆j . We define a Hamiltonian H:

H(x)f(x) = (f(x), ej(x)) ej(x) =

(
e2

1j(x) e1j(x)e2j(x)
e1j(x)e2j(x) e2

2j(x)

)(
f1(x)
f2(x)

)
.

Consider functions of the type (i.e. functions from the domain of operator, corresponding to such a Hamiltonian,
see [RR]):

f(x) =

(
f1(x)
f2(x)

)
= fjej(x) + ξj(x)e⊥j (x), x ∈ ∆j , fj ∈ R, e⊥j = Jej , (13)
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and note that (f, ej) = fj . For such a Hamiltonian H we study the equation:

Jf ′ = Hg, (14)

where the function g has a form (13), g = gjej(x) + ηj(x)e⊥j (x), x ∈ ∆j . The equality in (14) implies that

ξ′j(x)Je⊥j (x) = gjej(x), x ∈ ∆j ,

which yields the following expression for ξj(x) for some sj :

ξj(x) = sj + gj(bj − x), x ∈ ∆j . (15)

We use the continuity condition at x = bj−1 to obtain:

fj−1ej−1 + sj−1e
⊥
j−1 = fjej + (sj + gj lj) e

⊥
j .

Multiplying the above equality by ej we get:

sj−1 =
1(

ej , e⊥j−1

) (fj − fj−1

(
ej , e

⊥
j−1

))
, (16)

and multiplying by ej−1 we obtain:

fj−1 = fj (ej , ej−1) + (sj + gj lj)
(
e⊥j , ej−1

)
. (17)

Using (16), (17) we can express gj via fj−1, fj , fj+1:

gj lj =
1(

ej , e⊥j−1

)fj−1 +

(
(ej+1, ej)(
ej+1, e⊥j

) − (ej , ej−1)(
e⊥j , ej−1

)) fj − 1(
e⊥j , ej+1

)fj+1. (18)

Making the substitution:
uj = gj

√
lj , vj = fj

√
lj , (19)

from (18) we obtain the relation:

uj =
1(

ej , e⊥j−1

)√
lj−1lj

vj−1 +
1

lj

(
(ej+1, ej)(
ej+1, e⊥j

) − (ej , ej−1)(
e⊥j , ej−1

)) vj − 1(
e⊥j , ej+1

)√
lj lj+1

vj+1. (20)

On introducing the notations:

ρj =
−1(

ej+1, e⊥j
)√

lj lj+1

, j ≥ 1,

qj =
1

lj

(
(ej , ej+1)(
e⊥j , ej+1

) − (ej , ej−1)(
e⊥j , ej−1

)) , j ≥ 2,

we can rewrite (20) in a form:
uj = ρj−1vj−1 + qjvj + ρjvj+1, j ≥ 2,

and q1 is found from the condition at zero. So finally we obtain the following result: if f and g having
representation (13) are connected by (14), then u and v defined by (19) satisfy:

Av = u, A =


q1 ρ1 0 0 0
ρ1 q2 ρ2 0 0
0 ρ2 q3 ρ3 0
0 0 · · ·

 .

We can introduce the dependence on (continuous) time t: let f(x, t), g(x, t) have form:

f(x, t) = fj(t)ej(x) + ξ(x, t)e⊥j (x), x ∈ ∆j ,

g(x, t) = gj(t)ej(x) + η(x, t)e⊥j (x), x ∈ ∆j ,

then if g(x, t) = ift(x, t), then f solves:
Jfx = iHft.

On the other hand (19) implies the relationship uj(t) = ivjt(t), which yields that v solves ivt − Av = 0. Adding
initial and boundary conditions gives well-posed IBVP for dynamical system with continuous time governed by
Jacobi matrix:  ivt −Av = 0, x ≥ 0, t ≥ 0,

vn(0) = 0, n ≥ 1,
v1(t) = h(t), t ≥ 0.

(21)
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The response operator RTJ : L2(0, T ) 7→ L2(0, T ) with the domain D = C∞0 (0, T ) for this system is introduced by
the rule

(
RTJ h

)
(t) := v2(t). On the other hand, IBVP (21) is equivalent to (we assume that e1 = (1, 0)T ):

iHft − Jfx = 0, x ≥ 0, t ≥ 0,
f(x, 0) = 0, x ≥ 0,

f1(0, t) = j(t) :=
h(t)√
l1
, t ≥ 0.

(22)

For the system (22), the response operator R̃TJ : L2(0, T ) 7→ L2(0, T ) with the domain D = C∞0 (0, T ) is
introduced by the rule

(
RTJ h

)
(t) := f2(0, t). Note that by (13), f2(0, t) = ξ1(0, t). From (15), the relationship

g(x, t) = ift(x, t) and (16), we have that:(
RTJ h

)
(t) = s1(t) + g1(t)l1 =

f2(t)(
e2, e⊥1

) − f1(t) + if1(0, t)l1

=
f2(t)(
e2, e⊥1

) − h(t)√
l1

+ ih(t)
√
l1 = −ρ1v2(t)

√
l1 − h(t)

(
1√
l1
− i
√
l1

)
.

So IP for (21) and (22) from corresponding response operators are equivalent. We note that we can introduce

the different type of continuous dynamics for Jacobi matrices (for example the dynamics of the type
d

dt2
was

considered in [16]).
We can also introduce the dependence on the discrete time t ∈ N by letting ft(x), gt(x) have form:

ft(x) = fj,tej(x) + ξt(x)e⊥j (x), x ∈ ∆j , t ∈ N,

gt(x) = gj,tej(x) + ηt(x)e⊥j (x), x ∈ ∆j , t ∈ N.

If f, g are related by gt(x) = ft(x) + ft−1(x) =: ∂tf(x), then counting (14), f solves:

Jfx = H∂tf.

The equality (19) implies uj = ∂tvj , which yields that v satisfies ∂tv·,t − Av·,t = 0. Adding initial and boundary
conditions gives the following IBVP:  ∂tv·,t −Av·,t = 0, t ∈ N

vn,1 = vn,0(0) = 0, n ≥ 1,
v1,t = ht, t ∈ N.

(23)

where ht ∈ l2 is referred to as a boundary control. The response operator RTJ,d with the domain D = RT for this
system is introduced by RTJ,d : RT 7→ RT ,

(
RTJ,dh

)
t

= v2,t, t = 1 . . . , T . The forward and inverse problem was
studied in [17, 18]. The IBVP (23) is equivalent to, which is equivalent to the following IBVP for a canonical
system: 

H∂tf − Jfx = 0, x ≥ 0, t ∈ N,
f0(x) = 0, x ≥ 0,

f1
t (0) = jt :=

ht√
l1
, t ∈ N.

(24)

For the system (24) the response operator R̃TJ,d : l2 7→ l2 is introduced by the rule
(
RTJ j

)
(t) := f2

t (0). By (13),
f2
t (0) = ξ1t(0), from (15), the relationship gt(x) = ∂tf(x) and (16), we have that:(

RTJ,dh
)
t

= s1t + g1tl1 =
f2t(
e2, e⊥1

) − f1t + if1
t (0)l1

=
f2t(
e2, e⊥1

) − ht√
l1

+ iht
√
l1 = −ρ1v2,t

√
l1 − ht

(
1√
l1
− i
√
l1

)
.

So, IP for (23) and (24) from corresponding response operators are equivalent.
We see that different dynamic systems after transformations come to dynamical canonical systems with different

dynamics (i
d

dt
,
d

dt2
, and even discrete one ∂t).

We will investigate the dynamics given by i
d

dt
, the canonical system with this dynamics possess property of

finite speed of wave propagation.
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4. Canonical systems with smooth strictly positive Hamiltonian

We consider the IBVP for a canonical system. Assuming that the Hamiltonian satisfies conditions: H = H∗ ∈

C2(0, T ;R2×2), H ≥ δ > 0, trH = 1, we set Y f =

(
y1

y2

)
to be a solution to:

iH
d

dt
Y − J d

dx
Y = 0, x ≥ 0, t ≥ 0,

Y (x, 0) = 0, x ≥ 0,
y1(0, t) = f(t), t ≥ 0.

(25)

Where the boundary control f ∈ FT := L2(0, T ;C). The response operator RT : FT 7→ FT is introduced as(
RT f

)
(t) := yf2 (0, t). The inverse problem we will be dealing with consists in a recovering H(x), on an interval

(0, l) for some l > 0 from given R2T .

4.1. One-velocity wave system

We rewrite (25): differentiate the first line in (25) w.r.t. t and use equation to get:

HYtt + JH−1JYxx + JH−1
x JYx = 0,

which is equivalent to the equation:

HYtt −
1

detH
HYxx + JH−1

x JYx = 0.

Counting the initial and boundary condition, we obtain that Y satisfies the following IBVP for one-velocity system:
detHYtt − Yxx + detHH−1JH−1

x JYx = 0, x ≥ 0, t ≥ 0,
Y (x, 0) = Yt(x, 0) = 0, x ≥ 0,(
y1(0, t)
y2(0, t)

)
= G(t) :=

(
f(t)

(Rf)(t)

)
, t ≥ 0.

(26)

Here, the velocity is given by c(x) =
1√

detH(x)
. The response operator RTw : L2(0, T ;C) 7→ L2(0, T ;C) with

the domain D = C∞0 (0, T,C) for (26) is introduced as
(
RTwG

)
(t) := Y Gx (0, t). The eikonal function is introduced

by τ(x) :=

∫ x

0

√
detH(s) ds, and Ωl = {x > 0 | τ(x) < l}. Then the natural setup of IP is to recover H(x)|ΩT

from R2T
w .

We see that the IP for the system (26), is equivalent to IP for (25). But there is one important disadvantage –

in studying IP for (26) which comes from (25), we need to use the specific set of controls of the type

(
f
Rf

)
,

which makes application of the BC method problematic. Instead, we will reduce (25) to Dirac-type system, and
follow the scheme offered in [15].

4.2. Dirac-type dynamical system

We introduce the following transformation: let

U =

(
cosφ(x) sinφ(x)
− sinφ(x) cosφ(x)

)
be a unitary matrix such that U∗HU = D :=

(
d1(x) 0

0 d2(x)

)
, where d1, d2 ≥ δ > 0, d1 + d2 = 1. If Y = UỸ ,

then Ỹ satisfies the following IBVP for Dirac-type dynamical system:
iD

d

dt
Ỹ + J

d

dx
Ỹ − φ′(x)Ỹ = 0, x ≥ 0, t ≥ 0,

Ỹ (x, 0) = 0, x ≥ 0,
ỹ1(0, t) = g(t) := cosφ(0)f(t) + sinφ(0)(Rf)(t), t ≥ 0.

(27)

The response operator RTCD : L2(0, T ) 7→ L2(0, T ) is introduced by
(
RTCDg

)
(t) := ỹ2(0, t). We can see that

ỹ2(0, t) = − sinφ(0)f(t) + cosφ(0)(Rf)(t), so IP for (25) and for (27) are equivalent.
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Thus our first goal will be to study the dynamic IP for the following Dirac-type system:
iD

d

dt
V + J

d

dx
V + ψ(x)V = 0, x ≥ 0, t ≥ 0,

V (x, 0) = 0, x ≥ 0,
v1(0, t) = f(t), t ≥ 0,

(28)

where D as above is a diagonal matrix with twice differentiable entries and unit trace, ψ ∈ C2(R+). The
function f ∈ F̃T := L2(0, T ;C) is a boundary control. The response RTD : F̃T 7→ F̃T is introduced by(
RTDf

)
(t) := v2(0, t). The IP consists in recovering D|ΩT , ψ|ΩT from R2T . We outline the scheme offered

in [1, 15]:

Proposition 1. The solution to (28) admits the following representation:

V (x, t) = A(x)f(t− τ(x)) +

x(t)∫
0

w(x, s)f(t− τ(s)) ds,

where τ(s) =

∫ s

0

√
d1(α)d2(α) dα is eikonal, x(t) is a function inverse to τ(x), the kernel w =

(
w1

w2

)
is twice

differentiable in {(x, s) | 0 ≤ τ(x) ≤ s ≤ T}, A =

(
a1

a2

)
, where a1,2 are solutions to the following system:

i
√
d1a

1
x =

√
d2a

2
x,√

d2

(
ψa1 + a2

x

)
= i
√
d1

(
ψa2 − a1

x

)
.

We introduce the outer space, the space o states of (28): HT := L2(0, τ(T );C) and a control operator
W̃T : F̃T 7→ HT acting by the rule: (

W̃T f
)

(x) := V f (x, T ).

The Proposition 1 implies that W̃T is not an isomorphism, and the system (28) is not boundary controllable. To
restore the controllability, we introduce the auxiliary system:

iD
d

dt
U − J d

dx
U − ψ(x)U = 0, x ≥ 0, t ≥ 0,

U(x, 0) = 0, x ≥ 0,
u1(0, t) = g(t), t ≥ 0,

(29)

and note that solutions to (28) and (29) are connected by the formula V f = Uf . The extended outer space is
defined by FT := L2(0, T ;C2), and the extended control operator WT : FT 7→ HT is introduced by:

WT

(
f
g

)
:= V f (x, T ) + Ug(x, T ).

Proposition 2. The extended control operator is an isomorphism between FT and HT .

The set UT := WTFT is called extended reachable set. The Proposition 2 says that UT = HT .

We consider the operator of the Dirac-type system on a half-line: let D := D−1J
d

dx
+D−1ψ on L2(R+,C2) 3

Φ =

(
Φ1

Φ2

)
with a Dirichlet condition Φ1(0) = 0. Denote by θ(x, z) =

(
θ1

θ2

)
a solution to the following Cauchy

problem for z ∈ C: {
Jθx + V θ = zDθ, x > 0,
θ1(0, z) = 0, θ2(0, z) = 1.

(30)
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Let dρ be a spectral measure of D, and F : L2(R+;C2) 7→ L2, ρ(R+) be the corresponding Fourier transform:(
F

(
f1

f2

))
(λ) = F (λ) =

∞∫
0

(f1(x)θ1(x, λ) + f2(x)θ2(x, λ)) dx,

f1(x) =

∞∫
−∞

F (λ)θ1(x, λ) dρ(λ), f2(x) =

∞∫
−∞

F (λ)θ2(x, λ) dρ(λ),

∞∫
0

(
f2

1 (x) + f2
2 (x)

)
dx =

∞∫
−∞

F 2(λ) dρ(λ).

We introduce the extending connecting operator CT : FT 7→ FT by the quadratic form:(
CT
(
f1

g1

)
,

(
f2

g2

))
FT

=

(
WT

(
f1

g1

)
,WT

(
f2

g2

))
HT

, CT =
(
WT

)∗
WT . (31)

The important fact in the BC method is that:

Proposition 3. The extending connecting operator is a positive isomorphism in FT , it admits the representation
in terms of dynamic inverse data R2T , and spectral inverse data dρ(λ).

We introduce the linear manifold of Fourier images of extended states (Fourier image of extended reachable
set) at time t = T :

BTD :=

{
K(λ)

∣∣K(λ) =

(
FWT

(
k1

k2

))
(λ),

(
k1

k2

)
∈ FT

}
= FUT .

Equipped with the scalar product, generated by CT :

[F,G]BT
D

:=

(
CT
(
f1

f2

)
,

(
g1

g2

))
FT

, F,G ∈ BTD,

this linear space becomes a Hilbert space of analytic functions. It is also possible to define a reproducing kernel in
this space (it is given in terms of a solution to a Krein equation), which makes BTD a de Branges space. Solution
of dynamic and spectral IPs for (28) and construction of corresponding de Branges space will be the subject of
forthcoming publications.

4.3. Dynamic approach to de Branges spaces

Based on the arguments from the previous subsection, we can formulate the hypothesis about de Branges space
for canonical system (25) with general Hamiltonian. First, we introduce the auxiliary system:

iH
d

dt
Z + J

d

dx
Z = 0, x ≥ 0, t ≥ 0,

Z(x, 0) = 0, x ≥ 0,
z1(0, t) = g(t), t ≥ 0.

(32)

The extending control operator WT : FT 7→ FT acting in extended control space FT := L2(0, T ;C2) is defined

by WT

(
f
g

)
:= Y f (x, T ) + Zg(x, T ). The extending connecting operator CT is given by analog to (31). Then,

the de Branges space corresponding to (25) is a Fourier image of extended reachable set, equipped with a scalar
product, generated by CT .

We note that the construction of de Branges space by dynamic methods for general Hamiltonian in fact is
equivalent to solving the dynamic IP for system (25) with general H . We note that the in studying the IP in this
case, one inevitably face with two obstacles: the smoothness of H , and changing the rank of H , which reflects
in the lack of the boundary controllability of the dynamical system. The authors suggest that studying the inverse
dynamic problem for a Krein string [10, 19] will be instructive and can help to overcome difficulties connected
with general Hamiltonian.
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1. Introduction

1.1. General remarks

Problems of quantum description of nanostructures transport properties are directly connected with geometry of
the object and corresponding electron states in a field of atomic systems. The conventional quantum mechanics of
an electrons pure state is derived from the mathematical results of Floquet [1] from which grows the fundamental
notion of the Bloch function. Thus, the quantum state is defined as an eigenfunction of commuting translational
symmetric Hamiltonian and shift operators. It is well-known that the quantum mechanical description based on
pure state cannot explain transport phenomenon because the discrete spectrum of energy does not allow to be
accelerated in weak electric field. Only account of extra energy originated from atoms heat motion give such
a possibility to move through a crystal. It means that we should apply quantum statistics method that allow to
introduce a nano-object temperature and its impact on conductivity. Moreover, having a non-equilibrium system
in external field we should go up to kinetic equations. As fundamental basis for such purposes, the Bogolubov
chain equation is used, which, upon reduction, leads to either Boltzmann or Kolmogorov one-particle equations
depending on the statement of the problem [2].

The zero-range potential (ZRP) method has proven to be an efficient tool in describing quantum structures
with arbitrary geometry at sufficiently low energies (large de Broglie wavelength) such that detailed structure of
atomic potential can be neglected [3–5]. Important understanding of its mathematical nature was found in theory
of extensions [6,7]. Speaking mainly either about one-dimensional spectral and scattering problems over the whole
x-axis domain or half-axis r-domain for a radial Shrödinger equation, several interesting models demonstrate
excellent results for many-particle systems.

This has been further developed into generalized zero-range potential (gZRP) method that takes into account
effects of higher order partial waves in describing scattering properties [8–10]. Application of the regular ZRP
method can be extended to describe not only small, typically atomic, structures but also larger molecular sys-
tems [12]. By definition, the method is focused on scattering problem, i.e. the continuous spectrum. For molecular
systems, this also works well for discrete spectrum [5, 14]. The spectral properties for such extended systems
as nanotubes demonstrate waveguide properties [13]. In the case of finite extended systems as wire crystals or
nanotubes, one may use boundary or von Karman periodic conditions.

In our previous papers [14] and in the Master thesis of Ponomarev [Leble supervision], we studied stationary
states of electron in the field of ZRPs that are positioned on a ring and cylinder surface in points that form a system
with finite-group rotational symmetry with respect to the cylinder axis. We would mention here the important
development of the theory with magnetic field account [15] and a development of computational techniques for
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complex ZRP systems with symmetry [16]. We also studied a scattering of a free electron on benzene-like ring
systems of s-ZRP, comparing it with experiment.

In the present work, we develop these results, pose and solve a scattering problem of electrons in a tube Bloch
states on a defect or a deformation potential that is modeled also by a ZRP. The main concept in such a problem
is the irreducible representation of the tube symmetry group, formulated as a main theorem. Such functions form
automatically an eigenset of complete set of commuting observables (Sec. 2.1). Both finite and infinite tubes
electron spectrum are studied and compared. We introduce Hamiltonians with ZRPs eigenvalue problems for
arbitrary angular momentum (orbital quantum number). In the next section (Sec 3) we reformulate the Darboux
theorem that link ZRP with different values of the orbital quantum number and open a transition to nonzero range
localized potentials. Further, the electron spin variable is taken into account in the same line of ZRP conditions.
Next , in the Sec. 4 a normalization of the Bloch functions via electron flux is used to pose a scattering problem
for such functions as a basis. The discrete and continuous spectra in a frame of scattering problem are studied for
a degenerate case of N-ZRP-centers (Sec. 5). In this section, some calculations are presented for benzene molecule
configuration that was compared with both experimental and calculated data.

1.2. Method of zero-range potentials

The idea of the ZRP method is to replace a real potential with potential presented by a distribution, placed
at a given point that mimics the physical scattering behavior of the far zone. The behavior in the case of a point
potential placed at the origin is conventionally studied via the radial Schrödinger equation at r ∈ [0,∞) for the
free space (r > 0) [5]:

−d
2R

dr2
+

2

r

dR

dr
+
l (l + 1)

r2
R = k2R, (1)

where k2 =
2mE

h̄2
, k is the wave number, m, E are mass and energy of a particle (electron), respectively, h̄ is

Planck’s constant, R(r) is the radial part of the wave function.
It is well-known that the general solution can be formed as a linear combination of spherical Bessel and

Neumann functions, jl(kr) and yl(kr), respectively:

R(r) = Cl (jl(kr)− tan ηl · yl(kr)) , (2)

with sl = exp (2iηl) being a scattering matrix.
Taking into account the following asymptotic behavior at kr → 0:

jl(kr) ≈
(kr)

l

(2l + 1)!!
, (3)

yl(kr) ≈ −
(2l − 1)!!

(kr)
l+1

, (4)

written with notion of the odd factorial (2l + 1)!! = (2l + 1) · (2l − 1) · . . . · 3 · 1, (−1)!! = 1, we obtain asymptotic
behavior of finite-energy solution at the origin:

R(r) ≈ Cl tan ηl
(2l − 1)!!

(kr)
l+1

. (5)

From the Eq. (2), the constant Cl can be expressed as:

Cl =
(2l + 1)!!

kl (2l + 1)!

d2l+1

dr2l+1

(
rl+1ψ

)∣∣∣∣
r=0

. (6)

Elimination of Cl from (6), and the equality corresponding to (5), yields:

1

rl+1ψ

d2l+1

dr2l+1

(
rl+1ψ

)∣∣∣∣
r=0

=
(2l + 1)!

(2l + 1)!!
· 1

(2l − 1)!!
· k

2l+1

tan ηl
, (7)

leads to the condition in the origin:

Proposition 1.1 (Zero range potential, l-ZRP). The solution of Shrödinger equation with zero potential, that feeds
the boundary condition:

1

rl+1ψ

d2l+1

dr2l+1

(
rl+1ψ

)∣∣∣∣
r=0

= − 2ll!

(2l − 1)!!
1/a2l+1

l , (8)

with

a2l+1
l = − tan ηl

k2l+1
(9)
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results in the desired physical behavior of solution at a significant distance from the point-center.

Quantity al is termed as the partial wave scattering length and it is independent of particular energy value at
low energies [5], see also (2) by which we conclude that

Proposition 1.2 (Scattering length). The scattering length al is defined by:

tan ηl ≈ −
A2

A1 (2l + 1)!! (2l − 1)!!
k2l+1,

that demonstrates the r.h.s. of (8) energy independence.

At low energies, it is often enough to consider the ZRP as a spherical point, thus neglecting higher partial
waves. The solution to the (1) should be a subject to the simple boundary condition:

d log (rψ)

dr

∣∣∣∣
r=0

= −β, (10)

where β = 1/a0 is the s-wave inverse scattering length. Such ZRP we will mark as s-ZRP.
In the next section, we enhance the standard ZRP approach by means of application of a dressing proce-

dure [10,20]. We notice and make use of the fact that a certain class of Darboux transformations DT of spherically
symmetric ZRPs yields also a potential of zero range but, in general, with different effective characteristic (scatter-
ing length of the original ZRP is altered), including l-ZRP. Transformation parameters of a single atomic potential
can be chosen based on solution of conventional bounded state problem solved for a system of ZRPs (molecule)
such that resulting solution mimics the scattering behavior for the molecule as a whole.

2. Cylindrical tube with surface-centered point potentials

An interesting structure, related to mesoscopic physics, is the long tube with cross-sections periodically filled
with point-centers forming symmetrical structures.

We focus on bounded state solutions for finite and an infinitely long tube made of plane N -fold symmetrical
structures considered by means of unidirectional translation (Fig. 1). We also formulate a general approach to
electron-impurity scattering of directed Bloch waves.

FIG. 1. The tube geometry

2.1. Bloch function

We start from general remarks, taking a spectral 3D problem based on stationary Shrödinger equation (SE):

Ĥψ = Eψ. (11)

Let A ∈ G be a group of the point-centers set symmetry and the finite group Rj ∈ Gc be a subgroup of

rotations on angles θj =
2πj

N
, j = 0, ..., N − 1 in a plane, orthogonal to the z-axis. Let also the translations along

z-axis be denoted as tna, n = 0, ...,M and form the cyclic group tna ∈ GT , hence the group elements are the
pairs A = (Rj , tna). The case of infinite group will be studied separately in Sec. 2.4. The particular case relates
to the structure of Fig. 1 is described by the direct product:

G = Gc ? GT , (12)
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therefore the sum by the group reads: ∑
G

=
∑
Gc

∑
GT

. (13)

Let the group be represented by transformations in the position space ~r ∈ R3. It is straightforward to see that A is
equivalent to the combined operations of a rotation:

Rj =

 cos θj sin θj 0
− sin θj cos θj 0

0 0 1

 (14)

and translation:

ta

 x
y
z

 =

 x
y

z + a

 . (15)

The representation of the elements A is written as:

A~r = Rj~r + tna~r =

 cos θjx+ sin θjy
− sin θjy + cosθj

z + na

 . (16)

The transformations form an Abelian group, Rjta = taRj .
The principal element of the construction is the function:

g± (r0, k) =
e±ikr0

r0
, (17)

where ~r0 = ~r − ~R, ~R = (0,−R, 0), that is a solution of the e.v. problem equation (11) with zero potential at

(r0 = (~r − ~R,~r − ~R)1/2 > 0), corresponding to the energy (Hamiltonian eigenvalue) E =
h̄2k2

2m
. Note that the

origin is placed at symmetry axis of the centers positions (Fig. 1). The basic idea: it is convenient to define a class
of solutions via summation by a group of symmetry.

Proposition 2.1. The operator TA defines the sum:∑
A∈G

CATAg± (r0, k) , (18)

its action is given by:
TAg± (r0, k) = g± (rA, k) , (19)

rA =

√
(~R−A~r, ~R−A~r).

The function (18) is a solution of the SE (11) at rA > 0.

Let the irreducible representations of the symmetry group is denoted as D~µ(A), where:

~µ = {µ1, µ2}, (20)

the integers, numerating irreducible representations run the values j1 = 0, ..., N − 1; j2 = 0, ...,M − 1. Hence, the
following lemma holds:

Lemma 2.2 (Irreducible representations). The pair of functions, defined by:

φ~µ± = C±
∑
A∈G

D~µ(A)TAg± (~r, k) (21)

transforms as irreducible representation of G.

Proof: Action of the operator TA yields:

TBφ
~µ
± (~r, k) = A±

∑
A∈G

D~µ(A)TBTAg± (~r, k) = D~µ(B−1)φ~µ±, (22)

we change the summation by A to summation by C as follows:

TBTA = TBA = TC , A = B−1C, D~µ(A) = D~µ(B−1C) = D~µ(B−1)D~µ(C).
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It is convenient to choose alternative parametrization of the group, using the cylindrical coordinate system
ρ, φ, z, having in mind that all centers in a plane xy are lying on a circumference of a radii R. We also introduce
a vector ~p = {φ, z} in a φz plane, hence the rotations are equivalent to a shifts in φ, so:

TAg± (ρ, φ, z, k) = g±

(
ρ, φ+

2πj

N
, z + na, k

)
. (23)

Moving to a realistic geometry of the tube and using periodic von Karman conditions we restrict the natural
n variable change so as |n| ≤ M , i.e. g± (ρ, φ, z +Ma, k) = g± (ρ, φ, z, k) . The group element, or the
transformation is parametrized by the vector:

~s = {s1, s2} = {2πj

N
, na}. (24)

The transformation A ∈ G is written as A~p = ~p+ ~s. Next, we denote:

g± (ρ, φ, z, k) = g± (ρ, ~p, k) . (25)

For the symmetry group is Abelian and subgroups are cyclic, the irreducible representations are one-dimensional.
Conventionally choosing it as unitary, we write:

D~µ(A) = exp[i(~µ,~s)], (26)

the integers, numerating irreducible representations run the values j1 = 0, ..., N − 1; j2 = 0, ...,M − 1 as in (20):

~µ = {µ1, µ2} = {j1,
2πj2
aM
}. (27)

.

Corollary 2.3 (Bloch function). The functions φ~µ± (21) are eigenvectors of the Hamilton operator Ĥ and symmetry
transformations TB operators.

This statement is also valid for the subgroup of translation B ∈ GT . We take the joint eigenfunctions (21) of
the operators Ĥ as a definition of “generalized Bloch function” (GBF).

2.2. Floquet and Wigner theorems

The result leads directly to analog of Floquet theorem [1].

Theorem 2.4 (Floquet theorem). The function:

exp[i(~µ, ~p)]φµ± (ρ, ~p, k)

is invariant with respect to action:

TA exp[i(~µ, ~p)]φµ± (ρ, ~p, k) = exp[i(~µ, ~p)]φµ± (ρ, ~p, k) . (28)

The proof follows directly from equality:

TA exp[i(~µ, ~p)]φ~µ± (ρ, ~p, k) =

A± exp[i(~µ, ~p+ ~s)]
∑
B∈G

D~µ(B)TATBg± (ρ, ~p, k) =

exp[i(~µ, ~p+ ~s)]D~µ(A)φ~µ± (~r, k)

(29)

and the lemma 2.2.
The direct Wigner theorem application leads to the statement

Proposition 2.5 (Wigner theorem). The transition to the irreducible representation of symmetry transformations
basis φ~µ± (21) diagonalize the Hamilton operator Ĥ with natural numeration of energy levels by ~µ.

The s-ZRP potential conditions for the Bloch functions (21):

φ~µ± = C±
∑
A∈G

exp[i(~µ,~s)]TAg± (~r, k) (30)

are given by:

∂
(∣∣∣~r −A~R∣∣∣ · φ~µ±)
∂
∣∣∣~r −A~R∣∣∣

∣∣∣∣∣∣
|~r−A~R|=0

= −β
(∣∣∣~r −A~R∣∣∣φ~µ±)∣∣∣|~r−A~R|=0

, (31)
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that for arbitrary A ∈ G results in the eigenvalue, corresponding to the irreducible representation ~µ. Plugging the
basic solution (35), transformed as:

TAg±

(
~r − ~R, k

)
=
e±ikrA

rA
, (32)

into (31) with real κ~µ: k = iκ~µ in the limit
∣∣∣~r −A~R∣∣∣ = rA = 0, calculation yields:

∂
(
rA
∑′
B∈G exp[i(~µ,~sB)]g±

(
~r −B ~R, iκ~µ

))
∂rA

∣∣∣∣∣∣
rA=0

=

′∑
B∈G

exp[i(~µ,~sB)]g±

(
~r −B ~R, k

)∣∣∣∣∣
rA=0

− κ~µ exp[i(~µ,~sB)]+

rA
∂
(∑′

B∈G exp[i(~µ,~sB)]g±

(
~r −B ~R, iκ~µ

))
∂rA

∣∣∣∣∣∣
rA=0

=

−β

(
rA
∑
B∈G

exp[i(~µ,~sB)]g±

(
~r −B ~R, iκ~µ

))∣∣∣∣∣
rA=0

.

(33)

The sum marked by ”prime”
′∑

do not include the term A. Continuing to reach the limit, we change ~r = A~R,
arriving at:

′∑
B∈G

exp[i(~µ,~sB)]g+

(
A~R−B ~R, iκ~µ

)
= (κ~µ − β) exp[i(~µ,~sA)]. (34)

Plugging the parameters sB , and

g+

(
A~R−B ~R, −κ~µ

)
=
e−κ~µrAB

rAB
, (35)

where the vector A~R−B ~R = (Rj −Ri)~R+ (n−m)a~ez and:

rAB =

√
(A~R−B ~R,A~R−B ~R), (36)

are the distances between atoms, arriving at equation for evaluation of κ~µ:
′∑

B∈G
exp[i(~µ,~sB − ~sA)]

e−κ~µrAB

rAB
= κ~µ − β. (37)

It is convenient to denote the group parameters as:

~sA = {s1A, s2A} = {2πjA
N

,nAa}. (38)

.

Remark 2.6 (Sum by neighbors). This equation is the working formula for the discrete spectrum calculation. The
exponent in the nominators decays at distances of closest neighbors, so we can account only such terms to estimate
the result.

By the result of the Floquet theorem, denoting group invariants as:

ϕ~µ± (ρ, ~p, k) = exp[i(~µ, ~p)]φ~µ± (ρ, ~p, k) , (39)

we express the Bloch functions in terms of the group invariants as:

φ~µ± (ρ, ~p, k) = exp[−i(~µ, ~p)]ϕ~µ± (ρ, ~p, k) , (40)

or:
φ~µ± (ρ, ~p, k) = φ~µ± = C±

∑
B∈G

exp[i(~µ,~s)]TBg± (~r, k) =

C±

′∑
B∈G

exp[i(~µ,~sB)]TBg± (~r, k) + C± exp[i(~µ,~sA)]TAg± (~r, k) =

exp[−i(~µ, ~p)]ϕ~µ± (ρ, ~p, k) .

(41)
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2.3. On spectrum for finite tube

Plugging the vectors ~µ (20) and ~sA − ~sB , one arrives at:

′∑
B∈G

exp
[
i
(
j1

2π(jA − jB)

N
+ (nA − nB)

2πj2
M

)]e−κ~µrAB
rAB

= κ~µ − β. (42)

The vector A~R−B ~R = (Rj −Ri)~R+ (n−m)a~ez in matrix form is written as:

(Rj −Ri)~R+ (n−m)a~ez =

 −R(sin θj − sin θi)
−R(cos θj − cos θi)

(n−m)a

 , (43)

and, hence:

rAB = R
√

2

√
1− cos(θj − θi) +

(n−m)2a2

2R2
. (44)

Plugging θj = 2π
j

N
and a = 2R sin

π

N
, we arrive at the expression, convenient for numeric solution of (42):

rAB = R
√

2

√
1− cos

(
2π
j − i
N

)
+ 2(n−m)2 sin2 π

N
. (45)

Recall that the label of an irreducible representation is {j1,
2πj2
aM
} and by choosing the element A as unit, we

formulate the proposition:

Proposition 2.7 (Discrete spectrum). The Hamiltonian of the multiatom ZRP system (Fig. 1), has the discrete
spectrum, the eigenvalues of it are numerated by the irreducible representations numbers j1,2 written as:

E~µ = −
h̄2κ2~µ
2m

, n = 0, . . . , [M/2] , (46)

by treating transcendental equation with respect to κ~µ (by means of numerical methods, e.g. the Newton–Raphson
algorithm):

N−1∑
j=0

M∑
n=1

exp
[
− i
(
j1

2πj

N
+ j2

2πn

M

)]e−κ~µr1B
r1B

= κ~µ − β, (47)

where r1B = R
√

2

√
1− cos(2π

j

N
) + 2n2 sin2 π

N
. The corresponding eigenfunctions are:

φ~µ = Cj1j2

N−1∑
j=0

M∑
n=1

exp
[
− i
(
j1

2πj

N
+ j2

2πn

M

)]e−κ~µrA
rA

, (48)

where rA =
∣∣∣~r −Rj ~R− na~ez∣∣∣, the constant Cj1j2 can be found from the normalization condition.

The spectrum is naturally discrete but the eigenvalues are collected in groups, that in a sense inherits the
continuous spectrum of the Hamiltonian for infinite tube of the next section. It can be understood attending the
Remark 2.6. Ground state j1 = j2 = 0 is non-degenerate:

φ00 = C00

N−1∑
j=0

M∑
n=1

e−κ00rA

rA
. (49)

with energy determined via κ00 by the equation:

N−1∑
j=0

M∑
n=1

e−κ00r1B

r1B
= κ00 − β. (50)

Some alternative technique details of the spectrum calculations are described in [14] and for details see [29].
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2.4. Infinite tube. Bands

Let us take the case of integer n, say M = ∞, then, using the Floquet theorem we write similar to (49) the
complete set of bounded solutions:

φk,j1 = C0

N∑
j=1

+∞∑
n=−∞

exp
[
− i
(
j1

2πj

N
+ kna

)]e−κj1rA
rA

, (51)

where rA =
∣∣∣~r −Rj ~R− na~ez∣∣∣, the constant C0 can be found from the normalization condition for continuous

spectrum. The first sum (index n) is carried over cross-section planes with centers while the second sum (index j)
is over centers in a plane numerated, as before, from 1 to N , and positions of centers are:

~Rnj = Rj ~R+ na~ez, (52)

with a~ez being a shift vector corresponding to distances between the nearest cross-section planes with centers and
~Rj denoting positions of centers in a plane orthogonal to z-axis.

The corresponding energy E(j1)
k can be found from the general equation (31) rewritten as (47), dividing the

sum into two parts:

N−1∑
j=1

′∞∑
n=−∞

exp
[
− i
(
j1

2πj

N
+ kna

)]e−κ~µr1B
r1B

+

′∞∑
n=−∞

exp[−ikna]
e−κj12nR sin π

N

2nR sin π
N

= κj1 − β, (53)

where r1B = 2R

√
sin2

(
π
j

N

)
+ n2 sin2 π

N
.

The series in the second term is summed up as follows (κj1 = κ):

∞′∑
n=−∞

eikna
e−κ|n|a

|n| a
=

+∞∑
n=1

e−(κ−ik)na

ma
+

+∞∑
n=1

e−(κ+ik)na

na
. (54)

Denoting λ± = e−(κ±ik)a, we notice that |λ±| < 1. This allows us to write:

+∞∑
n=1

λn

n
=

+∞∑
n=1

λ∫
0

λ̃n−1dλ̃ =

λ∫
0

∞∑
n=0

λ̃n︸ ︷︷ ︸
= 1

1−λ̃

dλ̃ = − log (1− λ) .

+∞′∑
m=−∞

eikma
e−κ|m|a

|m| a
= −1

a
log [(1− λ−) (1− λ+)] =

= −1

a
log
[
2e−κa (coshκa− cos ka)

]
=

= −1

a
log [2 (coshκa− cos ka)] + κ.

The result of substitution leads to the theorem:

Proposition 2.8. Given the irreducible representation j1 of the group Gc and the infinite set of point potentials
forming the tube along the symmetry group G, we state that the spectrum of energy is continuous, the dependence
E

(j1)
k (k) for the j1-th band state is found as solution of the transcendental equation:

N−1∑
j=1

′∞∑
n=−∞

exp
[
− i
(
j1

2πj

N
+ kna

)]e−κj1r1B
r1B

+

(
β − 1

a
log
[
2 (coshκj1a− cos ka)

])
= 0, (55)

with respect to κj1 =

√
−
(
2m/h̄2

)
E

(j1)
k .
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3. Back to zero-range potentials for l 6= 0 and spin account

3.1. Darboux transformation and its application

Following mainly [14], consider one-dimensional Sturm–Liouville equation:

Lψ = λψ, (56)

where:

L = − d2

dx2
+ u(x). (57)

We apply algebraic-differential transformation, referred as Darboux transformation (DT):

D =
d

dx
− σ(x). (58)

The following theorem takes place:

Theorem 3.1 (Darboux Theorem). The transformed equation preserve the same form and eigenvalue:

L[1]ψ[1] = λψ[1], (59)

where ψ[1] = Dψ, L[1] = − d2

dx2
+ u[1](x) and the transformed potential is:

u[1](x) = u(x)− 2σ′(x). (60)

where:

σ(x) =
Φ′1
Φ1

(61)

with Φ1 being a particular solution to the original equation with λ1:

−Φ′′1 + u(x)Φ1 = λ1Φ1

.

In case of multiple application of the DT, the expression (61) is generalized into Crum formulas:

Theorem 3.2 (Crum observation). Let:

ψ[N ] = D[N ]ψ =
W (Φ1, . . . , ΦN , ψ)

W (Φ1, . . . , ΦN )
, (62)

where W denote determinants of the Wronskian matrices. resulting in the following transformation of the potential:

u[N ](x) = u(x)− 2
d2

dx2

[
logW (Φ1, . . . , ΦN )

]
. (63)

We move towards the radial Schrödinger equation (1) and notice that it can be brought to the form (56) eligible
for direct application of obtained transformation formulas. Namely, performing substitution ψ = χ/r, one readily
obtains:

−χ′′ + l (l + 1)

r2
χ = k2χ, (64)

that contains only the centrifugal term originating from the orbital moment operator.
That is to say, having in mind to save zero potentials, that we can apply DT to equation (1), meaning that all

original wave functions ψ should be multiplied by r, whereas the potential term

u(r) =
l (l + 1)

r2
(65)

remains unchanged.
Thus, the formulas (62), (63) in spherical coordinates should be replaced with:

u[N ](r) = u(r)− 2
d2

dr2

[
logW (rΦ1, . . . , rΦN )

]
(66)

and:

ψ[N ] = D[N ]ψ =
W (rΦ1, . . . , rΦN , rψ)

rW (rΦ1, . . . , rΦN )
. (67)

Following an idea of the previous works [10, 20], we first show how gZRP can be induced by application of
DT.
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We start by choosing a spherical Bessel function as the seed solution:

ψl(r) = Cjl (kr) (68)

and apply N -th order Darboux transformation taking spherical Hankel functions with specific parameters κm as
prop functions:

Φm(r) = Ch
(1)
l (−iκmr), m = 1, . . . , N. (69)

Note that we represent here and later on generic constant as C without prescribing any specific value, such
that it can absorb constant multipliers (where their meaning is not important) without changing notation.

We can employ Crum’s formula (62) and consider the asymptotic behavior of spherical functions at r →∞:

jl(kr) ≈
sin (kr − lπ/2)

kr
, (70)

yl(kr) ≈ −
cos (kr − lπ/2)

kr
, (71)

h
(1)
l (kr) = jl(kr) + iyl(kr) ≈ (−i)l+1 exp (ikr)

kr
, (72)

h
(2)
l (kr) = jl(kr)− iyl(kr) ≈ il+1 exp (−ikr)

kr
. (73)

Then, the Wronskians are transformed into Vandermonde determinants.
The asymptotic of the potential (66) and the solution (67) are expressed in terms of Vandermonde determinants:

∆ (κ1, . . . , κN , ik) =

∣∣∣∣∣∣∣∣∣∣
1 κ1 κ21 . . . κN1
1 κ2 κ2 . . . κN2
. . . . . . . . . . . . . . .

1 κN κ2N . . . κNN
1 ik (ik)

2
. . . (ik)

N

∣∣∣∣∣∣∣∣∣∣
= C

N∏
m=1

(κm − ik) .

ψ
[N ]
l (r) = C

[
(−i)l exp (ikr)

kr

∆ (κ1, . . . , κN , ik)

∆ (κ1, . . . , κN )
− il exp (−ikr)

kr

∆ (κ1, . . . , κN , −ik)

∆ (κ1, . . . , κN )

]
. (74)

Theorem 3.3 (ZRP by DT). Given a seed solution (68) for arbitrary choice of N and parameters κm,
m = 1, . . . , N of prop functions (69) provides DT-invariance of the ZRP.

This leads to the following:

Corollary 3.4 (s-states). For l = 0:

logW (rΦ1, . . . , rΦN ) =

N∑
m=1

κmr + C,

according to dressed potential (66):
u[N ](r) ≡ 0, r > 0.

The scattering length is:

a0 =

N∑
m=1

κ−1m = β−1. (75)

For arbitrary l, denoting:

sl =

N∏
m=1

(κm − ik)

(κm + ik)
= −

N∏
m=1

(k + iκm)

(k − iκm)
, (76)

we recognize in the expression (74) the asymptotes of spherical Hankel functions, hence:

ψ
[N ]
l (r) = C

[
slh

(1)
l (kr)− h(2)l (kr)

]
. (77)

The final expression (77), being alternative form of radial function coincides with (2) if:

Proposition 3.5 (S-matrix).

sl = exp (2iηl) =

N∏
m=1

(κm − ik)

(κm + ik)
. (78)
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So, the DT technique reproduces the result of introduction obtained in a systematic way.
Now, alternatively to gZRP, instead of taking into account the impact of higher harmonics, we consider the

transformation of spherically symmetric solution (i.e. l = 0) with the parameters κm to be chosen according to
spectral data of the entire molecule obtained, for example, from the discrete spectrum of molecule modeled by
regular ZRP method.

We return to:

a2l+1
l k2l+1 = −i

ik
∑N
n=1

∏N
m=1
m6=n

κm + . . .+ (ik)
N

∏N
m=1 κm + . . .+ (ik)

N−1∑N
n=1 κn

. (79)

The conditions may be directly applied to the Bloch functions of the Sec. 2.1.
Freedom of choice of transformation parameters gives the possibility of inducing desired poles of scattering

matrix (76) and, thereby, perform transition from atomic to molecular ZRP by choosing κm, m = 1, . . . , M
such that the new potential allows M bounded states obtained by solving conventional formulation of the discrete
spectrum problem for the set of M standard ZRPs making up the molecule. Molecular ZRP can be qualitatively
characterized by effective scattering length computed according to (75) and thus used in such simplified scat-
tering calculations in complicated problems involving, for example, a chain of molecules and give a model for
conductivity.

3.2. Spin variable account

The Pauli equation for zero external field [24] is the equation for two-component spinor that is eigenvector of
commuting operators M and Mz having in cylindrical coordinates the form:

Mz = −ih̄ ∂

∂ϕ
+
h̄

2
σz,

M = σiMi − h̄/2,
(80)

with eigenvalues h̄(m+
1

2
), k′. The components ψi are expressed in terms of spherical functions as follows:

1

sin θ

∂Z

∂φ
− ∂Z

∂θ
= k′Y,

1

sin θ

∂Y

∂φ
+
∂Y

∂θ
= k′Z,

(81)

so, that:
ψ1 = f(r)Y,
ψ2 = g(r)Z.

(82)

The equations coincide with ones of Dirac theory (we use notations from [24]) in the nonrelativistic limit. A
transition to real auxiliary functions is performed by:

f(r) =
f1 + if2√

2
,

g(r) =
f1 − if2√

2
.

(83)

The radial functions fi in nonrelativistic limit f0i , |f2| � |f1|, f01 = rR are defined by the equation that coincides
by form with radial Shrödinger equation:

d2R

dr2
+

2

r

dR

dr
− k′(k′ − 1)

r2
R+

2m

h̄2
(E − U(r)) = 0, (84)

where the quantum number k′ is expressed in terms of the nonrelativistic quantum number l:

k′(k′ − 1) = l(l + 1). (85)

The minimal value of k′ is k′ = 1, that corresponds to l = 0, otherwise k′ = −l, l + 1. The system of equations
for f0i :

− h̄

2mc
(
df01
dr
− k′

r
f01 ) = f02 ,

df02
dr

+
k′

r
f02 =

E − U
2mc

f01 ,
(86)

leads to (84) for f01 , while the first of (86) reads as expression of f02 via f01 . We can start from ZRP theory for
(84), expressing the Pauli theory solutions (82) in nonrelativistic limit in terms of R as the solution of (84).
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The general form of the solution is:

f02 = − h̄

2mc

(df01
dr
− k′

r
f01

)
,

f01 = rR,

(87)

while:

f(r) =
1√
2

(
1− i h̄

2mc

( d
dr
− k′

r

))
rR =

1√
2

(1− iâ)rR,

g(r) =
1√
2

(
1 + i

h̄

2mc

( d
dr
− k′

r

))
rR =

1√
2

(1 + iâ)rR,

(88)

where:

â =
h̄

2mc

( d
dr
− k′

r

)
=

h̄

2mc
rk
′ d

dr
r−k

′
. (89)

Next, such identity holds:(
1 + iâ 0

0 1− iâ

)(
ψ1

ψ2

)
=

(
1 + iâ 0

0 1− iâ

)(
f(r)Y
g(r)Z

)
=(

(1 + â2)rRY
(1 + â2)rRZ

)
= (1 + â2)rR

(
Y
Z

)
,

(90)

where:

â2 =
h̄2

4m2c2
rk
′ d2

dr2
r−k

′
. (91)

The ZRP potential in this case is defined by asymptotic behavior of R (2) as in (4) and (5) within the algorithm
shown in introduction, Eqs. (7–9). A constants C± in these cases are defined from:

1√
2

(1± iâ)rR(r) ≈ C±
1√
2

(1± iâ)r

(
(kr)

l

(2l + 1)!!
− (2l − 1)!!

(kr)
l+1

tan ηl±

)
, (92)

with sl± = exp (2iηl±) being a scattering matrices (having in mind the link between k′ and l). The sign “–” stands
for f and “+” marks g. We designate next f+ = g, f− = f for brevity. The leading singularity terms at r → 0 are
given by:

kl+1rl+1f±|r=0 = ± (2l − 1)!!√
2

C± tan ηl±
h̄

2mc
(l + k′), (93)

and:

C± =

√
2 (2l + 1)!!

kl(2l + 1)!

d2l+1

dr2l+1
rlf±|r=0. (94)

Combining yields:

rl+1f±|r=0 = ± tan ηl±
h̄

2mc
(l + k′) (2l − 1)!!

(2l + 1)!!

k2l+1(2l + 1)!

d2l+1

dr2l+1
rlf±|r=0. (95)

This gives the general ZRP conditions for the spinor wave function components taking into account the spin
variable. The case of s-wave l = 0, k′ = 1 leads to:

krf±|r=0 = ± tan η0±
h̄

mc

d

dr
f±|r=0. (96)

Some alternative condition is formulated in [28].

4. Bloch wave scattering problem by a ZRP

4.1. Flux normalization

It is essential to note that for every allowed energy we will have two Bloch functions marked by the sign as
index ±. Bloch functions for k and −k will give us appropriate flux in opposite directions. We shall name such
Bloch functions as “left” and “right”. We consider the tube as quasi-one-dimensional structure; therefore, let us
differentiate the basic solutions with respect to the variable z, which is the axis of symmetry:

∂

∂z
g± (r, k) =

(
± ik − 1

r

)z
r

e±ikr

r
. (97)
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The flux component can be calculated by the definition:

jz(ψ) = −i h̄
2m

(
ψ∗

d

dz
ψ − ψ d

dz
ψ∗
)
. (98)

Direct substitution (21) into (98) yields at r →∞:

jz(φ±) = ±2A∗±A±
h̄k

m

∑
A,B

D~µ∗(A)D~µ(B)g∗± (rA, k) g± (rA, k) . (99)

Lemma 4.1 (Flux). Let the transverse to the tube axis plane be denoted as S. The flux through S along z is
constant:

∂z

∫
S

jz(φ±)dS = 0.

Proof: Differentiation of jz by z and use the Hermicity of ∆tr (∆ = ∂2z + ∆tr) yields the Statement of the
Lemma.

A normalization of the left/right Bloch functions φ± is defined via

Definition 4.2 (Normalization). The normalization constants A± for the right and left Bloch waves are defined by
the conditions for the stream: ∫

S

jz(φ±)dS =

±|A±|2
2h̄k

m

∑
A,B

exp[i~µ(~sB − ~sA)]

∫
S

g∗± (rB , k) g± (rA, k) dS = ±1,
(100)

with (26) account.

4.2. Scattering problem for Bloch electron formulation

A scattering problem may be formulated by means of left and right Bloch waves:

φ = φ~µ+ + f−φ
~µ
− =

∑
a∈G

D~µ(a)Ta(g+ + f−g−), (101)

represents incoming and reflected wave at z < 0, while at z > 0 it is:

f+φ
µ
+.

Let a ZRP scatterer is placed at z = 0. As an aim of future development, it is chosen as a defect of displacement
(deformation potential) positioned at ~r0.

According to the idea of ZRP method, we write the solution to the scattering problem as:

φ = φµ+ + f−φ
µ
− =

∑
a∈G

Dµ(a)Ta(g+ + fg−), (102)

subject to the conditions (10) at the appropriate point ~R0 with some other scattering length:

∂ log
(∣∣∣~r − ~R0

∣∣∣ · φ(~r)
)

∂
∣∣∣~r − ~R0

∣∣∣
∣∣∣∣∣∣
|~r−~R0|=0

= −β0, i = 1, . . . , M. (103)

A one-dimensional scattering problem by ZRP for Dirac comb Bloch functions was considered in [17].
Condition of nonzero solution (zero determinant of the matrix of coefficients) gives the energy spectrum structure:

cos(Ka) = cos(ka) +
mβ

h̄2
sin(ka)

k
. (104)

Equation (99) is true for any x. Substitution of solution into (99) gives:

j(ψ�) =
h̄k

m
|A±|2

± sin(Ka) sin(ka)

1− cos(±Ka+ ka)
. (105)

Next, equation (105) is used for flux normalization:

j(ψ�) = ±1. (106)
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Corollary 4.3 (Conduction). A conductivity of the tube with defects, modeled by s-ZRPs may be calculated directly
on basis of the scattering amplitude f− evaluated as a solution of (103). More complicated models with l 6= 0
account may be used within the prescribed algorithm.

Below, we demonstrate the presented approach by applying it to a general cyclic molecule with eventual focus
on a benzene molecule.

5. Case study: M = 1, a cyclic molecule

We here consider a molecular system as a degenerate case of the tube with M = 1 of N point-centers, typically
atoms or groups, modeled by ZRPs which fixed positions in the xy-plane, see Fig. 1. Obviously, the group of
symmetry in the plane is the cyclic Gc = CN .

5.1. Bounded states problem

For discrete spectrum as in the Sec. 2.3 we chose a real κ, with the fundamental solution of the Schrödinger
equation with zero potential:

g (r, κ) =
e−κr

r
. (107)

According to the general idea, we write solution to the bounded state problem as subject to the particular case of
conditions (31):

′∑
B∈Gc

exp
[
iµ

2π(jA − jB)

N

]e−κµrAB
rAB

= κµ − β, (108)

where µ = j1 = 0, ..., N − 1 is an irreducible representation number. The distances between atoms are found
from (45), after choice of A as unit element, that now simplifies as:

rIB = 2R sin
(πj
N

)
. (109)

The equations then reads:
N−1∑
j=0

exp
[
− iµ2πj

N

]e−κµ2R sin(πjN )

2R sin(πjN )
= κµ − β. (110)

We note that the expression is formally valid for µ = 0, . . . , N − 1, however we note that there is only

[N/2] different values κµ because equations differ only by the factors exp
[
− iµ

2πj

N

]
, which coincides with

exp
[
− i(N − µ)

2πj

N

]
, where [·], here and subsequently, marks integer part of an argument (i.e. the floor

function).

Theorem 5.1 (Bound states). The eigenvalue problem for n ZRP is equivalent to the algebraic system (110).
Energy levels are numerated by an irreducible representation number, such that:

Eµ = −
h̄2κ2µ
2m

, µ = 0, . . . , [N/2] , (111)

by treating transcendental equation with respect to κµ. In case of even number of atoms N ) the only non-
degenerate eigenvalues are the ground state µ = 0:

ψ0(~r) = C0

N−1∑
j=0

e−κ0rA

rA
, (112)

where rA =
∣∣∣~r −Rj ~R∣∣∣ and the state with the highest energy µ = N/2:

ψN/2(~r) = CM/2

N−1∑
j=0

(−1)j
e−κN/2rA

rA
, (113)

other states are doubly-degenerate:

ψµ(~r) = Cµ

N−1∑
j=0

exp
[
− iµ2πj

N

]e−κµrA
rA

. (114)

For odd number of atoms, the classification of states and levels is similar.
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5.2. Continuous spectrum. Scattering problem

Let incident free particle fly axially on N -atom potential, centered in transverse xy plane symmetric structure

as in previous section. A Schrödinger equation solution with energy E =
h̄2k2

2µ
is now taken as the superposition

that accounts for the s-waves corresponding the identity irreducible representation:

ψ(~r) = eikz +

N−1∑
j=0

g
(∣∣∣~r − ~Rj

∣∣∣ , −ik) , (115)

at r →∞, the solution (115) tends to:

ψ(~r) = eikz + f(θ, φ)
eikr

r
. (116)

Theorem 5.2 (Scattering amplitude). Let the positions of the cyclic molecule atoms are determined as ~Rj = Rj ~R.
The scattering amplitude at long distances in direction ~n = ~r/r = (sin θ cosφ, sin θ sinφ, cos θ)

T is given by:

f(θ, φ) = C0

N−1∑
j=0

e−ik~n·
~Rj . (117)

where

C0 =
−1

β + ik + 2
∑(N+χN )/2−1
j=1 g (rj , −ik) + χN−1 · g

(
rN/2, −ik

) , (118)

where χN =
N/2− [N/2]

N/2− [(N − 1) /2]
is an indicator of parity of the number of atoms N .

Proof. The ZRP conditions (50) are modified as:

C0

N−1∑
j=0

e−ikr1B

r1B
= ik − β. (119)

recall also that (109) is written as:

r1B = rj = 2R

√
sin(

πj

N
). (120)

The asymptotic at infinity is based on one term of the expansion
∣∣∣~r − ~Rj

∣∣∣ ≈ r − ~r

r
· ~Rj . From the equation, it

follows that:

C0 =


−1

β + ik + 2
∑(N−1)/2
j=1 g (rj , −ik)

, oddN,

−1

β + ik + 2
∑N/2−1
j=1 g (rj , −ik) + g

(
rN/2, −ik

) , evenN.

This can be unified as in the theorem formulation. It is also useful to recall the relation (120) and rewrite the sum
explicitly:

(N+χN )/2−1∑
j=1

g (rj , −ik) =
1

2R

(N+χN )/2∑
j=2

exp
(
2ikR sin

(
πj
N

))
sin
(
πj
N

) (121)

The differential cross-section is determined by:

dσ

dΩ
= |f(θ, φ)|2 , (122)

as well as the total scattering cross-section:

σ =

2π∫
0

π∫
0

|f(θ, φ)|2 sin θdθdφ. (123)

This also can be expressed according to the optical theorem:

σ =
4π

k
Im {f(0, φ)} . (124)
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Therefore:

σ =
4πN

k
Im {C0} =

4πN

k

k + P

(k + P )
2

+ (β +Q)
2 , (125)

where we denote:

P ≡ 1

R


(M+χN )/2−1∑

j=1

sin (2kR sin (πj/N))

sin (πj/N)
+
χN−1

2
sin (2kR)

 , (126)

Q ≡ 1

R


(N+χN )/2−1∑

j=1

cos (2kR sin (πj/N))

sin (πj/N)
+
χN−1

2
cos (2kR)

 . (127)

We note that for the case of a single ZRP scatterer (i.e. N = 1) characterized by:

d log (rψ(r))

dr

∣∣∣∣
r=0

= −β0, (128)

the formula (118) should be obviously replaced with:

C0 = − 1

β0 + ik
, (129)

resulting in the very simple formula for total scattering cross-section:

σ =
4π

k
Im {C0} =

4π

k2 + β2
0

. (130)

As it was announced, we believe that a simplified theoretical model of molecular structures can be built
by replacing each multiatomic molecule with some ZRP once its spectrum is known. Indeed, in particular for
scattering on one molecule instead of (125), one would attempt to use (130) with β0 to be chosen from the discrete
spectrum levels κm according to the obtained formula (75).

5.3. Results for benzene molecule

It is important to verify the method of ZRP addressing a relatively simple atomic system, e.g., molecule.
Focusing on particular case of a benzene molecule C6H6 which can be considered as a cyclic structures formed
by C −H constituents described by ZRPs, we set N = 6 and start with the bounded state problem solution.

The structure of the discrete spectrum is as it described by the Theorem 5.1 for the even number of centers,
i.e. there are 4 energy levels with 2 middle ones being doubly degenerate. Numerical solution of the transcendental
equations (110) yields the values of energy levels which are compared with those obtained by the well-known
Hückel method on the Fig. 2. The spectrum, namely distances between the energy levels, reveals good correspon-
dence of ZRP approach to the qualitative Hückel calculations dictating energies from the ground to the highest
level to be E0 − 2A, E0 −A, E0 +A, E0 + 2A, respectively [18, 25].

To analyze continuous spectrum, we consider total scattering cross-section dependence on energy.
We compare the results given by the standard (atomic) ZRP model of the molecule (125) and those followed

from single ZRP description of the molecule, i.e. (130) using the inverse of effective scattering length for β0
evaluation. As one can observe on the plots given below (Fig. 3), for differently estimated values of radius of
benzene molecule (e.g. see the introduction of [27]), there is moderate coincidence between conventional set of
atomic ZRPs model and proposed single molecular ZRP approach.

Also, we notice that better correspondence of the molecular ZRP results to those obtained with the set of
standard ZRPs can be achieved if in the dressing procedure one includes only the ground state and the state with

maximal energy, i.e. Ej = −
h̄2κ2j
2µ

, j = 0, 3. This can be viewed as if we follow the described general procedure

of application DT for every level, but for each doubly degenerate level with Ej = −
h̄2κ2j
2µ

, j = 1, 2 we perform an

additional DT again with the prop function of type (69) but choosing a negative transformation parameter κ = −κj ,
j = 1, 2 (corresponding to the same energy level). This results in cancellation of consecutive contributions of the
DTs with opposite to each other spectral parameters gives:

β =
(
κ−10 + κ−13

)−1
, (131)
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FIG. 2. The energy levels of benzene molecule. The ZRP calculations against Hückel model

FIG. 3. The cross-section of scattering by N = 6 benzene molecule, lying in xy plane. The
theory against experiment
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This result is not surprising since, as it can be seen from the scattering matrix formalism, such pair of DTs
yields consecutive adding and removal of a pole on the imaginary positive k half-axis (which corresponds to a

bounded state) of (76): s0 ·
k + iκj
k − iκj

· k − iκj
k + iκj

= s0, j = 1, 2.

That is effective characteristic involves only the lowest and the highest energy level parameters. In case of odd
number of atoms this would involve only the ground state energy parameter κ0. Refined in this way, the molecular
potential gives results are demonstrated by plots at [29].

6. Conclusions

The main results:

1. For arbitrary discrete symmetry, a generalization of Floquet theorem is formulated and proved. The
Floquet–Bloch functions are constructed in terms of covariant summation by the symmetry group. The
obtained formulas are valid as for scattering problem as for bounded states for the cases of quantum ring
and quantum wire, respectively. The results are formulated for Abelian group but the proofs are based
only on group-theoretical formalism, hence they may be generalized in straightforward manner.

2. Energy corresponding to the given states can be calculated numerically by solving the transcendent equa-
tions that were obtained with account of arbitrary angular momentum and electron spin.

3. In case of the quantum ring, solution to scattering problem can be further simplified depending on the
range of interest in terms of energy of incident wave: either the stationary phase method can be used to
estimate the resulting integral in high-energy range or simply small-argument direct series expansion for
the case of large wavelengths in comparison to the size of the ring.

4. Eventually computed scattering cross-section might be used in estimates of electrical conductivity for solids
that contain these quantum rings structures as inclusions or surface additions.

5. The presented method of extension of conventional atomic ZRP approach is made to describe molecular
structures based on their discrete spectrum. Bounded state energies, either found from conventional ZRP
calculations or in whatever alternative way, determine effective characteristic of newly introduced single
ZRP that is expected to adequately describe properties of a molecule.

6. Certainly, replacement of arbitrary molecules with spherically symmetric point-centers is a crude approx-
imation valid only in low-energy limit, however, as was demonstrated, even in case of highly anisotropic
molecules, like benzene, the model gives not perfect but reasonable quality results while at the same time
allowing significant simplification in formulation of more complicated molecular structures problems with
molecules instead of atoms as ZRP constituents.

7. Although we believe that the molecular ZRP method should be tested on more examples in order to prove
its quantitative merit, it seems to be a beneficial tool at least to obtain estimates of results on physically
reasonable analytical grounds.
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The magnetic response of a quantum wire of elliptical cross section is investigated. An explicit analytic expression is found for the spectrum
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is found.
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1. Introduction

Effects arising in the magnetic field perpendicular to the axis of the wire in electronic systems are due to the
fact that the motion in the plane of confinement and perpendicular to it is connected by a magnetic field whose
direction is determined by the angle θ, B = B(sin θ, cos θ) [1–4]. The effect of the spin-orbit interaction on
the magnetization of low-dimensional systems has been investigated [5–13].The energy spectrum of electrons in
low-dimensional systems has been studied in [14]. As shown in [1, 2], in the case of the parabolic confinement
potential (well or wire), the problem of finding the spectrum and wave functions of the one-electron Hamiltonian
can be solved exactly.

The magnetoresistance of the wire in a magnetic field whose direction is at different angles with the wire axis
has been studied experimentally in Refs [15]. It is shown that at different angles the Aharonov-Bohm oscillations
are manifested in the magnetoresistance.

The jumps of the magnetic moment for the wire in the form of a thin-walled cylinder were found in [16]. We
note that theoretical studies of the magnetic moment of the wire in a magnetic field transverse to the axis are not
known to us. In [17], the electron-impurity scattering coefficient of Bloch waves for one dimensional Dirac comb
potential is used for calculating the temperature dependence of conductivity within kinetic theory. Nonlinear light
absorption and its time evolution at high optical excitation levels in GaSe and InSe layered crystals have been
experimentally investigated in [18].

We use an asymmetric parabolic potential V for modeling of a quantum waveguide with elliptical cross-section.
In this case, the confinement potential is:

V (x, z) =
m∗

2
(ω2

1x
2 + ω2

2z
2), (1)

here ω1 and ω2 is effective frequencies of potential, m∗ is the effective electronic mass. In this model, the
characteristic lengths are li =

√
h̄/m∗ωi, where i = 1, 2 equal to the semi-axes of the cross-section of the wire.

We choose the gauge of the magnetic field in the form A = (0, Bzx − Bxz, 0). The axis of the wire is located
along the axis oy. The Hamiltonian describing the one-electron states has the form:

H =
1

2m∗

[
p2
x + (py −

e

c
Bzx+

e

c
Bxz)

2 + p2
z

]
+ V (x, z) (2)

The solution of the Schrödinger equation with the Hamiltonian (2) can be written in the form:

Ψ(x, y, z) =
1√
L

exp

(
i

h̄
pyy

)
ϕ(x, z), (3)
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where ϕ satisfies the equation Ĥϕ = Eϕ, and L is the length of the wire. This L−1/2 is the normalization constant
of the plane wave in the y direction. The Hamiltonian Ĥ has the form

Ĥ =
1

2m∗

[
p2
x + (py −

e

c
Bzx+

e

c
Bxz)

2 + p2
z

]
+ V (x, z), (4)

expression (2) is not identical (4) because py is eigenvalue of the operator py.
Let us shift the coordinate system xoz along the axis x by x0, and along the axis z by z0, and then we require

the reduction of the linear in the axis x and z terms in h. Then we obtain equations for x0, y0:{
−pyωz +m∗[(ω2

1 + ω2
z)x0 − ωxωzz0] = 0

pyωx +m∗[(ω2
2 + ω2

x)z0 − ωxωzx0] = 0,
(5)

where ωx = |e|Bx/m∗c, ωz = |e|Bz/m∗c, Bx = B sin θ. θ is the angle defined by the magnetic field and the x
axis.

Solving the system (5), we get relations

x0 =
ωzpy
Mω2

1

; z0 = −ωxpy
Mω2

2

. (6)

After the shift in the axes x′ = x− x0, z′ = z − z0, the Hamiltonian Ĥ takes the form:

Ĥ = − h̄2

2m∗
∆ +

p2
y

2m∗
+ (ωxz0 − ωxx0)py+

m∗

2
[(ω2

1 + ω2
z)(x′2 + x2

0)+

+(ω2
2 + ω2

x)(z′2 + z2
0)− 2ωxωz(x

′z′ + x0z0)], (7)

where ∆ is a two-dimensional Laplace operator.
We rotate the coordinate system by an angle α to get rid of the term ∼ x′z′. The angle α satisfies the relation:

tg2α =
2ωxωz

ω2
2 − ω2

1 + ω2
x − ω2

z

. (8)

The Hamiltonian Ĥ takes the form:

Ĥ = − h̄2

2m∗
∆ +

p2
y

2M
+
m∗Ω2

1

2
x2 +

m∗Ω2
2

2
z2. (9)

Characteristic frequencies are:

2Ω2
1,2 = ω2

1 + ω2
2 + ω2

c ±
√

(ω2
2 − ω2

1 − ω2
c cos 2θ)2 + ω4

c sin2 2θ. (10)

The spectrum Ĥ , as follows from (9), has the form:

ε =
p2
y

2M
+ h̄Ω1

(
n1 +

1

2

)
+ h̄Ω2

(
n2 +

1

2

)
, n1, n2 = 0, 1, 2..., (11)

where:

M = m∗
(

1 +
ω2
x

ω2
2

+
ω2
z

ω2
1

)
= m∗

(
1 +

ω2
c

ω2
2

sin2 θ +
ω2
c

ω2
1

cos2 θ

)
. (12)

Eigen functions ϕ(x, z) have the form:

ϕ(x, z) = Φn1

[
(x− x0) cosα+ (z − z0) sinα

]
× Φn2

[
(x− x0) sinα+ (z − z0) cosα

]
, (13)

where Φn1 and Φn2 are the oscillatory functions. Φs(y) = Cs exp(−y2/2l2)Hs(y/l), Cs is the normalization
constant, Hs(y/l) is Hermite polynomial.
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2. Magnetic moment

The purpose of this paper is to find the magnetic moment M of the wire placed in a perpendicular magnetic
field. The calculation of the magnetic moment is based on finding the thermodynamic potential Ω of the gas in the
wire. Then M is determined by the formula M = −(∂Ω/∂B)T,V , where T is temperature and V is volume.

There are two approaches to finding Ω. One approach is based on the Poisson formula [19, 20], and the
other [21], is based on finding the classical partition function of states Z. Both approaches were used earlier to
find the magnetic response of nanostructures [22–24]. In this paper, we use the classical partition function Z for
finding the monotonic and oscillating part of the magnetic moment:

Z =
∑

n1,n2,py

exp(−εn1,n2,py/T ). (14)

Using the formula (11), from (14) we get:

Z =
D
√
T

4

[
sinh

(
h̄Ω1

2T

)
sinh

(
h̄Ω2

2T

)]−1

, (15)

where D =
√

2πML/(2πh̄).
Introducing ζ = 1/T , we obtain for Ω the expression [21]:

Ω =
1

2πi

γ+i∞∫
γ−i∞

Z(ζ)

ζ2
dζ

∞∫
0

eεζ
∂f0

∂ε
dε. (16)

Here, f0(ε) = (exp((ε− µ)/T ) + 1)−1 is the Fermi distribution function 0 < γ < 1/T . In (16) the expression for
Ω contain the integral:

1

2πi

γ+i∞∫
γ−i∞

exp εζdζ

ζ5/2 sinhβ1ζ sinhβ2ζ
, (17)

where β1,2 = h̄Ω1,2/2 . This integral is calculated in the Appendix:

1

2πi

γ+i∞∫
γ−i∞

exp(εζ)dζ

ζ5/2 sinhβ1ζ sinhβ2ζ
=

1

π

∞∫
0

exp(−εt)dt
t5/2 sinhβ1t sinhβ2t

+
2

π5/2

∞∑
k=1

(−1)k

k5/2
×

[
β

3/2
1

cos(kπε/β1 + π/4)

sin(πkβ2/β1)
+ β

3/2
2

cos(kπε/β2 + π/4)

sin(πkβ1/β2)

]
. (18)

Replacing in (16) (ε − µ)/T = ξ , where µ is the chemical potential of the electronic gas and replacing the
value −µ/T on −∞ , we obtain from (16) and (18) the expression for Ω = Ωmon + Ωosc, where:

Ωmon = −DT
4
×
∞∫

0

exp(−µt)
[
t3/2 sin(πTt) sinhβ1t sinhβ2t

]−1

dt. (19)

The oscillating part Ωosc has the form of a Fourier series:

Ωosc = − TD

2
√
π

∞∑
k=1

(−1)k+1

k3/2

[
β

1/2
1 cos(πµk/β1 + π/4)

sinh(π2kT/β1) sin(πkβ2/β1)
+

β
1/2
2 cos(πµk/β2 + π/4)

sinh(π2kT/β2) sin(πkβ1/β2)

]
. (20)

It is convenient at first calculate the derivatives:

∂Ω1,2

∂B
=

eωc
m∗cΩ1,2

(
1± ω2

1 − ω2
2 + ω2

c

Ω2
1 − Ω2

2

)
. (21)

Differentiating Ωosc only rapidly oscillating factors in the field, and taking account of (20), we obtain:

Mosc

µ∗B
= −1

2
TL
√
Mµωc ×

{
1

(h̄Ω1)5/2

(
1 +

ω2
1 − ω2

2 + ω2
c

Ω2
1 − Ω2

2

)
×

∞∑
k=1

(−1)k√
k

sin
(

2πkµ
h̄Ω1

+ π
4

)
sinh

(
2π2kT
h̄Ω1

)
sin
(
πkΩ2

Ω1

) +
1

(h̄Ω2)5/2

(
1 +

ω2
1 − ω2

2 + ω2
c

Ω2
2 − Ω2

1

)
×
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∞∑
k=1

(−1)k√
k

sin
(

2πkµ
h̄Ω2

+ π
4

)
sinh

(
2π2kT
h̄Ω2

)
sin
(
πkΩ1

Ω2

)}, (22)

here µ∗B = eh̄/2m∗c.
In the case ω2 = ω2

1 = ω2
2 , however Ω1 6= Ω2, Ω1 =

√
ω2 + ω2

c , Ω2 = ω. In this connection, for the circular
cross section the formula (22) has the form

Mosc

µ∗B
= −TL

√
Mµωc ×

[
1

(h̄
√
ω2 + ω2

c )5/2
×

∞∑
k=1

(−1)k√
k

sin((2πkµ/h̄
√
ω2 + ω2

c ) + π/4)

sinh(2π2kT/h̄
√
ω2 + ω2

c ) sin(πkω/
√
ω2 + ω2

c )

]
. (23)

It can be noted that passage to the limit to a wire of circular cross section ωc 6= 0 is possible, since in this
case Ω1 6= Ω2. In the case, when ωc → 0, such passage to the limit is impossible. The reason for this is related to
the fact that the calculation of the magnetic moment in the work is based on finding the partition function Z (15).
The oscillating part is formed by the sum of the residues at the poles of the first order at the points zk.

res

[
exp(εz)

z5/2 sinhβ1z sinhβ2z
, zk

]
. (24)

If Ω1 = Ω2, ωc = 0, the poles become of the second order:

res

[
exp(εz)

z5/2 sinh2 βz
, zk

]
= lim
z→zk

[
exp(εz)(z − zk)2

z5/2 sinh2 βz

]
. (25)

Because of this circumstance, using formula (A.7) and hence (23) in this case cannot be found as lim
ωc→0

Mosc

because poles are changes.
The dependence of the magnetic response on the magnetic field is shown in Figs. 1 – 4. Let us now consider

the limit of the potential Ω in the case of weak fields: ωc → 0, µ � h̄Ω1,2, h̄Ω1,2/T � 1. We note that in this
limit, the oscillating part Ωosc consists of rapidly oscillating terms of the series (20) and their contribution to Ω
tends to zero. To evaluate Ωmon, we use (16). Then, as shown in [25] at low temperatures, the expression is given
by:

−Ω = z(µ) +
π2T 2

6
z

′′
(µ), (26)

where

z(ε) =
1

2πi

γ+i∞∫
γ−i∞

eεξZ(ξ)
dξ

ξ2
, (27)

here Z(ξ) is determined by the formula (15). With the constraint h̄Ωi/T � 1 from (15) follows the estimate

Z(ξ) ' D√
ξ

exp

[
− h̄(Ω1 + Ω2)

T

]
. (28)

We substitute (28) in (27) and use the formula [26]:

1

2πi

γ+i∞∫
γ−i∞

tγ−1e−ptdt =

{
0, p > 0,
1/((−p)γΓ(1− χ)), p < 0, at γ > 0, Reχ < 1.

(29)

Then

z(ε) =
D

Γ(5/2)

(
ε− h̄Ω1 + h̄Ω2

2

)3/2

, (30)

where Γ(α) – Euler function, Γ(5/2) = 3
√
π/4.

The second derivative z(ε) has the form:

z
′′
(ε) =

D√
π

1√
ε− h̄(Ω1+Ω2)

2

, (31)
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FIG. 1. Dependence of the magnetic response of a quantum wire on the magnitude of the
magnetic field for the angle θ = π/8.324, the effective frequencies of the confinement potential
are ω1 = 2.177× 1012 c−1; ω2 = 3.353× 1012 c−1. The temperature T is 7 K

FIG. 2. Dependence of the magnetic response of a quantum wire on the magnitude of the
magnetic field for the angle θ = π/9.524, the effective frequencies of the confinement potential
are ω1 = 3.177× 1012 c−1; ω2 = 6.353× 1012 c−1. The temperature T is 3 K

FIG. 3. The dependence of the magnetic response of a quantum wire on the direction of the
magnetic field (in the interval from 0 to 180), the value of which is B = 1.52 Tl, at effective
frequencies of the confinement potential are ω1 = 2.177 × 1012 c−1; ω2 = 3.353 × 1012 c−1.
The temperature T is 2 K
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FIG. 4. The dependence of the magnetic response of a quantum wire on the direction of the
magnetic field (in the interval from 0 to 180), the value of which is B = 1.52 Tl, at effective
frequencies of the confinement potential are ω1 = 2.177 × 1012 c−1; ω2 = 3.353 × 1012 c−1.
The temperature T is 5 K

Then, for Ωmon, we obtain:

−Ωmon(µ) =
4D

3
√
π

(
µ− h̄Ω1 + h̄Ω2

2

)3/2

+
D√
π

π2T 2

6

1√
µ− h̄Ω1+h̄Ω2

2

. (32)

The second term in (32) is small in comparison with the first ∼ O(T 2/µ2), so this can be neglected.
For the estimate Ωmon, we confine ourselves to the case ω1 = ω2. Then, D ' D0

√
1 + ω2

c/ω
2, where

D0 = D(B = 0). Frequencies Ω1 = ω, Ω2 =
√
ω2 + ω2

c .

−Ωmon(µ) =
4D

3
√
π

(
µ− h̄ω − h̄ω2

c

4ω

)3/2(
1 +

ω2
c

2ω2

)
. (33)

From (33) we obtain the estimate:

− 1

µ∗B

∂Ωmon

∂B
' 8D0

3
√
π

ωc
h̄ω2

(µ− h̄ω)
3/2 − 2D0ωc√

πω
(µ− h̄ω)

1/2
. (34)

In (34) to within h̄ω/µ we can confine ourselves to the first term. Then for the magnetic moment, we obtain:

Mmon

µ∗B
=

8D0

3
√
π

ωc
h̄ω2

(µ− h̄ω)
3/2

. (35)

From (35), one can estimate the magnetic susceptibility of an electron gas in a wire χ = −(1/V )∂2Ω/∂B2.
Here, the normalization volume V = h̄L/m∗

√
ω1ω2. Then, for susceptibility χ, we obtain the following expression:

χ =
4D0

3
√
πL

(
e2

m∗c2

)
(µ− h̄ω)

3/2

h̄ω
. (36)

3. Conclusion

As can be seen from formula (35) and (Fig. 1), the main dependence is linear on the magnetic field. Peaks
grow linearly with increasing magnetic field.

We consider the wire with an elliptical section, not a circular section, since the latter type of section is a
special case. In particular, in the case of a circular cross section, the value M entering the spectrum does not
depend on the angle of field direction θ, M = m∗

(
1 + ω2

c/ω
2
)
, ω2 = ω2

1 = ω2
2 .

It follows from the formula (36) that the electron gas in the wire is paramagnetic χ > 0 and the cause of this
is the dependence M(B). Obviously, the expressions (20) and (22) for Ωosc and Mosc lose their meaning for those
values of the field B for which the ratio Ω1/Ω2 or Ω2/Ω1 is equal to an integer (the commensurability condition).
The question of the convergence of Fourier series of the type entering into (20) and (22) is considered in detail
in [2], where it is shown that with probability one the series converge to an analytic function and, therefore, they
can be differentiated term by term in components fields at all points where the commensurability conditions are
not satisfied.
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In Fig. 1–4, we plotted the dependence of the magnetic moment on the magnitude and direction of the field at
typical values for the spectrum parameters. It is important to note that oscillatory dependencies arise not only on
the graph M(B), but also M(θ). In both cases, the oscillations are not periodic.

4. Appendix

We introduce the notation:

J =
1

2πi

γ+i∞∫
γ−i∞

ζ3/2eεζdζ

sinhβ1ζ sinhβ2ζ
. (A.1)

For the calculation J , we extend the integrand to the complex plane with a cut along the negative part of
the real line. Consider a contour Γ consisting of both CR, Cρ segments and a segment [ρ, R] T [R, ρ] , and
[γ − iR, γ − iR] (Fig.5).

FIG. 5. Contour Γ

The integrand in J is
d4

dε4

(
eεζ

ζ5/2 sinhβ1ζ sinhβ2ζ

)
. (A.2)

This function has simple poles at points zk = iπk/β1, and zk = iπk/β2, where k = ±1,±2, .... It is easy to
show that the integrals over CR, Cρ tend to zero for R → ∞ and ρ → 0, respectively. The sum of the integrals
over the upper and lower sides of the cut in the same range gives:

1

π

∞∫
0

t3/2e−εtdt

sinhβ1t sinhβ2z
. (A.3)

We take into account that:

1

2πi

∮
Γ

ζ3/2eεζdζ

sinhβ1ζ sinhβ2ζ
=

∞∑
k=−∞
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[
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, zk

]
. (A.4)

Then we get the relation:

1

2πi
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sinhβ1ζ sinhβ2ζ
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]
. (A.5)

We note that J(ε) is the inverse Laplace transform of the integrand. From the theorem on the differentiation
of the integral and the image to the parameter ε, it follows that:

1

2πi
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γ−i∞

eεζdζ

ζ5/2 sinhβ1ζ sinhβ2ζ
=

1

π
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+

∞∑
k=−∞
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[
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z5/2 sinhβ1z sinhβ2z
, zk

]
. (A.6)

Summing up the residues in (A.6), we obtain:
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. (A.7)
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Composite membranes based on a hydrophobic glassy poly[3-(trimethylsilyl)tricyclononene-7] (PTCNSi-1) confined in the channels of anodic

alumina with different pore diameters are discussed. Formation of continuous polymer film with partial penetration of polymer into the rigid

pores of anodic alumina was achieved by spin-coating technique under vacuum suction. Mass-transport characteristics of composite membranes

reveal a slight reduction of composite membrane permeability for condensable gases, and many-fold permeability drop for permanent gases as

compared to the bulk film. This results in an ideal selectivity rise over 35 for C4H10/CH4 pair compared to 12.6 for bulk PTCNSi-1. The effect

is attributed to a solubility-controlled mobility of polymer segments confined in the AAO channels and formation of rigid shallow polymer

layer at AAO/polymer interface, which suppress transport of gases. The correlation between intrinsic properties of the polymer (hydrophobicity,

Kuhn segment) and its transport characteristics in the confined state is discussed. The evolution of the permeance and pure-gas selectivity of

the composite membranes during ageing is also reported.
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1. Introduction

Geometric confinement of matter is a fundamental approach used both in artificial devices and natural systems
to resolve the problem of space-saving design and gain the benefit of unusual material properties appearing due to
size effects [1–3].

Geometric confinement requires restrictive systems that include, but are not limited to: microfabricated
nanochannels, structural cavities of porous solid materials, thin films, micelles or microdroplets [4–7]. One of
the frequently used geometric constrictors is represented by anodic aluminum oxide (AAO) templates exposing
well defined system of cylindrical channels with easily adjustable diameter, controlled porosity and extremely
narrow pore size distribution [8–10]. Expectedly, confinement effects appear when the characteristic size of a con-
tainer coincides with the characteristic size of the filler resulting in its structural changes or affecting its functional
properties [10].

The effect is well pronounced for both crystalline and amorphous materials, including polymers [11, 12].
As a result, the microstructure of a material changes in response to steric confinement and can be modified by
controlling restrictor sizes [13,14]. In the case of polymers, space restriction causes suppression of polymer chains
segmental mobility and increases the rigidity of the chains. Toughening of confined polymers extends to a limit
of the strength of individual molecules as it was observed for polysterene in 7 nm silica pores [14]. Strong
densification of polymer has also been evidenced with gradual suppression of G-actin in phospholipid-stabilized
emulsion droplets, which resulted even in cortex formation [1].

The effect of space confinement of polymer chains holds a great promise in membrane applications, as soon
as mass-transport properties of polymers are determined by free volume elements and chain dynamics [15]. The
special case involves gas-separation membranes with thermodynamic selectivity exhibiting a strong dependence on
polymer chain mobility. It is natural to expect that the decrease of chains mobility in rigid channels can result in
decreased permanent gas transport across the confined polymer, while the permeance of condensable gases will
mostly be preserved due to attenuation of polymer-wall interactions. As a result, the separation factor of polymeric
membranes can be enhanced.
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In our previous study, we showed that the spatial restriction of polymer of intrinsic microporosity (PIM-1) in
the channels of anodic alumina (AAO) leads to a dramatic decrease in permanent gases permeance [16]. As a
result, the maximal ideal C4H10/CH4 separation factor of 1400 was achieved for the confined polymer in contrast
to 58 for the bulk film. The severe confinement effect was ascribed to high rigidity of PIM-1 macromolecules and
strong interaction between hydrophilic functional groups of the polymer and OH-groups of AAO channels. The
strong intermolecular interaction causes to the formation of a dense adhered layer on the walls of AAO, hindering
the movement of macromolecules in the channels. This makes composite membranes nearly impermeable for
permanent gases, while polymer swelling by condensable gases releases polymer chains and enhances the gas flow.

It is obvious, that polymer’s nature should provide a major influence on its behavior under spatial confinement.
The intrinsic properties of a particular polymer, such as the presence of surface functional groups and the size of
the Kuhn segment, can dramatically influence its interaction with a restrictive system. To examine this issue, a hy-
drophobic glassy polymer, additive poly[3-(trimethylsilyl)tricyclononene-7] (PTCNSi-1) that weakly interacts with
surface OH-groups of AAO was chosen as a test object to compare the confinement effect with the results provided
earlier for PIM-1 [4]. Here, we report the influence of AAO channel diameter on the PTCNSi-1 microstructure
and behavior under geometric confinement, as well as the evolution of polymer transport characteristics with time.

2. Experimental section

Anodic alumina membranes were prepared by anodic oxidation. The detailed procedure of membrane prepa-
ration, their structural parameters and mass-transport characteristics can be found in our previous studies [16, 17].
The porous structure of AAO supports was adjusted to provide the flow resistance negligible compared to that of
a polymer film [18,19]. The films with 10 – 15 % porosity, 100 µm thickness and channel diameters ranging from
25 to 80 nm were used as constricting supports.

PTCNSi-1 with the molecular weight of 550 kDa and Kuhn segment of 6.0± 0.6 nm (the coil size is 56 nm)
was synthesized by addition polymerization [20]. Composite membranes were prepared by spin-coating of polymer
solution in toluene under vacuum. Polymer solutions were deposited onto AAO supports at rotation speeds of 2300
to 3300 rpm. The concentrations of polymer solution were varied from 1 to 6 wt.%. The optimal concentration
providing the homogeneous coverage of AAO surface and leading to intrusion of polymer species to AAO channels
was found to be 3 wt.%.

The permeance of AAO supports and composite membranes was measured for the gases in the following
order: CH4, N2, O2, CO2, and n-C4H10. Two-compartment cross-flow cell and permeance setup equipped with
SLA5850 mass-flow controllers (Brooks, England), PD-100-DI pressure transducers (OVEN, Russia) and T-Station
75 vacuum system (BOC Edwards, England) was used as described in detail in [4]. The measurements were
performed at ambient temperature (22 ± 2 ◦C) and continuous flow of feeding gas at the atmospheric pressure
using both differential (continuous pumping) and integral (closed volume) schemes with flow registered using
either flow controllers or pressure transducers. The permeances, evaluated using both schemes were found to be
identical for highly permeable gases (C4H10 and CO2). Integral scheme was used to measure the permeances of
permanent gases to achieve better accuracy.

The microstructure of AAO supports and composite membranes was studied by SEM using Leo Supra 50 VP
(21 kV, VPSE detector) and Carl Zeiss NVision 40 (5 kV, InLens detector) electron microscopes. AAO supports
were dissolved in 3 M NaOH aqueous solution and to study the microstructure of polymer replicas by SEM.

3. Results and discussion

3.1. Microstructure of the membranes

Typically, the structure of composite membranes includes an outer and inner selective polymer layers. The
outer selective layer is represented by a uniform defect-free coating, whereas the inner selective layer is represented
by polymer nanofibers confined in the AAO channels. The inner layer is accounted to govern the flow resistivity
of the membrane (Fig. 1a). According to SEM, polymeric fibers are uniformly distributed over the membrane area
providing the high membrane performance (Fig. 1b).

3.2. The dependence of transport parameters on AAO pore diameter

The composite membranes show a decrease in gas permeability towards permanent and condensable gases
as compared to the 1 µm bulk film (Table 1). The ratio of the polymer permeance in the bulky state to the
permeance in the confined state towards different gases (the permeance loss factor) was used to estimate the degree
of polymer chain suppression in AAO channels. Among permanent gases, the permeance loss factor generally
decreases in the order CH4>N2>O2 for all the membranes. The observed tendency correlates with the kinetic
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FIG. 1. Microstructure of composite membranes: a) cross-sectional view of C-40 sample close
to the top surface after dense polymer layer removal; b) replica of the selective layer of C-40
sample

diameters of permanent gas molecules. Among them, CH4 has the largest size, and its propagation through the
confined polymer layer is more hindered. The absolute values of permeance loss factors for permanent gases are
also strongly affected by substrate pore diameters, revealing two-fold decrease in CH4 transport efficiency with
decreasing pore sizes in the supports from 80 to 25 nm (Table 1). Notably, a similar trend was observed for PIM-1
composite membranes [16], attaining maximum permeance suppression for methane over 15.

TABLE 1. Permeability of composite membranes

AAO pore
diameter,

nm
Gas

CH4 C4H10 CO2 O2 N2

Kinetic diameter, nm [23] 0.380 0.430 0.330 0.346 0.364

Permeance, L/m2/bar/h

Bulk film, 1 mkm 370±18 4750±238 1930±97 360±18 140±7

C-25 25±5 64±3 2310±116 699±35 134±7 46,5±2

C-40 40±5 79±4 2737±137 581±29 171±8 55±3

C-80 80±10 129±6 2350±117 601±30 238±12 92±5

bulk PIM-1 [16] 120±6 7460±473 980±49 230±11 91±4

PIM-1/C25 [16] 25±5 8±2 11400±547 420±18 77±37 9±4

Permeance loss factor

Bulk film/C-25 5.78 2.06 2.76 2.69 3.01

Bulk film/C-40 4.68 1.73 3.32 2.11 2.54

Bulk film/C-80 2.87 2.02 3.21 1.51 1.52

Bulk film PIM-1/C-25 15 0.65 2.33 2.98 10.11

The situation changes in the case of transport of condensable gases through composite membranes. The
permeance of those becomes nearly immune to the constrictor size effect, resulting in nearly the same permeance,
irrespective of substrate pore diameter. On the other hand, permeance loss factors befall dependent on the nature
of penetrant: the value of the permeance loss factor changes from ∼ 2 for C4H10 to ∼ 3 for CO2 for all
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the membranes with different pore diameters. This behavior differs from earlier published data for PIM-1/AAO
membranes.

This phenomenon can be explained by the difference in the intrinsic properties of the PTCNSi-1 and PIM-1,
which have different chemical natures (Fig. 2). PIM-1 contains hydrophilic functional groups and its macro-
molecules are highly rigid: even the entire chain can be considered as one Kuhn segment [21]. Conversely,
PTCNSi-1 is a semi-flexible hydrophobic glassy polymer with Kuhn segment of 6 nm [22]. The adsorption of
hydrophobic macromolecules to the hydrophilic walls and surface of the AAO support can be considered poor
enough. Thus, the adhered surface layer of PTCNSi-1 on the walls of AAO channels is flexible and doesn’t
provide a strong reduction in polymer chain mobility. Reduction in Kuhn segment also reduces the thickness of
inflexible shallow layer, which suppresses transport of low-soluble gases. As a result, the response of this polymer
to the geometric confinement is expectedly weaker.

FIG. 2. The monomer units a) PTCNSi-1; b) PIM-1

Highly soluble condensable gases generally reduce polymer-wall interaction and strongly affect small scale
mobility of polymer chains in both the cases. For the weakly-bound polymer (PTCNSi-1), this results in complete
extinguishing of constrictor size effects (Table 1), while for the strongly interacting macromolecules (PIM-1), it
just reduces the thickness of inflexible shallow layer, attenuating the confinement effect [16].

Nevertheless, the confinement effect is well pronounced even for weakly bound polymers with rather small
Kuhn segment. The pure-gas selectivity of PTCNSi-1/AAO composite membranes is enhanced as compared to the
bulk film (Table 2). The 2,8- and 2,6-fold increase in C4H10/CH4 pure-gas selectivity is observed for the C-25
and C-40 samples, respectively, while selectivity of the C-80 membrane slightly exceeds that of the bulk film. The
enhancement of CO2/CH4 separation factor generally follows the tendency observed for C4H10/CH4 gas pair with
twice higher ideal separation factors as compared to the bulk film. A very slight increase in O2/N2 selectivity is
also observed for C-25 and C-40 composite membranes.

TABLE 2. The dependence of selectivity on AAO channels diameter

Selectivity C4H10/CH4 CO2/CH4 O2/N2

Bulk film 1 mkm 12.9±0.6 5.2±0.3 2.5±0.1

C-25 36±2 10.9±0.5 2.9±0.1

C-40 34±2 7.3±0.4 3.1±0.2

C-80 18.2±1 4.6±0.2 2.6±0.1

These observations determine the key role of constrictor-polymer and gas-polymer interaction in the transport
of gases through constrained polymer membranes. At present, the results available for both PTCNSi-1 and
PIM-1 constrained polymers can be interpreted in the following way. Interaction of polymer with inorganic matrix
at AAO/polymer interface results in the formation of rigid shallow polymer layer which extends into polymer
volume, depending on the intrinsic rigidity of the polymer. Generally, the higher is Kuhn segment in the polymer
the thicker toughened layer is formed. The low-scale mobility of polymer segments in this layer is strongly
hindered, suppressing transport of gases by diffusional jumps. Dissolution of condensable gases in polymer volume
and their interaction with constrained macromolecules reduces the rigidity of the toughened layer and effectively
increases permeability of condensable gases. The solubility-controlled mobility of polymer segments results in
a colossal rise of ideal separation factors for condensable/permanent gas pairs. Thus, the effect of constrictor



256 E. A. Chernova, M. A. Bermeshev, D. I. Petukhov, O. V. Boytsova, A. V. Lukashin, A. A. Eliseev

is both provided by the substrate/polymer interfacial energy and Kuhn segment/pore size ratio. Unfortunately,
quantitative interpretation of the confinement effect is still impractical due to the absence of experimental data on
gases solubility for the confined polymers. We even failed to find data on solubility coefficients of gases in bulk
PTCNSi-1, so the influence of solubility of gases on the permeance of composite membranes cannot be directly
considered.

3.3. Physical ageing

To trace the evolution of constrained polymer, the physical ageing of composite membrane C-40 was studied
over 50 days. The decrease in permanent and condensable gases permeance exhibits similar trends with the
permeance loss factors rather close for different gases (Fig. 3b, Table 3). Significant change in polymer permeability
and similar behavior of the permeance for different gases points to the structural changes appearing in the confined
polymer. As soon as the highest impact into the transport of permanent gases is provided by an internal volume
of polymer fibers rather than the rigid shallow layer interacting with AAO interface, the possible mechanism of
physical ageing is the growth of shallow toughened layer thickness with time.

FIG. 3. Time-evolution of a) permeance; b) selectivity of C-40 membrane

TABLE 3. Time-evolution of permeance and loss in permeance of the C-40 membrane

Permeance, L/m2/bar/h

Time, days CH4 C4H10 CO2 O2 N2

0 79±4 2737±137 581±29 171±9 55±3

4 68±3 2153±108 575±29 155±8 46±2

7 66±3 2086±104 550±27 148±7 43±2

19 63±3 1685±84 537±27 140,5±7 40,6±2

50 61±3 1570±79 490±24 134±6 39±2

Total permeance loss, %

Time, days CH4 C4H10 CO2 O2 N2

50 23 42 16 22 29

On the other hand, the decrease of permeance of highly-soluble C4H10 is more influenced by the gradual
densification of the shallow layer. Thus, the fastest permeance loss of butane with ageing, can be interpreted as
a continuous growth of polymer rigidity and substrate-polymer interaction energy in time in contrast to growth of
the toughened layer. This assumption is indirectly proved by inability to restore the initial butane permeability of
composite film even after 2 days of butane exposure.
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Thus, we can conclude that the change in permeance of confined polymers in the course of the physical ageing
is a result of synergetic effects of both structural changes and the growth of the thickness of shallow toughened
layer interacting with inorganic matrix. This behavior of permeance evolution with time can be correlated with
the influence of geometric confinement. Indeed, the 100 mm-thick film of PTCNSi-1 homologue (PTCNSi-2 with
two Si(CH3)3 groups in side chains) exhibits only 3 – 5 % reduction in permeance of N2 and O2 during 3 weeks
of ageing [20]. Expectedly, spatial confinement amplifies and accelerates relaxation of polymer chains into more
stable conformations.

Notably, the asymptotes of pure gas selectivity of composite films with ageing don’t conform with ideal
selectivities of a bulk polymer. Stabilization of pure gas selectivity for C4H10/CH4 pair is achieved at the level of
∼ 25 as compared to ∼ 13 in a bulk film, while CO2/CH4 selectivity stabilizes at 8.0 as compared to 5.2 in a bulk
film. Even permanent gas O2/N2 pair exhibits an asymptote of 3.4, which is higher than a value of 2.5 for bulk
PTCNSi-1 (Fig. 3a).

The resulting selectivity increase caused by confinement of macromolecules in the rigid substrates is substantial
for technological uses. We believe the reported constrictor effects on membrane performance will contribute to
the development of new polymeric membrane materials and encourage improvement of the existing polymeric
membrane’s performance.

4. Conclusions

Composite membranes based on hydrophobic glassy polymer, PTCNSi-1, confined in the channels of anodic
aluminium were obtained by spin-coating technique of polymer solution in toluene under vacuum. Mass-transport
characteristics of confined polymer illustrate uneven reduction of permeance for permanent and condensable gases,
as compared to the bulk film, which results in 2-fold increase in C4H10/CH4 and CO2/CH4 ideal selectivity. The
comparison of presented results with earlier published data on PIM-1/AAO membranes showed the correlation
between intrinsic properties of the polymer (hydrophobicity and Kuhn segment) and its transport characteristics
in the confined state. According to our model, adsorption of polymer chains on the pore walls of the inorganic
matrix gives rise to the formation of a rigid toughened polymer layer extending into polymer volume depending
on the intrinsic rigidity of the polymer. The thickness of the toughened layer is proportional to the Kuhn segment
in the polymer. The small-scale mobility of macromolecules in this layer is restricted and causes reduction of
polymer gas permeance, especially for permanent gases. Swelling of polymer by condensable gases lowers the
rigidity of the confined layer, enhancing the permeability of constricted polymer towards condensable gases. As a
result, the solubility-controlled mobility of polymer segments causes a substantial rise of ideal separation factors
for condensable/permanent gas pairs.

We believe that the government of polymer microstructure by geometric confinement will provide a powerful
tool for controlling the performance of composite membrane materials. Combination of appropriate type of polymer
and confinement conditions will give rise to a variety of high-performance membranes, not only for gas separation
technology, but also for pervaporation and nanofiltration.
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1. Introduction

Solar energy is one of the most abundant energy sources [1, 2] and crystalline silicon solar panels became a
quite traditional tool for its utilization. The use of silicon has its major advantage in its chemical availability, as
well as well-developed manufacturing and recycling technology, including recycling of the rare-earth-containing
components. Other solar panels, such as GaAs, CdTe, Cu(In,Ga)Se2 multiple layer devices, can also be utilized
for the solar energy conversion [1], but their manufacturing and recycling is more complicated and expensive due
to their toxicity. In other words, the use of GaAs, CdTe, and/or Cu(In,Ga)Se2 doesn‘t obey “green chemistry”
principles. Unfortunately, silicon solar panels possess relatively low coefficients for converting solar power to
electric energy (under 25 % even for the best samples [1, 2]). This is why silicon solar cells are frequently
modified by luminescent coatings. These phosphor films can transform solar energy from the spectral region
of photon nonsusceptibility (ultra-violet and visible range) of crystalline silicon solar cells to the region of their
photoresponse (infra-red range).

Down-conversion luminescence, especially quantum cutting mechanism is one of the promising pathways of
increasing crystalline silicon solar cell efficiency [1, 3]. Quantum cutting allows for splitting each energy UV
photon to two infra-red photons [4]. When Pr is excited at a wavelength of 185 nm, a quantum conversion
efficiency of more than 100 % was obtained.

Later publications concerning down-conversion phenomenon also demonstrated quantum yields of more than
100 % for several materials [1].

Fluorite-type solid solutions M1−xRxF2+x (M = Ca, Sr, Ba, R – rare earth) exists in all MF2-RF3 systems [5].
Single-phase solid solutions in the systems Ca1−xRxF2+x are formed up to x = 0.2 [6], Sr1−xRxF2+x x = 0.6 [7].
For systems based on BaF2-RF3, single-phase solid solutions with low dopant content cannot be synthesized [8–10].
Effective up- and down-conversion luminescence is carried out through the interaction of the cations introduced in
the matrix. Calcium fluoride matrix possesses certain technological advantages, for it has crystal lattice parameters
close to that of silicon, so CaF2-based films can easier be attached to silicon substrates by epitaxy [11–13].

Thus it is of great interest to study CaF2 matrix with Pr3+-Yb3+ ions pair doped due to the existence of
resonant transitions 3P0−1G4 of Pr3+ and 2F7/2 – 2F5/2-transitions of Yb3+ ions [14] which is promising for
quantum cutting by means of energy transfer from Pr3+ ions to Yb3+ ions. Therefore, the goal of the present
study was the investigation of chemical and physical properties of Ca1−x−yYbxPryF2+x+y solid solutions for
determining the chemical compositions suitable for increasing the efficiency of crystalline silicon solar panels.
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2. Experimental

We used 99.99 wt% pure ytterbium and praseodymium nitrate hexahydrates, calcium nitrate tetrahydrate
(all reagents were manufactured by LANHIT, Russia), 99.99 wt% pure 46–49 wt% aqueous hydrogen fluoride
(SigmaTec, Russia) and double distilled water as the starting materials, without further purification. Fluorite-
type CaF2:Yb:Pr solid solution precipitates were synthesized according to our previously published protocol [15].
0.5 M calcium, praseodymium, ytterbium nitrate aqueous solutions were added dropwise to the two-fold excess of
5.0 M aqueous HF under vigorous magnetic stirring. The process of co-precipitation is based on the fact that the
solubility of alkaline-earth and rare-earth fluorides in water is low (about 10−5-10−4 M) [16,17]. After CaF2:Yb:Pr
precipitate was formed, the mother solution was decanted. Precipitates formed were washed with double distilled
water until negative nitrate anion test with diphenylamine. This qualitative reaction is based on the oxidation of
diphenylamine, which has a sensitivity to nitrate ions. Colorless diphenyl benzidine is first formed, which upon
further oxidation is converted into a diphenyl benzidine quinoid derivative having a blue color. Obtained powders
were dried in air at 45 ◦C for 5 hours and annealed in platinum crucibles (also in air) at 600 ◦C for 1 hour.

All samples were analyzed using a Bruker D8 Advanced (Cu Kα radiation) diffractometer. Particle sizes
and morphology were determined by a Carl Zeiss NVision 40 scanning electron microscope. Differential thermal
analysis (DTA) and differential thermal gravimetric analysis (DTG) was performed on a MOM Q-1500 D derivato-
graph with platinum crucible on air (rate of heating/cooling - 10 degrees/min). Fluorescence of the samples was
excited by a 443 nm cw laser diode with a pumping power density of 152.8 W/cm2. The luminescence spectra
were recorded with Stellarnet EPP 2000 spectrometer using a 5 mm filter (ZhS-16) and corrected for the spectral
sensitivity of spectrometer. The luminescence kinetics were registered with the use of scanning monochromator
with 600 l/mm diffraction grating and under pulsed excitation with 444 nm laser light from OPO system Lotis
TII LT2211. The luminescence light was converted by photomultiplier tube FEU62 and digitalized by BORDO
oscilloscope.

3. Results

Typical X-ray diffraction pattern of CaF2:Yb:Pr unannealing sample is presented in Fig. 1a. All observed
reflections are in a good agreement with JCPDS Card #77-2245 data, i.e., XRD results confirmed that synthesized
samples contain only one fluorite-type phase. According to our previous experimental data for similar samples,
the luminescence intensity of unannealed samples was low. One of the main reasons for this is the presence
of hydroxyl anions in the crystal lattice, which result in quenching of luminescence. We chose the annealing
temperature based on DTA/DTG study (Fig. 2). It‘s clear, that the dehydration proceeds in several stages and
finishes at about 500–550 ◦C. Weight loss upon was 3.7 wt%. Based on this we chose the 600 ◦C and 1 hour
as annealing conditions. Fig. 1b represents XRD data for annealed sample. Lines in the X-ray pattern of the
sample dried at 45 ◦C (Fig. 1a), were much broader than the lines for the sample annealed at 600 ◦C (Fig. 1b).
Annealing leads to an increased crystallite size. We calculated the unit cell parameters for the samples before and
after annealing (Table 1). Annealing at 600 ◦C resulted in an anticipated small decrease in the unit cell parameter
value in comparison with the data for the same composition samples dried at 45 ◦C: see also [18] for the similar
dehydration effect studies. The weight loss upon for dehydration in Table 1 and in TG data in DTA/DTG study
were similar.

Typical scanning electron microscopy (SEM) images of the samples dried at 45 ◦C are presented in Fig. 3a,b,c.
SEM results confirm that particle sizes vary from 20 nm to 80 nm (average particle size is about 35 nm). Fig. 3b
presents SEM image taken in EBSD regime, which allow for atomic contrast regime. The uniform color of the
image on Fig. 3b confirms the single phase composition of the powders. Annealing at 600 ◦C caused the increase
in the particle sizes up to ∼150–200 nm (Fig. 3d,e). Evaluation of chemical composition based on EDX analysis is
summarized in Table 2. The content of praseodymium in the solid solutions is close to it‘s nominal content in initial
aqueous solution. The content of ytterbium fluoride in solid solutions is somewhat higher than in aqueous solution.
The EDX composition determination error is 0.5 mol.%. This means that the concentration of praseodymium in
the samples may also be greater than in the case of ytterbium. The mean value of ytterbium distribution coefficient
between solid and aqueous phases is about 1.45. This means that the crystallization proceeds in an incongruent
manner.

Characteristic luminescence spectra of the samples before and after annealing are presented in Fig. 4a. The
luminescence intensity of the unannealed sample appeared to be very low as it has been predicted and intensity of
Yb3+ luminescence at the wavelengths around 1 micrometer was almost at the level of noise. In the visible spectral
range, we have registered broad luminescence band located in the region of praseodymium luminescence. After
annealing/dehydration stage, the luminescence spectra have changed. In the visible spectral range, characteristic
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FIG. 1. XRD patterns of CaF2:Yb (5.0mol%):Pr (0.1 mol%) powder: dried at 45 ◦C (a), and
annealed at 600 ◦C (b)

TABLE 1. XRD results for CaF2:Yb:Pr solid solutions

No*
Nominal doping After drying at After annealing Weight loss
Pr/Yb, mol. % 45 ◦C at 600 ◦C upon, wt.%

a, Å a, Å

1 0.01/7.0 5.4757(7) 5.4700(6) 4.5

2 0.01/10.0 5.463(2) 5.460(3) 3.8

3 0.01/12.0 5.4799(4) 5.4774(4) 4.2

4 0.05/5.0 5.461(2) 5.464(1) 4.3

5 0.05/7.0 5.476(1) 5.4694(7) 4.1

6 0.05/10 5.4741(8) 5.47643(8) 4.7

7 0.05/12.0 5.4757(7) 5.472(1) 4.1

8 0.05/20.0 5.4826(7) 5.4850(8) 4.8

9 0.1/1 5.460(2) 5.4627(2) 5.7

10 0,1/5 5.4747(3) 5.4737(6) 5.6

11 0.1/10 5.490(2) 5.4759(4) 5.5

12 0.1/20 5.4802(9) 5.481(1) 4.9

13 1/5 5.475(1) 5.469(1) 5.6

14 1/10 5.4731(5) 5.4804(3) 2.7

* – The sample labeling used in Table 1 is maintained across
the whole paper for the reader’s convenience.
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FIG. 2. DTA/DTG analysis of CaF2:Yb(7.0 mol.%):Pr(0.01 mol.%) precipitate. T – temperature,
G – weight, DTA – differential thermal analysis, DTG – differential thermal gravimetry. The
weights at annealing was 3.7 wt.%

TABLE 2. EDX results for CaF2:Yb:Pr samples

Sample number – Pr/Yb, mol.% The effective
temperature of drying Nominal Doping based praseodymium/ytterbium

doping on EDX distribution coefficient

10–45 0.1/5.0 */6.8 –/1.36

10–600 0.1/10.0 */7.1 –/1.42

11–600 0.1/10.0 */15.5 –/1.55

13–45 1.0/5.0 1.1/7.9 1.1/1.58

14–45 1.0/10.0 1.1/14.9 1.1/1.49

* The content of praseodymium is below the limit of reliable determination.

spectral lines of praseodymium ions have been resolved which agree with literature data [19] and consistent with
data for other fluoride systems containing Pr3+ [20–22]. These lines correspond to numerous transitions from 3PJ

manifold to 3HJ and 3FJ manifolds. The intensity of ytterbium luminescence at around 1-micrometer spectral
range has increased one thousand fold. It means that annealing stage is an efficient tool for dehydration and
increasing of ytterbium luminescence.

Luminescence spectra for series of annealed samples with different Pr3+ and Yb3+ ions content have been
investigated. Characteristic spectra are presented in Fig. 4b. The inset shows luminescence lines in visible spectral
range in enlarged intensity scale. The known Pr3+ ion luminescence lines are registered in the visible spectral
range. The intense luminescence within 900–1100 nm range corresponding to 2F5/2−2F7/2 transitions of Yb3+

ions was detected. This indicates a successful transfer of excitation energy from praseodymium to ytterbium.
Intense luminescence of ytterbium at λ = 1 µm overlaps the photosensitivity region of crystalline silicon solar
cells [1, 3]. We observe a decrease of Pr3+ luminescence intensity with higher Yb3+ content for samples with
low levels of Pr3+ doping which proves down-conversion approach for the selected ions pair. This also indicates
the applicability of this approach to increase the efficiency of solar cells. At the same time, the decrease of
shorter wavelength peak of Yb3+ luminescence is observed with the increase of Yb3+ content, which speaks about
reabsorption process.

Unfortunately, the effort to increase the down-conversion yield by an increase of Pr3+ ion content does not
yield positive results. In Fig. 5a one can see that luminescence lines intensity of Pr3+ ions increase while the
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(a) (b)

(c) (d)

(e)

FIG. 3. (a) SEM image of sample 10 after drying at 45 ◦C. (b) SEM image (EBSD regime) of
sample 13 after drying at 45 ◦C. (c) SEM image of sample 14 after drying at 45 ◦C. (d) SEM
image of sample 10 after annealing at 600 ◦C. (e) SEM image of sample 11 after annealing at
600 ◦C.
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(a) (b)

FIG. 4. Luminescence spectra for sample of CaF2 with Pr3+ (0.1 %) and Yb (5 %) before and
after annealing (a), luminescence of a series of CaF2:Pr:Yb samples annealed at 600 ◦C (b)

intensity of Yb3+ ions drops for samples with 5 % of Yb3+ when increasing the Pr3+ content from 0.05 % to
1 %. Apparently, we have the opposing process of radiationless decay of Yb3+ ions excited state.

In order to clarify this, we have studied the Yb3+ luminescence decay kinetics in the series of samples with
constant Yb3+ content and varying Pr3+ content. In the Fig. 5b luminescence decay curves of Yb3+ detected at
978 nm are presented. It is clearly seen that Yb3+ luminescence lifetime drops with increased Pr3+ ion content.

(a) (b)

FIG. 5. Luminescence spectra (a) and Yb3+ luminescence decay (b) for samples of CaF2 with
constant Yb3+ content (10 %) and various Pr3+ content

Apparently, this quenching occurs due to close location of 2F5/2 and 1G4 manifolds for Yb3+ and Pr3+

ions respectively in the band gap of CaF2 matrix which provides energy transfer from Yb3+ to Pr3+ ions. This
process brings more restrictions to search for optimal Yb and Pr ions composition in CaF2 for means of efficient
down-conversion. The highest level of luminescence intensity among all the studied samples was observed for the
composition CaF2:Pr (0.05 mol.%):Yb (5.0 mol.%).

4. Conclusions

Single-phase precipitates with an average particle size of about 35 nm were formed upon precipitation of
Ca1−x−yYbxPryF2+x+y solid solutions from the corresponding aqueous nitrate solutions. Crystallization of fluoride
phases proceeds according to the incongruent mechanism. The mean value of the ytterbium distribution coefficient
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was about 1.45. These samples dried at 45 ◦C had weak luminescence intensities. The annealing step for
dehydration was found to be necessary for intensity luminescence increasing. According to DTA/DTG study, the
temperature of annealing must be higher than 550 ◦C. The annealing conditions chosen for further study were
600 ◦C, 1 hour. After annealing, the particle size increased up to 150–200 nm. Individual luminescence bands of
praseodymium are distinguishable in the luminescence spectrum. The intensity of the luminescence of ytterbium
increased by 1000-fold. At the same time, we have observed the quenching of Yb3+ ions luminescence at high
levels of Pr3+ content apparently due to energy transfer from 2F5/2 manifold of Yb3+ to 1G4 manifold of Pr3+

ion. The highest luminescence intensity of ytterbium was determined for a Ca0.9495Yb0.0500Pr0.0005F2.0505 solid
solution. This composition is substantial interest for further experiments aimed at the creation of luminescent
coatings on crystalline silicon designed to increase the efficiency of solar panels.
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In this work the systematic study of the Au/TiO2 and Ag/TiO2 nanocomposites was evaluated. Aeroxide P25 preparation was taken as a titania

precusor. Composites were obtained using different wet chemistry techniques: impregnation by previously prepared nanoparticles(NPs) sols,

in-situ reduction by sodium borohydride, sodium citrate and UV irradiation. The varying of the synthesis method due to the reduction rate

differences results in the different interaction between metal NPs and titanium dioxide, and hence different metal/TiO2 contacts were observed.

All the obtained samples were analyzed by XRD, TRS, SEM with EDX and TEM with EDX. According to the statistical analysis of the TEM

images the correlation between the metal NPs rate formation and their anisotropy was shown, which may allow us to consider the anisotropy

as a descriptor of the contact quality. Combining the results of the optical spectroscopy with the NPs TEM statistical analysis, we confirmed

the correlation between observable anisotropy and the contact quality. Finally, the effect of the synthesis method on the photocatalytic activity

(PCA) of nanocomposites was shown. Since the work functions of Au and Ag differ, the opposite effects on PCA are expected. Thus, in the

case of the Au/TiO2 nanocomposites, the positive effect associated with NPs anisotropy on the PCA was demonstrated. Alternatively, in the

case of the Ag/TiO2 nanocomposites the PCA evolution was detected only in the case of small NPs formation.
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1. Introduction

Currently, photocatalysis is widely used in numerous light-driven technologies, e.g. for water purification [1],
waste degradation [2–4], water splitting [5] and CO2 reduction [6]. TiO2-based materials are one of the most
popular photocatalysts, demonstrating high PCA due to required energy bands positions and an acceptable band
gap of 3.2 eV, which corresponds to the near UV range [7]. However, the effective wavelength range for the
photocatalysis mediated by pure TiO2 is limited by UV. PCA of titania-based materials in the visible range can be
improved by increasing their absorbance at 400–700 nm wavelengths [8]. For this, the morphology and structure
of photocatalyst can be modified by the introduction of dopant additives [9] or accurate (and rather complicated)
tuning of the shape of titania NPs [10, 11]. At the same time, large-tonnage production of commercial TiO2

catalysts, such as Aeroxide P25, is based on the pyrolysis of titanium compounds [12, 13]. Therefore, post-
processing modification of TiO2 NPs is more economically feasible for production of visible-range photocatalysts.
Such methods include design of the contact titania with other materials, e.g. metal and semiconductor NPs, carbon-
based materials, dye molecules. The main disadvantage of the carbon-modified titania is a significant shading and
loading of the photocatalyst surface, since optimal carbon materials addition is usually 20–30% that can affect on
the absorption ability [8]. Dye-sensitized titania is widely applied for the solar cells [14], but suffers significantly
from the photocatalytic dye degradation.

Loading of the titania surface with semiconductor NPs results in a visible-light induced PCA and increases
the total (UV and visible) PCA in the case of II-type heterojunction formation. As demonstrated in our earlier
article [15], the PCA of nanocomposite based on Aeroxide P25 and WO3·H2O was increased by ca. 30% higher
in comparison with the pristine Aeroxide P25. Similarly, Han et al. [16] reported PCA increasing upon loading
TiO2 with semiconductor Cu2O NPs However, modification of titania with metal NPs (such as Ag, Au, Pd, Pt,
Cu) is known to be much more effective for achievement of PCA in visible range [17–19].
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The formation of the Schottky contact between the metal and semiconductor components of the nanocomposite
may increase PCA due to an interparticle charge carriers transfer [20] leading to the spatial separation and, hence,
longer lifetimes of photogenerated nonequilibrium electrons and holes. The ohmic contact formation does not result
in the charge carriers separation, and hence increase of the PCA is not expected. Moreover, there are few possible
mechanisms [21] of energy transfer from plasmonic NPs to the semiconductor, which beneficially effects PCA.
According to the work functions of bulk gold and anatase, which are 5.23 eV [22] and 5.10 eV [23] respectively,
we can expect Schottky contact formation in this case, whereas Ag/TiO2 contact should be ohmic due to work
function of silver, which is 4.25–4.37 eV [24]. Based on the bulk materials band structure, the principal scheme of
the Au/TiO2 and Ag/TiO2 contacts are presented on the Fig. 1.

FIG. 1. Principial scheme Au/TiO2 and Ag/TiO2 contacts structures based on the bulk materials
work functions

At the same time, many authors declared the positive effect of silver NPs on the PCA of titanium dioxide.
Some recent reports addressing the Ag NPs effect on the PCA of TiO2 are summarized in the Table 1. It should
be noted that a significant increase (1.5–2 times) is observed mainly for the <10 nm NPs. Alternatively, in the
case of larger NPs, the nanocomposites demonstrated decreased PCA. This observation can be explained by a
significant increase of Fermi level in silver NPs, which was confirmed elsewhere [25] by Kelvin probe microscopy
of gold and silver NPs. Similar size effect was observed by Cozzoli et al. [26], namely the PCA increase was
associated with the charge carriers separation observed only in the case of 8-10 nm silver NPs. The measurements
of the equilibrium potential of irradiated Au/TiO2 nanocomposites reported by Subramanian et al. [27] revealed a
size-related shift of Fermi level in Au NPs. The greater shift of the Fermi level was observed in smaller Au NPs
(20 mV for 8 nm diameter, 40 mV for 5 nm and 60 mV for 3 nm Au NPs) and caused the increase of PCA.

The shape and size variations primarily effect on the optical properties of plasmonic NPs due to the changes
of the surface plasmon resonance (SPR) parameters. Particullary, red shift of the SPR wavelength was observed
upon increasing the diameter of gold nanospheres [42]. Eustis et al. [43] showed that the increase of the aspect
ratio of anisotropic elliptical gold particles also leads to an increased SPR wavelength. A number of methods
were developed for mathematical simulation of light scattering and absorption by plasmonic NPs, e.g. Discrete
Dipole Approximation (DDA), Finite Element Methods (FEM). Several analytical methods (Mie theory, quasistatic
theory) [44] were also reported. Kelly et al. [45] used DDA and analytical methods to calculate theoretically the
effect of different factors (size, medium permittivity, aspect ratio) affecting the SPR peak position. Therefore, the
red shift of the SPR peak position can be caused by increasing of the NPs diameter, aspect ratio, refractive index
of the medium, whereas blue shift may be caused by snipping of the non-spherical particles.

As shown above, the effect of plasmonic NPs size on PCA of TiO2 is studied rather well. At the same time,
the impact of the contact between Au or Ag and TiO2 counterparts has insufficient experimental confirmation.
Here we employed different synthesis techniques, namely impregnation with pre-synthesized NPs, reduction of
Ag+ and AuCl−4 ions with sodium borohydride (rapid reaction), as well as sodium citrate and UV irradiation
(slower reactions) to produce the series of Au/TiO2 and Ag/TiO2 nanocomposites. We used TEM to characterize
the NPs morphology and to estimate the shape anisotropy which was chosen as a simplified descriptor of the
contact quality. These data were compared with the measured and simulated UV-visible-NIR absorption spectra of
the nanocomposites. The composition and structure of the nanocomposites was also studied by XRD, SEM-EDX
and STEM-EDX. Finally, we discussed the impact of plasmonic NPs morphology (effective size, shape anisotropy)
and their contact with TiO2 on the PCA of the designed nanocomposites.
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TABLE 1. The articles review data of the metal nanoparticles size effect on the PCA of Ag/TiO2 nanocomposite

Ag NPs size Method of PCA measurement∗ Relative increase of PCA Ref

1–2 nm MO Photodegradation 1.15 [28]
1.5–2 nm Phenol photodegradation 1.5 [29]
2 nm Photodegradation of acetone 1–1.2 [30]
2–4 nm RhB Photodegradation 1.5 [31]
3 nm MB Photodegradation 3.7 [19]
3 nm Photodegradation of Safranin-O 1.6 [32]
3–5 nm Photodegradation pentachlorophenol 2 [33]
5 nm MB Photodegradation 2.8 [19]
5 nm MB Photodegradation Visible light irradiation [34]
7 nm Selective oxidation of benzyl alcohol 2 [35]
7 nm RhB Photodegradation 2 [36]
8 nm MB Photodegradation 2 [19]
9 nm MO Photodegradation 1.2 [37]
7–10 nm MB Photodegradation 1.1 [38]
10 nm Catalytic oxidation of benzene None [39]
20 nm MO Photodegradation 1.5 [40]
24 nm RhB Photodegradation Visible light irradiation [41]
∗MB — Methylene Blue, MO — Methyl Orange, RhB — Rhodamine B

2. Simulation

To determine the SPR peak position position in the media with different permittivity, we calculated the
dependence of the extinction cross sections on the wavelength for gold and silver NPs with a diameter of 20 nm.
The calculation was provided by the Mie theory:

σ(λ) =
24π2a3

√
ε3
m(λ)

λ ln 10
·

[
εi(λ)

(εr(λ) + 2εm(λ))
2
+ εi(λ)2

]
, (1)

where a — a particle size, εi(λ) and εr(λ) — imaginary and real parts of the NPs material permittivity as a function
of a wavelength, and εm(λ) — a permittivity of the medium.

The DDA modelling were performed using the DDSCAT software [46]. Values of the real and imaginary parts
of the complex dielectric permittivity of gold and silver were taken from the article [47] in the both cases. Size of

model particle was chosen at least of 30000 dipoles. Effective size was recalculated as aeff =
1

2
· deff . To reduce

the angular dependency, for each λ, deff nine target orientations were averaged for two incident polarizations.

3. Experimental

3.1. Synthesis

3.1.1. Reduction with sodium borohydride. Aqueous solutions of gold or silver precursors (HAuCl4 or AgNO3,
respectively) were added to reach the metal amount of 5% w.p. in the final nanocomposite. The pH value was
adjusted by drop-wise addition of 2M NaOH or HNO3 solutions and was measured by ESK 10601/7 electrode,
filled with NH4NO3 solution to prevent the seepage of chlorine ions to the mixture. Samples were obtained only
in the acidic media (pH 2–6) due to oxide and hydroxide precipitation possibility in the case of silver and basic
reduction in the case of gold [48]. After the pH adjustment, suspension was stirred for the 30 min, and then a fresh
ice-cold NaBH4 solution was added with 30% molar excess relative to the metal ions concentration. The principial
reactions may be written as follows:

Ag+ +BH−
4 + 4H2O→ B(OH)−4 + 3.5H2 ↑ +H+ +Ag, (2)

AuCl−4 +BH−
4 + 4H2O→ B(OH)−4 + 2.5H2 ↑ +3H+ + 4Cl− +Au. (3)
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The side process of sodium borohydride hydrolysis may be described as follows [49]:

BH−
4 + 4H2O→ B(OH)−4 + 4H2 ↑. (4)

In the case of AuCl−4 reduction, the solution color was changed from light-yellow to dark red-wine over
3–5 min. This corresponds to the relatively rapid formation of gold NPs. In the case of Ag+ reduction, the
colorless solution becomes yellowish brown in a similar timeframe as in the case of gold. The obtained products
were separated by centrifugation (8000 rpm, 15 min), and triple rinsed with the DW (160 ml each time). The final
precipitate was dried at 80◦C during 12 h. It should be noted, that rinse water was colorless, and the absence of
observable concentration of metal NPs in the rinse water is the evidence of the nanocomposite formation. Samples
obtained using this method were labelled as Au/TiO2 (b) and Ag/TiO2 (b).

3.1.2. Reduction with sodium citrate. Syntheses utilizing sodium citrate as a reducing agent were evaluated by
the similar method: DW solution of sodium citrate was added to the titania aqueous suspension with the metal
precursor. During the reduction process temperature was maintained at 90◦C to increase the reaction rate. The
ratio of metal ions and sodium citrate was about 1:9. In the case of gold NPs formation, it took about 20 min to
change color of the reaction solution from yellow to light violet. In the case of silver NPs formation the reaction
was carried out for 6 h and the color of reaction mixture was changed from colorless to dark brown. The principial
reactions of the metal ions reduction by the citrate anions may be written as follows [50–52]:

2Ag+ +C6H5O
3−
7 → C5H4O

2−
5 +CO2 ↑ +H+ + 2Ag, (5)

2AuCl−4 + 3C6H5O
3−
7 → 3C5H4O

2−
5 + 3CO2 ↑ +3H+ + 8Cl− + 2Au. (6)

The obtained products were separated, washed and dried under same conditions. The rinse water was colorless as
well as in the case of reduction by borohydride. Samples obtained using this method were labelled as Au/TiO2

(cit) and Ag/TiO2 (cit).

3.1.3. Reduction with UV light. To functionalize titania with metal NPs under UV light, an aqueous suspension
of titania, included 20 mg titania powder with 100 ml of metal precursor solution (concentration corresponded to
5% w.p. of metal in the final product), was irradiated by the UV lamp MADIX Y1207 (electric power 20 W) under
a vigorous stirring. In the case of Ag/TiO2 nanocomposites, the suspension was irradiated for 20 min, whereas
in the case of Au/TiO2, the reaction could be as long as 3 h. The completion of reaction was indicated by the
finishing of the color changing. Then, samples were separated by the centrifugation, washed and dried under same
conditions. Samples obtained using this method were labelled as Au/TiO2 (UV) and Ag/TiO2 (UV).

3.1.4. Reference samples. Au/TiO2 and Ag/TiO2 nanocomposites were also prepared by mixing of the titania
suspension with previously prepared gold or silver NPs sols. Metals NPs sols syntheses were carried out at
same condition as in the case of citrate reduction, but without the precence of titania. To obtained mixtures
containing metal and semiconductor NPs were freezed using a liquid nitrogen and then freeze-dried by Labconco
Freezone lyophilizer. Dried samples were washed with the centrifugation in DW water. Since rinse water after the
sample precipitation was also colorless, we assume that non-redispersibility of NPs was caused by the formation
of nanocomposite of metal NPs with titania. Samples obtained using this method were labelled as Au/TiO2 (imp)
and Ag/TiO2 (imp).

3.2. Analysis

3.2.1. X-Ray Diffraction. Phase composition of the nanocomposites was investigated by the X-ray Diffraction
(XRD) at CuKᾱ radiation on the Rigaku D/MAX 2500 diffractometer with the rotating anode. X-Ray patterns
were collected at the 10–90◦2θ range, 0.02◦2θ step, with 1 s acquisition in each point. To deconvolute titania, gold
and silver peaks 30–50◦2θ range was investigated with the 10 s acquisition at each point. XRD profile analysis
were performed using Jana2006 [53] software. The coherent scattering region (CSR) sizes dCSR were calculated
by the Sherrer equation.

3.2.2. ζ-potential measurement. ζ-potentials of the aqueous nanocomposite suspensions were measured using
Zetasizer Nano ZS. Titania P25 suspension was adjusted to the required pH value (pH of 3–9 range) by the
drop-wise addition of 2M HCl and NaOH solutions and then 1 ml of obtained suspension was transferred into
the Malvern Instruments DTS1070 cell. Measurement was performed in the transmission geometry using standard
633 nm laser and 17◦ scattering measurement angle.
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3.2.3. Total reflectance spectroscopy. The total reflectance spectra (TRS; both diffuse and specular reflectance) of
synthesized nanocomposites were registered in UVvisible-NIR range using Lambda 950 (Perkin Elmer) spectropho-
tometer (wavelength range of 300–1000 nm, with 1 nm step). The spectra were collected using Spectralon-coated
integrating sphere (150 mm diameter). The samples were placed to the reflectance port of the sphere. White
Spectralon standard was used to collect 100% total reflectance reference. The registered TRS were recalculated to
the absorbance using the standard software of the spectrophotometer.

3.2.4. Electron Microscopy. The Scanning Electron Microscopy (SEM) images and energy-dispersive X-ray spec-
tra (EDX) were recorded on a Supra 50VP (Leo), equipped with EDX X-MAX 80 detector and INCA software
(Oxford Instruments Inc.). Transmission Electron Microscopy (TEM) Bright Field (BF) images and the correspond-
ing EDX maps were obtained on the Libra 200MC (Zeiss) microscope operating at 200 kV and equipped with EDX
X-MAX 80T detector and the AZtec software (Oxford Instruments Inc.). The TEM images were analyzed with the
Gwyddion software [54] to calculate the size and shape distributions of NPs. Observed NPs were approximated as
elliptical particles, so the lengths of a and b pair axes for each ellipse were measured (see the scheme on Fig. 2).

(a) (b)

FIG. 2. (a) Au/TiO2 (cit) TEM BF image with scheme of the particle size measurements,
a and b — elliptical axes. (b) Normalized negative cumulative distribution

For each particle the effective size deff was calculated as a diameter of the sphere with the same volume:

deff =
3
√
a · b2. (7)

After that the deff distributions were calculated with the step of 1 nm using scipy and Matplotlib software [55,
56]. The parameters of Gauss fits for the obtained size distributions are presented in Table 2.

TABLE 2. Statistical parameters of the nanocomposites

Sample CSR, nm deff ,nm ωeff k90% k50% k10% λSPR

Au/TiO2 (imp) 25 30 4 1.02 1.11 1.28 557
Au/TiO2 (b) 7 11 6 1.01 1.12 1.33 544
Au/TiO2 (cit) 17 22 7 1.04 1.17 1.37 537
Au/TiO2 (UV) 15 17 5 1.03 1.16 1.43 550

Ag/TiO2 (imp) 20 16 6 1.02 1.11 1.30 440
Ag/TiO2 (b) 7 13 4 1.01 1.10 1.30 438
Ag/TiO2 (cit) 14 20 11 1.05 1.20 1.52 447
Ag/TiO2 (UV) 23 21 8 1.05 1.22 1.46 453

To reveals the observable anisotropy of metal NPs, the negative cumulative distribution of k = a/b value was
calculated with the step of 0.01. Based on this distribution, there were calculated the k10, k50 and k90 values,
which corresponds to the 10%, 50% and 90% amount of NPs with anisotropy higher than k.
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3.3. PCA measurements

The photocatalytic activity of the samples was measured by the decolorization of a methyl orange (MO) dye
solution. For that, 2–3 mg of the sample were dispersed in 8 ml of DW by the ultrasonic treatment and placed into
the thermostated (40◦C) AceGlass reactor. Part of measurements were repeated with the use of phosphate buffer
(pH 6.9) instead of DW. The 7 ml of 0.3 mM MO solution was added after 10 minutes. The concentrations in the
suspension was of 0.14 mM/l of MO and 130–200 mg/l of catalyst. After the next 10 min, the suspension was
irradiated by 5W high pressure Hg lamp. The photocatalytic experiments were performed for 3 hours. During the
experiment, the reaction mixture was pumped through Malvern Instruments DTS1070 cell, where the absorption
spectra was acquired every 3 s using the xenon HRX-2000 lamp and Ocean Optics QE65000 spectrometer. The
details of experimental setup and data processing are described in our previous articles [15,57]. In the work [57], we
demonstrated, that in the case of this set up the obtained data of the MO decoloration corresponds to the oxidative
photodegradation of MO. The initial titania (Aeroxide P25) was used as a reference in all the measurements. The
PCA value PCAS for the sample S was calculated from the MO decolorization rate rS in the normalization on
the sample weight mS as follows:

PCAS =
rS/mS

rP25/mP25
· 100%. (8)

The value of rP25/mP25 for the used setup was of 0.09 mg−1·h−1 for the buffer solution and of 0.14 mg−1·h−1

for the DW. The use of inorganic buffer solution for PCA measurements allows one to reach the stability of pH
value during the photodegradation process, which is preferrable in the case of the decolorization rate measurements
for the pH-sensitive dyes. Moreover, for the PCA measurements of titania and titania-based nanocomposites, the
phosphate buffer solution significantly improve the suspension stability.

Such effect is not too obvious: it is well-known, that the point of zero charge (PZC) for titania is about of
the pH 6–7, and the pH of phosphate buffer solution is pH 6.9. Besides, due to the adsorption of phosphate
anions on the titania surface and the following changes in ζ-potential, the aggregation ability in the case of DW is
more than in the case of buffer solution. Measured values of ζ-potential for P25 titania suspension with different
pH, compared to the same for phosphate buffer solution are shown in Fig. 3. However, due to the phosphate
anions absorbtion, measured PCA value significantly decrease and it should be taken into the account during the
measurements [58–60].

(a) (b)

FIG. 3. (a) ζ-potential distributions and (b) pH dependency of ζ-potential for the titania suspen-
sion in DW and phosphate buffer solution (red curve). The red dot corresponds to the ζ-potential
value in the buffer solution

4. Results and discussion

Wet chemistry techniques are widely used for silver and gold NPs decorization of titania [8, 27, 35, 41]
and other semiconductors [61]. Among these techniques, the most popular are impregnation of semiconductor
powder by previously synthesized metal NP sols and in situ growth of NPs on the semiconductors surface. The
latter is usually based on reduction of dissolved Au(III) and Ag(I) compounds. The rate of reduction has a
strong impact on the morphology of obtained metal NPs. Additionally, it may determine the type of nucleation
(homogeneous or heterogeneous) and, hence, the contact quality between metal and semiconductor counterparts in
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final nanocomposites, affecting their properties. Therefore, here, we used different rates of HAuCl4 and AgNO3

reduction in the presence of titania suspension. For the rapid reduction we employed sodium borohydride, whereas
slower reduction was provided by sodium citrate and UV irradiation. Moreover, to tune the reduction rate using
citrate anions, the reaction mixture additionally was heated to increase the rate of reduction, whereas in the case of a
borohydride anions in this work used an ice-cold solution to slow it down. The reduction by photogenerated charge
carriers [62] was used to increase the contact effect on the nanocomposites properties via directly NPs formation
on the semiconductor surface. Photoexcited electrons reduce the metal ions adsorbed on the semiconductor surface,
and hence this reduction method leads to heterogeneous nucleation. In the case of the rapid reduction, which
we can observe using borohydride anions, we can expect a homogeneous nucleation and the formation of a weak
metal/semiconductor contact. Therefore, in this case metal NPs have a lower effect on the properties of the obtained
nanocomposites. Using citrate anions and UV irradiation the rate of reduction is low, and hence the heterogeneous
nucleation and a better contact formation should be expected. Au/TiO2 and Ag/TiO2 nanocomposites prepared by
impregnation technique were used as reference samples.

4.1. Size and morphology

The TEM BF images of the synthesized nanocomposites are shown on Fig. 4 and Fig. 5. All the employed
techniques resulted in appearance of gold or silver NPs distributed on the surface of titania NPs (40 nm for both
anatase and rutile phases). The results for Au/TiO2 and Ag/TiO2 nanocomposites obtained by the impregnation
of titania powder with previously synthesized NPs demonstrate that this method results in a narrow distribution
of NPs sizes, but generally, the nanocomposites include aggregated NPs as at Fig. 4a and Fig. 5a. The presence
of suspended titania particles may initiate the aggregation process of the initially stable metal NPs aqueous
colloid suspension. Generally, to prevent the NPs aggregation, it may be reasonable to use well-stabilized water
redispersible metal NPs, stabilized by humate polyanions [50], but the use of stabilizing agents affects on the
metal/semiconductor contact due to the organic interlayer, and hence obtained materials are not applicable in
photocatalysis.

(a) (b) (c) (d)

FIG. 4. TEM BF images of the nanocomposites: (a) Au/TiO2 (imp), (b) Au/TiO2 (b),
(c) Au/TiO2 (cit), (d) Au/TiO2 (UV)

(a) (b) (c) (d)

FIG. 5. TEM BF images of the nanocomposites: (a) Ag/TiO2 (imp), (b) Ag/TiO2 (b), (c) Ag/TiO2

(cit), (d) Ag/TiO2 (UV)
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To quantify the particles size and compare the anisotropy of NPs, a statistical analysis was performed. The
average effective diameters of metal NPs were calculated for all samples and are presented in the Table 2. In
the case of nanocomposites obtained with the reduction by borohydride the averaged diameter of the metal NPs
is significantly smaller both for gold and silver (11–13 nm) that in the case of reduction by citrate and UV
(20–22 nm). According to the calculated cumulative anisotropy distributions k10%, k50%, and k90% values were
determinated and are presented in the Table 2. In the case of reduction with sodium borohydride and deposited
by impregnation metal NPs anisotropies are smaller that in the case of the citrate and UV irradiation syntheses
methods. These differences may be caused by the reduction rate differences. Rapid reduction with the borohydride
results in the high probability of the homogeneous nucleation, but in the case of slow reduction with the citrate
and especially UV irradiation it leads to the heterogeneous nucleation on the surface of titania particles. Therefore,
such anisotropy may indicates the contact quality. The differences in the anisotropies of metal NPs, obtained by
a citrate reduction with and without titania presence may serve as an additional evidence of the heterogeneous
nucleation. In the case of the titania presence, the anisotropy of metal NPs is higher, that in the case of reduction
without the titania, and the size of AuNPs is lower. Ag NPs in the sample Ag/TiO2 (cit) have the size distribution
too wide for such comparison (see Figs. 6, 7 and Table 2). It seems to be caused by the secondary nucleation in
these conditions [63].

(a) (b) (c) (d)

FIG. 6. 2D distributions of gold NPs in the Au/TiO2 nanocomposites: (a) Au/TiO2 (imp),
(b) Au/TiO2 (b), (c) Au/TiO2 (cit), (d) Au/TiO2 (UV)

(a) (b) (c) (d)

FIG. 7. 2D distributions of silver NPs in the Ag/TiO2 nanocomposites: (a) Ag/TiO2 (imp),
(b) Ag/TiO2 (b), (c) Ag/TiO2 (cit), (d) Ag/TiO2 (UV)

In the case of samples, obtained using UV irradiation, high anisotropy were expected due to a reduction of
metal ions directly on the surface of titania, and, hence, the heterogeneous nucleation. According to the obtained
data, NPs size and anisotropy distributions are similar to the particles, obtained by the citrate reduction. The
number of particles of ≥ 75 nm in the Ag/TiO2 (UV) and the corresponding value of k10% higher, that in the
case of all the other samples, seems to be caused by the direct AgNO3 decomposition in the solution under the
UV irradiation. The metal NPs size and anisotropy distributions are presented on Figs. 7, and 6. Summarizing
the TEM statistics results we conclude that the k-values, presented in the Table 2 may be used as an anisotropy
descriptors, and according to the synthesis methods, allows one to estimate the quality of contact between titania
and metal NPs.

4.2. X-ray diffraction

The XRD demonstrates that all samples posses titania with initial anatase-rutile ratio, whereas gold and silver
included in nanocomposites correspond only to fcc phases(Anatase (JCPDS Card no. 21-1272), Rutile (JCPDS
Card no. 21-1276), Gold (JCPDS Card no. 4-784), Silver (JCPDS Card no. 4-783)). Using EDX analysis it
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was confirmed that the metal content corresponds to the 5%w.p. Based on results of the XRD profile analysis,
the coherent scattering regions (CSR) were calculated and shown in the Table 2. Being in the 10–25 nm range
the calculated CSR sizes consistent with with the TEM data: samples, obtained by the borohydride reduction
demonstrate the smaller CSR size of 7 nm in comparison with the case of reduction by citrate (14–17 nm). The
CSR size for impregnated sample Au/TiO2 (imp) is less that the same value for the Au/TiO2 (cit) sample, obtained
by the similar value in the presence of titania. Generally, the XRD results confirm the TEM data and hence we
can consider the TEM statistics sufficient. For the NPs size relations for the samples Ag/TiO2 (imp) and Ag/TiO2

(cit) there are the difference between TEM data and the CSR sizes. These differences potentially caused by the
significant anisotropy of the particles for the Ag/TiO2 (cit) sample (see Fig. 7). Insufficient number of fcc metals
peaks on the XRD patterns and overlapping of reflexes does not allow to resolve the anisotropy of CSR in this
case (Fig. 8), therefore, the TEM data seems to be more informative here.

FIG. 8. XRD patterns of Au/TiO2 (cit), Ag/TiO2 (cit) nanocomposites and the initial Aeroxide P25

4.3. Optical properties

According to the eq. (1) the SPR peak position should be expected to shift to the higher wavelength range
with the increase of the medium permittivity up to the value, corresponding to the core-shell metal@TiO2 NPs.
The results of DDA calculations are exemplified on the Fig. 9. Range of deff and anisotropy values were
taken of 5–100 nm and 1–1.25 correspondingly to be representative for the previously calculated distributions
(Figs. 6,7). It was shown that in the selected range of parameters, there are no significant changes of the SPR
peak position, associated with the size and anisotropy effects. Meanwhile, broadening of the SPR peak increases
with the anisotropy, which may indicates the contact formation analyzing optical absorption spectra. It should
be noted, that the mean value of refractive index varies from one particle to another due to different quantity of
neighboring titania particles. Therefore, the red shift of the SPR peak may be interpreted as a descriptor of the
contact properties.

(a) (b) (c) (d)

FIG. 9. Simulated absorption spectra for Au NPs with the deff value vary from 5 to 100 nm
and the asymmetry coefficient of (a) 1, (b) 1.05, (c) 1.15 and (d) 1.25
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UV-vis TRS allowed collection of optical absorption spectra, which are presented on the Fig. 10 and Fig. 11.
According to this spectra, we can observe the presence of absorption edge at ca. 400 nm, which corresponds to
the titania band gap. Since there are not shift of absorption edge position, initial titania matrix have not changed
in the nanocomposites syntheses. In the range of 535–560 nm for the Au/TiO2 nanocomposites and 435–455 nm
for Au/TiO2 nanocomposites we can find an intense SPR peak. The position of the SPR peaks are between the
extinction maximums for metal NPs in air and in titania media, therefore, changing of the medium permittivity
particularly effect on the spectra.

(a) (b)

FIG. 10. Experimental absorption spectra for Au/TiO2 nanocomposites: (a) synthesized by dif-
ferent reduction methods and (b) synthesized with borohydride reduction at different pH values.
The vertical lines correspond to the simulated SPR peak positions at the different media

(a) (b)

FIG. 11. Experimental absorption spectra for Ag/TiO2 nanocomposites: (a) synthesized by dif-
ferent reduction methods and (b) synthesized with borohydride reduction at different pH values.
The vertical lines correspond to the simulated SPR peak positions at the different media

According to the maximum of absorption presented in the Table 2 in the case of Ag/TiO2 there is red shift of
SPR peaks positions associated with slow reduction in UV and citrate assistance syntheses. As it was shown on
the TEM data, the reduction rate affects on the anisotropy of metal NPs, and the quality of the contact with titania.
According to the results of simulations for the measured range of sizes and anisotropy values, the red shift primarily
caused by the formation of contact between titania and metal NPs. In the case of Au/TiO2 nanocomposites, we also
can observe similar behavior, however in the case of Au/TiO2 (cit) nanocomposite the SPR peak position is lower
than peak position of other nanocomposites. It may be caused by the side process of homogeneously nucleation in
this case.The presence of a minor absorption peak at the 680–700 nm range may be interpreted as the evidence of
the two different reduction processes.

For the silver NPs, the broad peaks are observed in the case of wide size distributions of NPs (Ag/TiO2 (cit),
Ag/TiO2 (UV)), and for the gold NPs SPR peaks has a similar width, except the case of Au/TiO2 (imp) sample,
where the NPs aggregation additionally affects on the optical properties.
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Comparing the absorption spectra of the nanocomposites obtained at different pH values using borohydride
reduction (Fig. 10b and Fig. 11b), it should be noted that the SPR peak position shifts insignificantly. Therefore,
in this case, the pH value does not affect on the absorption spectra or the nanocomposite morphology.

4.4. Effect of synthesis method on the photocatalytic activity

The photocatalytic measurements were performed in phosphate buffer (pH 6.9) in the case of Au/TiO2

nanocomposites, but in the case of Ag/TiO2 nanocomposites the DW was used due the possibility of a silver
phosphate formation during the photocatalytic process. The obtained PCA values are presented on the Table 3.

TABLE 3. The photocatalytic activity of nanocomposites

Sample PCA∗ Sample PCA∗

Au/TiO2 (b) 190 Ag/TiO2 (b) 200
Au/TiO2 (cit) 270 Ag/TiO2 (cit) 95
Au/TiO2 (UV) 280 Ag/TiO2 (UV) 100
∗PCA values correspond to the MO decoloration rate,
normalized using eq. (8)

It should be noted that in the case of Au/TiO2 nanocomposites series (Au/TiO2 (b), Au/TiO2 (cit), Au/TiO2

(UV)) there is the improvement of PCA. These results very closely correlates with the initial assumption that slow
reaction methods like UV and citrate reduction results in better contact formation. According to the TEM statistics
data, the grade of contact is also associated with increasing of the anisotropy k values.

In front of this, in the case of Ag/TiO2 nanocomposites similar behavior is not detected. Slow reduction meth-
ods and demonstrated above increasing of anisotropy do not lead to PCA improvement. Besides, the Ag/T iO2(b)
nanocomposite demonstrate the twice increasing of PCA compared with initial titania, that may be caused by size
effect. As it was reported in articles review (Table 1) small silver NPs, which we can observe in this case, posses
shifted Fermi level, and hence metal/semiconductor contact turns to Schottky type. Therefore, the size effect
dominates in the case of PCA of Ag/TiO2 nanocomposites.

5. Conclusion

In this work, we demonstrated that the various synthetic methods allow one to obtain the Au/TiO2 and
Ag/TiO2 nanocomposites with different morphology and properties. The use of different reducing agents results in
the various quality of the contact between metal NPs and titania, that significant effects on the PCA. Nevertheless
the direct observation of the contact properties is complicated, therefore the metal NPs anisotropy were suggested
as a contact quality descriptor. We proposed the TEM-based quantitative method of anisotropy measurements with
the use of statistical analysis. It was shown that the increase of anisotropy is likely caused by the interaction
of metal NPs and titania in the synthetic process. Thus, in the case of the low reduction rate the better contact
formation and the high anisotropy are observed.

The results of the PCA measurement demonstrated the opposite effects in the case of the Au/TiO2 and Ag/TiO2

nanocomposites, associated with different work functions of gold and silver. For the Au/TiO2 nanocomposites, the
positive effect of the contact on the PCA value was confirmed, and it correlates with the NPs anisotropy. In the
case of Ag/TiO2 nanocomposites the PCA increasing was detected only in the case of small NPs formation.
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The paper presents experimental studies of nanoparticle layer, which is established on the heated surface during the boiling of nanofluid, and

the influence of the process and resulting nanoparticle layer on the magnitude of critical heat flux. The examined nanofluid is distilled water

(distillate) with dispersed ZrO2 nanoparticles. A nichrome wire is used as heater. The varied parameters are: volumetric concentration of

particles (C0); exposition time in the nucleate boiling regime (τ ); initial heat flux at exposition (q0). Critical heat flux (CHF) was measured in

each case. The morphology of nanoparticle layer produced in different conditions is analyzed using the method of scanning electron microscopy.

The experiments have determined the influence of boiling parameters on the nanoparticle layer formation on the heated surface and sensitivity

of the CHF magnitude to the properties of established nanoparticle layer in the experimental conditions.
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1. Introduction

One of the main indicators of improved efficiency of heat transfer from the heated surfaces is the increased
critical heat flux (CHF). Higher CHF increases thermal strength of the surface, reduces its dimensions, provides
better coolant performance and improves operating reliability and safety of heat exchange equipment.

There are several ways to increase CHF: by changing the surface relief and wetting, adding surface-active
agents into the coolant, though each method has inherent limitations.

Over the last 15 years, different research teams have been active in CHF studies; they examine CHF behavior
at the boiling of nanoparticle (NP) water-dispersions and study their thermophysical characteristics (thermal con-
ductivity, heat capacity, viscosity, surface tension). Main results of the studies can be found in papers and surveys
(e.g. [1] and [2], respectively).

Along with the studies of CHF effects influenced by nanoparticles of different chemical composition, their
concentration in the boiling coolant, heated surface geometry, NP layer morphology and other parameters, the
completed research has put forward new technical solutions for the application of NP technologies for increasing
CHF in the nuclear power engineering (e.g. severe accident source term mitigation in LWR); solar and space
technologies, microelectronics for increasing the thermal strength and reducing dimensions of heated surfaces [3–8].
This shows the inherent utility of this technology for industrial applications.

Nanoparticles used in the fabrication of nanofluids (NF) in the CHF experimental studies were mostly based
on oxides (e.g., ZrO2, Al2O3, SiO2, CuO, TiO2 and others), different carbon formations (e.g. diamond, graphite,
carbon nanotubes), carbides, also oxidation-resistant metals (e.g., gold, silver, copper).

All experiments on nanofluid boiling have registered a NP layer formation on the heated surface and, to a
certain degree, the CHF increase (up to 200%) in comparison with the same at distilled water boiling.

It should be noted that the formation of a porous layer on a heater surface can take place not only upon
nanofluid boiling, but also when different chemical and technological methods are applied. For example, in [9],
a porous layer was synthesized, which was similar to the one produced on the heat generation components of
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operating nuclear reactors. The layer was produced by the layer-on-layer deposition of particles on a substrate.
The electrophoresis deposition (EPD) [10] can also be used for producing a layer having such structure.

Surface layers produced by similar methods are less heat-exchange efficient in comparison with the NP
layer produced at nanofluid boiling. This is probably due to the fact that the morphology and physicochemical
characteristics of the surface show the most optimal parameters only if the layer is formed during nanofluid boiling.

The following essential results have been provided by the completed experimental studies [2, 11–18]:

• Small volumetric NP concentrations in the water dispersion (0.001 – 0.1 vol. %) can cause a sufficient
CHF increase.

• Thermophysical and thermodynamical properties of nanofluid, which contains small volumetric NP con-
centrations (heat capacity, thermal conductivity, viscosity, surface tension, density, angle of wetting on
a clean surface) are practically the same as similar properties of the base liquid (for water dispersion –
distilled water), and they cannot cause the CHF increase.

• At the boiling of water containing nanoparticles, the layer of these particles is established on the heated
surface. It has a regular microporous structure, and its thickness grows versus the time of nucleate boiling
at the rate, which increases with the growth of volumetric concentration of nanoparticles in the liquid and
heat flux.

• Porous layer on the heater surface improves the wettability – reduces the wetting angle at boiling more
than three-fold in comparison with the smooth steel surface, the main condition for CHF increase. This
correlates to a high CHF at the distillate boiling on the surface covered by the NP layer.

• Different models have been developed to take into account the CHF sensitivity to the wetting effect; most
well-known were put forward by T. G. Theofanous, T. N. Dinh [19] and S. G. Kandlikar [1]. These models
give close to actual values of CHF increase at the experimental studies of nanofluid boiling, but they
require the evaluated wetting angle of the NP layer, which can be determined only by experiments.

In spite of the large inventory of experimental data, the available results are ambiguous. E.g. the following
is known about the influence of NP concentration on CHF: CHF increase vs. concentration growth; CHF increase
vs. concentration growth to 0.01 vol.% followed by saturation; with the concentration increase a CHF grows up to
a certain value, reaches its maximum and goes down. The following is known concerning the effect of NP size on
CHF: the larger particle size – the smaller CHF; the correlation of CHF vs. particle size is nonmonotonic and has
a maximum.

A possible reason for mentioned differences is the kinetic peculiarities of the NP layer formation, which depend
on three parameters, the NP size being the same, they are: concentration of dispersed particles, magnitude of heat
flux during nucleate boiling and the time of steady boiling regime. Kinetic peculiarities of the NP layer formation
at the set value of these parameters determine the relief structure, its thickness and eventually the wetting angle
and CHF growth.

The first experimental results on the influence of regime parameters on CHF are given in [15]: the longer period
of steady nucleate boiling is accompanied by a linear growth of both NP layer thickness and CHF magnitude until
saturation at the steady heat flux and different levels of NP concentration. But in [15] the inventory of experimental
data is limited; the reciprocal influence of regime parameters of the NP layer thickness and relief structure, also the
aggregate influence of regime parameters on the optimal characteristics of the nanoparticle layer, which provides
the maximum CHF increase, is not determined.

Therefore, the objective of current work is integrated study of the effect of NF boiling regime parameters on
the formation kinetics and structure of NP layer and CHF.

2. Experiments, materials and methods

At the first stage the nanofluid boiling experiments were conducted at the experimental setup having a novel
design. In the experiments the nanofluid was heated to the saturation temperature in the free convection conditions.
The principal schematic of the setup is shown in Fig. 1.

The setup consists of the following basic parts (Fig. 1):

• 170 ml work cell (1) – thick-walled hollow horizontal cylinder with clamp flange and glass windows to
monitor the boiling process and current leads (4) having collet clamps to fix the studied heater;

• steam volume above the work cell with a thermocouple channel designed to avoid the work cell overpres-
surization during the experiments and for steam temperature measurements (5);

• condenser (7), in which the steam coming from the steam volume during boiling is condensed and returns
into the work cell (7);
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FIG. 1. Principal schematics of experimental setup

• heater (2) for the preheating of the studied fluid to the saturation temperature and its maintaining at the
work cell entrance during the experiment;

• pipes and fittings for filling the work cell with a fluid and its drainage from the experimental setup;
• direct current power supply (11);
• automation and measurement unit (8, 9);
• video camera (6);
• computer (10);
• drainage tank (3).

The examined heater was a nichrome (Kh15N60 GOST 12766.1-90) wire (0.17 mm diameter).
To monitor experimental conditions, the setup included the online measurement, data acquisition and processing

system. Beside that, the boiling was video-recorded through the work cell window.
The studied substance is nanofluid based on distilled water with ZrO2 100 nm nanoparticles (manufacturer

HWNANO, Hong Kong). The nanoparticle concentration in the liquid ranged from 0.001 to 0.1 vol.%. After
addition of predetermined mass of nanoparticles into distilled water, the resulting dispersion was treated in an
ultrasonic bath. The time of ultrasonic treatment was chosen to ensure the maximum dispersion stability. Once the
dispersion was prepared, the volumetric concentration and size distribution of particles were kept under control.
The period of ultrasonic exposure being optimal, if after seven days of exposition in the ambient conditions,
also after several hours of boiling the nanofluid remained stable. Practically no coagulation or precipitation was
observed.

The nanofluid was prepared immediately prior to each experiment. To evaluate CHF in the experimentally
modelled conditions a series of calibration experiments with the distillate was conducted. At boiling on the
distillate or clean surface, also at the boiling of water nanoparticle dispersions the CHF was evaluated from electric
parameters at the moment of wire burnout, which was registered by the system of experimental measurements and
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indicated by the data collected and processed online. Both CHF and NP layer thickness were measured in series
(each combination of parameters was repeated several times).

The experiment procedure is as follows: after the experimental setup cell is filled with nanofluid, which has
the preset volumetric nanoparticle concentration (from 0.001 to 0.1 vol.%), it is heated to the close to saturation
temperature level; the heater is connected to power, its load corresponds to the preset initial HF level (varies in
the range of 0.5 – 1.2 MW/m2). This load level is maintained for a certain period of time – exposition time
(between 1.5 – 30 min). After this, the heat flux is gradually increased in small steps up to the DNB crisis. The
procedure was repeated three times in each regime; heat flux step was made shorter as the CHF was approached.
The crisis is registered as the burnout of heater (wire). Corresponding value of the heat flux density is calculated

as qCHF =
U · I
πdL

(where U – voltage, V; I – current, A; d – wire diameter, m; L – length of the studied wire

section, m).
This is followed by the post-test analysis of the NP layer morphology, resulting from the NF boiling on the

heater in changed conditions. Nanoparticle layer thickness was evaluated in several sections along the wire length
and in the two projections in the cross section close to the place of burnout. Scanning electron microscopy (SEM)
was made using microscope Supra 55VP-25-78. Morphology and NP layer thickness were analyzed in the regime
of secondary electrons.

Using photos provided by Supra 55VP-25-78 microscope the NP layer thickness was evaluated as the average
value, to which the heater (wire) diameter increases in several locations.

3. Results and discussion

3.1. Experimental data on the CHF evaluation

Figures 2–5 provide experimental results on the evaluation of relative CHF changes in NF, when different
parameters in the qnfcr /q

dist
cr = f(q0, C0, τ) coordinates were changed, where qnfcr – CHF in NF; qdistcr – CHF in the

distilled water; C0 – volumetric concentration of NP, vol.%; τ – exposition time in the boiling regime at q0 heat
flux; q0 – initial heat flux value, MW/m2.

The error given in Figs. 2–5 was calculated as the standard uncertainty (standard deviation) in the measurement
series for each combination of parameters.

FIG. 2. qnfcr /q
dist
cr versus exposition τ for different volumetric concentrations of nanoparticles C0

at initial heat flux q0 = 1.0 MW/m2

Experimental data on the evaluation of qnfcr /q
dist
cr given in Figs. 2–5 show the following:

1. Increase in the value of one of the above-given parameters, others kept the same, first leads to the growth
of relative critical heat flux (qnfcr /q

dist
cr ), it goes down after the maximum CHF level is reached.

2. At this, when one of the three parameters (q0, C0, τ) is varied and two others are kept constant, qnfcr /q
dist
cr

gets the maximum value, which corresponds to practically same values of (qmax
0 , Cmax

0 , τmax).
3. E.g. at q0 = 1.0 MW/m2, C0 = 0.01 vol.% and τ = 5 min we have:

• in Fig. 2 and Fig. 5 at fixed values of q0 = 1.0 MW/m2, C0 = 0.01 vol.% and τ varying, the maximum
qnfcr /q

dist
cr = 1.25 is reached at τ = 5 min;
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FIG. 3. qnfcr /q
dist
cr versus volumetric concentration NP C0 for different expositions τ at initial

heat flux q0 = 1.0 MW/m2

FIG. 4. qnfcr /q
dist
cr versus initial heat flux q0 for different expositions τ

at the volumetric nanoparticle concentration C0 = 0.01 vol.%

FIG. 5. qnfcr /q
dist
cr versus exposition τ for different initial heat flux values q0

at the volumetric nanoparticle concentration C0 = 0.01 vol.%
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• in Fig. 3 at fixed values of q0 = 1.0 MW/m2, τ = 5 min and C0 varying the maximum value of
qnfcr /q

dist
cr = 1.25 is reached at C0 = 0.01 vol.%;

• in Fig. 4 at fixed values of C0 = 0.01 vol.%, τ = 5 min and q0 varying the maximum value of
qnfcr /q

dist
cr = 1.25 is reached at q0 = 1.0 MW/m2.

Therefore, as the increase of any parameter leads to the NP layer thickness growth, the qnfcr /q
dist
cr maximum

value reached at the same parameter values can indicate the following: first, close to linear influence of each
parameter on the NP layer thickness; and second, maximum value of qnfcr /q

dist
cr , with a high probability, corresponds

to the determined optimal thickness and morphology of ZrO2 nanoparticle layer, which ensures the smallest wetting
angle, insignificant thermal resistance and open porosity, which is sufficient for the capillary water supply.

3.2. Morphology of nanoparticle layer

To analyze the morphology of NP layer, which was produced on the boiling surface at different regimes and
parameters, and to determine its influence on CHF the following SEM studies of samples were conducted.

Analysis of the X-ray diffraction data and SEM images has shown that the size of the main fraction of
ZrO2 nanoparticles used in the experiment is about 100 nm, but there is a finer-grain fraction present, which
has <100 nm particles. Analysis of the nanopowder’s elemental composition made by EDX analysis gives the
following: 76.7 mass % zirconium, 21.6 mass % oxygen; the sample also contains 1.7 mass % hafnium, which
corresponds to the solid solution of hafnium dioxide in zirconia. The X-ray diffractometry of nanopowder also
provides evidence that the main phase of the examined powder is the monoclinic modification of ZrO2.

In order to analyze the influence of NP layer relief on CHF, let us consider the relief changes vs. its thickness.
As an example, we consider surface relief versus the exposition time extension at the same NF concentration and
unchanged initial heat flux. Fig. 6 shows images of the NP layer relief, which was produced by changing the
exposition time at nanofluid concentration C0 = 0.01 vol.% and initial heat flux q0 = 1.0 MW/m2. In this case
the maximum CHF occurs at the exposition time τ = 5 min (Fig. 6b). The ZrO2 nanoparticle layer has a rather
regular roughness with a distance between the neighboring nanoparticle aggregate peaks of 1.5–2.5 µm.

IIt is evident from Fig. 6 that as the exposition time increases, the surface relief changes. After the 1.5 min
exposition, it is homogeneous, microregular with a relatively uniform combination of peaks and hollows. At the
5 min exposition the relief continues to be homogeneous and microregular, but, as a result of grown thickness of
NP layer the hollow is deeper, which can make the wetting angle smaller. As is evident from Figs. 2–5, at the
5 min exposure, the maximum value of qnfcr /q

dist
cr is reached. Further exposition to 15 min and 30 min makes

the relief of NP layer irregular; it has different thicknesses and microstructure. The growth of NP layer thickness
increases its thermal resistance. Both factors contribute to the considerable CHF decrease, up to qnfcr /q

dist
cr ≈ 1.

Therefore, it can be assumed that there exists an optimal NP layer thickness, which corresponds to the highest
CHF.

The completed SEM analysis of the wire samples after the CHF was reached also confirmed the assumption
given in Section 3: close to linear correlation between the NP layer thickness growth character at changes in one
of the given parameters (q0, C0, τ ), the other two kept steady. Fig. 7 gives the NP layer thickness versus changing
one of the three parameters.

It can be seen from Fig. 7a,b,c that at changing one of the parameters and getting in each case values of
q0 = 1.0 MW/m2, C0 = 0.01 vol.% and τ = 5 min, the NP layer thickness stays unchanged and corresponds to
≈ 2 µm. At this, Figs. 2 and 5 show that in the mentioned parameter values the qnfcr /q

dist
cr gets its maximum. This

is an indirect proof of an optimal thickness of NP layer, at which the CHF is at its maximum.

Statistical analysis of experimental data (71 measurements) is represented on Fig. 8. Residual dispersion
is 0.0315, standard uncertainty is 0.0214. Therefore, we can conclude that data scattering is less than 5 %.
High values of scattering for measurements with low heat flux levels could be due to sufficient irregularity of
nanoparticles layer thickness with high nanofluid concentration and long boiling time.

The limited inventory of experimental data and inherent properties of experimental facility (small volume of
work cell, small diameter of heater – 0.17 mm-diameter wire) and a rather big size of nanoparticles (∼ 100 nm)
does not allow a detailed study of the changed nanoparticle layer morphology and geometric parameters of the cells
– steam generation centers – versus the thickness of NP layer and CHF sensitivity to them. These data are critical
for the numerical model development. However, the provided qualitative relationships provide well-grounded
conclusions.
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FIG. 6. Surface relief changes versus the longer exposition time (concentration 0.01 vol.%, initial
heat flux 1.0 MW/m2) a) τ = 1.5 min; b) τ = 5 min; c) τ = 15 min; d) τ = 30 min
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FIG. 7. NP layer thickness (µm) versus boiling parameters: a) at q0 = 1.0 MW/m2, changed
τ (min) for different C0 (vol.%); b) at q0 = 1.0 MW/m2, changed C0 (vol.%) for different τ
(min); c) at C0 = 0.01 vol.%, changed q0 (MW/m2) for different τ (min). Black circle indicates
points with coordinates C0 = 0.01 vol.%, q0 = 1.0 MW/m2, τ = 5 min, which corresponds to
the maximum CHF value
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FIG. 8. qnfcr /q
dist
cr variation against average value of this parameter in all experimental data

4. Result discussion

Completed experimental studies have determined the following qualitative relationships for the relevant condi-
tions and parameter ranges:

1. If one of the three parameters (q0, C0, τ) is increased, and two others stay fixed, the critical heat flux
(qnfcr /q

dist
cr ) on the heated surface covered with a layer of ZrO2 nanoparticles grows, gets its maximum value and

decreases.
2. Each combination of (q0, C0, τ ) parameter values has its maximum value of (qnfcr /q

dist
cr ), which is fixed

irrespective of the varied specific parameter.
3. Thickness of nanoparticle layer on the heated surface grows following the close to linear curve with an

increase of any parameter (q0, C0, τ ).
4. For each combination of (q0, C0, τ ) parameter values the (qnfcr /q

dist
cr ) maximum is reached at an approxi-

mately the same optimal thickness of NP layer (2 µm), irrespective of the varied parameter.
We can assume that the experimentally observed pattern of CHF dynamics (initial growth to maximum followed

by decrease) at the increased NP layer thickness was caused by the changes in geometric characteristics of the
cells – steam generation centers, and in the NP layer morphology.

In the publication [2] discuss the dependence of wetting angle, the nanolayer morphology being regular,
on geometrical characteristics of cells (distance between the vertices and pits) formed at boiling. The cells are
steam generation centers, which make a critical contribution into the wetting angle magnitude and, consequently,
determine the tear-off diameter of the bubble and CHF.

We can propose the following mechanism of changing wetting angle and CHF. If one of the parameters (C0,
q0 and τ ) changes at nanofluid boiling, the NP layer thickness grows linearly. In the early period of the NP
layer growth the surface continues to keep regular morphology and the ratio between the mentioned geometric
characteristics of cells (steam generation centers) changes. This results in the decrease of wetting angle and tear-off
diameter of the bubble and to the growth of CHF. When the NP layer grows to a certain thickness, the ratio of
cell geometric parameters reaches an optimal value, which corresponds to maximum CHF. With further growth of
the NP layer thickness the ratio between geometric parameters of the cell – steam generation center reduces. At
this, the regularity of the NP layer morphology starts to decay. These factors cause the wetting angle increase and
CHF reduction. It is evident that the NP layer thickness is the integral parameter, which determines the character
of CHF changes, when any of the regime parameters is changed.

We should mention another important experimental result produced within this work. In all situations, when
one of the regime parameters was varied (C0, q0 and τ ), the maximum CHF occurred at the same NP layer
thickness, which was ∼ 2 µm. If the detailed examination proves that the same NP layer thickness corresponds to
the maximum CHF, and the known linear speed of NP layer thickness growth when one of the regime parameters
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is changed, we can get the optimal NP layer morphology (in terms of heat transfer characteristics). We also can
model the optimal morphology using other methods.

The mentioned relationship patterns bring a number of conclusions for practical application. Here are some
examples.

When nanofluids are used as coolants in the boiling type systems, as recommended in some publications, the
NP layer thickness increases and, with time, the heat transfer efficiency is lost both for the CHF and heat exchange
at boiling. For this reason, a positive effect of the NP layer is possible only in case of distilled water boiling.

A number of works studying the influence of volumetric concentration of nanoparticles on CHF gave different
sensitivity of CHF vs. C0 for nanoparticles of the same type. This can be a consequence of the methodology
and experimental specifications. For example, if we set constant values of the initial heat flux (q0) and exposition
time (τ ), when the volumetric NP concentration (C0) is varied, the CHF is evaluated at different NP layer
thicknesses, which, in the end, determines the different character of CHF versus C0 correlations. But, in accordance
with experimental data given in the paper, there should be no influence of volumetric NP concentration on the
CHF, if we consider the CHF dependence on the NP layer thickness. These considerations also show low efficiency
of a high volumetric concentration of nanoparticles in the dispersion (> 0.5 vol.%) on the CHF, as a fast growth
of the NP layer thickness to the beyond optimal value cannot ensure a significant CHF increase.

Heat exchange at nanofluid boiling was beyond the presented research study. Anyway, the provided correlations
and patterns can be used for qualitative estimate of the possible ambiguous behavior of heat transfer coefficient
at boiling on the surface covered with NP layer, depending on the layer thickness. We can assume that at the
NP layer corresponding to the increased CHF, the heat transfer coefficient will increase in comparison with the
boiling on the clean surface, because the wetting angle is smaller (tear-off diameter of the bubble) and low thermal
resistance (as the NP layer thickness is less than 2 µm, at q = 1 MW/m2, ∆t ≤ 1 ◦C). It will get the highest value
at maximum CHF. When the NP layer grows to ∼ 8 µm the heat transfer coefficient can decrease sufficiently
in comparison with the heat exchange at boiling on a clean surface because of the wetting angle increase (larger
tear-off diameter of the bubble) and considerable increase of thermal resistance (NP layer thickness 8 µm, at
q = 1 MW/m2, ∆t ≈ 4–5 ◦C).

5. Conclusions

The completed experimental studies of nanoparticle layer formation in a boiling nanofluid have identified
a number of patterns and correlations related to the influence of nanolayer thickness on the critical heat flux.
Using the provided patterns, a qualitative analysis has been made. It examined peculiarities of the CHF behavior
versus the NP layer thickness; influence of regime parameters (C0, q0 and τ ) on the CHF value; restrictions
of the experimental methodology and specifications in the studies of the CHF sensitivity to regime parameters;
characteristic NP layer thickness at the maximum CHF; influence of the NP layer thickness on the heat transfer
coefficient at the nanofluid boiling in comparison with the heat transfer coefficient at the boiling of distilled water
on the smooth surface.

Unfortunately, a rather small volume of the work cell, small diameter of the heating element and a rather big
size of nanoparticles restrict the possibilities for obtaining detailed quantitative information on the structure and
geometric characteristics of the nanoparticle layer, also understanding of the influence of these parameters on the
wetting angle and thermal characteristics (CHF and heat transfer coefficient) versus the NP layer thickness.

In order to analyze the possibility of extrapolatory scaling of the experimental data, it is necessary to make
dedicated experiments on a series of experimental facilities with different heated surfaces and nanoparticles of
different size and composition. In the context of determining heat transfer characteristics and CHF, of highest
importance are the studies of the wetting angle and geometric parameters of cells – steam generation centers versus
the nanoparticle layer thickness, especially in the vicinity of maximum CHF.
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1. Introduction

One of the more promising directions for the development of modern pharmacology is perfection of methods
which have already confirmed the efficiency of drug delivery. There are vesicular drug delivery system such as
liposomes and niosomes [1–4]. Niosomal drug delivery systems have great advantage for poorly soluble drug by
increasing its solubility, controlling its release and prolong its activity over period of time.

Niosomes are stable nonionic microscopic vesicles consisting of one or several membrane of various structures.
Wide application of nonionic surfactants and lipids in designing of such systems is caused by their biocompability,
ability, ability for biodegradation and also low toxicity.

Advantages noisome-delivered drugs include an in increase bioavailability of medical products by increased
penetration through biological membrane, in propagation of pharmalogical action and selective accumulation in
a place of entered [5–8]. Niosomes can be used for excipient biological active products, pharmaceuticals and
non-pharmaceutical drugs.

Principles of a target drug delivery system used possibility management in wide range of niosomes size. For
example, at oral – less than 1000000 nm, at a local entered – less than 300 nm, at enter in a circulation blood –
10 nm [9].

Many methods, developed now give us possibility to change and controlled diameter niosomes, their physical
and chemical properties, surface structure in a preparation process [10–12]. The particle size and particle distribu-
tion of niosomes have an important role on their biodistribution. A narrow particle size distribution is desired for
drug carriers [13]. At the same time, there has been keen interest to change the size of already-prepared solutions
using the temperature. Temperature change of niosomal system affects assembly of surfactants into vesicles and
also induced vesicle shape transformations [14].

2. Experimental

In the present study niosomes were used that consisted of a shell in the form of a water-insoluble double layer
of a nonionic surfactant, which is a group of dimethiconecopolyol substances that are esters of polyethylene glycol
and polydimethylsiloxane (PDMS) backbone [15–17].

To obtain the silicone-based capsules, we used physico-chemical methods for the synthesis of molecules. The
shell of the obtained niosome vesicles were generated from PEG-12 Dimethicone. In the hydrophilic part of
dimethicone there are functional groups of silicon oxide. The length of the Si-O bond was 1.6 Å, which is much
longer than the C-C bond of 1.4 Å. Due to this, the functional groups of the molecules are able to rotate with
respect to each other. This provided niosomes with greater elasticity than liposomes made up of phospholipids.
The use of PEG-12 Dimethicone promoted the formation of vesicles without significant energy effort. The Si-O-Si
bond angle was 130◦, in contrast to the 109◦ of the C-C-C bond, which increased the elasticity and stability [18].
The stage of vesicle formation occurred with intensive mechanical mixing of the mixture using an automatic
reclosure homogenizer. The dispersion was then placed in a vessel for ultrasonic treatment. Ultrasonic irradiation



Particle size analysis of niosomes as a function of temperature 291

was carried out at a frequency of 20 kHz; power – 200 W, exposure time – 10 minutes. Monolamellar niosomes
were formed. Then, samples were diluted with ultrapure water (C=0.01%) and heating on the water bath (Ulab,
China) on temperature interval 303–333 K.

The dispersion of nanoparticles was studied using scanning electron microscopic method (SEM Tescan Mira
3 Im). The particle size determined using computer program Image J.Excel statistical package program was used
to perform the analysis. The measurements were carried out after 1.5 hours and after 7 and 14 days.

The image in Fig. 1 presents come series of microscopy pictures. Apparently the water solution of niosomes
consists of particles with various diameters.

a b

FIG. 1. Scanning electron microscopy (SEM) micrographs of niosomes (a – after 1.5 h; b – after 14 days)

As can be seen from the presented microphotographs, niosomes, for the most part, are spherical particles. This
means that to determine the equivalent diameter of particles, we can use the projected diameter. The area of the
projected diameter is equal to the area of the image of the projection of the particle.

Since the area of the projection of a spherical particle is:

SP =
πδ2P

4
, (1)

Then, the average projection diameter calculation is:

δP =

√
4SP
π

. (2)

To obtain information on the particle size for each temperature regime, fractions with a total number of a part
of 500 was investigated. This procedure was done in triplicate for each sample.

The cumulative distribution function, D(δ), was used to evaluate the average particle size. This function is
equal to the ratio of all particles, whose diameter does not exceed the value δ, to the total number of particles
expressed in fractions or percentages (Fig. 2).

For a more detailed analysis, can use the function obtained by differentiating the cumulative distribution
function, i.e. distribution density:

f (δ) =
dD (δ)

dδ
. (3)

In this case, the following equation must be true:

δmax∫
δmin

f(δ)dδ = D (δmax) −D (δmin) . (4)
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FIG. 2. Cumulative distribution function of particle size in niosomal dispersions after heating to
temperatures of 303 K (No 1), 313 K (No 2), 323 K (No 3) and 333 K (No 4)

FIG. 3. Column charts of particle size distribution in niosomal dispersions subjected to heating
to temperatures of 303 K (a), 313 K (b), 323 K (c), and 333 K (d)
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Experimental studies of the composition of niosomal dispersion were accompanied by the construction of the
function in the form of a column charts and completed with mathematical approximation. The column charts of
the particle size distribution for different temperature regimes are shown on Fig. 3.

The area of each rectangle is the percentage of the fraction with a defined particle size interval. The correctness
of the approximation was controlled by the equality:

k∑
i=1

fi∆δi =

∞∫
0

f (δ) dδ = 1. (5)

Probability density function of particles by the size subjected to heating the different temperatures 303–333 K
accordingly are shown on Fig. 4.

FIG. 4. Probability density function of particle size distribution in niosomal dispersions subjected
to heating to temperatures of 303 K (No 1), 313 K (No 2), 323 K (No 3) and 333 K (No 4)

3. Results and discussion

Figure 4 shows that the probability density functions presented monomodal distribution and bimodal particle
size distribution. Using these curves, we can determine possible value of the equivalent diameter corresponding to
the maximum number of particles in niosomal dispersion, i.e. the most likely size of vesicles. Comparison of these
values for different temperature regimes demonstrates homogenization with respect to particle size of niosomes
dispersion.

The size of niosomes is of enormous importance for transporting drugs and their therapeutic effectiveness.
So, if the niosomes diameter decreases, then the efficiency of penetration into deep layers of a skin is increased.
Therefore, the most interesting are monolamellar niosomes, with diameter approximately 80–100 nm, having a thin
flexible shell. These niosomes move more efficiently through intercellular spaces, lymphatic and blood capillaries.
Dimethicone, which forms a bilayer structure in an aqueous medium, made it possible to obtain a hyperfine and
elastic membrane niosomes.

Considering the interval of values of the vesicles diameter in the range from 75 nm to 125 nm, it can be seen
that the effect of temperature increase has a direct effect on the decrease of particle size: from 48.8 % at 303 K to
89.4 % at 333 K. Thus, on the basis of the statistical analysis, we have proved the possibility of controlling niosome
size using the temperature regimes, acted on the niosomes dispersion. Heat energy, in this case, is expended an
endothermic phase transitions and the process destruction of conglomerates or temporary associates of niosomes.

The aqueous suspension of niosome is a colloidal system, and the interaction between the particles can lead to
the formation of either stable aggregates or temporary associates due to coagulation and flocculation. As a result
of these processes, niosomal dispersion is a combination of structures of the following types: small individual
vesicles, flocculated vesicles, aggregated vesicles and fused vesicles.

Niosomes of small dimensions are thermodynamically unstable, so their content is detected only after a short
time after the preparation of the suspension, provided it has a small concentration. The distance between niosomes
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in the aggregates is so small that a strong intervesicular interaction arises between them. This is accompanied
by a curvature of the contacting surfaces and further leads to the formation of more profitable energetically large
niosomes, i.e. they are merged. With the rise in temperature, the fusion of niosomes in aggregates slows down
under the influence of the forces of repulsion of the structuredness of water in the space between them and the
increase in Brownian motion.

4. Conclusions

Thus, an analysis of the effect of heating niosomal dispersion on the average particle size reveals a tendency
to decrease the diameter of niosomes with increasing temperature. Niosomes subjected to heat treatment become
more stable in time and retain an average particle size of about 100 nm. This approach can be recommended for
further improvement of methods of preparation and storage of stable drug forms.
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1. Introduction

Fullerenes are unique objects with interesting physical and chemical properties. In the condensed condition,
fullerenes form a molecular crystal – fullerite, whose crystallographic symmetry depends on many factors: method
of production, type and substrate temperature of heating on which molecules are adsorbed, deposition rate, etc. C60

fullerite crystals, grown at room temperature from a solution by the salting-out method, usually have face-centered
lattice [1], in which molecules rotate, as interaction forces between molecules are small, and the symmetry degree
is very high [2]. At 260 K the transition into a primitive cubic lattice occurs with simultaneous partial freezing
of the molecular motion, owing to increased intermolecular interaction. During the process of the fullerite films
producing, the crystal structure with a hexagonal close-packed lattice [3] can be formed from a gas phase.

In previous works [4–8] research was presented for the structure dependence of deposited fullerite C60 layer
from a substrate type, where monocrystal silicon, metals, highly oriented pyrolytic graphite, substrate heating
temperatures were usually used. The structure of the fullerite films is determined both by the technological
spraying parameters, including vacuum level, sublimation speed, distance of the evaporator to substrate holder,
heating temperature and type of the substrate on which the film is to be deposited. To use this structure in actual
practice, the time properties stability of the received films is important, which is to a great extent determined by
the stability of structure. However, there are, virtually, no facts in the literature about the structure evolution of the
fullerite films over time.

The purpose of work is research of the changes of the crystal fullerite films C60 structure grown onto silicon
substrates that occur after storing samples in air.

2. Experimental

Fullerite films were prepared by successive chemical vapor deposition in a VUP-5M system in vacuum no
worse than 1.3 · 10−3 Pa. As a feedstock, C60 powder with purity greater than 99.98 % was used. C60 molecules
were deposited onto the oxidized single-crystal Si (111) wafers. Fullerenes were sublimated from a tantalum
crucible, whose temperature was maintained at T = 770 K. This value ensured a high deposition rate for the
films (2 nm/s).

The synthesized films had a thickness 350 nm. The surface morphology was analyzed using a Solver PRO-P47
atomic force microscope in contact mode. We used ultrasharp silicon cantilever probes with a tip radius in the
range 1 – 3 nm.

The phase composition of the films was determined by X-ray diffraction on a Rigaku Ultima IV multipurpose
X-ray diffractometer with CuKα1 radiation in Bragg–Brentano geometry (intensity data were collected using a
Rigaku ultrasensitive, highspeed, multichannel detector, which allowed us to obtain X-ray diffraction patterns
of thin layers). The film structure was investigated under an LEO-1455 VP scanning electron microscope at
accelerating voltages of 15 kV. Distribution of elements in the films was obtained by X-ray microanalysis using
an Aztec Energy Advanced X-Max 80 nitrogen-free energy dispersive microanalyzer (123-eV energy resolution
for MnKα) during electron beam scanning along the linear direction. Spectra of combination scattering at a fixed
resolution (1 cm−1) were registered at room temperature using a Nanofinder High End (Lotis TII, Belarus–Japan)
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confocal-microscope-based setup. To start excitation of a sample, the laser radiation with a λ = 473 nm was
applied. The laser capacity was weakened through the use of filters to values less than 0.5 W/cm2. The choice of
low capacity laser energy is required in order to avoid photoinduced changes or heating of the samples.

3. Results and discussion

The structure and phase composition of C60 powder used for spraying are illustrated in Fig. 1. The powder
appears as crystallites with an average size 150 µm, possessing face-centered cubic lattice (a = 1.4115 nm), sp. gr.
Fm3m. It was established by atomic-force microscopy that the as-prepared fullerite films onto the substrates of the
oxidized monocrystal silicon have homogeneous granulated structure at an average granular size of 80 nm (Fig. 2a).

FIG. 1. The structure (a) and X-ray diffraction pattern (b) of C60 powder

FIG. 2. The AFM-image (a) and X-ray diffraction pattern (b) as-prepared C60 fullerite films
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By the method of X-ray diffraction, it was established that during the process of condensation onto the silicon
substrate of C60 molecule one is forming the crystal structure with hexagonal close-packed lattice (a = 1.0020 nm,
c = 1.6381 nm), sp. gr. P63/mmc (Fig. 2b). There are a number of lines of low intensity in the XRD patterns,
which are also visually displayed on the theory of the hexagonal system (a = 1.0020 nm, c = 1.6162 nm),
sp. gr. P6/mmm. The transformation of the fcc into an hcc lattice occurred as a result of the high deposition rate
of C60 molecules (2 nm/s) onto the non-heated substrate, as a result of which the nanocrystal film was formed.
Halo presence in the angles area of 17 – 22 degrees is caused by X-ray amorphous clusters of C60 molecules in
size of up to 10 nm that are present in the films, which have been found out in the work [9].

Figure 3 shows Raman spectra of C60 film. The spectrum contains all the 10 vibration modes (the pentagonal
pinch Ag(2) mode, two “breathing” Ag – the modes conformed to symmetric fluctuations of entire molecule
(492.3 cm−1) and pentagons (1464.2 cm−1) and 8 Hg-mode), active in Raman spectroscopy, which testifies the
purity and uniformity of the film.

FIG. 3. Raman spectra of C60 films: 1 – as-prepared; 2 – after storage in air within 30 months

After long-term aerobic storage in the desiccator (30 months), petal and flowerlike formations were found
on the surface of fullerite films (Fig. 4). By the method of atomic-force microscopy it was established that
petal formations have thickness of 50 – 500 nanometers, with that their length changes from units to several
tens micrometers. For the element structure specification of petal formations X-ray spectroscopic microanalysis
was carried out. Electronic beam scanning of the lined AB-direction showed that this formation consists of
carbon (Fig. 5).

Due to the developed surface morphology, the fullerite phase line’s intensity decreases fractionally on X-ray
pattern of the films; new phases are not revealed. There are vibration modes C60 on the Raman light dispersion
spectrum in the flower-like formation.

It is known that whisker crystals of metals with low melting temperature (Sn, Cd, Zn, Sb, In, etc.) can grow
on thin metal layers without any foreign action at room temperature. Fullerite is a crystal with a low sublimation
temperature (650 K); therefore, spontaneous growth of whisker fullerite crystals may occur at room temperature.

Spontaneous growth of whisker crystals is characterized by the existence of a long-term incubation period.
Under ordinary conditions, the growth depends on the sublayer on which a coating was deposited.

Spontaneous growth of whisker crystals is based on the dislocation mechanism. Internal stress is the energy
source. This energy source is internal stresses, which arise in the fullerite films as consequence of parameters
discrepancy of the contacting materials lattice and structural defects. Growth in the form of thin petal crystals
can be caused by helical sources, emerging to two mutually perpendicular surfaces. Petals crystals develop either
through overgrowth of bridges between neighboring parallel whisker crystals or via expansion of prismatic faces
to opposite sides.

Unintentional atomic or molecular impurities adsorbed on the end faces of whisker crystals can also stimulate
the expansion of faces, as a result of which, the layer-by-layer or chain formation of faces occurs without
hindrances. Thus, petal microcrystals are formed through anisotropic lateral growth of whisker crystals playing a
leading role. Interaction between petal crystals leads to the development of flowerlike formations.
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FIG. 4. The structure (a) and X-ray diffraction pattern (b) fullerite films after the in-air storage

FIG. 5. Distribution of elements (a), obtained by the method of X-ray microanalysis in the
electronic beam scanning along the indicated line (shown in panel b) of fullerite films after the
in-air storage
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4. Conclusions

Thus, as a result of the conducted research, it is established that under condition of aerobic storage over a
protracted period (30 months), the spontaneous growth of petal crystals occurs on the surfaces of fullerite films.
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