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The review addresses physico-chemical aspects of interaction between macro-, micro- and nano- structured units of matter with the analysis

of interface and grain boundary entities (nonautonomous phases) mechanisms and formation, as well as methods of their control in order to

achieve the desired functional properties of nanostructured materials. Construction of these materials involves identification of thermodynamic

and kinetic regularities in the organization processes, state and genesis parameters of nonautonomous phases formed as specific nanosized

structures in a limited space between the macroscopic volume phases and with the limited amount of substance, which differ significantly on

their properties, structure and composition from the appropriate characteristics of volume phases. Studying them is based on the application and

development of theoretical and experimental methods of non-equilibrium thermodynamics, chemical kinetics, nonlinear dynamics and fractal

analysis to determine the conditions of self-organization or materials directed synthesis with a high content of nonautonomous phases.
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1. Introduction

The nonautonomous phase concept regards small objects formed at the junctions between the macroscale
substance volumes as intermediate (transient) surface, interface or grain boundary structures which composition,
structure and properties are determined by spatial or substance amount limitations, and which cannot exist as inde-
pendent thermodynamic phases. Nonautonomous phases are highly important, and previously, a rarely considered
part of synthesized materials, whereas determining their functional properties in many respects. Development of
this concept as a physical and chemical basis for designing new functional materials, including nanocomposites,
involves focusing on interactions between their macro-, micro- and nanostructured units using various methods and
approaches, including theoretical and experimental methods of non-equilibrium thermodynamics, chemical kinetics,
nonlinear dynamics and fractal analysis.

It would be feasible to apply these methods in addressing the given problem due to the ability to describe
both equilibrium and non-equilibrium systems, with due account of metastable and intermediate structures formed
as a result of these interactions. Herewith, it is of great interest to reveal the regularities of formation and
state parameters of rather stable nonautonomous phases, the causes of which may be thermodynamic and kinetic
characteristics of interactions between different-scaled substance structures. It is essential to identify the conditions
of self-organization, as well as methods to deliberately form the nonautonomous phases with distinct physical and
chemical, mechanical, thermal, electrical, magnetic and other properties, as compared to volume phases [1–25].
Nonautonomous phases are also able to concentrate impurity elements in ultrahigh concentrations [26–29]. The
latter property results in significant redistribution of components between the surface (interfacial, intergranular)
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formations, i.e. non-autonomous phases, and the volume phases in the materials [30–35]. Such phenomena related
to the formation of nonautonomous phases as material surface nanofragmentation invoking the nanocrystalline
structure fractality, improved adsorption and catalytic properties, are also of great interest [36–48].

The study of these effects by methods of non-equilibrium thermodynamics, nonlinear dynamics and chemical
kinetics is aimed at identifying mechanisms and energy of the occurring processes and their dynamic parameters,
in particular, in the phase space. Probabilistic multifractal dimensions can be used to quantify the scale invariance
of these structures, manifested in this case, and the attractor of entropy generated in them during the substance
and energy transfer. Their general expression is the Renyi dimension [49,50] which describes metric and statistical
properties of these materials and processes occurring in them.

Experimental studies of structural and chemical transformations in the systems containing a large substance
proportion in the nonautonomous phases, as well as of physical-chemical, mechanical, thermal physical, electro-
physical, magnetic and other properties of materials based on these systems are of independent interest. Since
these materials contain nanoscale elements, not only their properties but also their geometric characteristics, as
well as the geometric parameters of their fragments, can be determined only based on the analysis of a set of
complementary methods [51–54]. The synthesis of such materials requires the development of special approaches
and methods, and represents a standalone target [55–65].

This review does not address a number of the above issues related to the development of materials with a high
substance proportion in the nonautonomous phases, and is aimed primarily at describing of nonautonomous phases
and materials based on systems in which a large substance proportion resides in nonautonomous phases behavior.

2. Status of nonautonomous phases and materials with the high value of matter in the nonautonomous
phases study

Nonautonomous phases, as specific small-scale structures existing in a confined space between the macroscopic
volume phases, or in a limited substance amount located on a surface, are significantly different in their properties,
behavior and structure from the volume phases while similar in terms of chemical composition [66–73]. They
are characterized by different melting temperatures, other phase transitions [74–85], and other critical parameters.
Materials containing a substantial portion of nonautonomous phases show peculiar deformation characteristics,
different behavior when the temperature varies due to changes in thermodynamic and transport properties of such
materials [86–91]. The fundamental and applied research being done in this field is largely focused on the study
of structural and functional characteristics of such materials, and on the development of technological methods to
produce nano-dispersed, nano-crystalline and nano-porous materials [92–101]. Less attention is paid to research of
physical and chemical mechanisms and conditions of formation and transformation of nonautonomous phases with
a specific composition and structure, including the relationship between thermodynamic and other characteristics
of similar nanoscale formations and their topological and metric structure, processes of environmental interaction,
the extent of influence on the properties of spatially conjugated macroscopic volume phases.

Research in the field of objects, which are formed at the intersection between substance macro-volumes as
intermediate (surface, interfacial) structures, dates back to the papers by T. Young (1805–1807), J. W. Gibbs (1878)
and J. D. Van der Waals (1908–1912). In [102], the surface phases (thermodynamic substance state at the interface
of volume phases) are described as “finite-thickness phases”, and in [103, 104], these finite-thickness phases were
discussed in the context of equilibrium thermodynamics as “nonautonomous phases”, meaning that their independent
(isolated from the volume phases) existence is impossible. In [1,105–107], the concept of “nonautonomous phases”
was transferred to a wider range of objects and expanded to the concept of “nonautonomous substance state”, i.e.
defining such a state of substance in which the composition, structure and properties are determined by various
spatial limitations, i.e., depend fundamentally on the size and shape of the limiting surfaces, on the substance
amount within a limited space, on the composition and structure of the limiting walls [1].

Thermodynamic ideas about the substance behavior on the interface of volume phases, and about the role of
phase interfaces in the system behavior are developing in two directions to date. Historically, the first idea of the
substance properties in the phase interface is based on their reference to the phase interfacial area [108, 109]. In
this case, we lose information about the structure and distribution of the substance over the transition area thickness
(over the nonautonomous finite-thickness phase formed at the interface between the two phases. It should be noted
that this approach, as shown in [75, 82, 87], is not very effective in the analysis of kinetic processes as well, and
in cases where it is required to compare the substance volume fractions in the nonautonomous and volume phases,
i.e., primarily in nanoscale systems. The second approach is based on addressing the nonautonomous phases as
those having a certain finite thickness, the substance of which has a specific structure. It was shown in a number of
papers (for instance, [110–112]) that both approaches are equivalent in the context of equilibrium thermodynamics,
which is a certain theoretical justification of equal, in a way, existence of both approaches.
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Description of the behaviors of polycrystalline materials, other disperse systems, especially those consisting
of nanoscale areas of autonomous phases, as well as of the materials at high temperatures, as shown in numerous
papers [75, 78–82], gives more prognostic conclusions if the interface areas formed by contact of volume phases
are considered as nonautonomous finite-thickness phases. In this approach, determining such parameters as the
thickness of nonautonomous phases and their melting point is of considerable interest in the analysis of the
behavior of both single- and multiphase powder and polycrystalline materials. [1,75,82,87,113–116] lists a variety
of expressions to describe the temperature dependence of the nonautonomous phase thickness. The basic conclusion
from these expressions is the fact that if the nonautonomous phase thickness has nanometer and sub-nanometer
dimensions at relatively low temperatures, it increases sharply with temperature rise and with the approach to
the melting point for solids, or to the critical point for liquids, thus becoming comparable to the size of volume
phases. The most detailed variant of this dependence seems to be achieved in [117]. Another important property
of the nonautonomous finite-thickness phase is its melting point. If early papers [75, 78, 80, 81, 117, 118] provided
discussion that the melting temperature of surface (nonautonomous) phases may differ from the melting temperature
of volume phases of the same composition, the recent papers generally consider only the value of these differences
and expressions describing the dependence of the melting temperature of different nonautonomous phases on certain
parameters [13,15,95,97–99,108,214]. Information on the component distribution between the nonautonomous and
volume phases, which makes it possible to predict the material properties and behavior over a wide temperature
range, is of great importance for the analysis of polycrystalline and other disperse systems [78, 79, 117]. In this
respect, it should be noted that there is a significant advantage, explained in detail in [78, 82], of considering the
component redistribution between the volume phases and the nonautonomous finite-thickness phases, as compared
to the approach considering the concentration of impurity components at the volume phase interface as their
adsorption or segregation on a two-dimensional surface. However, the latter way of consideration is widespread
and also provides useful information for analyzing the properties and behavior of materials [1, 6, 13, 15, 71, 95, 97–
99,105–107].

Consideration of nonautonomous phases as finite-thickness ones enables to analyze, in particular, the possibility
of forming in them not only static but also dynamic structures resulting out of transformation processes and mass
transfer in them [84, 119–125]. This possibility was used to analyze the behavior of both synthetic materials [1,
6, 13, 15, 71, 95, 97–99, 105–107, 112, 123] and natural objects, in particular, in the behavioral analysis of ice and
massive bodies in ice [113,126–130].

The structure and contribution of nonautonomous phases and properties of polycrystalline materials are greatly
influenced by the size and misalignment degree of crystallites in their composition [131–135]. The thickness,
structure, composition, and properties of the intercrystalline layer (nonautonomous phase) vary by the crystallite
misalignment degree [1, 13, 27, 30, 40, 59, 71, 73, 85]. The ratio between crystallite size and intercrystalline layer
thickness (nonautonomous surface phase), in turn, determines the volume fractions of crystallites and intercrystalline
formations in the polycrystalline material [75,78–82,105,106]. Moreover, any chemical interaction during a solid-
phase reaction involves the mass transfer of components across the phase interface. For solid-phase reactions, the
reaction zone is localized at the phase interface which is structurally heterogeneous, and therefore heterogeneous
in its chemical activity. According to the data available [75, 78–82], the mass transfer of components is much
swifter in nonautonomous phases (surface, grain boundary, interface areas) than in granule volume under certain
conditions. The interest in considering nonautonomous phases as objects with properties unlike those of volume
phases is more related to their melting processes. The process of melting is essential for describing the solid-phase
process activation which occurs at the melting point of the nonautonomous phase [1,13,15,59,62,75–82,136,137].
Melting of nonautonomous phases in polycrystalline systems is a key transformation that generally affects the
system behavior, while the melting point of nonautonomous phase (Tm2n) becomes one of the key parameters
relating to the outset of transformation [1, 13, 15, 59, 62, 75–82, 136, 137]. As shown in [75–82], the mass transfer
of a substance will be carried out mainly in liquid-like nonautonomous phases in dispersed, including heterophase,
systems, especially in case of small, nanoscale and submicron, granular sizes at temperaturesT > Tm2n.

This statement is supported, for instance, by the case of autocatalytic solid-phase reaction of chrysoberyl
formation, as described in [138]. A large number of papers, both on the subject of analysis of the activation
temperature in sintering and inelastic deformation of materials [139, 140] and on that of the analysis of solid-
phase reaction mechanisms [141–151], show that all these solid-phase processes start in the systems only after
the nonautonomous phase has transitioned to a liquid-like state, i.e., they are liquid-phase reactions in a sense, as
stated in [75, 78]. As another example, we can compare the findings from the study of Ruddlesden–Popper phase
formation kinetics from different reagents [151–168] with data on the values of some temperature transformations
in the Ln2O3–SrO–Al2O3 system [169–173], in which the compounds are formed that are promising for the
production of functional and structural high-temperature materials [174–180]. This comparison has shown that
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solid-phase reactions are activated in the system considered only after the nonautonomous phases have transited to
a liquid-like state, as may be concluded on the basis of these papers [1,15,59,75,78–82,84,133,138–140,142,144].

The transition to nano-sized reagent particles leads to a significant increase in the volume fraction of nonau-
tonomous phases in the reaction system [1, 117, 118]. The diagram shown in Fig. 1 illustrates the relationship
between nonautonomous phase fraction and the particle size.

FIG. 1. Dependence of nonautonomous phase volume fraction in disperse system vs autonomous
phase particle sizes [1]

A sharp increase in nonautonomous phase fraction in the area of nanoscale particles shows that the use
of nanoscale reagents should intensify the interaction between the solid-phase components. Chemical reactions
between nanoparticles should go much faster than in the case of the interaction between micro- and macroscale
particles. In this regard, it seems important to develop methods which produce nanocrystalline powders of various
compositions that could be precursors for the synthesis of multicomponent compounds [181–191]. However, as
shown in [12, 60, 145], reducing the size of reagent particles would not imply a certain increase in the speed of
their interaction. At the same time, a temperature rise above the melting point of nonautonomous phases, as shown
by numerous literature data, always results in a sharp increase in the speed of component interaction in solid-phase
systems. In view of the above findings, it can be concluded that an important line of research is the study of phase
formation mechanisms in the systems with nanoscale reagents, inter alia, with nanoscale spatial limitations, i.e. of
the processes in nanoreactors [17,192–195]. Not only the “soft chemistry” methods [5,13,37,41,59,97,196,197], but
also the methods based on precursor combustion [11,61,95,99,190,198–200], in particular, the solvent combustion
method [11, 16, 21, 22, 62, 95, 99, 190, 198–200] are effective for producing materials with a high proportion of
nonautonomous phases.

The features of nanodispersed systems related to the phenomenon of “quantum-dimensional effects”, to the
changes in the crystal structure of nanoparticles by contrast to macroscale crystals, to the increased proportion
of the nonautonomous phase atoms being under conditions other than those of the volume phase atoms (another
coordination number, another symmetry of the local environment, the absence or other pattern of the long-range
order), as well as the non-equilibrium nanoparticle state evolving due to extreme synthetic conditions, affect the
properties of nanomaterials. In particular, there is a change in the following properties: mechanical – increased
solidity in combination with high plasticity; electrical – small particles becoming semiconductors; magnetic – ex-
treme dependence of magnetic properties on the particle size, with the transition to superparamagnetism; thermal –
lowered sintering temperatures, changed temperatures of polymorphic transformations due to high proportion of the
liquid-like nonautonomous phase; optical – changed radiation and absorption spectra; chemical – increased reactiv-
ity, etc. [115, 201–216]. As follows from the findings of a number of studies on the nanocrystals formation, their
structure and properties are often governed by the chemical and thermal background of the original compositions
and by the their formation mechanism [59,95, 97–99,119–121].

Applying the concept of nonautonomous finite-thickness phases was promising not only in terms of describ-
ing the behavior and properties of synthetic materials, but also in terms of analyzing natural systems. Previous
studies [29, 215] illustrate the role of nonautonomous phases in mineral formation and their influence on prop-
erties of minerals. Such phenomena related to the nonautonomous phase properties were discovered as surface
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nanofragmentation, evoking fractality of nanocrystalline structures and absorption of the elevated impurity element
concentrations, both incompatible with the autonomous phase structure in the crystal-chemical sense and compatible
(isomorphic) impurities. The possibility to describe the volume phase interfaces as nonautonomous phases of finite
thickness, which transition temperature to a liquid (liquid-like) state is lower than the melting point of the volume
phase of the same composition, made it possible to explain many features of the ice behavior [113, 126, 129].

Despite the above-mentioned examples of successful use of the concept of nonautonomous finite-thickness
phases in terms of equilibrium (local-equilibrium) thermodynamics, this approach is quite limited and cannot always
provide an adequate thermodynamic description of how the actualized structures are formed or identify conditions
of their self-organization and methods to control interaction of disproportionate structural substance elements in the
material. It is necessary to involve the methods of non-equilibrium thermodynamics and physical-chemical kinetics,
along with further development of model concepts of disproportionate structural element interaction. Herewith,
along with kinetic characteristics, the entropy indicators of internal conversional instability of energy related to the
increasing role of conjugated thermodynamic flows and forces, to the emergence and maintenance of organized
non-equilibrium states as so-called “dissipative” space-time structures of the substance are used for thermodynamic
evaluation of non-equilibrium in ongoing processes and conditions of self-organization of these systems [217]. It is
shown, as exemplified by [218], that in two-phase media with ongoing dissipative processes, the fluctuations of their
characteristics become more favorable energetically than stationary conditions, providing smaller energy dissipation
(entropy production). Increased parameters of the system state, while approximating the critical point, lead to
abnormal growth of large-scale density fluctuations and the development of thermodynamic substance instability –
the phenomenon which is theoretically described based on the idea of “scale invariance (scaling)” to characterize
the thermodynamic potentials by generalized homogeneous functions of the non-integer (fractional) order relative to
their fields [219–221], and its practical application makes it possible to disperse materials up to nanoparticles under
the influence of powerful energy flows, in particular, with the electric conductor explosion (ECE), experiencing the
aggregate state transition through “solid-liquid-gaseous-plasma” [222]. There are great prospects for developing this
line if ECE would be implemented in various chemically active media, in particular, in supercritical aqueous fluid
to produce nanoscale metal oxides with a high proportion of the substance in the nonautonomous phases [223].
The arising objectives to describe the kinetics of heat and electricity transfer in various components to such a
system (metal, liquid, vapor, plasma, supercritical fluids) are usually considered through the ideas of percolation
theory and models of effective coefficients of inhomogeneous media [224, 225]. They are built with aprioristic
ideas about the typical sizes of heterogeneities, their mutual arrangement, the volume concentration, the nature
of mutual contacts, etc. At the same time, the relationship between the transfer coefficients of each component
and the characteristics of physical state of the substance (usually, the temperature and density) are assumed to
be known. It is important to highlight that for liquid-metal and plasma media, the transfer coefficients are
increasingly governed by the interaction between free electrons and small-and large-scale density fluctuations,
along with temperature increase and approximation to the critical point of the substance [226]. In the vicinity of
the critical point, this factor can be decisive for the calculation of effective transport coefficients of inhomogeneous
medium and requires detailed consideration. Model concepts for the interaction of disproportionate substance
structures are exemplified by the supramolecular model of eutectic [227, 228] where, in contrast to the classical
supramolecular ensembles [229], it is possible to violate the principle of geometric and topological complementarity,
that is, the mutual consistency between the substrate and the receptor, including at the level of formation of
intermolecular bonds [230, 231]. The results of calculations performed for one-dimensional approximation within
the classical Frenkel–Kontorova statistical model [232], as presented in this paper, demonstrate that suprastructures
may organize themselves out of disproportionate substance structures and show that the probability of fragmentation
for nonautonomous metastable suprastructures increases dramatically with an increase in the initial disproportion
and with the formation of sufficiently strong intermolecular bonds. With due account to the above-mentioned
significantly distinguishing properties of the substance in such “nonautonomous states” (“nonautonomous phases”),
there are certain prospects for production of new functional materials with a high concentration of nonautonomous
phases which use the features of metastable and intermediate structures formed as a result of these interactions,
such as in the experimental material of the lithium-ion battery cathode [233]. However, there are still pending
issues related to the approach of nonautonomous suprastructures to relaxation.

Research in the field of synthesis of new compounds with a high content of nonautonomous phases is aimed at
both producing original functional materials with variable performance properties and developing related technolo-
gies for their production. In this regard, the synthesis of nanoceramics and other materials of constructional and
functional purpose [3,4,7,8,24,76,192,234–246], in particular, materials intended for use in thermoelectric energy
converters [240,241], ferrites [13, 25, 52, 59, 64, 97–99,107,145], high-temperature superconductors [175, 238,244],
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catalysts [13,22,36,37,39,40,46,60], radioactive waste immobilization matrices [236,237,239], is of great interest
among the developments noted in Section 2.

The analysis confirms the scientific and practical relevance and prospects of the follow-up studies on ther-
modynamics and kinetics of nonautonomous phase formation and transformation both to identify the fundamental
laws of interaction between macro-, micro - and nano-structural substance units and to produce new materials with
a large proportion of nonautonomous phases with variable functional properties.

3. Thermodynamics of the systems which include nonautonomous interphase areas and conjugated
macroscale substance volumes

In thermodynamic analysis, the nonautonomous phase is represented as an intermediate small-size interphase
region with a typical sub-nanometer to nanometer thickness at relatively low temperatures which separates the
surrounding macroscopic volume phases, different in composition, properties, and structure, through the open
boundaries of which the system can exchange energy and substance. The forces of interatomic and intermolecular
interaction manifested at these boundaries are macroscopically characterized by the surface tension, the value of
which in the area of interface will vary in the direction of transition from one volume phase to another, and remain
the same for all directions in the area of volume phases. Thermodynamic characteristic of the work link between
the forces of surface tension σ, with the change in internal energy dU and other parameters of the open system
of variable composition, in the formation of interface region with the volume dVf and the flat surface area dAf ,

is the combined ratio of the first and second laws of thermodynamics dU = TdS − PdVf + σdAf +
∑

µjdnj ,
where P is the external pressure of the system, against which the interface region is formed; dS is the system
entropy variation during nonautonomous phase formation at a temperature T ; µj and nj are chemical potential and
the number of moles of the j-th component in case of variations in the interphase substance content in the mass
transfer. In case of the liquid or gaseous substance state and the curved interface, the pressure in the interfacial
region will exceed the external pressure by the value of Laplace additional pressure PL = σ(1/R1 + 1/R2), where
R1 and R2 are the curvature radii of two mutually perpendicular sections of the meniscus [247]. A large number
of different experimental methods to measure directly the surface tension have been developed for these media,
in contrast to solids where this is not possible, except for a few special cases, and calculation methods based on
different models to describe the solid surface and surface energy are used to measure the surface tension (see, for
instance, [248]).

3.1. Equilibrium states of nonautonomous phases

The thermodynamic equilibrium states and quasi-stationary equilibrium processes are usually characterized by
well-known thermodynamic functions. Their definitions for the macroscopic volume phases of constant composition
are given as conventional expressions of enthalpy H = U + PV , the variation of which governs by the thermal
effect of isobaric process, Helmholtz free energy F = U − TS, the variation of which governs a part of internal
energy that can be converted to the external work of the system in an isothermal process, Gibbs free energy
(enthalpy)

G = H − TS = U + PV − TS,
the variation of which governs the total enthalpy and entropy effects, and the total system work minus expansion in
isobaric-isothermal processes, as well as other thermodynamic potentials depending on the set of parameters used
to describe the system state [249]. However, for the interphase region with an open interface, these functions are
also related to the work of surface tension forces and the work of mass transfer forces [110, 111]. Thus, from the
differential form of the above definitions of thermodynamic functions

dH = dU + PdV + V dP , dF = dU − TdS − SdT ,

dG = dH − TdS − SdT = dU + PdV + V dP − TdS − SdT ,
based on the core equations for internal energy, it follows that the net mechanical system work

dW = −PdV + σdAf = −[dF ]T,ni,

related to the changing volume and surface of the interphase region under conditions of constant temperature
(dT = 0) and at constant substance content (dnj = 0) is determined by the decrease of Helmholtz free energy.
Herewith, the respective variation of the internal energy dU causes an increase in the system entropy dS =
(dU − dW )/T . Integration of these equations at constant values of intensive parameters (i.e. not dependent on the
mass of the system) according to the Euler theorem on homogeneous functions results in the following expressions
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for thermodynamic potentials of the interphase region, different from their usual expressions for volume phases
due to the presence of an additional summand (σAf ):

U = TS − PVf + σAf +
∑

µini; H = TS + σAf +
∑

µini;

F = −PV + σAf +
∑

µini; G = σAf +
∑

µini.

This illustrates that in the region of phase interface, changes in the extensive properties will result in specific
expressions for partial thermodynamic quantities (substance properties), as well as their ratios to the normal
integral properties, in particular, for chemical potentials and their ratios to the Gibbs thermodynamic potential as
a corollary of the Gibbs–Duhem equation. Similarly, the Gibbs–Duhem equation itself will differ, which links the
intensive (system mass dependent) parameters for each phase of the multicomponent heterogeneous system

SdT − V dP +Adσ +
∑

nidµi = 0,

where ni is the number of particles of the i-th component, given their different phase state. This ratio for the
phase interface region, at constant temperature T and pressure P values, becomes Adσ =

∑
nidµi, from which

the Gibbs adsorption isotherm equation dσ =
∑

(ni/A)dµi is derived easily.
Although the known classical expressions given here show significant differences in the equilibrium ther-

modynamics of volume and surface phases, however, the local-equilibrium approach used is not able to reveal
their self-organization and stability conditions in deterministic and spontaneous perturbations of thermodynamic
quantities in non-equilibrium thermodynamic systems, which usually requires the use of physical-chemical kinetics
methods. At the same time, the internal entropy production and internal instability values related to the increas-
ing interaction of conjugated thermodynamic flows and forces, to the emergence and maintenance of organized
non-equilibrium (metastable) states as so-called “dissipative” spatiotemporal structures of the substance, may be ef-
fectively used along with kinetic characteristics in order to evaluate thermodynamic the non-equilibrium of ongoing
processes and self-organization conditions in such perturbed systems [217].

3.2. Behavior of nonautonomous phases in non-equilibrium conditions

In contrast to the above commonly accepted approach, the behavior of nonautonomous phases, as well as that
of macroscopic volume phases, in non-equilibrium conditions is convenient to be considered based on the analysis
of the system entropy alteration caused by irreversible processes, with the assistance of the extreme principles.
Using the accepted system energy partition as heat and work during its exchange with the external environment,
which is known to be

dU = dQ+ dW +
∑

nidµi

for open systems, as well as the division of entropy variations, as proposed by I. Prigozhin [217], by the sum of
two summands dS = deS + diS, one of which (deS) is determined by the substance and energy exchange with the
external environment, and the other (diS ≥ 0, always positive) by internal production due to irreversible processes
in the system itself, the following is revealed for various conditions on its boundaries of nonautonomous phases.

1. If there is absolutely no energy and substance exchange, the state of the system, including the volume
phases and interphase regions, as known for any isolated thermodynamic system, will tend to the equilibrium state
with a maximum entropy value S > Smax, which is determined by the growth of diS ≥ 0 at deS = 0 due to
internal irreversible processes.

2. The deS value is equivalent to the Clausius entropy variation, i.e. dQ = TdeS, in case of the energy
exchange only and with no substance exchange (

∑
µjdnj = 0) on the boundary of the system considered, then

the energy change is determined by the general expression

dU = TdeS + dW.

Given the ratio dS = deS + diS, it transforms as

dU = TdS + dW − TdiS,
and as

dU = TdS − PdV + σdAf − TdiS
after substituting the above expression for work

dW = −PdV + σdAf

related to changes in the volume and surface of the interfacial region.
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It follows that in the conditions of constant temperature T , volume V and surface A of the interfacial region
considered, its Helmholtz free energy F = U − TS will evolve to the minimum value

[dF ]T,V,ni
= [dU−TdS−SdT = dU−TdeS−TdiS = dQ−TdeS−TdiS−PdV +σdAf ]T,V,ni

= −TdiS ≤ 0,

and its Gibbs free energy (enthalpy)

[dG]T,P,ni = [dH − TdS − SdT = dU + PdV + V dP − TdS − SdT = −SdT + V dP + σdAf ]T,P,ni

= −TdiS ≤ 0

will tend to the minimum in conditions of constant temperature T and pressure P . Herewith, the internal energy

[dU ]S,V,ni = [Tds− PdV + σdAf ]S,V,ni = −TdiS ≤ 0

will tend to the minimum value in conditions of maintaining a constant value of total entropy S by diverting its
internal production to the external environment with dS = 0 at diS = −deS, which is also a direct consequence
of the second law of thermodynamics.

3. For open systems with external exchange of both energy and substance, these ratios are supplemented by
the term (

∑
µjdnj) which factors into the input of the substance transfer (diffusion) and quantifies the above

analysis of the system entropy variation, while preserving the extreme principles of thermodynamic potentials, the
minima of which are also points (conditions) of stable mechanical and diffuse equilibrium. It is generally essential
to take account of the thermal stability conditions, the expression of which is the enthalpy tending to minimum,
with keeping the values S, P, ni:

[dH]S,P,ni
= [dU + PdV + V dP = TdS + V dP + σdAf +

∑
µjdnj ]S,P,ni

= −TdiS ≤ 0

constant, as well as of the chemical stability conditions in case of chemical reactions in the system, which, however,
are not related to the additional specific extreme. The last conclusion follows from the Duhem–Jougeau theorem:
the systems resistant to diffusion are resistant to chemical reactions as well [249]. As can be seen, the system
state change in externally non-equilibrium conditions, aimed at achieving a stable equilibrium under the principle
of thermodynamic potential minima, is related to the positive entropy production diS ≥ 0 within the system
itself due to irreversible processes occurring therein, which, however, occurs in isolated systems, thus determining
achievement of their maximum entropy.

3.3. Stability of non-equilibrium states

Stability conditions of non-equilibrium systems can be considered on the same uniform basis, including of those
with deterministic and spontaneous fluctuations of thermodynamic quantities and self-organization of dissipative
regimes and structures. Herewith, the quadratic form diS =

∑
JKdXK is used as a common initial expression

to describe entropy production in all irreversible processes according to [217]. It follows from the concept of
entropy alteration in each irreversible process as the dXK thermodynamic forces (gradients of thermodynamic
potentials) multiplied by the JK thermodynamic flows generated by them, for instance, the dQ heat flow under the
action of the difference between thermal potentials (1/T1 − 1/T2), the dn substance flow under the action of the
difference between chemical potentials (µ1−µ2) etc. In this case, the synergetic principle of least energy scattering
(dissipation), equivalent to Prigozhin’s theorem on minimum entropy production in stationary linear systems, which
was previously used heuristically in the analysis of limits of energy conversion in high-power facilities, may be
assumed as a thermodynamic stability condition [218].

As shown in these papers, it is convenient to use the relative non-stationarity coefficient of the ε =

〈É(JKXK)〉 /É(J0KX0K) form in order to generally estimate how dynamic perturbations of flows and forces
effect the change in entropy production, as compared to their stationary values, and to identify the self-organization
parameters on this basis. Herein, É(J0KX0K) = T Ś is the value of energy dissipation (entropy production Ś) in
the system with stationary values of flows and forces, 〈É(JKXK)〉 is the averaged value of this quantity in the
system with perturbed flows and forces, determined by the standard rules of averaging. The value ε = 1 corre-
sponds to the unperturbed stationary state (mode) of the non-equilibrium system; the values −1 > ε > +1 to the
increased or reduced dissipative energy losses at various deviations from this mode. The mathematical formulation
of the problem of mode stability and energy-entropy self-organization in this system is reduced to finding the
lowest entropy generation value ε = εmin, depending on the parameters of disturbances. This is quite justifiable
even for the systems which suppose a linear relation between thermodynamic flows and forces JK =

∑
LKiXi,
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in view of the general quadratic (bilinear) function of entropy production from the current flows and forces. In
particular, the perturbation coefficient will be:

ε =
L11 〈X2

1 〉+ 2L12 〈X1X2〉+ 〈X22〉
L11X2

01 + 2L12X01X02 + L22X2
02

,

or

ε =
〈J1X1〉+ 〈J2X2〉
J01X01 + J03X02

if addressing the energy and substance flows jointly. Since perturbations generally represent an overlay (super-
position) of deterministic and random processes, both options have been analyzed. The time averaging is chosen
from the two equal averaging variants represented by the ergodic hypothesis of equality between average time and
average statistical values of the functions, i.e. 〈É〉 = Ē, where

〈É〉 = lim(1/τ)

∞∫
0

E(τ)dτ, Ē =

+∞∫
−∞

Eψ(E)dE

in case of deterministic periodic perturbations with one realizing function E(τ) and the statistical averaging Ē by
the general aggregate or assemblage of random functions in case of random perturbations. Accordingly, τ is the
period of oscillations; ψ(E) is the density of the distribution probability of random disturbances. Thus, in the event
of deterministic periodic oscillations of flows and forces, which can be considered as a harmonic process with
random values of amplitude, frequency and phase Xi(τ) = X0i[1 + n sin(ωiτ + νi)], the averaged values will be:
〈Xi(τ)〉 = X2

0i[1 + n2i /2], 〈X1(τ)X2(τ)〉 = 0 at ω1 6= ω2 and X01 = X02[1 + n1n2 cos(ν1 − ν2)/2] at ω1 = ω2.
According to the structure, these expressions are completely identical to the averaging results if perturbations of
flows and forces are a purely chaotic fluctuation, for which the autocorrelation function of relation between two
consecutive values in time is the δ-Dirac function, and the probability of distribution density of ψ(X) random
deviations from the average statistical value according to the central limit theorem of the probability theory is
expressed as a normal Gaussian distribution law of corresponding dimension.

Similar results are obtained when it comes to any other laws of probability distribution for random deviations of
variables from the statistically average values, since the averaged values X2

1 (τ), X2
2 (τ), X1(τ)X2(τ) are quadratic

functions, and the respective characteristics of their scattering are central moments of the second order, from the
definition of which these structures result directly.

Minimization of expressions for ε leads to the identification of three successive system self-organization
modes delimited by the roots of characteristic equation ∂ε/∂(n1/n2) = 0. As follows from this analysis, the
condition required for energetically efficient self-organization of the thermodynamic systems under consideration,
along with achieving the minimum entropy production ε = εmin in the range of εmin ≤ 1, is the antiphase
(ν1 − ν2) = π feedback between the input and output flows (forces) carried out through forward and crossed
conduction coefficients LKi. However, the value of this relation in linear systems with the disturbances considered
is insufficient to compensate for dissipative energy losses, except for extremely conjugate systems with q =

L21/(L11L22)1/2 = 1, where the maximum amplitude values of antiphase oscillations n1, n2 = 1 can be set at
the same frequencies ωi = ωj . However, the conditions essential and sufficient for internal instability in linear
systems can be realized at lower q values if both flows and forces are simultaneously exposed to disturbances. The
amplitude-phase characteristics of their oscillations are set in the range of 0.5 ≤ ε ≤ 1.5 where the maximum value
εmax = 1.5 corresponds to the mode of in-phase oscillations of flows and forces (ν1− ν2) = 0, (ν3− ν4) = 0, and
the lowest value εmin = 0.5 to the mode of antiphase oscillations (ν1 − ν2) = π, (ν3 − ν4) = π with maximum
values of their amplitudes. The negative correlation coefficient

ρij = ±〈Xi(τ)Xj(τ)〉 − 〈Xi(τ)〉 〈Xj(τ)〉
σiσj

,

where σi = [〈X2
i (τ)〉 − 〈Xi(τ)〉2]1/2, σj = [〈X2

j (τ)〉 − 〈Xj(τ)〉2]1/2 are dispersions of variables, with chaotic
spontaneous fluctuations of thermodynamic flows and forces meets the latter condition.

The nature and areas of self-organization are more diverse in thermodynamic systems when taking account of
nonlinear effects of the transfer at different levels – from the simplest quasi-linear relation between phenomeno-
logical coefficients and one or more forces (flows), to the most complex cases of highly nonlinear systems with
oscillations of the dissipative function. However, the analysis of the resulting ratio does not reveal fundamental
differences from the results presented. This is explained as follows. Although the numerator expression for the rel-
ative non-stationarity coefficient ε, allowing for nonlinearities, transits from quadratic forms characteristic of linear
and quasi-linear systems with one or two real roots of the characteristic equation which delimit the self-organization
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area, to forms of higher order which suppose a greater number of real roots and, accordingly, a greater number of
self-organized states (modes), the number of positive roots that have a physical interpretation in the delimitation of
modes does not increase. The latter is attributed to the fact that the number of sign reversals remains unchanged
in the sequence of coefficients of the power polynomial in the expression for the non-stationarity coefficient when
determining the dissipative function as accepted, in all cases of systems with a constant number of freedom degrees.
Thus, in accordance with the Descartes rule, the uniform limit number of real positive roots of the polynomial
is set and, therefore, the uniform global character of behavior of these systems is established with possible local
patterns of nonlinearities in the range of complex roots.

4. Heat-and-mass transfer and kinetics of chemical reactions in materials with a high content of
nonautonomous phases

A large content of nonautonomous phases is inherent in nanostructured materials, a formational characteristic
of which are fractal self-organization processes in non-equilibrium systems [250]. They determine the metric-
statistical self-similarity of different-scale composite structures with non-Euclidean (fractional) relation between the
rate of increase in the number of elements considered and the increase in their consideration scale. This holds
true for almost all synthesis techniques and methods for nanomaterials and is determined by the special role of
energy and entropy characteristics of surface layers, by the correlation scale of the substance and energy transfer
in different-sized macro-, micro- and nanostructured material units, as well as by the tolerance factor of their
interface. Given that the transition (10 – 100 nm) layer from volumetric 3D material to the two-dimensional 2D
surface may include several subsurface zones with gradual decrease of substance filling in the range of 3 > D > 2
at sub-monolayer (0.5 – 1.5 nm) non-stoichiometric zone at the phase interface with dimension 2 > D > 1,
or even 1 > D > 0, its properties are governed by a set of physical phenomena of three-dimensional volume,
two-dimensional surface, and in some cases even of one-dimensional and point elements. This approach reveals an
extensive rank of self-similar transition structures of fractional dimension, in which the internal energy determining
the different physical properties of the material, may significantly increase not only by increasing the binding
energy and the number of these bonds in the crystalline lattice, but also due to the influence of electrical and
chemical surface potential, as well as due to the growth of the entropy factor. At the same time, the kinetic
and dynamic characteristics of nanocomposite materials also change significantly, since the energy accumulation
level that determines the rate of degradation processes therein is limited by the surface zone thickness, and the
energy dissipation has a significantly higher rate in the surface layer than in the volume. This is confirmed by
experimental observations of phase transitions on the surface of solids, by measurements of electrical strength
and thermal conductivity in the volume and on the surface [251–253]. As shown in [254], a condition for fractal
self-organization of non-equilibrium systems is achieving the threshold value of energy dissipation, starting from
which the system internal irreversible processes and exchange with the environment are accompanied by excess
of entropy return in comparison with its generation. An essential condition for these processes is that there is
non-linear feedback between the system and the energy source, as well as fluctuations and bifurcations in the
transitions between individual states of the system until it becomes stable with minimal entropy production.

The noted fundamental aspects in fractal ordering of nanostructured materials with a high content of nonau-
tonomous phases are taken into account in the developed models to calculate the heat and mass transfer and chemi-
cal kinetics (substance and energy transfer) occurring under spatial and mass limitations of nonautonomous phases.
They are analyzed in fractal (fractionally dimensioned) space on the basis of modified Fick / Fourier law and non-
local coordinate and time transfer equation for fractional order derivatives in the micro-layered medium [255,256].
Herewith, the transition from whole-order derivatives to fractional-order ones is realized according to the Riemann–
Liouville and Riesz–Weyl scheme after averaging the common equation of heat and substance propagation under
the assumption that the thermal conductivity and mass transfer coefficients as random functions of the spatial
coordinate in a micro-layered medium may be regarded as an integral operator. Its kernel in a statistically ho-
mogeneous medium is a product of Green’s function which suits both the problem considered and the correlation
ratio in averaging the initial equation. Given that the time and space intervals form the Hausdorff–Bezikovich set
for the media of fractal structure with phenomena of spatial correlations and memory effect, this transition makes
it possible to directly link the indicators of fractional derivatives with the respective ones of fractal dimension
in time and space. As a result, without resorting to commonly used numerical methods (for instance, [257]), it
is possible to derive the analytical model expressions for diffusion and temperature distribution problems [258],
for instance, in classically shaped micro-inhomogeneous bodies (wires, films, plates, rods, bars, etc.), using well-
known constructive models of regular fractal media with a regular geometric structure (Cantor comb D < 1; Koch
snowflake 1 < D < 2; Sierpinski sieve and fan, Menger square and sponge 2 < D < 3), as well as walk models
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with fractal generalization of Einstein’s relation. Their equivalent parameters are close enough to replace the real
pseudo-regular structures with a fractal model.

The obtained solutions occupy an intermediate position between relaxation and wave behavior in time, and
lead to a power dependence on spatial arguments, which is confirmed by the experimental data obtained [259,260].
Thus, in the stationary case compared to the linear temperature distribution in the continuous homogeneous medium
layer, the nonlinear temperature distribution with a bulge downward is inherent in the fractal micro-inhomogeneous
medium layer dimensioned less than one (Cantor comb), and with a bulge upwards (Fig. 2) in the environment
dimensioned more than one (Koch snowflake, Sierpinski sieve, Menger sponge), which is generally consistent with
experimental results.

FIG. 2. Temperature distribution in a layer with a fractal structure: 1, 2, 3 – the nature of
temperature distribution in a layer of a solid homogeneous medium, of a medium with a fractal
dimension more or less than one, respectively [258]

However, it should be noted that this approach is sometimes insufficient to characterize the fractal structures
of occasional nature, self-similarity of which cannot be adequately described using only one fractal (Hausdorff)
dimension with a constant value, and which requires specifying the range of multifractal dimensions based on the
generalized Renyi formula:

DRq = lim
ε→0

lim
τ→0

lim
m→0

[
1

1− q
ln IRq(q, ε)

ln(1/ε)

]
.

Herein, IRq(q, ε) =

M(ε)∑
i=1

pqi (ε)

 is the generalized Renyi entropy of the q order; M(ε) is the minimum number

of “measuring” cubes with an ε edge required to cover the fractal in the n-dimensional phase coordinate space of
the embedding; pi is for the probabilities of visiting the i-th cube by the phase trajectory; m is the number of points
used to estimate the dimension [261]. Known expressions for the Kolmogorov–Sinai entropy and Kolmogorov–
Hausdorff fractal dimension (q = 0), Shannon entropy, and the corresponding information dimension (q = 1),
correlation entropy, and correlation dimension (q = 2) follow from this relation as special cases at various q [262].
The change in fractal dimension along the layer of strongly micro-nonhomogeneous material can result in non-
uniformity of its thermal and physical characteristics, as experimentally recorded in [263], and, consequently, in
undulating temperature distribution (Fig. 3).

The proposed approach helped circumvent the limits of traditional macroscopic models of transfer processes
in composite systems with relatively small filler concentrations and with no nonlocal effects of the influence of
structural element scale on the rate of the transfer process. They are generalized in the well-known reference
book [265] and are based on the generalized conductivity principle tracing its origin to the papers by Poisson,
Clausius, Mossotti, Lorenz, Lorentz Maxwell, Rayleigh, Wiener, Lichtenecker, Odelevskii, etc.

One of the important integral effects of multifractal media in composite materials with electro-dual (conductive
and non-conductive) components is that the coefficient of effective conductivity that occurs at the percolation
threshold during formation of a conductivity chain cluster is independent of the specific arrangement of components
when it is determined only by the ratio between their concentrations and electrical characteristics. The solutions
obtained for the above models confirm the known results for the model of A. M. Dykhne [266] who identified this
relation as σe = [σ1σ2/p(1 − p)]1/2, where σ1 and σ2 are conductivity values of the components, p and (1 − p)
are their concentrations.
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FIG. 3. Comparison of theoretical and measured values of thermal conductivity of sintered TiN–
AlN composite: 1 – thermal conductivity determined on the basis of measurements at T = 30 ◦C;
2 – theoretical dependence for the “ideal” mixture of non-interacting components [264]

Modeling of chemical kinetics in the systems under consideration may also be carried out on the basis of
nonequilibrium Prigozhin and Tribus’s thermodynamic approach, using Janes’s formalism for statistical interpreta-
tion of the results based on modern information theory in the stage-by-stage consideration of the processes presented
in the experimental part of this review. These include the process of hydrothermal synthesis in autoclaves or in
an electric underwater conductor explosion which is used to produce oxide nanopowders during high-temperature
hydrolysis of precursor salts in the aqueous supercritical-pressure fluid capable of dissolving substances that are
almost insoluble under normal conditions. The initial pH value of the medium, the synthesis duration and tempera-
ture, the system internal pressure value are basic parameters determining both the kinetics of the processes and the
properties of the resulting products. Since the major cause of homogeneous particle aggregation, related to the sur-
face tension at the phase interface, is absent under supercritical conditions, the supercritical water is able to dissolve
substances which are almost insoluble under normal conditions, including some oxides [267–270]. Subsequently,
the solid crystalline phase of oxide nanoparticles, of nearly the same size and with a fairly developed surface, is
released if creating conditions for the solution oversaturation. The critical degree of oversaturation γ = c/cs can be
estimated by expressing the above chemical potential difference ∆µ = 2σ(∞)V a/Rcr of the critical nanoparticle
nucleus and the phase-forming medium through the substance concentration in the supersaturated solution and its
equilibrium solubility cs relative to the crystalline phase. This results in

ln γ = ln
( c
cs

)
=

∆µ

RT
=

2σ(∞)V a

RcrRT

for the perfect solution. The critical size of the spherical nucleus Rcr results from the condition of the maximum
d(∆G)/dR = 0 of the Gibbs free energy defined as the sum of its volume and surface components

∆G = −4

3
π
R3∆µ

V a
+ 4πR2σ(R).

According to [271], it is

Rcr =
2σ(∞)V a

∆µ

without factoring into the relation between the surface tension and the particle size, and

Rcr = l0

[
1− 2δ

l0
+

(
2δ

l0
+ 1

)1/2
]

if it is factored into at small particle radii on the ratio σ(R) ≈ σ(∞)/(1+2δ/R) where l0 = σ(∞)V a/∆µ, δ is the
“tolmen length”. The critical Gibbs energy at the maximum point during formation of homogeneous condensation
nuclei on the surface of the nuclei emerging spontaneously as a result of fluctuations in the density and concentration
of the substance in the system, without regard to the relation between the surface tension and the particle size, will
be ∆Gcr = (4/3)2πRcr(σ − 2/3σ), or a third of the surface energy of the nucleus. The remaining two-thirds are
compensated by the chemical energy component determined by the energy benefit of phase transition. Herewith,
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∆µ = 2σ(∞)V a/Rcr. Similarly, it is possible to make quantitative estimates for heterogeneous condensation in
the new phase formation on existing surfaces (vessel walls, foreign substance particles – condensation nuclei), as
well as it is also possible to estimate using the equation given in the liquid phase during solution supercooling,
in view of the known relation ∆µ = ∆Hn − T∆Sn = ∆Hn∆T/Tn, where ∆T = (Tn − T ) is supercooling,
∆Hn is the process enthalpy. These estimates show that the work of formation of solid nuclei at heterogeneous
condensation will be as many times less than the work of a homogeneous process as the volume of the drop nucleus
on the surface of the condensation nucleus is less than the volume of the sphere of the same curvature. These
estimates relate only to a single nucleus and do not factor into the entropy component of the formation energy in
the event of mass of nuclei. The entropy component can compensate the surface energy and provide spontaneous
dispersion at low values of interfacial tension. Estimation of nucleus formation conditions in the nonautonomous
substance state, [272–287], i.e. the substance being under spatial limitations that do not allow the formation of a
critical nucleus of a new phase, in particular, due to the nanoparticles of another phase distributed in these media,
is significantly complicated and requires factoring into the structure, composition and properties of the latter [106].
In case of classical nucleus forms (cube, ball, cylinder), it is possible to derive analytical expressions of the relation
between their geometric characteristics and the size of the new-phase nucleus [105]. The kinetics of condensation
formation of a new phase in hydrothermal synthesis, according to M. Folmer and J. I. Frenkel theory [288,289], is
defined as the rate of occurrence of condensation centers I = A1 exp[−∆G1/(RT )] and the rate of the substance
transfer to the resulting condensation centers U = A2 exp[−Eη/(RT )]. The first of them is proportional to the
probability of the condensation centers origin according to Gibbs energy ∆G1, and the second is proportional to
the probability of their “survival” according to the activation energy Eη of the substance transition from the initial
phase to the nucleus surface. The total rate is determined by the product of these probabilities and can show
an extreme, depending on the ratio between the energies ∆G1, Eη , the temperature T and the proportionality
coefficients A1, A2.

The applicability of the general thermodynamic approach to the estimation of homogeneous formation of small
particles is limited by the condition of a significant excess of the specific surface energy

σ(R) ≈ σ(∞)

1 + 2δ/R

over its mean-square fluctuations

〈〈∆σ〉 2〉 =
kT

8πR

(
δσ

∂R

)
P,S

=
kTδσ(∞)

4πR(R+ 2δ)2
.

This is done in the case of R � [kTδ/σ(∞)]1/3. Estimates show that the critical nucleus size may be
Rcr = (5÷ 10) · 10−10 m at a low condensation temperature, that is, be sized as several atoms. In this case,
∆G will vary discretely when the next atom joins, which is incompatible with the thermodynamic theory assump-
tion of continuous change of surface energy and Gibbs free energy. It is essential to shift towards the statistical
nucleation theory, based on the interaction parameters for individual atoms and their agglomerates, for example,
for Arrefyllius phases.

The kinetic features of nanomaterials production reactions considered in the experimental section of this review,
for example, of nanomaterials produced on the basis of solid-phase synthesis technologies or solid-flame reactions
of self-propagating high-temperature synthesis where combustion proceeds in the mode of reagent diffusion through
a layer of solid products formed, are described satisfactorily enough by the above fractal-diffusion approach. The
relationship between the traditional macroscopic characteristics of chemical kinetics and statistical interpretation of
thermodynamic reaction parameters based on modern information theory is used for the model evaluation of the
rate performance of chemical reactions in the nanomaterial synthesis by gas-flame combustion, occurring in the
kinetic mode with the evaporation of solid or liquid reagents, as well as of the kinetics of their interaction with
other chemicals. Thus, according to Eyring [290], under the assumption that the reaction rate r′ in a chemically
interacting system is proportional to the number of particles Ni with sufficient threshold energy Ei, where the total
number of particles is N in the system, it is possible to derive well-known Arrhenius’s ratio r′ ≈ N exp(−βEi)
after minimizing Shannon’s expression for the information entropy S = −k

∑
pi ln pi with additional conditions

imposed on the sum of the probabilities of all possible particle states and the mathematical expectations of the
macroscopic characteristics of the system. It is also possible to link

∂(ln r′)

∂(1/kT )
= −Ei = −∆E

N
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or
∂(ln r′)

∂(1/T )
= −∆E

R

out of the Boltzmann distribution for the kinetic energy of molecules by its logarithm and differentiation by
β = 1/kT , where ∆E is the activation energy. The resulting expression is of similar form with the known
equation describing the change in the equilibrium constant with that in the temperature and enthalpy of the
components, and the change in the free Gibbs energy G = U + PV − TS through it, and then the change in the
proportion of the reacted particles α = −µ/RT of their total Ni. Herein, Gibbs chemical potential µ and Gibbs
specific free energy (per particle) are coincident in case of the pure substance, while Gibbs free energy is defined
as the sum of all components G =

∑
(µN) for all elements in case of the substance mixture.

The relationships presented also make it possible to determine the concurrent entropy variation S attributed to
the ongoing chemical reactions and to assess the behavior of nonautonomous phases in non-equilibrium conditions,
as well as to analyze the overall system stability in accordance with thermodynamic criteria presented earlier,
involving the extreme principles.

5. Conclusion

Analysis of the problem of designing new functional materials with variable performance characteristics in-
dicates a great role in its solution of special small-size micro- and nanoscale objects formed as intermediate
(transitional) structures in a limited space between the macroscopic volume phases and with a limited substance
amount. They differ greatly in their properties, structure and composition of the relevant characteristics from
the volume phases and cannot thermodynamically exist in isolation from them as autonomous phases. It distin-
guishes fundamentally the nonautonomous phase from autonomous ones. This also determines the features of
thermodynamics and kinetics of interaction of disproportionate structural units of substance in the material, the
conditions of their self-organization and control methods for such interaction in the material synthesis, as important
in fundamental and applied terms, but not always considered in the development of material technology.

Studying the behavior and properties of nonautonomous phases requires the use of various methods and ap-
proaches, in particular, theoretical and experimental methods of nonequilibrium thermodynamics, chemical kinetics,
nonlinear dynamics and fractal analysis. The results presented show that great opportunities for providing the re-
quired functional properties of materials are related to the use of nanocomposites, which, as a rule, include a
significant proportion of nonautonomous phases. The unifying characteristic of their formation in nonequilibrium
systems is that of fractal self-organization. They determine the metric-statistical self-similarity of different-scale
structures with non-Euclidean (fractional) relation between the rate of increase in the number of considered el-
ements and the increase in the scale of consideration. This holds true for almost all technologies and methods
for nanomaterial synthesis and is determined by the special role of energy and entropy characteristics of nonau-
tonomous phases, the correlation scale of substance and energy transfer in different-sized macro-, micro- and
nanostructured material units, as well as by the tolerance factor of their interface. At the same time, kinetic and
dynamic characteristics of nanocomposite materials are also significantly changed, since the energy accumulation
level, which determines the rate of degradation processes therein, is limited by the size of the border zone where
the rate of energy dissipation is significantly greater than that in the volume. Achieving the threshold value of
energy dissipation, starting from which irreversible processes are accompanied by excess of entropy return over its
generation inside the system and in its exchange with the environment, is a condition of structural self-organization
realized if there is nonlinear positive feedback from the energy source. Bifurcation transition of nonequilibrium
systems to a stable state with minimal entropy production can be facilitated by antiphase deterministic and chaotic
spontaneous fluctuations of thermodynamic flows and forces with negative correlation coefficient.

These factors generically determine the structural and energy approach to improve the design of functional
materials with variable performance properties based on the use of nanoscale reaction zones with ongoing heat
and mass transfer, chemical and phase transformations both in a relatively slow diffusion mode of hydrothermal
or solid-phase high-temperature synthesis and in a high-speed kinetic mode of precursor medium combustion.
Experimental studies of the effect of phase composition heterogeneity on the change in functional properties and
stability of nanocomposite materials with a large proportion of nonautonomous phases generally confirm these
ideas.

Promoting the concept of nonautonomous phases and their genesis in the areas discussed above opens up certain
reserves for solving the problems of physical and chemical design of new functional nanocomposite materials which
consist largely of nonautonomous phases, for developing technologies for their synthesis and consolidation, which
ensure saving of the individual properties of nanoscale objects in the system.
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