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Scattering problem on an infinite chain of zero-range potentials with internal structure in the stochastic magnetic field is investigated. Model

operator is constructed using the perturbation theory for the self-adjoint operators. The relations with the scattering problem without stochasticity
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1. Introduction

Nanostructures having the form of chains of short-range potentials are widely used in nanotechnologies.
Berezin and Faddeev (see [1]) showed that the Hamiltonian with zero-range Fermi type potential is just an
extension of a suitable defined symmetric operator. Later, it has been shown by Pavlov [2], that the structure of the
standard point interaction models can be enriched substantially when the self-adjoint extensions are constructed in a
wider Hilbert space. This idea yields various models of zero-range interaction with an additional internal structure
(see, e.g., [3–5]). In papers [6,7] this method has been used to construct and investigate explicitly solvable models
of the scattering of the neutron on a point nucleus, whose internal structure depends on a stochastic magnetic field,
and of the scattering of acoustic waves on a stochastic point defect with an internal structure.

In the present paper, an exactly solvable model of the neutron scattering on the one-dimensional infinite chain
embedded into the three dimensional configuration space R3. We will suppose that the chain is inserted into the
stochastic magnetic field. The nuclei in the chain are assumed to be equivalent with the internal structure dependent
on the magnetic field. This model corresponds to the case, when the whole chain belongs to one magnetic domain.
In the absence of the stochasticity, such model was investigated by Albeverio, Gesztesy, Hoegh-Krohn, Holden [8],
Karpeshina [9], Subramanian [10], Kurasov and Pavlov [11]. It was shown that the spectrum of the related operator
is purely continuous and consists of two branches:

1) Scattered waves branch σs; corresponding eigenfunctions are defined by free waves reflected by the lattice.
This branch coincides with the spectrum of the free Laplacian −∆ in L2

(
R3
)

.
2) Waveguide branch σw; corresponding eigenfunctions are localized in a vicinity of the lattice. In the

discussing periodic case these functions are of the Bloch type.
It will be shown that the spectral properties of the problem with the stochastic filed are related to the properties

of the problems without any stochasticity.

2. Model operator

This section is devoted to the construction of the model operator describing scattering in the stochastic magnetic
field. Let L2

(
R3
)

be an external space and free Laplacian −∆ defined on W 2
2

(
R3
)

be an unperturbed operator,
simulating the Hamiltonian of the free neutron. Let Eint = ⊕ΣnEn be an orthogonal sum of unitary equivalent
finite-dimensional Hilbert spaces. We will restrict our consideration to the simplest case, En = C2, n ∈ Z. Let An
be selfadjoint operators in En which are mutually unitary equivalent. We will consider, as in the paper [6]:

An = A (H (τ)) ≡ diag {λ0, λ1}+ σ3H (τ) , H (τ) = ±ez, (1)

Where λ0, λ1 are the “levels” of the nucleus, σ3 =

(
q 0

0 −q

)
is Pauli matrix corresponding to the direction

of the stochastic magnetic field H (τ) parallel to the z-axis. Let Aint = ⊕ΣnAn then the nonperturbed operator
is defined as a direct sum L = (−∆) ⊕ Aint in the space L2

(
R3
)
⊕ Eint of the kinetic energy operator (−∆)
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and the “inner” operator Aint. The restriction −∆ ⇒ −∆0 on the linear set Dext
0 of all W 2

2 -smooth functions in
R3\ {xn}n∈Z which have the following asymptotic:

u(x) ∼
x→xn

un−

4π |x− xn|
+ un0 + o (1) , (2)

creates the boundary form:

Jext (u, v) = 〈−∆∗0u, v〉 − 〈u,−∆∗0v〉 = −
∑
n∈Z

(un vn0 − un0vn ). (3)

Here, xn = n−→e are the positions of nuclei of the lattice.
The restriction of the inner operator Aint → Aint0 to the linear set Dint

0 described in [2, 6] also leads to
nontrivial boundary form:

Jint (η, ξ) = −
∑
n∈Z

(
ηn−ξn0 − ηn0ξn−

)
, (4)

where η, ξ ∈ Eint. We consider here the infinite vectors {un−}, {un0}, {vn−}, {un0}, etc., to be elements
from `2. It is obvious that the restricted operators −∆0 and Aint0 have infinite deficiency indices (∞,∞). The
boundary form Jext (u, v)+Jint (η, ξ) vanishes on the Lagrange planes given by the translation-invariant boundary
conditions described in [11]:(

un−

ηn−

)
=
∑
m∈Z

Γn−m

(
un0

ηn0

)
, Γ−n = Γ∗n, |n| > N → Γn = 0;

or (
un−

−ηn0

)
=
∑
m∈Z

Bn−m

(
un0

ηn−

)
, B−n = B∗n, |n| > N → Bn = 0. (5)

Interaction between the nearest neighbors is introduced by these boundary conditions. We restrict our consideration

to the case N = 0, Γ0 =

(
0 α

α 0

)
:(

un−

ηn−

)
=

(
0 α

α 0

)
·

(
un0

ηn0

)
, =mα = 0. (6)

A self adjoint extension L
(−→
H (τ)

)
of the operator −∆0⊕Aint0 specified by the boundary conditions (6) simulates

the Hamiltonian of the “neutron-lattice” system. Since
−→
H =

−→
H (τ), this Hamiltonian is time-dependent. We

consider
−→
H (τ) to be a Markovian stochastic process with two stochastic states. The corresponding evolution

operator U (t), restricted to a fixed trajectory of the process
−→
H (t), is the solution of the Cauchy problem:

1

i
· ∂U
∂τ

= L
(−→
H (τ)

)
U, U |τ=0 = Iq ≡ Ie ⊕ Ii, (7)

where Ie and Ii are the identity operators in the external and internal spaces respectively.
Together with the stochastic evolution described by equation (7), we will consider the “deterministic” evolutions

corresponding to the Hamiltonians L (+H) and L (−H), in which the magnetic field is fixed in up-state
−→
H = H−→e z

or in the down state
−→
H = −H−→e z . On the intervals where

−→
H (τ) is constant, the evolution equation (7) can be

solved by the time-ordered exponentials corresponding to the operators L (+H) and L (−H) respectively. On each
trajectory of magnetic momentum, the evolution operator (7) is the T-product of the corresponding exponentials
(see [6]).

Starting with the equation for the transition probabilities whose resolvent matrix P represents a solution of the
following equation:

dP
dτ

= χ

(
−1 1

1 −1

)
P, P (0) =

(
1 0

0 1

)
, (8)

we introduce the measure on the space of trajectories according to the paper [6]. The probability of the beam of
trajectories which are in the states αs = ±H at the moments t = sδ, s = 0, 1, 2, . . . , n can be defined by the
following formula:

Pαn,αn−1,...,α1 =

n∏
s=1

{
exp

[
χ

(
−1 1

1 −1

)]
δ

}
αn,αn−1

.
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The averaged evolution operator can be calculated by the Trotter formula. By the same method as in [6] the
following theorem can be proven:

Theorem 1. The quantum evolution operator, averaged over the set of trajectories of magnetic field starting
in the stochastic state β at τ = 0 and ending in the stochastic state α at τ = T coincides with the element
Uαβ (T ) of the operator matrix, which satisfies the differential equation

1

i
· ∂
∂τ
U = L̂χU, U |t=0 =

(
Iq 0

0 Iq

)
. (9)

Here, the generator L̂χ of the averaged semigroup U (τ) is given by the following expression:

L̂χ =

(
L(+H) 0

0 L(−H)

)
+ iχ

(
Iq 0

0 Iq

)
. (10)

It acts in the quantum-stochastic space L̂χ =
[
L2

(
R3 ⊕ Eint

)]
⊗R2 which is the tensor product of the quantum

space Hq = L2

(
R3
)
⊕ Eint by the stochastic space R2, H = Hq ⊕Hq .

3. Spectral analysis of the averaged operator

We will consider the perturbed L̂χ and the unperturbed operator L̂0
χ together. The unperturbed operator

corresponds to the case when the quantum operator can be presented as the orthogonal sum of the operators in the
external and internal spaces. It corresponds to the coupling constant α equal to zero. The external and internal
parts of the unperturbed operator are:

−∆̂ =

(
−∆ 0

0 −∆

)
+ iχ

(
Iq −Iq
−Iq Iq

)

Âint =

(
Auint 0

0 Adint

)
+ iχ

(
Ii −Ii
−Ii Ii

)
, (11)

where Au,dint = ⊕
∑
n
Au,d; Au = A (+H), Ad = A (−H).

The unperturbed operator L̂0
χ = −∆̂⊕Âint is normal and its spectral characteristics can be calculated explicitly.

For example, the spectrum of this operator is the sum of the spectrum of the operator −∆̂ (whose spectrum is
purely continuous and consists of the two branches: λ = k2 and λ = k2 + 2ıχ, =mk = 0) and the spectrum of the
operator Âint, which consists of four eigenvalues of infinite multiplicity:

λ1,2

(
Âint

)
= λ0 + iχ±

√
H2 − χ2

λ3,4

(
Âint

)
= λ1 + iχ±

√
H2 − χ2. (12)

Calculating the resolvent of operator L̂χ one can obtain, that the spectrum of L̂χ is purely continuous and
consists of the following branches:

1) R+ and R+ + 2iχ, which coincide with the spectrum of the operator L̂0
χ

2) four branches, or bands, each corresponding to one of the eigenvalues of operator L̂0
χ. These branches can

be calculated by solving the following equations:

λ− λn
(
L̂0
χ

)
= ± α2

i

32π

Fn(λ, t)√
h2 − χ2

+ o(α2). (13)

This formula is valid for the small values of the coupling constant α only. Sign “-” in the rhs of (13)
corresponds to n = 1, 3, “+ ” to n = 2, 4. Function Fn (λ, t) defined by the following expression:

Fn (λ, t) = (B+
nB
−
n )−1

{
B+
n

(
C−n ∆n

u + iχnu
)

+B−n
(
C+
n ∆n

d + iχnd
)}
, (14)

∆n
u,d = R+ (λ)D±nB

∓
n − iχR− (λ)B±n A

∓
n , n = 0, 1; (15)

∇nu,d = R− (λ)D∓nB
±
n − iχR+ (λ)B∓n A

±
n , n = 0, 1;

R± (λ) = B̂
(√

λ, t
)
± B̂

(√
λ− 2iχ, t

)
, (16)

where A±n , B
±
n , D

±
n are defined as in [6]:

A±0 = λ0 ±H, A±1 = λ1 ∓H,
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B±n = A±n − i, D±n = (iχ− λ)A±n − i.
Parameter t in the formulas (13), (14), (16) is the quasimomentum and it belongs to the interval [−π, π]. The
function B̂(

√
λ, t) is the lattice sum for the linear infinite chain:

B̂
(√

λ, t
)

= ik +
∑
n∈Z

exp
(
i
√
λ|n|

)
4π|n|

exp(−itn) = ln

(
1

2(cos
√
−(λ0 +H0)− cos t)

)
, (17)

which was calculated first by Subramanian [10]. The branch of the logarithm is fixed by the condition of analytical

continuability of B̂
(√

λ, t
)

into the complex spectral plane λ and vanishing of the imaginary part of the logarithm

on the negative semi-axis. The properties of the function B̂
(√

λ, t
)

were described in [11].

Analysis of the equation (13) can be carried out for the small values of the coupling constant a� 1 and of the
stochastic evolution parameter χ � 1. In this case the resonant bands correspond to the negative eigenvalues of

the operators Au =

(
λ0 +H 0

0 λ1 −H

)
and Ad =

(
λ0 −H 0

0 λ1 +H

)
. For example, let λ0 be negative.

Then the corresponding eigenvalue of the operator L̂0
χ is given by the following asymptotic expression:

λ1

(
L̂0
χ

)
λ0 +H + iχ+ o (χ) , (18)

and corresponding band by the expression:

λ1 (t) = λ1

(
L̂0
χ

)
− α2i

8π
H
[
(λ0 +H)

2
+ 1
]

ln
1

2
(

cos
√
−(λ0 +H)− cos t

) + o(α2, χ), (19)

where ln is defined as a function of the real variable. The right edge of the band coincides with λ (π) and the

left one with λ (0). The function B̂
(√

λ, t
)

is an even function of the variable t, hence the multiplicity of the

spectrum is two (see Fig. 1).

FIG. 1. Spectral band formed by the negative eigenvalue. The right edge of the band coincides
with λ1 (π) and the left one with λ1 (0), where the argument t of the function λ1 (t) is the
quasimomentum (see formula (19) describing the band)

The structure of the band spectrum corresponding to the positive eigenvalues of the operators Au, Ad is more
complicated. Analysis of the equation (13) shows that the bands corresponding to each positive eigenvalue of L̂0

χ

have a gap (see Fig. 2). Let, for example,
√
λ0 +H be from the interval [0, π]. Then, the band has a gap near

λ1

(
L̂0
χ

)
. The second band of solutions of the equation (13) is situated exactly under this band, but it does not

correspond to the spectrum of the operator. The first band transforms into the stationary (waveguide) band with
the gap near λ0 +H when the parameter χ tends to zero. The second band transforms into the resonant gap (see
Fig. 2 – Spectral band formed by the positive eigenvalue). The first band corresponds to the values of λ, that are
less than |t|2, the second - to λ : |λ| > |t|2. When

√
λ0 +H is greater than π, no stationary band appears.

Thus, the spectrum of the operator L̂χ consists of two scattered waves branches R+ and R+ + 2iχ and not
more than four stationary bands (see Fig. 3). The Bloch waves corresponding to the resonant bands are increasing
at infinity functions and are not eigenfunctions of the operator. We are going to prove that the generator L̂χ is a
dissipative operator with complex branches of the continuous spectrum. The corresponding eigenfunctions can be
calculated (see the following papers [6, 11]). The eigenfunctions corresponding to the branches R+ and R+ + 2iχ
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FIG. 2. Spectral band formed by the positive eigenvalue. Analysis of the equation (13) shows
that when

√
λ0 +H is from the interval [0, π], this band have a gap. When

√
λ0 +H is greater

than π, no stationary band appears

FIG. 3. Spectrum of the averaged operator. It consists of two branches R+ and R+ + 2iχ,
eigenfunctions corresponding to which have a form of scattered waves, and not more than four
stationary bands

have a form of scattered waves. The initial plane wave is symmetric with respect to the stochastic variables for
the branch R+ (or stable branch) of the spectrum:

Ψs (λ,ν) =

{
ψexts (x, λ,ν)

ψints (λ, nu)
, λ = k2, k ≥ 0, ν ∈ S2, (20)

ψexts (x, λ,ν) = exp
{
−i
√
λ 〈ν,x〉

}
·

(
1

1

)
+

f00 (λ,ν)
∑
n∈Z

exp (ik |x− xn|)
4π |x− xn|
·

(
1

1

)
+

+ f10 (λ,ν)
∑
n∈Z

exp
(
i
√
λ− 2iχ |x− xn|

)
4π |x− xn|

·

(
1

−1

)]
exp

(
−i
√
λ 〈ν,xn〉

)
, (21)

(
ψints (λ,ν)

)
n

=

(
η0
u

η0
d

)
(λ,ν) exp

(
−i
√
λ 〈ν,xn〉

)
, xn = ne.

The initial plane wave corresponding to the relaxation branch R+ + 2iχ is antisymmetric with respect to the
stochastic variables:

Ψas (λ,ν) =

{
ψextas (x, λ,ν)

ψintas (λ, nu)
, λ = k2 + 2iχ, k ≥ 0, ν ∈ S2, (22)

ψextas (x, λ,ν) = exp
{
−ı
√
λ− 2iχ 〈ν,x〉

}
·

(
1

−1

)
+

[
f01 (λ,ν)

∑
n∈Z

exp (ik |x− xn|)
4π |x− xn|

·

(
1

1

)
+
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f11 (λ,ν)
∑
n∈Z

exp
(
i
√
λ− 2iχ |x− xn|

)
4π |x− xn|

·

(
1

−1

)]
exp

(
−i
√
λ− 2iχ 〈ν,xn〉

)
, (23)

(
ψintas (λ,ν)

)
n

=

(
η0
u

η0
d

)
(λ,ν) exp

(
−i
√
λ− 2iχ 〈ν,xn〉

)
, xn = ne.

One can see, that the functions ψexts , ψextas satisfy Bloch conditions. For example:

ψexts (x +mẽ, λ,ν) = ψexts (x, λ, nu) · exp
(
−i
√
λ〈ν,m~e〉

)
, m ∈ Z (24)

Explicit expressions for the amplitudes fmn (λ,ν) in (21), (23) can be calculated by substitution of the considering
ansatz (21), (23) for the scattered waves into the boundary conditions (6). For example, the amplitude f00 (λ,ν)
is:

f00 (λ,ν) =
α2

4

1∑
n,m=0

(λn − (−1)n+mH − λ) (λn + (−1)n+mH − i) + 2ıχ (λn − i)

[(λn − i)2 −H2]
[
(λn + iχ− λ)2 −

(
H2 − χ2 − Fk

(√
λ, k‖

))]Zmn + o
(
α2
)
, (25)

where the following notations were used:

k‖ = k 〈ν, e〉 ; k =
√
λ; Z0

m = Z+
m, Z

1
m = Z−m; Z±m = iχB±mA

±
m −D±mB±m (26)

The eigenfunctions corresponding to the stationary band can be calculated in the same way

Ψj (t) =

{
ψ extj (x, t)

ψ intj (t)
. (27)

Let us denote by λj (t) the corresponding solution of the equation (13). Then the components of the eigenfunction
are:

ψextj (x, t) =
1

2

∑
n∈Z

C0

exp
(
i ·
√
λj (t) |x− xn|

)
4π |x− xn|

(
1

1

)
+

+Cχ
exp

(
i ·
√
λj (t)− 2iχ |x− xn|

)
4π |x− xn|

(
1

−1

) · exp (−int) ,

ψintj (t) =

(
η0
u

η0
d

)
(j, t) exp (−int) , (28)

where the following notations were used:

C0,χ = const ·α
(
C−mB

+
m ± iχB−m

)
+ o

(
α2
)

;

m = 0 for j = 1, 2 and m = 1 for j = 3, 4;

C±m (λj (t)) = A±m + iχ− λj (t) . (29)

4. Eigenfunction-expansion theorem

We will restrict our consideration to the case of the initial data with the trivial “internal” component, i.e. we
will consider functions:

f̂

(
fu ξu
fd ξd

)
, ξu = ξd = 0. (30)

The external part of the function can be defined as follows:

[f̂ ]ext(x) =

(
fu
fd

)
(x) ≡ f(x), fu, fd ∈ L2(R3). (31)

The following assertion can be proven:
Theorem 2. Let the vector f̂ from the quantum-stochastic space H has the form (30), then the following

representation holds almost everywhere in the Lebesque measure sense:

f (x) =

4∑
j=1

Ki

∫
∆j

dt

∫
R3

dyψextj (x, t)φextj (y, t)f (y) +
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+
1

16π3

∫
R+

k2dk

∫
S2

dν

∫
R3

dy
{
ψexts (x, k,ν)φexts (y, t) + ψextas (x, k,ν)φextas (y, t)

}
f (y) . (32)

Vector-valued functions φi (y, t), φs,as (y, k,ν) are externals parts of the eigenfunctions of the adjoint operator
L̂∗χ corresponding to the stationary bands and branches of the continuous spectrum R+ and R+ +2iχ respectively.
The intervals ∆j = [−αj ,−βj ] ∪ [βj , αj ] are introduced in such a way, that the spectral parameter λj (t) covers
the stationary band twice, when the quasimomentum varies on the interval ∆j .

This theorem can be proved by integrating by parts the bilinear form of the resolvent of the operator L̂χ
around the spectrum. This theorem allows us to calculate the averaged evolution operator U , which will be used
to derive the scattering operator: [

U(τ)f̂
]ext

(x) =
[
exp iL̂χτ f̂

ext
]

(x) =

4∑
j=1

Kj

∫
∆j

dt · exp (iλj (t) τ)

∫
R3

dy · ψextj (x, t)φextj (y, t)f (y) +

+
1

16π3

∫
R+

exp
(
ik2τ

)
k2dk

∫
S2

dν

∫
R3

dy · ψexts (x, k,ν)φexts (y, t)f (y) +

+
1

16π3

∫
R+

exp
(
i
(
k2 + 2iχ

)
τ
)
k2dk

∫
S2

dν

∫
R3

dy · ψextas (x, k,ν)φextas (y, t)f (y) . (33)

5. Scattering operator

The averaging of the quantum evolution leads to the evolution operator semigroup with the generator L̂χ:

U(τ) = exp
(
iL̂χτ

)
, τ > 0,

which acts in the quantum-stochastic space H . Formula (33) shows that the contribution of the nonreal part of
the spectrum tends to zero for large τ → ∞. As a result, only the real branch of spectrum R+ contributes to
the scattering process. We will define the unperturbed operator for the scattering problem as the restriction of the
operator −∆̂ to the stable invariant subspace corresponding to the real branch of the continuous spectrum R+. The
corresponding operator will be denoted by L̂0. It is unitarily equivalent to the nonperturbed Laplacian defined on
the domain W 2

2

(
R3
)
. The identification operator J = J0 is the projector on the set Hs of the functions which

are symmetric with respect to the stochastic variables. In this way we eliminate the relaxation branch and the
scattering matrix can be defined as follows:

Sχ(α, L̂0) = s− lim
τ→∞

exp
(
−iL̂0τ

)
J0 exp

(
2iL̂χτ

)
J∗0 exp

(
−iL̂0τ

)
. (34)

Using the unitary operator Σ : Hs → L2

(
R3
)
:

Σ : f̂ =

(
f

f

)
→ 1

2
(f + f) = f,

the averaged scattering operator from L2

(
R3
)

to L2

(
R3
)

can be written in the following form:

Sχ(α) = s− lim
τ→∞

exp (i∆τ)ΣJ0U(2τ)J∗0 Σ∗ exp (i∆τ). (35)

Then the averaged scattering matrix can be calculated:

Sχ (p,p′) = δ (p− p′)− 1

4π2
δ
(
p2 − (p′)2

)
· f00

(
|p|,− p

|p|

)∑
n∈Z

δ (2πn+ 〈p− p′, e〉) , (36)

Thus the scattering amplitude f (ω,ν, k) has the following form:

f (ω,ν, k) = −f00 (k,ν) ·
∑
n∈Z

δ (2πn+ k〈ν + ω, e〉), (37)

where f00 (k,ν) depends on the direction of the initial plane wave trough the projection of the vector kν on the
lattice vector ẽ:

k‖ = k 〈ν, e〉 .
The scattering amplitude has Laue singularities.
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It is important to discuss the limit of the scattering amplitude when the stochastic parameter tends to zero.
We will denote by f± (ω,ν, k) the scattering amplitudes corresponding to the operators with the fixed stochastic
states: L (+H) and L (−H) . Then the following formula can be derived:

lim
χ→0

f (ω,ν, k) =
1

2

[
f+ (ω,ν, k) + f− (ω,ν, k)

]
. (38)

This formula shows that the limit amplitude is equal to the arithmetic average of the amplitudes corresponding to
the deterministic processes.
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Micromagnetic calculations are compared with faster model calculations of interacting nanoscopic magnetic islands representing an element of

a shakti spin ice lattice. Several pathways for transitions between equivalent ground states are studied. The model calculations describe the

interaction between the islands either with the point dipole approximation, or with a dumbbell approximation where the distance between the

two poles is optimized to match the micromagnetic results. The closest agreement in the energy of both local minima as well as transition state

configurations where one macrospin has rotated by 90◦ is obtained with a dumbbell model where the distance between the poles is ca. 20 %

smaller than the island length.
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1. Introduction

Artificial spin systems have made it possible to study magnetic ordering phenomena and thermal dynamics at
macroscopic length scales in extended spin arrays. These systems consist of lithographically patterned magnetic
islands arranged in various ways. Initially, the arrangements were chosen to mimic pyrochlore spin ice [1] but
the vast capabilities available within nanostructuring have allowed new research into a multitude of different types
of systems [2–5]. The interaction between the islands affects the properties of the artificial spin ice systems
controlling their ground state magnetic ordering and affecting the energy barriers for transitions between various
possible orientations of the magnetization of the islands. The arrangement of the islands, therefore, directly affects
the energetics of the system.

The shakti lattice is a recent addition to the catalog of artificial spin ice systems. Extended systems of this
geometry have been studied both theoretically [6, 7] as well as experimentally [9, 10]. Interestingly, the shakti
geometry falls into a category of pentagonal tilings but is often described as a decimation of a square tiling. A
closer analogy would be that of a Cairo pentagonal tiling or a Panama weave tiling as the system is composed of
islands of two different lengths [6]. The different island lengths give rise to different energy barriers for reversing
their magnetization direction creating an energy scale hierarchy affecting the energy landscape and ordering of the
system [10].

Studies of finite arrays of islands representing a part of an extended system have been important for gaining an
understanding of the physical properties of artificial spin ice systems. The magnetic ordering of kagome spin ice
building blocks has been extensively studied both for demagnetized states [8] and thermally relaxed ground state
ordering [11] as well as thermally induced dynamics [12]. For square ice building blocks, thermal effects have
been directly measured through their stray field [13, 14]. Studies of the energy landscape and ordering of shakti
lattice building blocks containing elements of two different island sizes have previously not been reported in the
literature.

Several different methodologies have been applied to model artificial spin ice to gain an understanding of
the energetics and underlying physics. Micromagnetics is the most accurate approach but it requires significant
computational effort even for systems consisting of only a few islands. Calculations involving magnetization
dynamics and incorporation of thermal effects in extended spin ice systems are computationally too demanding
at this level of theory. Simpler models such as the point dipole or dumbbell representations of each island have
therefore been used to calculate ground state ordering, thermal dynamics and long range interaction between islands.
In the point dipole model, a magnetic dipole is placed at the center of each island and the dipole-dipole interaction
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between islands evaluated, while for the dumbbell approximation, two magnetic charges, separated by some fixed
distance, are placed on each island [15–17].

The mechanism of thermally assisted transitions in such systems can be evaluated using the geodesic nudged
elastic band (GNEB) method [18] where the activation energy is obtained as the energy rise along the minimum
energy path for the transition. The pre-exponential in the Arrhenius rate expression can be estimated from harmonic
transition state theory [19–21] as has been demonstrated for isolated islands [22] as well as elements of kagome
spin ice [23]. When the islands are not too large, the magnetization can be in a single domain state and described
by a single vector, the macrospin. The GNEB and harmonic transition state theory (HTST) methodology can,
however, also be used to describe more general transition mechanisms where the internal structure of the island is
taken into account [24].

In this article, the energetics of a shakti spin ice element consisting of eight small islands and one large island
is studied. Two reversal pathways between equivalent, low energy states are studied. The point dipole model
and dumbbell model with adjustable distance between the magnetic charges are compared with micromagnetic
calculations for both local energy minima and configurations representing transition states.

2. Models and methodology

The system investigated in this study can be considered as a building block of the shakti lattice comprising
one long island and eight surrounding short islands, as shown in Fig. 1. The islands are stadium shaped, 150 nm
wide of 3 nm thickness and with a length of 450 nm (short islands) or 1050 nm (long islands). The lattice constant,
defined as shown in Fig. 1, is taken to be 600 nm. The islands are assumed to be composed of a soft magnetic
material with magnetization of M = 200 kA/m. The dimensions of the islands and materials parameters used for
the modeling are similar to those previously reported in the literature.

2.1. Micromagnetic modelling

The energetics of the system are modeled by micromagnetic calculations performed using the software mu-
max3 [25]. The exchange constant is taken to be A = 13 × 10−12 J/m and the magnetization value given above.
No magnetocrystalline anisotropy is included for the magnetic material composing the islands. The total magnetic
moment of the islands comes out to be 4.05× 106 µB for the small islands and 10.5× 106 µB for the large ones.

The energy associated with the macrospin of each island includes a shape anisotropy term, Ea = K cos(θ)2,
where θ is the angle between the magnetization and the long axis, in addition to the total sum of magnetostatic
interaction with all the other macrospins in the system. The micromagnetic model is used to evaluate this
anisotropy term which is added to the dipole and dumbbell models. The anisotropy parameter K is determined
by calculating the energy increase when the macrospin of an island is rotated from the low energy state with the
magnetization pointing along the long axis of the island to the elevated energy state where the magnetization is
pointing perpendicular to the long axis. In both cases, the macrospin vector is in the plane of the island. This
shape anisotropy term corresponds to K = 0.69 eV and 1.78 eV for the short and long islands, respectively.

2.2. Point dipole model

In the point dipole model, the energy of the system is approximated as

Ed−d = Ea − M2
∑
i

∑
j>i

ViVj

(
~mi · ~mj

|~rij |3
− 3 ~mi · ~rji ~mj · ~rij

|~rij |5

)
(1)

where Vi is the volume of island i, M is the magnetization per volume, mi a unit vector giving the direction of
the magnetic moment of island i, ~ri is the location of the center of island i and ~rij = ~rj − ~ri.

2.2.1. Dumbbell model. In the dumbbell model, the energy of the system is approximated as

Edb = Ea −M2
∑
i

∑
j>i

ViVj
didj

(
1

|~rpi
− ~rpj

|
− 1

|~rpi
− ~rnj

|
− 1

|~rni
− ~rpj

|
+

1

|~rni
− ~rnj

|

)
(2)

where ~rpi
and ~rni

are the locations of the positive and negative charges associated with island i, placed symmet-
rically along the long axis of the island, and di is the distance between them. We introduce here an adjustable
parameter in the dumbbell model, namely the ratio of the distance and the length of the island, d/L. Traditionally,
d has been assumed to be equal the length of the island, i.e. the magnetic charges are placed at opposite ends of the
islands. As we demonstrate below, this leads to an overestimation of the interaction. The scaling parameter d/L
is thus introduced to adjust the strength of the interaction and match the results of the micromagnetic calculations.
The same ratio is used for the small and the large islands. For a small distance between the two magnetic charges,
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FIG. 1. Top left: An illustration of the shakti lattice building block studied here showing the
definition of the lattice parameter, a. The long island has the same nearest neighbor distance as
the shorter islands. Top right: Comparison of micromagnetic, dipole and scaled dumbbell model
calculations of the energy along a transition path from one low energy, closed loop state to another
equivalent one with opposite orientation of the magnetic moments. The point dipole model
underestimates while the dumbbell model overestimates the interaction energy. By reducing the
distance between the two magnetic charges to 0.8 of the island length, d = 0.8L, close agreement
is obtained between the dumbbell and micromagnetic results. Bottom: Schematic illustration of
the arrangement of the magnetic moments along the transition path between the two closed loop
ground states. The island where the macrospin has been reversed in going from left to right is
circled.

d/L < 0.1, the dumbbell model gives results that are close to those of the point dipole model. For larger distances,
the dumbbell model includes the effect of higher order multipoles in the multipole expansion of the magnetic field
of an island. As a result, the dumbbell model gives stronger interaction between the islands than the point dipole
model.

3. Results

The calculations of the shakti element are started with each macrospin pointing along the long axis of the
corresponding island, forming either in a closed loop configuration, where the macrospins of all the short islands
are arranged head to tail (shown in Fig. 1) or in a so-called onion configuration (shown in Fig. 2). The orientation
of the macrospins is then allowed to change in order to minimize the energy of the system. This relaxation turns
out to result in only a minor change in the orientation of the macrospins and the energy of the system. In the
micromagnetic calculations, the closed loop state is found to be slightly lower in energy than the onion state, by
0.05 eV.

The GNEB method is used in combination with the point dipole model to find an optimal transition path
between the two closed loop states as well as an optimal transition path between the two onion states. The resulting
paths determined from these calculations are shown in Fig. 1,2. For each island, there are two possibilities for
rotating the macrospin, either inward or outward. Depending on the arrangement of the macrospins of the
neighboring island, one could have a lower energy barrier than the other. The figure shows the energy for the
rotation direction that corresponds to the lower energy barrier, but in all cases the difference is small. The energy
along these paths is then evaluated using also the micromagnetic and the dumbbell models.
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FIG. 2. Top left: Comparison of micromagnetic, dipole and scaled dumbbell model calculations
of the energy along a transition path from one onion state to another equivalent one with opposite
orientation of the magnetic moments. The point dipole model underestimates while the dumbbell
model overestimates the interaction energy. By reducing the distance between the two magnetic
charges, d = 0.85L, close agreement is obtained between the dumbbell and micromagnetic
results. Top right: A zoom in on the energy of the local minima, same as on the graph to
the left. The overestimate of the interaction energy when the magnetic charges are placed at the
end of the islands, d = L, is about as large as the underestimation by the point dipole model.
Bottom: Schematic illustration of the arrangement of the magnetic moments along the transition
path between the two onion states. The island where the macrospin has been reversed in going
from left to right is circled.

Figures 1, 2 show the calculated results for the transition paths between the two closed loop states (see Fig. 1)
and between the two onion states (see Fig. 2). Both the energy of the various states as well as the estimated
activation energy for macrospin rotations are shown. The activation energy for the rotation of the large island
macrospin occurs last in these paths and is clearly much larger than the activation energy for the small islands. The
point dipole model is found to underestimate the interaction energy. Both the energy of the various local energy
minima and the estimates of the energy barriers are lower than the micromagnetic predictions. The dumbbell
model, however, overestimates the interaction energy by a similar amount (see results for d = L in the top right of
Fig. 2). However, by bringing the magnetic charges closer by about 20 %, the dumbbell model can reproduce the
micromagnetic results quite well, both the energy minima and the energy barriers.

4. Conclusions

The calculated results presented here show that the point dipole model can underestimate the interaction
between islands in spin ice systems, while the dumbbell model gives an overestimation. A modified dumbbell
model where the distance between the magnetic poles in an island is smaller than the length of the island, in this
case by ca. 20 %, can however reproduce the results of micromagnetic calculations quite closely. Not only is the
energy of the various states reproduced well, but also the energy barriers for transitions. The same parameter value
was used for the large and small islands in the shakti lattice element studied here, but it remains to be seen how
general the optimal value of this parameter is for the large variety of islands used in spin ice systems.

In order to simulate the long time scale evolution of spin ice systems, it is important to have a model for
the energetics that does not require excessive computational effort. The modified dumbbell model with a scaled
distance parameter appears to provide a good choice. The mechanism and rate of transitions can then be calculated
using saddle point searches with the adaptation of the minimum mode following method to magnetic systems [26]
and long time scale evolution simulated with the adaptive kinetic Monte Carlo method [27, 28].
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[26] Müller G., Bessarab P.F., Vlasov S.M., Lux F., Kiselev N.S., Blügel S., Uzdin V.M. and Jónsson H. Duplication, collapse and escape of

magnetic skyrmions revealed using a systematic saddle point search method. Phys. Rev. Lett., 2018, 121, P. 197202 (5 pp).
[27] Henkelman G. and Jónsson H. Long time scale kinetic Monte Carlo simulations without lattice approximation and predefined event table.

J. Chem. Phys., 2001, 115, P. 9657–9666.
[28] Chill S.T., Welborn M., Terrell R., Zhang L., Berthet J.-C., Pedersen A., Jónsson H., and Henkelman G. EON: Software for long time

simulations of atomic scale systems. Modelling Simul. Mater. Sci. Eng., 2014, 22, P. 055002 (16 pp).



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2018, 9 (6), P. 716–723

Edge states in coupled periodic dielectric waveguides induced
by long-range interaction

R. S. Savelev

ITMO University, St. Petersburg 197101, Russia

r.savelev@metalab.ifmo.ru

PACS 42.79.Gn, 42.82.Et DOI 10.17586/2220-8054-2018-9-6-716-723

We study the properties of coupled periodic dielectric nanowaveguides and reveal that finite arrays of equally spaced waveguides with certain

parameters support edge modes, which originate due to the presence of the long-range interactions between the waveguides. We provide a

simple model of the coupled waveguides with next-to-nearest neighbors interaction that captures the main properties of the considered system

including the formation of the edge states. The predicted results suggest that the arrays of periodic dielectric nanowaveguides may serve as a

fruitful system for studying the discrete coupled systems with long-range interaction and realizing optical metasurfaces with novel functionalities

for guiding surface waves.
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1. Introduction

Recently, arrays of coupled dielectric and plasmonic waveguides have been studied in a vast amount of
theoretical and experimental works and have been proven to serve as a very convenient platform to study various
optical effects such as discrete diffraction [1], observation of topologically protected photonic edge states [2–4]
and formation of optical solitons [5, 6]. The properties of the waveguide arrays usually can be determined very
accurately within the tight-binding approximation, which allows one to employ such discrete systems for emulation
and direct observation of optical analogues of many effects from solid state physics such as Bloch oscillations [7–9],
Zener tunneling [10, 11], Anderson localization [12–14] etc [15].

The flexibility of the waveguide arrays in terms of their modulation in transverse or longitudinal direction pro-
vides additional versatility to these systems [16]. Such modulation, typically achieved by bending the waveguides
or by changing the refractive index in the direction of the waveguide axis changes their propagation constants
or interaction constants between the waveguides and leads to such phenomena as dynamic localization and sub-
diffractive propagation of light [16]. The extreme case of longitudinal refractive index modulation corresponds to
the formation of a periodic waveguide that consists of separate parts [17–19]. Such waveguides, composed of indi-
vidual dielectric nanoparticles with high refractive index, such as silicon, were proposed and theoretically studied
few years ago and experimentally realized only recently [20]. The dispersion properties of such nanowaveguides
are mostly determined by the optical response of their constituent elements, i.e. dielectric nanoparticles. Extensive
studies in this field in the last several years have provided multiple experimental observations of the efficient
geometrical tuning of the high-index dielectric nanoparticles [21], which consequently suggests a wide potential in
controlling the properties of the nanoparticle waveguides [22].

The presence of the periodicity in a waveguide might bring additional features in the properties of the coupled
waveguides system due to several reasons. First, the electromagnetic fields in the nanoparticle waveguides become
highly confined, and, therefore, their vectorial nature has to be taken into account. Second, as compared to an
array of homogeneous waveguides, where the only parameter is the distance between the waveguides, periodic
waveguides can also be shifted relative to each other along their axis. Such a shift results in the formation of a
different system with potentially different properties similar to the modulated optical lattices.

In a conventional scenario, the edge modes in coupled discrete systems appear as a result of a perturbation
at the boundary of the structure or propagation constant shift in nonlinear regime [23]. However, in systems with
complex geometry surface states can exist even without any perturbation. For instance, in an array of curved
waveguides, the surface states can appear due to transverse modulation of the waveguides axes, which induces
“virtual” perturbation at the boundary of the array [24]. Here, we show that an array of equally spaced alternating
nanoparticle waveguides of two types, as schematically shown in Fig. 1, may possess nontrivial eigenmode
structure. In particular, we demonstrate that the specially designed array of nanocylinder chains shifted relative
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to each other by half of the period possesses a gap in the spectrum of the eigenstates, which is accompanied by
the formation of the edge states in the finite size array, despite the absence of any edge perturbation. We show
that the presence of the spectral gap cannot be understood within the conventional tight-binding approximation and
requires taking into account at least the next-to-nearest neighbor’s interaction.

2. Polarization properties of individual nanoparticle waveguides

As a first step, we consider the polarization properties of the eigenmodes of the individual nanoparticle
waveguides. Dispersion properties of such waveguides are discussed in details, e.g. in the Ref. [19]. Here, in
Figs. 2(a,b) we show the schematic representation of the magnetic field polarization that can be understood within
the framework of the dipole model. In this approximation all particles are modelled as point magnetic dipoles [19],
with their instantaneous directions indicated by the arrows inside the circles at points “O”. Such approximation
can be justified for particles that possess only magnetic dipole resonant response, which is often the case, e.g.
for silicon nanoparticles with typical linear size ≈ 100-300 nm in visible and near infrared frequency range [25].
Although, the resonant frequencies of high-index dielectric nanoparticles depend on their shapes and in some
specific cases high-order multipoles should be taken into account [26], there is a wide range of parameters when
the frequency of the fundamental magnetic dipole resonance is well separated from the higher-order ones, which
in turn can be neglected. For instance, such approximation can be considered as relatively accurate even in the
simplest case of spherical particles. In the dipole model two modes polarized in x− y plane can be distinguished:
x-polarized mode corresponds to the oscillation of magnetic dipoles along the waveguide axis and y-polarized
mode correspond to the transverse oscillations of the dipoles. In what follows, we consider the waveguide modes
close to the edge of the Brillouin zone, i.e. with Bloch wavenumber in x direction close to βx = π. In this case
the fields in neighbor particles (or the neighboring dipoles) oscillate out-of-phase.

If we want to establish the polarization of the magnetic field at the points “B” or “B′”, which are shifted along
the y axis from the center of the particle (point “O”), we need to add the contributions from all dipoles in the chain.
In general, all dipoles except the nearest one numbered as j = 0 induce both x and y components of the magnetic
field at the points “B” and “B′”. However, the contributions of the y (x) component from the pair of dipoles with
number +j and −j cancel each other in the case of x-polarized (y-polarized) eigenmodes, respectively, because
they oscillate in phase. Therefore, at these points magnetic field of the x-polarized (y) mode oscillates in x (y)
direction. To estimate the phase of the magnetic field we recall that the full field produced by a dipole is given by
the dyadic Green’s function [27]. Since it decreases with the distance, in the zeroth approximation we can assume

FIG. 1. A scheme of the array of periodic waveguides composed of dielectric nanoparticles with
every other waveguide shifted in x direction by ax/2. The distance between the waveguides
is ay . Waveguides denoted by “X” (“Y”) are composed of dielectric cylinders with radius RX
(RY ) and height H (dimension along z direction) placed with the period ax. Polarization of the
waveguide modes are determined by the magnetic field in the center of the cylinders. In the
waveguides “X” (“Y”) eigenmodes are polarized in x (y) direction, which is indicated by the red
arrows
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FIG. 2. (a,b) Schemes of the polarization of x- and y-polarized modes, respectively. Red arrows
indicate the direction of magnetic field. (c,d) Instantaneous Hx and (e,f) Hy components of the
magnetic field distribution in chains of cylinders with (c,e) radius RX that exhibit x-polarized
mode, and (d,f) radius RY that exhibit y-polarized mode. Parameters of the waveguides are given
in the text

that the largest contribution to the total field comes only from the nearest dipole. Further, we take into account
only the near-field part of Green’s function, which is ∝ 2/r3 in the case of x polarization and ∝ −1/r3 in the
case of y polarization. This provides a qualitative explanation of why there is a zero phase difference between the
magnetic field at points “B”,“B′” and the dipole oscillations (indicated by the arrow at point “O”) in Fig. 2(b),
while for x-polarized mode in Fig. 2(a) the corresponding phase difference is equal to π.

The direction of the fields at points “A”, “A′” and “C”, “C′” can be analyzed in the same way. Now, the x (y)
component is cancelled for the x (y) polarized mode. For instance, at the point “A” in Fig. 2(a) the x component
is cancelled because the dipole with numbers j and −j + 1 (e.g. 0 and 1) oscillate out-of-phase. Due to electric
mirror symmetry with respect to x − z plane we can immediately say that in Fig. 2(a) the field at the point “A′”
(“C′”) should by oriented opposite to that at the point “A” (“C”). The same consideration applies to the y-polarized
mode in Fig. 2(b) due to magnetic mirror symmetry.

To prove that this analysis is relevant to realistic systems, in Figs. 2(c-f) we show the numerically calculated
magnetic field distribution of the eigenmodes of the chain of dielectric cylinders that correspond to Figs. 2(a,b).
In Figs. 2(c,e) we show the field distribution in the chain of cylinders (one unit cell) with radius RX = 135 nm
and height H = 240 nm (dimension along z direction) made from dielectric with permittivity ε = 13 and placed
with the period ax = 380 nm. The individual chain of such particles possesses x-polarized mode at the frequency
ω0 ≈ 2π ·290 rad/s with wavenumber βx = π. Cylinders in Figs. 2(d,f) have slightly smaller radius RY = 120 nm,
so the chain of such cylinders supports y-polarized at approximately the same frequency ω0. We observe that the
dipole model provides us with an adequate picture of the modes polarization for realistic parameters.

The conducted analysis and numerical calculations provide an intuitive picture of the coupling between the
neighboring chains of nanoparticles. When there is no shift between the waveguides along x direction, there is an
interaction only between the waveguides of the same type, i.e. that support eigenmodes with the same polarization.
When there is a non-zero shift, both x and y polarized waveguide modes can couple to each other, provided
they have close eigenfrequencies. In the special case, when the waveguides are shifted by half of the period, the
polarization in the points of the interest is rotated by π/2 in the x − y plane, as compared to the direction of
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oscillation of the field in the centers of particles. Therefore, there is an interaction only between the waveguide
modes with different polarization.

3. Couple mode theory for nanoparticle waveguides

From the analysis of the polarization properties of the individual nanoparticle waveguide eigenmodes we can
develop a simple model for the eigenmodes of the coupled array of the nanoparticle waveguides. If we assume
that the waveguides are coupled only to their nearest neighbors, the system of equation appears as follows:{

(ω0 − ω)Y + (J1 + J2e
−iβy )X = 0,

(ω0 − ω)X + (J1 + J2e
iβy )Y = 0,

(1)

where ω0 is the frequency of the eigenmodes of individual chains, ω is the frequency of the eigenmodes of the
array of coupled waveguides, βy is the Bloch wavenumber along the y axis, and coupling constants J1 and J2 are
assumed to be real-valued, since there is no phase delay between the field at points “O” and “A”,“C” in Figs. 2(a,b).
In general, the system (1) is the celebrated SSH model [28, 29], which is known to possess two bands separated
by the bandgap when the coupling constants J1 and J2 are different. In this work, we restrict ourselves with the
case when the distance between the waveguides is the same. As a consequence the coupling constants J1, J2 have
the same magnitude and only differ in sign. Therefore, from the simple tight-binding model one cannot expect the
formation of the gap in the spectrum of the array of equally spaced waveguides.

However, it is known that at the points close to the edge of the Brillouin zone, where the group velocity is
small, coupling not only to the nearest neighbors might become substantial [30]. To estimate the effect caused by
the long-range interaction we consider the model that takes into account also the coupling between next-to-nearest
neighbors. Since the analysis of the eigenmodes polarization in Figs. 2(a,b) is valid for arbitrary x coordinates of
the points “A-C”, we can expect that the waveguides X (Y) will couple not only to the nearest neighbor waveguides
Y (X) but also to next-to-nearest neighbor waveguides X (Y) with a certain coupling constant JX (JY ). Due to
difference in the phase shift between the points “O” and “B” for different polarizations (see previous section)
we expect coupling constants JX and JY to have different signs. The values of JX and JY in realistic systems
may differ substantially from those expected from Figs. 2(c,f) mainly because we are interersted in fields at larger
distances in y direction. However, as we will see further, the main feature, which is the non-zero difference
|JX − JY |, remains unaffected.

The model that includes the interaction between the next-to-nearest neighbors appears as follows [31]:{
(ω0 − ω + 2JX cosβy)X + (J1 + J2e

iβy )Y = 0,

(ω0 − ω + 2JY cosβy)Y + (J1 + J2e
−iβy )X = 0.

(2)

Solution of the system (2) given the dispersion ω(βy):

ω = ω0 + (JX + JY ) cosβy±√
(JX − JY )2 cos2 βy + J2

1 + J2
2 + 2J1J2 cosβy.

(3)

Now, even when |J1| = |J2| and there is no gap in the nearest neighbor approximation, the long-range interaction
indeed induces the gap for non-equal constants JX and JY . For βy = 0 the spectral gap is given by ∆ωc =

2
√

(JX − JY )2 + (J1 + J2)2, and for βy = π: ∆ωe = 2
√

(JX − JY )2 + (J1 − J2)2. From that we can deduce
that the system is gapped whenever the difference |JX−JY | is non-zero, which is exactly the case for the considered
system. In a particular case when J1 = −J2 = J we have ∆ωc = 2|JX − JY | and ∆ωe = 2

√
(JX − JY )2 + 4J2.

As an example, in Fig. 3(a) we plot the dispersion for the two cases: JX = JY = 0 (solid black curves) and
JX = −JY = 0.4 (dashed blue curves); other parameters are following: ω0 = 0, J1 = −J2 = 1. We observe that
the long-range interaction between the waveguides induces the gap in the eigenmodes spectrum.

It can be shown, that along with the existence of the gap in the infinite system for non-zero values of |JX−JY |,
in the finite size system one can also expect the formation of the edge states. The frequencies of these states ωe1
and ωe2 for the termination at “Y” or “X” site, respectively, can be estimated analytically as follows:

ωe1 ≈ ω0 + 2JY [1− J2
Y /(J

2 + J2
Y − JXJY )],

ωe2 ≈ ω0 + 2JX [1− J2
X/(J

2 + J2
X − JXJY )].

(4)
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FIG. 3. (a) Spectrum of the eigenmodes calculated with equation (3) for the following parameters:
ω0 = 0, J1 = −J2 = 1, JX = JY = 0 (dashed blue curves), JX = −JY = 0.4 (solid black
curves). (b) Eigenfrequencies of the finite size array consisting of 50 coupled chains for the
parameters corresponding to solid black curves in (a). (c-d) Amplitudes of the edge modes
marked in (b) as a function of the number of site; blue dots correspond to the amplitudes in
sublattice X and black dots — in sublattice Y

The amplitudes in two sublattices are related as X/Y = JX/J for the “X” edge termination and X/Y = JY /J
for “Y” edge termination. Further, since ratios |JX,Y /J | are assumed to be small we may simplify (4) as follows:

ωe1 − ω0 = 2JX(1− J2
X/J

2),

ωe2 − ω0 = 2JY (1− J2
Y /J

2).
(5)

To verify our estimations, in Fig. 3(b) we plot the spectrum of the finite system consisted of the 20 unit cells
(started with “A” on the right edge) for the same parameters as in Fig. 3(a) and JX = −JY = 0.4. We can observe
that the finite array possesses two edge states symmetric with respect to ω0 (due to equality of the magnitudes of
JX and JY ) with the localization length that is determined by the proximity of the corresponding frequency to the
central frequency ω0. The profiles of these states, shown in Fig. 3(c,d), also confirm the predicted ratios between
the amplitude on the two sites within the unit cell.

4. Results of numerical simulation of realistic systems

Next, we study whether the long-range interaction is relevant in realistic systems. For that, we perform full-
wave numerical simulations of the array of the cylinders with z-oriented axis in CST Microwave Studio software,
which numerically solves Maxwell’s equations for given geometrical and material parameters of the structure and
boundary conditions. The parameters of the system were the same as in calculations in Fig. 2: for the sublattice
X — RX = 135 nm, for the sublattice Y — RY = 120 nm; height H = 240 nm, ax = 380 nm, ay = 450 nm.

First, we calculate the spectrum of eigenmodes of the array infinite in both x and y directions. In this case
periodic boundary conditions were employed in x and y directions, while in z direction the electric walls were
placed at the distance ≈ λ/2 from the array. Although, the system is not open in z direction, this almost does not
affect the modes that are localized near the array, due to exponential decay of the fields along z. Wavenumber in x
direction is fixed as βx = π. In Fig. 4 we plot the eigenfrequency as a function of the wavenumber in y direction
βy . These calculations qualitatively agree with those predicted in the next-to-nearest neighbors approximation:
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FIG. 4. Spectrum of the numerically calculated eigenmodes of an array of cylinders infinite in
both x and y directions (solid blue curves) and infinite in x direction and finite (12 periods) in y
direction (black and red dots). Wavenumber in x direction is fixed as βx = π. Red dots indicate
the edge modes that fall in the gap region between the two bands (shaded gray areas)

there is a gap between two branches, and the difference between the frequencies of upper and lower branches is
increasing when βy changes from 0 to π. We conclude that such system indeed can be described by taking into
account at least next-to-nearest neighbor interaction, and therefore the finite size array should possess localized
edge states.

To verify the existence of the edge states, we calculate the eigenmodes of the system in the strip geometry.
More precisely, the system is infinite in x direction with fixed βx = π and has N periods in y direction (see
Fig. 1). Eigenfrequencies of the system with N = 12 are shown in Fig. 5 with black and red dots. Black dots
indicate the volume modes and are contained within the bands of the infinite structure, while red dots indicate the
edge modes that fall within the gap. Note that the edge mode with higher frequency lies very close to the allowed
band. This indicates that one of the interaction constants JX or JY (in this case it is JX ) is in fact close to zero.

The magnetic field distribution of the edge modes within one unit cell in x direction are shown in Figs. 5(a,b).
The x component of magnetic field at the centers of X cylinders and y component of magnetic field at the centers
of Y cylinders are shown in Fig. 5(c) with blue, magenta and black, red curves, respectively. We observe, that the
localization strength and the ratio of the amplitudes in two sublattices is in well agreement with the predictions
made in the previous section. Note that since the polarization of both sublattices is parallel to the plane of the
array, the potential substrate inevitable in experiments would affect the properties of each chain in approximately
the same way. Therefore, only slight adjustment of the geometrical parameters of the system would be necessary
in the case when a substrate is present.

5. Summary

In summary, we have studied the properties of an array of coupled nanoparticle waveguides. We have shown
that such structures may possess a spectral gap, the presence of which can be explained only by taking into account
long range interaction between the waveguides. The appearance of the gap is accompanied by the formation of the
defect-free edge modes in the finite size array. Our findings reveal the rich potential of the arrays of nanoparticle
waveguides in realization of optical metasurfaces for guiding surface waves with complex functionalities and
studying discrete systems beyond the tight-binding approximation.
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FIG. 5. (a,b) Magnetic field distribution |H| of the two modes marked with red circles in Fig. 4
in the plane z = 0 in logarithmic scale. The structure is periodic in x direction; one unit cell
is shown. (c) Amplitude of the y component (black and red curves) and x component (blue
and magenta curves) of the magnetic field in the center of each cylinder; black and blue dots
correspond to the edge mode in (a), red and magenta – in (b).
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The effects of 2D tunneling bifurcations for quasi-one-dimensional and quasi-two-dimensional Au-quantum dot (QD) arrays in thin dielectric

films in an external electric field have been studied theoretically and experimentally by Conductive Atomic Force Microscopy (CAFM). In the

case of quasi-one-dimensional Au–QD structures (with the QD size ∼ 5 nm), in a dielectric film, a single break under positive bias polarity,

corresponding to the effect of 2D tunneling bifurcation, previously predicted theoretically by our team [1], has been detected in experimental

I—V curves of the CAFM probe-to-sample contact. A convincing qualitative agreement between the obtained experimental I—V curves and

the theoretical field dependence for the 2D-dissipative tunneling probability in the model 2D-oscillator potential has been obtained for the case

of parallel tunneling in the weak-dissipation limit at a finite temperature in an external electric field. In the case of quasi-two-dimensional

structures with Au QD (with the QD sizes of 2 to 5 nm), possessing metamaterial properties, a pair of kinks corresponding to the double effect

of 2D-tunneling bifurcations has been detected on the experimental I—V curves. A qualitative agreement between the experimental I—V curves

and the theoretical field dependence for the 2D-dissipative tunneling probability has been obtained for a situation with an effectively “negative”

permittivity of the heat bath.

Keywords: quantum tunneling with dissipation, quantum dots, two-dimensional bifurcations.
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1. Introduction

The first mention of the 2D-tunneling bifurcations effect was in the work of Yu. N. Ovchinnikov and
B. I. Ivlev [2] under consideration of two-dimensional systems with interacting Josephson junctions. The au-
thors assumed that this effect can be observed in the form of a characteristic break in the corresponding tunnel I–V
curves, but its observation proved difficult due to the washout of this feature by current noise in the vicinity of
the bifurcation point. The unstable effect of 2D-bifurcations for the case of antiparallel tunneling transport turned
out to be observable in the form of a kink on the temperature dependence of the chemical reaction rate of the
interacting protons transfer in a porphyrin- type system. A theory of the 2D-tunneling bifurcations effect in 2D
potentials with different topologies was developed in the works by V. A. Bendersky and co-authors [3].

The effect of 2D-tunneling bifurcations for the parallel transfer of interacting particles in the weak-dissipation
limit with allowance for the quantum beat regime in the vicinity of the bifurcation point, predicted by us in an
earlier work [1], has been observed experimentally in a quasi-one-dimensional Au–QD array in an external electric
field by Conductive Atomic Force Microscopy (CAFM). A description of the relevant experiment is presented in
Section 2 of this article [4].

Section 3 is devoted to the recently performed author’s experiment on measuring the tunnel I–V curves of the
quasi-two-dimensional Au–QD arrays, which could potentially manifest the metamaterial properties (particularly,
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a negative refractive index) at certain values of spacing between the Au–QDs in the periodic 2D-arrays [5–7]. In
Sections 4 and 5 we give a theoretical calculation of the 2D-dissipative tunneling probability with allowance for
2D-bifurcation modes in the model 2D-oscillator potential at a finite temperature in an external electric field in
the weak dissipation limit for both the dielectric matrix case (Section 4) and the case of 2D-structures (dielectric
matrix + Au–QDs), which have the properties of a metamaterial (Section 5). In general, the dielectric matrix itself
can possess the properties of a metamaterial, but for this it must have a periodic modulation of the refractive
index in space, for example, a multilayer structure. However, in this case we often speak of quantum dots in
microresonators. Section 6 gives the qualitative comparison of the obtained experimental and theoretical results
and compares the effects of 2D tunnel bifurcations both for quasi-one-dimensional and quasi-two-dimensional
structures with Au–QDs.

A qualitative conclusion is drawn that it is possible to experimentally confirm the theoretically predicted effect
of 2D-tunneling bifurcations for the investigated nanostructures.

2. Experimental I—V characteristics for quasi-one-dimensional Au–QD structures

In the work by Yu. N. Ovchinnikov [8], it has been shown that the conductivity of granular metallic films is
related to the tunneling processes between neighboring granules and that the interaction with the heat bath, ensuring
a real transition to states localized in the “neighboring” cluster, is rather small. Thus, the characteristics of the
tunnel current in the systems under study can be considered in the limit of comparatively “weak” dissipation, but
sufficient to ensure the “decay” of the double-well oscillator potential used in the proposed model. In addition, an
appreciable contribution to the tunneling current can be provided by the tunneling probability, estimated to within
a pre-exponential factor in Ref. [9].

Figure 1 presents the experimental scheme of the studies and a typical current-voltage (I—V) curves obtained
by the experimental group (O. N. Gorshkov, D. O. Filatov, D. A. Antonov) in Research and Educational Center for
Physics of Solid State Nanstructures at Lobachevskii State University of Nizhni Novgorod (Russia) [4]. When
measuring the tunnel current from the CAFM probe tip to the nearest Au nanocluster (QD), it is quite possible that,
due to some inhomogeneities (protrusions) on the tip apex, parallel closely spaced channels of the tunnel current
can take place (so called nulti-tip effect). If the sizes of the protrusions are less than the nanocluster (QD) ones,
then at a negative bias voltage the asymmetry of the potential along the transfer coordinate changes, and the system
becomes a two-dimensional one essentially. Depending on the magnitude of the external electric field strength,
as well as on temperature and on relative permittivity of the heat bath, in the parallel synchronous transfer of
Coulomb-interacting particles, either stable synchronous or asynchronous transfer takes place. The switching from
one mode to another corresponds to a bifurcation point, which will be theoretically described briefly in Section 4.

One of the characteristic features of the I–V curves, shown in Fig. 1b, is a sharp break observed at positive bias
voltages, which is assumed to be due to a change in the tunneling regime along parallel channels in an asymmetric
2D potential or by the presence of a bifurcation point described in [1]. Near this point, a small transition region
with a separate feature was observed on the current-voltage curves, which probably can correspond to the quantum
beat regime predicted in [1].

Finally, in the negative voltage region, we observed a characteristic single peak, which, as described in
Ref. [9], is related to the singularity of the pre-exponential factor under conditions when the model potential
becomes symmetric with the change of the external electric field that affects the magnitude of the potential
asymmetry parameter.

This set of the theoretically and experimentally studied effects allows us to conclude that it is possible to
experimentally observe stable 2D tunneling bifurcations with dissipation, which is one of the main results of this
work.

3. Experimental I—V characteristics for quasi-two-dimensional Au–QD structures

In the framework of the experimental scheme described in Section 2, a situation was realized where the tunnel
current was not formed through a single Au–QD (quasi-one-dimensional case), but through two neighboring Au–
QDs (quasi-two-dimensional case, Fig. 2). The following tunneling current-voltage characteristics were obtained
(Fig. 3), having two “smoothed” kinks. It is assumed that such quasi-two-dimensional structures may have the
properties of a metamaterial.

On the experimental curve of Fig. 3b, in addition to the “smoothed” double kinks, the quantum beat regime
was also observed in the neighborhood of the points of 2D bifurcations.
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FIG. 1. (a) Schematic representation of the experimental setup for studying the dissipative elec-
tron tunneling via an individual Au nanoclusters embedded into a tunnel-transparent SiO2 film
on n+-Si substrate by CAFM. A1 is the tunnel-transparent probe-cluster potential barrier, A2
is the cluster-substrate one. (b) An example of I—V curve of a CAFM probe contact to the
nanocomposite SiO2(1.5 nm)/SiO2:nc-Au(1.6 nm)/SiO2(1.8 nm)/n+-Si(100) stack film

FIG. 2. Schematic representation of the experimental setup for studying the dissipative electron
tunneling via double Au-QDs embedded into a tunnel-transparent SiO2 film on n+-Si substrate
by CAFM. This case corresponds to the quasi-two-dimensional structures, which may have the
properties of a metamaterial
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FIG. 3. An example I—V curves of a CAFM probe contact to the nanocomposite
SiO2(1.5 nm)/SiO2: double nc-Au(1.6 nm)/SiO2(1.8 nm)/n+-Si stack film (Fig. 2): with
“smoothed” double kinks + (b, with) and – (a, without) the quantum beat regime

In Section 4, a qualitative comparison of the tunneling current-voltage characteristics given in Fig. 3a and
Fig. 3b with the field dependence of the 2D-dissipative parallel tunneling probability in case of the quasi-two-
dimensional structure with properties of a metamaterial, will be presented.

4. Theoretical calculation of the 2D bifurcation regime in the model 2D oscillator potential at a finite
temperature in an external electric field in the weak dissipation limit for the case of a dielectric
matrix

The influence of the electric field E on the asymmetric two-well oscillator potential gives the following
expression for Ũ(q)

Ũ(q) =
ω2
0

2
(q − b0)2θ(q) +

[
ω2
0

2
(q + a0)2 −∆I

]
θ(−q)− |e|Eq, (1)

where the parameter ∆I =
ω2

0

2 (a20−b20) determines the initial asymmetry of the potential in the absence of the field,
and, as it is known, leads to a change in the asymmetry parameter proportional to the electric field magnitude.

In order to use the standard model to determine the probability of 2D-dissipative tunneling, we use the
following notation for the renormalized two-well oscillator potential in an external electric field: b = b0 + |e |E

ω2
0

,

a = a0 − |e |Eω2
0

.

For the case of parallel tunneling particles, we select the potential energy U1 (R1, R2) in the following form
(see [4, 14] as also Fig. 4):

U1 (R1, R2) =
ω2 (R1 + a)

2

2
θ (−R1) +

[
−∆I +

ω2 (R1 − b)2

2

]
θ (R1) +

+
ω2 (R2 + a)

2

2
θ (−R2) +

[
−∆I +

ω2 (R2 − b)2

2

]
θ (R2)− α (R1 −R2)

2

2
, (2)

where ∆I = 1
2ω

2
(
b2 − a2

)
is the ”reaction heat” or the asymmetry parameter of the potential; α (α > 0) is the

coefficient of interaction between particles, which in the dipole-dipole approximation depends on the magnitude
of the relative dielectric constant of the heat-bath (or dielectric matrix), R1,2 are the parallel coordinates of the
tunneling.

Taking into account the interaction of particles tunneling through parallel channels, the potential reconstruction
becomes essentially two-dimensional (see Fig. 5).
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FIG. 4. Surface of the potential energy Eq. (2), (after “switching on” the interaction between
particles), as a function of the reaction coordinates for particles moving in parallel coordinates
(from catilever needle to the nearest Au–QD),(a = 2; b = 2.5; α∗ = 2α/ω2 = 0.0001)

FIG. 5. Change in the asymmetry of the potential energy surface for parallel transport of particles
in an external electric field (with negative applied voltage). At a certain value of the applied
voltage, the potential becomes symmetrical (b)

In the framework of the standard 2D-model of dissipative tunneling in the weak dissipation limit [1], we obtain

S {R1, R2} =

β/2∫
−β/2

dτ

{
Ṙ1

2

2
+
Ṙ2

2

2
+ V (R1, R2) +

1

2

β/2∫
−β/2

dτ ′D (τ − τ ′) [R1 (τ) +R2 (τ)] [R1 (τ ′) +R2 (τ ′)]

}
, (3)

where

D (τ) =
1

β

∞∑
n=−∞

D (νn) eiνnτ , (4)

β = ~/kBT is the inverse temperature, (~, kB and the particle masses, as before, are assumed to be equal to 1);
νn = 2πn/β is the Matsubara frequency; and, finally, D (τ) is the Green’s function of phonons.
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A two-dimensional quasiclassical trajectory (instanton), that minimizes the action functional, is determined
from the equations of motion

δS

δR1
= 0,

δS

δR2
= 0. (5)

We seek a solution of the system of these equations in the following form:

R1 (τ) =
1

β

∞∑
n=−∞

Rn
(1) eiνnτ , R2 (τ) =

1

β

∞∑
n=−∞

Rn
(2) eiνnτ . (6)

It should be mentioned that the solutions of the equations system (5) are under the assumption of simultaneous
start of tunneling particles. The times τ1 and τ2 correspond to the moments of passage for the tops of the barriers
by the particles along the corresponding reaction coordinates, and can be found from the following equations:

R1(τ1) = 0, R2(τ2) = 0. (7)

In the case of parallel motion of tunneling particles (potential energy U1 (R1, R2) (Eq. 2), the action S as a
function of the parameters τ1 and τ2 takes the form:

S = 2a (b+ a) (τ1 + τ2)ω2 − ω2 (a+ b)
2

(τ1 + τ2)
2

β
− ω4 (a+ b)

2
(τ1 − τ2)

2

(ω2 − 2α)β
−

− 2ω4 (a+ b)
2

β

∞∑
n=1

{
(sin νnτ1 + sin νnτ2)

2

νn2 (νn2 + ω2 + ξn)
+

(sin νnτ1 − sin νnτ2)
2

νn2 (νn2 + ω2 − 2α)

}
, (8)

where ξn can be assumed to be 0, if we neglect the interaction with the oscillators of the medium.
We introduce the notations: ε = ε∗ω = (τ1 − τ2)ω ; τ = 2τ∗ω = (τ1 + τ2)ω; β∗ = βω/2 ; α∗ =

2α/ω2 ; b∗ = b/a , b ≥ a.
If we neglect interaction with phonons (medium oscillators), then ξn = 0, and the action S (8) as a function

of the parameters ε and τ takes the form

S = (a+ b)ωτ

(
2a− a+ b

2

[
1 +

1

1− α∗

])
+
ω (a+ b)

2

2
(τ − |ε|) α∗

1− α∗
−

− ω (a+ b)
2

2

{
− cothβ∗ +

1

sinhβ∗
[cosh (β∗ − τ) cosh ε+ cosh (β∗ − τ)− cosh (β∗ − |ε|)]

}
−

− ω (a+ b)
2

2 (1− α∗)3/2

{
coth

(
β∗
√

1− α∗
)

+
1

sinh
(
β∗
√

1− α∗
) [cosh

(
(β∗ − τ)

√
1− α∗

)
×

× cosh
(
ε
√

1− α∗
)
− cosh

(
(β∗ − τ)

√
1− α∗

)
+ cosh

(
(β∗ − |ε|)

√
1− α∗

)] }
. (9)

We will write expressions ((7)) in the form

sinh ε [cosh τ cothβ∗ − sinh τ − cothβ∗] +
1

1− α∗
sinh

(
ε
√

1− α∗
)
×

×
[
cosh

(
τ
√

1− α∗
)

coth
(
β∗
√

1− α∗
)
− sinh

(
τ
√

1− α∗
)

+ coth
(
β∗
√

1− α∗
)]

= 0, (10)

3− 4

1 + b∗
− 1

1− α∗
+ cosh ε [sinh τ cothβ∗ − cosh τ − 1] + sinh τ cothβ∗−

− cosh τ +
1

1− α∗
cosh

(
ε
√

1− α∗
) [

sinh
(
τ
√

1− α∗
)

coth
(
β∗
√

1− α∗
)
− cosh

(
τ
√

1− α∗
)

+ 1
]
−

− 1

1− α∗
[
sinh

(
τ
√

1− α∗
)

coth
(
β∗
√

1− α∗
)
− coth

(
τ
√

1− α∗
)]

= 0. (11)

In addition to the always existing solution τ1 = τ2, additional solutions appear in Fig. 6b and 6c, (with
increasing of β-parameter or decreasing temperature). Fig. 6b shows the moment (bifurcation) of the appearance
of an additional solution, more preferable in magnitude of the quasiclassical action. In Fig. 6c, there are already
two such additional solutions, but only one of them is preferable in the magnitude of the action (in the case when
these solutions are close, the quantum beat regime is realized).
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FIG. 6. Results of a numerical solution of a system of transcendental equations (10–11)

5. Theoretical calculation of 2D bifurcation modes in the model 2D-oscillator potential at a finite
temperature in an external electric field in the weak dissipation limit for a matrix, possessing
metamaterial properties

In case of the quasi-two-dimensional Au–QD structures under investigation, we are dealing with a situation
where these structures can have the properties of a metamaterial, i.e. the relative permittivity of the heat-bath
effectively becomes “negative”, and with it the coefficient of interaction of the tunneling particles in the dipole-
dipole approximation also becomes negative (α < 0). As in the numerical analysis of the equations system (10–11),
it is possible to identify a bifurcation-tunnel trajectories for certain values of temperature, either the asymmetry
parameter of the potential (associated with the magnitude of the external electric field) or the interaction coefficient
α (α < 0), which depends on the relative permittivity, negative for metamaterials. Numerical analysis of the
system (10–11) also makes it possible to reveal a fine structure of the transition in the vicinity of the bifurcation
point, i.e. the quantum beat regime for parallel transport of tunneling particles (in addition to the trivial solution
(10–11), an additional solution appears).

The result of this numerical analysis is shown in Fig. 7 (and, as is easy to see, differs from the analogous
result presented in Fig. 6).

Dependence of the tunneling probability on the electric field strength magnitude is shown in Fig. 8. Realization
of the stable 2D bifurcations region has been revealed in Fig. 8b. Fig. 8a shows the beginning of this region.
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FIG. 7. Numerical solution of the transcendental equations system (10–11) for the case α < 0.
The transition from figure a) to figure d) is accompanied by an increase in the strength of the
electric field (or the asymmetry parameter of the oscillator potential)

FIG. 8. Dependence of the tunneling probability on the magnitude of the electric field strength

In the vicinity of this point (as in the vicinity of the end point of the stable regime of 2D bifurcations, Fig. 8a
and Fig. 8b), the quantum beats mechanism is realized, where the mechanisms of synchronous and asynchronous
transfer of tunneling particles compete. Regions for realization of the 2D bifurcations stable effect are identified
and the corresponding boundaries for the existence of 2D bifurcations are numerically analyzed when the control
parameters (the reciprocal temperature β, the relative permittivity of the heat-bath ε, and the asymmetry parameter
for 2D-potential of the system b, which weakly nonlinearly dependent on the strength value of the external electric
field) are changed. The corresponding dependence of the field strength range at which stable 2D bifurcations are
realized, depending on the magnitude of the inverse temperature, is shown in Fig. 9.

Fig. 10 presents the “phase diagram” for realization of the stable 2D-bifurcations regime for tunneling cur-
rent (in case of quasi-two-dimensional Au–QD structure) in a matrix of metamaterial depending on the control
parameters: the reciprocal temperature, magnitude of the electric field strength (or the asymmetry parameter of
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FIG. 9. Dependence of the field strength range at which stable 2D bifurcations are realized,
depending on the inverse temperature

FIG. 10. The phase diagram for realization of the stable 2D-tunneling current bifurcations in a
matrix of metamaterial depending on the control parameters: the inverse temperature, the electric
field strength (or the potential asymmetry parameter), and the value of the (negative) relative
permittivity for the heat-bath matrix

the potential), and the value (negative) of the relative dielectric permeability in the heat-bath matrix, in which the
metamaterial is used.

Thus, dependence of the field strength, at which stable 2D bifurcations are realized, on the magnitude of the
reciprocal temperature is investigated. In contrast to conventional dielectric matrices, in the case of a metamaterial,
the region of stable 2D bifurcations significantly narrows, which is probably due to the inversion of the sign of the
tunneling particles interaction.

6. A qualitative comparison of the obtained experimental and theoretical results, as well as a
comparative analysis of the 2D-tunneling bifurcations effects both for the case of
quasi-one-dimensional and quasi-two-dimensional structures with Au–QD

As noted in Section 4, solution of the transcendental equations system (10–11) allows us to identify the bi-
furcation of 2D-tunnel trajectories, at a certain value of the temperature β∗, or the potential asymmetry parameter
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b∗ = b/a associated with the magnitude of the applied electric field, or the interaction coefficient α∗ = 2α/ω2,
(where α = e2/εε0R

3
0, in particular, depends on the relative dielectric constant of the heat-bath; the problem of

studying 2D bifurcations with dissipation when changing the parameter ε may be of separate interest). Numerical
analysis of the system (10–11) also makes it possible to reveal a fine structure of the transition in the neighborhood
of the bifurcation point, namely, the quantum beat regime for parallel transport of tunneling particles. As a result,
the probability of 2D tunneling with exponential accuracy is defined as Γ = exp (−S), where S is given by expres-
sion (9), taking into account the solution of system (10–11). Since we are interested in a qualitative comparison
with the existing tunnel VAC for the system “cantilever needle – gold nanoclusters (quasi-one-dimensional Au–QD
structures” (see Section 2), we are interested in the dependence Γ on the asymmetry parameter b∗ = b/a. The result
of a comparison of this theoretical curve with the experimental I—V characteristic is shown below in Fig. 11. But
it must be taken into account that we consider two regions of the electric field change: under positive voltage with
the realization of the 2D-bifurcation regime; and at a negative voltage with the attainment of a symmetric potential,
which in the case of synchronous tunnel transport along parallel coordinates gives, in the doubled pre-exponential
factor, a singularity of the single peak type in this case.

The conditions for the model applicability under consideration are due to the approach of a rarefied gas of
pairs “instanton-anti-instanton” and have been discussed in [1–4, 8–14]. In the model under consideration, the
Coulomb effects can be suppressed if the starting energy of a particle in a QD substantially exceeds the energy of
the Coulomb repulsion: U0 � e2

a0+b0
.

Thus, generalizing the results of Refs. [1, 9], we have obtained a qualitative comparison of the theoretical
curves for the dissipative 2D-tunneling probability as a function of the applied electric field, taking into account
the bifurcation point (at positive voltage) and the presence of a single peak in the case of a symmetric potential (with
negative voltage) with separate experimental I—V characteristics for the “platinized cantilever needle – quantum
dot (gold nanoclusters)” system, obtained by a group of co-authors from Nizhny Novgorod State University, named
by N. I. Lobachevsky. These results are shown in Fig. 11.

FIG. 11. Comparison of the theoretical curve (green curve) for the 2D-dissipative parallel tun-
neling probability with the experimental I—V characteristic given in Fig. 1b (blue curve)

In addition to the fairly good qualitative agreement between the theoretical and experimental dependences
(with the exception of small transition regions), the result of this work allows us to conclude that the stable 2D
bifurcation (changing the tunneling mode from synchronous to asynchronous) predicted in Ref. [1] have been found
experimentally. Near this point (a sharp break in the VAC), the small local minimum may be a consequence of the
quantum beat regime also described in [1], and which were taken into account in the numerical analysis presented
in Fig. 11.

In the case of quasi-two-dimensional Au–QD structures possessing metamaterial properties (see Section 3), as
noted in Section 5, we obtain on the field dependence of the 2D-dissipative tunneling probabilities not one, but two
characteristic breaks. The result of comparing for this field dependence with the experimental I—V characteristic
(see Fig. 3) is shown in Fig. 12.
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FIG. 12. Comparison of the experimental VAC (black curve) for quasi-two-dimensional Au–QD
structures possessing the metamaterial properties (Figs. 2 and 3, with the field dependence of the
2D-dissipative tunneling probability (green curve) calculated in Section 4 in the weak-dissipation
limit. Case a) corresponds to the “smoothed” double kinks or 2D-bifurcations without quantum
beats regime. In case b) in addition to the “smoothed” double kinks (or double 2D-bifurcations
regime), the quantum beat regime was also observed in the vicinity of the points of 2D bifurca-
tions

7. Conclusion

The science of the quantum tunneling with dissipation has been developed in the works of A. J. Leggett,
I. Affleck, P. Wolynes, A. I. Larkin, Yu. N. Ovchinnikov and other authors [1–3, 8, 10–12, 14]. Earlier in his
review [10] A. J. Leggett posed the “supertask” of experimental observation for the macroscopic quantum effects
of dissipative tunneling. The possibilities and development of the modern nanostructures technology brought the
realization of this task closer. We hope that with this work we make our modest contribution to its solution.
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The orientational order parameter is one of the most important material parameters of nematic phase. In the present work, the phase transition

temperatures of the mesogenic mixtures are measured by using a polarizing optical microscope. The birefringence in nematic phase is estimated

by measuring ordinary and extraordinary refractive indices. The birefringence is also measured by measuring the diameter of Newton’s rings

at various temperatures in nematic phase. The orientational order parameter is evaluated by using the birefringence data obtained in the above

two methods. The orientation order parameter can be enhanced by the dispersion of different nanoparticles in the liquid crystal matrix.
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1. Introduction

Liquid crystals are self-assembled dynamic functional soft materials which posses both order and mobility
at molecular, supramolecular and microscopic levels [1, 2]. Liquid crystals have received much attention in the
recent years because they exhibit anisotropy in their mechanical, electrical and optical properties, behaving like
solid crystals nevertheless they have no ability to support shearing and thus they flow like ordinary isotropic
solution. This dual nature of the materials is important in technological applications such as displays and optical
switches. With technological advances the LC display (LCD) is currently expected to achieve high electro optical
performance as well as to be of low power consumption [3]. Instead of synthesizing a number of LC compounds as
constituents, either a suitable mixtures can be used or by doping nano materials into LCs can be used. By mixing
two nematogens, one can often obtain a lower melting point. Usually two nematogens exhibit the property of
continuous miscibility without crossing any line [4]. Binary mixtures offer the advantage of frequently exhibiting
eutectic behavior in their solid mesophase transition and in mesophase isotropic transition. The temperature varies
linearly with composition further for the technological use of LC; the liquid crystalline materials of specific
molecular design and synthesis are viable but expensive to influence the properties of mesophases. The desired
properties can be obtained by mixing compounds of various molecular shapes rather than by looking for pure
compounds [5, 6] or by the incorporation of metal nanoparticles into LCs, which makes it easier to obtain a better
profile of display parameters [7]. The metal nanoparicles embedded in LCs have attracted much interest not only in
the field of magnetic recording media but also in the area of medical care including hyperthermia, photomagnetics,
magnetic resonance imaging, cancer therapy, sensors and high frequency applications [8–12].

The amino methyl hydroxyl phenoxycarbonitrile and amino phenyl benzoates are the exciting class of new LC
compounds with different spacer, end and terminal groups having fascinating structural variations. In the present
work, the following homologous series of compounds are selected and their mixtures are taken in equal ratio. The
molecular structure of the liquid crystal compounds in the present work is shown in Fig. 1. The optical studies were
carried out; using the data obtained and the orientational order parameter by birefringence methods is evaluated.

2. Experimental

2.1. Refractive index method to measure birefringence

The refractive indices of the liquid crystalline compounds were measured with wedge shaped glass cell similar
to the one used to obtain birefringence by Haller et al. [13, 14] and modified spectrometer. A wedge shaped glass
cell was prepared with two optical flats of rectangular glass plates (50 mm × 25 mm) sandwiched with glass slide
of 0.05 mm thick which acted as a wedge spacer. The cell is filled with the liquid crystal material. The liquid
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FIG. 1. Molecular structure of the LC compounds C1=A1+B1 & C2=A2+B2
A1: 41-(6-(4-(heptylamino)methyl)-3-hydroxyphenoxy)hexyloxy)biphenyl-4-carbonitrile[C33H40N2O3]
B1: 4-((4-(hexyloxy)benzylidene)amino)phenyl4-(decycloxy)benzoate[C36H47N1O4]
A2: 41-(7-(4-(pentylamino)methyl)-3-hydroxyphenoxy)heptyloxy)biphenyl-4-carbonitrile[C34H42N2O3]
B2: 4-((4-(hexyloxy)benzylidene)amino)phenyl4-(tridecycloxy)benzoate[C39H53N1O4]

crystal material in the cell acts as a uniaxial crystal with its optic axis parallel to the edge of the spacer glass plate.
The same technique is also used by several authors [15–17].

2.2. Newton’s ring method to measure birefringence

The experimental setup consists of Plano convex lens of small radius of curvature (13 mm) and plane glass
plate which is being placed in hot stage connected to specially designed microcontroller based temperature and
image capturing device. The LC sample whose birefringence is to be measured is placed between the lens and
plate. Systems of concentric rings were observed in nematic phase. The optical path difference between e-ray and
o-ray is given by y, δn which corresponds to ring number k and wavelength λ for a bright fringe is given by:

δn =
kλ

y
, (1)

y =
x2

2R
. (2)

From Eqns. (1) and (2),

δn =
(2Rλ) k

x2
. (3)

Since 2Rλ = C, cell constant for the given wavelength of light:

δn =
Ck

x2
, (4)

where x is the radius of the ring and R is the radius of curvature of the lens used. Thus, δn can be measured with
great accuracy by taking the slope of the straight line drawn between x2 versus the ring number, k. We can obtain
the same result by considering the dark rings also; as the temperature decreases, birefringence δn increases. The
method adopted for the estimation of orientational order parameter from δn given by Kuczynski et al. [18, 19].

2.3. Estimation of order parameter from birefringence (δn)

For the determination of order parameter S from the birefringence measurements δn without considering the
local field experienced by the molecule in a LC phase were used by many authors [20–22]. The birefringence δn,
which is a function of temperature, is fitted to the following equation:

δn = ∆n

(
1 − T

T ∗

)β
, (5)
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TABLE 1. The phase variants and transition temperatures and thermal ranges of mesogenic mixtures

Sl. Compound Transition Temperature ◦C Thermal range

No. I–N N–SmA SmA–SmB Crystal ∆N ∆SmA

1 C1 = 50% A1 + 50% B1 184.6 169 160 85.6 15.6 9

2 C2 = 50% A2 + 50% B2 137.8 126.4 109 67.1 11.4 17.4

where T the absolute temperature, T ∗ and β are constants, T ∗ = T + X , where X is varied from 0.0001 to 4 K
and the exponent β is close to 0.17 – 0.22. This procedure enables one to extrapolate δn to the absolute zero
temperature. In practice, the three adjustable parameters T , ∆n and β were obtained by fitting the experimental
data for δn to the following equation written in the logarithmic form:

log δn = log ∆n+ β log

(
T ∗ − T

T ∗

)
. (6)

In these investigations, the values log ∆n and β are estimated by the linear regression method. The parameter
T ∗ is adjusted to get best correlation coefficient of the linear regression (T ∗ is higher than the clearing temperature
and is adjusted up to 4 K to obtain the best correlation regression coefficient of linear regression). Further, in
evaluating ∆n, only the nematic range is considered. Thus, S is given by:

S =
δn

∆n
. (7)

3. Results and discussion

The phase variants and transition temperatures of the above mesogenic mixtures are measured by using
polarizing thermal microscope and depicted in Table 1. The refractive indices of the mesogenic mixtures are
measured at various temperatures by using modified spectrometer attached with small angled prism which houses
the LC sample. Anisotropy is an inherent property of liquid crystals therefore it exhibits birefringence. When the
temperature dependence of refractive index (R.I) is measured, the R.I remains constant in isotropic phase. With
the decrease of temperature from I–N phase, the isotropic R.I value splits into two, extraordinary R.I (ne > niso)
and ordinary R.I (no < niso) respectively. This splitting is clearly observed in the telescope of spectrometer at
an angle of minimum deviation. When the temperature decreases, ne increases while the no decreases. With the
further decrease of temperature in the deep nematic region the R.I value of both ne and no attains deep saturation
which is shown in Fig. 2. It is also observed that the refractive indices could not be measured in smectic phases
as the splitting has hazy appearance.

FIG. 2. The temperature variation of Refractive index in C1 & C2 mixtures

While evaluating the S by refractive indices and Newton’s rings methods the parameter T ∗ is adjusted to
TC + (1.5 − 2.2 K). The birefringence in perfect order and β values obtained are represented in Table 2.
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TABLE 2. The birefringence of compounds in perfect order and β values

Sl. Compound Birefringence in perfect order β (values)

No. RI method Newton rings method RI method Newton rings method

1 C1 0.42 0.420 0.19 0.189

2 C2 0.40 0.417 0.22 0.200

In the liquid crystalline phase both Brownian and crystalline fields are acting, which results the decrease of
potential on the electron system,thus contributing to more polarization. Hence the birefringence increases with
decrease of temperature. As log(1 − T/T ∗) decreases log(δn) increases as shown in Fig. 3.

FIG. 3. The log(δn) vs log(1 − T/T ∗) by RI method for C1 & C2

The diameter of Newton’s rings is directly proportional to square root of natural numbers. The birefringence
δn is measured by Newton’s rings method by measuring the radius of the Newton’s rings at various temperatures.
The slope of the straight line is estimated by plotting the graph between the square of the radius of the ring vs. the
ring number at 518 nm for I–N temperatures. It is observed that as the temperature increases the slope increases
and birefringence decreases. This variation is represented in the Fig. 4 for C1 and C2 mixtures.

FIG. 4. The log(δn) vs log(1 − T/T ∗) in newton rings method of C1 & C2

As the LC transitions takes place from I–N, the packing of the molecules occurs with positional as well
as translational order, hence order parameter (S) increases with decrease of temperature. The OOP obtained by
birefringence methods are in the range of 0.3 – 0.7 for the above LC mixtures. The S values obtained from δn by
refractive index and Newton rings method are in good agreement with each other. The comparison of the S by the
two optical methods is shown in the Fig. 6.
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FIG. 5. The variation of ring number and square of radius in C1 & C2 compounds

FIG. 6. The variation of S with reduced temperature in C1 & C2 mixtures

4. Summary

The use of Newton’s rings technique is a precise method for the determination of birefringence of different
liquid crystalline phases using simple approximations. This method can also be applied to study the order parameter
in smectic phases, as no local field is involved. The order parameter obtained by Newton’s rings method is
compared with that of refractive indices method. The liquid crystals, being anisotropic media, hence provide good
support for the self assembly of nano materials into large organizing structures in multiple dimensions. Therefore,
dispersion of nano particles into liquid crystals has emerged as fascinating area of research from an application
point of view. Nano objects (guests) that are embedded in the liquid crystals (hosts) can trap the ion concentration,
electrical conductivity and improve electro optic response of the host materials. Hence, by the dispersion of
nanoparticles into liquid crystals, one can improve the orientation order parameter, an important display property.
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The paper presents X-ray diffraction studies of diffusion filters-membranes based on palladium. Information on the structural state of membranes

was obtained using synchrotron radiation (SR) of Kurchatov Synchrotron Radiation Source. A comparison was made between states of the
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patterns, indicating the presence of long-range ordering in the structure.
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1. Introduction

When metal filters are used in the diffusion of high purity hydrogen production [1–4], the problems of
reliability and duration of the membrane operation arise during interaction with hydrogen [4, 5]. These issues
are related to changes in the structure of metals and alloys as a result of their hydrogenation [5–8]. Therefore,
X-ray structural studies for analysis of the kinetics of structural defects in diffusion filters after hydrogenation are
needed for the development of safe industrial technologies for production [1,4], storage and transfer of high-purity
hydrogen [2, 3].

Atoms of alloying elements added to palladium in order to improve the mechanical characteristics and reliability
of membrane operation in an aggressive gaseous medium [4]. The additives usually form point defects in the lattice
of the metal-solvent that can be ordered to some degree. As a rule, hydrogenation is associated with strong plastic
deformation for membranes, which is accompanied by the appearance and development of order-disorder processes
in the distribution of metal atoms [9, 10]. Hydrogenation enhances diffusion processes [8, 11] and initiates phase
transformations [12–14], generating a high concentration of vacancies, especially for various chemical interactions
or affinity of elements with hydrogen [8, 15, 16]. Phase transformations in hydrogenated systems occur over a
period of time [13] and affect on many of the structure-sensitive properties of membranes [1, 4, 5].

There are several advantages for synchrotron radiation (SR) in comparison with X-ray tube radiation, including:
brightness, high photon flux, level of monochromatization, easily adjusted X-ray wavelength, a high degree
of polarization and collimation provide a new level of X-ray analysis as well as the quality of information
acquisition [17–19]. Therefore, the aim of this study was to perform an X-ray diffraction study of membranes
using SR with special attention to the region of small angles where order-disorder phase transitions occur in the
Pd–In–Ru system after hydrogenation can be observed.

The X-ray experiment was carried out using the equipment of the “Structural Material Science” station of
Kurchatov Synchrotron Radiation Source [20].

2. Experimental and calculation details

2.1. The object of research

Foils Pd-6 wt.% In-0.5 wt.% Ru were developed and prepared by the research group of the Institute of
Metallurgy and Material Science of the Russian Academy of Sciences (IMET RAN) [4]. The membranes of given
composition possess high hydrogen permeability, good corrosion resistance, high plasticity and strength during
maintenance in hydrogen containing gas mixtures. Nevertheless, there are some problems with their reliability that
can be related with structural changes in membranes occurring during their operation in hydrogen.

Foils of 50 µm thickness were fabricated from high purity materials (≈99.9 %) by electric arc melting and
cold rolling of blanks on a four-roll rolling mill with intermediate vacuum annealing at a temperature of 900 ◦C for
1 hour [4]. Further, the foils were used as a filter in the plant for the determination of hydrogen permeability [19].
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Then, the membranes, denoted as foil 1 and foil 2, were cooled slowly to the room temperature and stored under
normal conditions (room temperature and pressure) for a year.

Further, foil 2 was electrolytically saturated by hydrogen (electrolyte-4% aqueous solution Na–F) during
0.5 hour at a current density of 10 mA/cm2. X-ray diffraction (XRD) patterns were obtained using Cu-Kα1

radiation upon the Bragg–Brentano geometry [13, 14]. X-ray diffractograms were measured over a narrow angular
range near the structural maxima corresponding to the “main” phase of the foil. Only the upper 6 µm-thick layer
of the foil contributed to the diffraction maxima.

2.2. X-ray experiment using synchrotron radiation (SR)

The X-ray diffraction with synchrotron radiation source was carried out in the Debye transmission geometry.
A beam of SR was monochromatized using a silicon 111 channel-cut monochromator with energy resolution
of 2×10−4 keV. The beam size was determined using motorized slits and was equal to (250×250) µm2. The
diffraction patterns of the samples were obtained at 0.6199 Å and 0.4573 Å, corresponding to the energies 20 keV
and 24 keV. The samples were oriented perpendicularly to the beam. The scattering radiation was recorded
by a two-coordinate detector Mar CCd165. During measurement, the samples performed an oscillatory motion
perpendicular to the beam SR in two directions: within a range of 4 mm in the horizontal direction and 1 mm
in the vertical direction, thus improving the averaging over crystallites orientations. To determine the distance
and non-orthogonality of the detector to the beam, a standard sample of CeO2 was used. Two dimensional X-ray
diffraction patterns were integrated to one-dimensional I(2θ) curves by Fit2D software [21]. Analysis of diffraction
profiles was carried out using the software package “Fityk” [22].

The phase diagram of the Pd-In-Ru system is not available in the literature. Since the concentration of Ru in
the samples is small, and the difference between the atomic radii of Pd and Ru is about 2% (1.37 Å and 1.34 Å
respectively) the system was considered binary. The Pd–In phase diagram [23] shows that solid solution Pd-6 wt.%
In at room temperature is in single-phase region (Fig. 1). Indium concentration in observed phases was determined
from lattice parameters according to Vegard law.

FIG. 1. Phase diagram of Pd–In system [23]

3. Results and discussion

Diffraction patterns of foil 1 and foil 2 obtained at the radiation energy 20 keV are shown onto Fig. 2. The
angular positions of intense diffraction maxima corresponding to the main phase of foil 1 have determined a face-
centered cubic lattice with a period a0= 3.9031±0.0019 Å. The concentration of In was estimated to be 4.87±0.04
at. %. For foil 2, a face-centered cubic lattice with a period a0= 3.9043 ± 0.0012 at. % has determined similarly,
which corresponds to the In concentration of about 5.32±0.02 at.%.

Differences in the intensity of near orders reflections of coherent scattering regions (CSR) with Miller indices
111 and 100, in further CSR (111) and CSR (100), at identical relation of intensities for the far order reflections
both foils may be showing the increasing effect of extinction upon the crystallographic direction [111].
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In addition to the maxima corresponding to the main phase of the membranes, diffraction peaks of low
intensity were found. The phenomenon of such reflections on diffraction patterns indicated in the membranes the
presence of areas with concentrations of In significantly different from the alloy matrix. As one can see from the
diffractograms in Fig. 2, the diffraction maxima of such phases were found in diffractograms of both foils and had
a similar shape.

For foil 1, the diffraction peak isolated near the main maximum for CSR (110) (Fig. 2(a)) has corresponded
to the phase with the lattice parameter 4.0868±0.0012 Å. Near it there is maximum that has corresponded for the
basis phase with the lattice parameter 3.9059±0.0004 Å. That result corresponded to a concentration 5.9±0.1 at.
% In.

For foil 2, a similar diffraction peak near the main maximum for CSR (110) (Fig. 2(b)) has allowed to identify
three phases with lattice parameters 4.0731±0.0008 Å, 4.0826±0.0011 Å, 4.0912±0.0009 Å. Also for foil 2, a
small fraction phase with lattice parameter 3.9577±0.0004 Å, the In content is 25.3±0.1 at. %, was determined
for CSR (111).

FIG. 2. Diffraction patterns foils at a beam energy of SR 20 keV: (a) – for foil 1; (b) – for foil 2

In order to investigate the possible superstructure nature of these phases, the diffraction spectra of foils were
obtained at a beam energy of SR 24 keV (Fig. 3).

Structural reflections for the base (main) phase have revealed a cubic face-centered lattice for both foils with
the same parameters as specified above.

FIG. 3. Diffraction patterns foils at a beam energy of SR 24 keV, the definition superstructure
regions: (a) – for foil 1; (b) – for foil 2
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Finding reflections with prohibited interference indices for a face-centered cubic cell have indicated the
presence of long-range ordering regions in both foils [24, 25]. Marked on Fig. 3, the diffraction peaks of low
intensity correspond to the first order reflections for CSR (100), CSR (111) and CSR (110).

The results of the research show that the beginning of the process of regularization is likely upon the first
hydrogenation of foils in IMET [4]. Differences in the shape of profiles similar superstructural maxima indicate that
electrolytic hydrogenation can make some adjustments into the distribution of the components of the superstructural
inclusions.

The angular positions of the superstructural peaks show phases corresponding to two groups with the formulas
Pd3In and PdIn. The results obtained are in agreement with the phase diagram data (Fig. 1).

The analysis of the angular positions of diffraction maxima corresponding to the phase Pd3In revealed that the
phase has a face-centered lattice. That is, the ordering process in the arrangement of atoms has passed with the
preservation the structure of the metal-solvent lattice.

According to [25], the physical reason for the formation of such ordered regions is a decrease in the free
energy of the system in the formation of segments with an increased concentration of atoms of one class. Such
areas can increase as a result of ascending diffusion [25, 26]. As is shown by the description of alloys near the
stoichiometric composition corresponding to the formula AB3 [25], the most fully investigated in this area are
alloys of the AuCu system near the composition of AuCu3. The ordered phase in such systems exists in the range
of concentrations from 17 at. % up to 37 at. %, which was also revealed for both Pd–In–Ru foils. In atoms in such
ordered regions, occupying three times fewer positions, can be located at the vertices of cubic cells, and palladium
atoms in the centers of faces.

It should be noted that alloys having a face-centered cubic lattice in an unordered state, upon formation of
areas with content of components approaching 50% composition, can have an ordered state structure of the type
AuCu [25]. Atoms of each kind in this type of ordering are arranged in alternating atomic planes and the crystal
lattice becomes tetragonal during the ordering. In the experiment, this type of ordering corresponds superstructural
phase PdIn.

Exceptional characteristics of SR [17–19] allowed us to identify fluctuations in the arrangement of atoms in
superstructural phases. The presence of domains of different degree ordering in the alloy matrix has led to a
nontrivial form of diffraction profiles.

4. Conclusions

X-ray structural studies of diffusion filters using SR revealed the existence of long-range ordering regions in
both foils.

The facts presented in this paper show the quasistability of superstructural inclusions in membranes in the
hydrogenation process.

Analysis of angular positions of the diffraction peaks corresponding to superstructural phases showed that the
phases they determine fell into two large structural groups. One of them, the Pd3In composition, has a face-centered
lattice in both foils, similar to the structure of AuCu3. Another group is the regions of the PdIn composition with
an AuCu type structure.

The exceptional characteristics of the SR made it possible to obtain for the first time in the experimental work
the results reflecting the continuum of domains of transition concentrations and fluctuations in the distribution of
metal atoms by concentration in the ordering regions.

The work was presented as a plenary (oral) speech at the International Conference “Solid State Chemistry
and Functional Materials” (12th International Symposium “Thermodynamics and Materials Science”), held at
Ioffe Institute (May 21–27, 2018).
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The results for the sol-gel synthesis of acylate gels are reported in the titanium tetra-n-butoxide – barium hydroxide – acetic acid system at

a molar ratio of Ba:Ti components of 1:1 and 2:1. The thermal decomposition of these gels over temperatures ranging from 85 –1200 ◦C

was investigated using thermal analysis methods, XRD, FTIR spectroscopy, electron microscopy, and dielectrometry at frequencies from 25 –

106 Hz. The electrorheological effect in suspensions of powders synthesized at different temperatures with a stoichiometric Ba:Ti ratio = 1:1

and 2:1, in polydimethylsiloxane was studied. The influence of thermal gel treatment was analyzed on their dielectric properties as fillers of

electrorheological fluids and on the magnitude of the electrorheological effect.
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1. Introduction

Electrorheological (ER) fluids are suspensions of polarizable semiconductor particles in dielectric liquids. The
viscoplastic properties of ER fluids depend on the strength of the applied electric field up to the total loss of
fluidity [1, 2]. The loss of fluidity of the ER fluid in an electric field occurs due to polarization interactions,
leading to structuring of the dispersed phase. The formation of chain or pillar structures from separate particles
and closing of the interelectrode gap occurs within milliseconds. The presence of a limiting value of the electric
field strength is typical for the electrorheological effect, after which the structure formation takes place and the
fluid enhances its viscoplastic properties.

The magnitude of the ER effect is significantly affected by such factors as polarization, dielectric constant,
conductivity, the applied electric field strength, the size, shape and structure of particles [3–9]. Another important
factor affecting the properties of ER fluids is the water content in the dispersed phase [10]. Obviously, the aggregate
functional properties of an ER fluid are determined by the composition and nature of the components.

The barium titanyl acylates complexes are considered promising among other fillers of ER fluids [11–14].
The yield strength of an ER fluid based on barium titanyl oxalate, with the surface of nanoparticles covered by
adsorption layer of urea molecules, can exceed 100 kPa in a 4 kV/mm field [15–17]. At the same time, the yield
strength of barium titanate suspension obtained by calcination of acylate complexes in an electric field of 4 kV/mm
does not exceed 1 kPa [18]. Thus, the ER efficiency of the acylate complexes is significantly reduced during
calcination. Apparently, this occurs as a result of polar organic group elimination from the material, leading to a
decrease in the polarizability of the filler particles.

This work aims to reveal the influence of thermal treatment of acylate gels – the precursors of barium titanate
and orthotitanate, used as ER fluid fillers, on the magnitude of the ER effect.

2. Experimental section

Barium hydroxide Ba(OH)2 · 8H2O, glacial acetic acid CH3COOH and 99 % pure titanium tetra-n-butoxide
Ti[O(CH2)3CH3]4 were used as starting materials. All reagents were purchased from SIGMA-Aldrich.

The following sol-gel synthesis of nanometer-sized barium titanyl acylate powders at stoichiometric Ba:Ti
ratios of 1:1 and 2:1 was applied: 10 g of barium hydroxide octahydrate was dissolved in 17.31 g of glacial
acetic acid at constant stirring until a clear solution was obtained, followed by dropwise addition of 10.8 g (or
5.4 g) of titanium tetra-n-butoxide via a syringe. The contents of the reaction flask were stirred for an hour, then
the temperature of the solution was raised to 85 ◦C. After a short period of time, the solution changed into a
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transparent, durable gel. Drying the gel in air at 85 ◦C to a constant weight afforded white powders. According
to elemental analysis, the content of organic phase in samples of dry gel powders with stoichiometric Ba:Ti ratios
= 1:1 and 2:1 amounted to some 35 and 17 % (with an accuracy of 1 %). The resulting powders were calcined
for an hour in air at temperatures of 200, 400, 600, 800 and 1200 ◦C and used for subsequent analysis and for the
preparation of ER fluids.

3. Thermal evolution characterization of the obtained materials

Transmission electron microscopy (electron microscope 2MB-100L) was used to study the shape and particle
size of the powders obtained. According to electron microscopy, when the Ba:Ti molar ratio in the synthesis is 1:1,
the 50 – 200 nm polydisperse particles are formed, while an initial 2:1 Ba:Ti ratio affords 50 – 80 nm polydisperse
particles (Fig. 1). From the electron microscopic images it can be seen that the particles have a rounded shape.

(a) (b)

FIG. 1. TEM images of dried at 85 ◦C acylate gels obtained at Ba:Ti 1:1 (a) and 2:1 (b) molar ratios

The analysis of phase composition was performed on a DRON-2 diffractometer using Cu-Kα radiation. Ac-
cording to the results of X-ray diffraction, when the initial stoichiometric Ba:Ti ratio is 1:1 (Fig. 2(a)), the formation
of barium titanate starts at 600 ◦C and terminates at 800 ◦C. When the initial Ba:Ti molar ratio of components
is 2:1 (Fig. 2(b)), the reflexes corresponding to barium titanate and barium orthotitanate are observed at 400 ◦C.
With an increase of temperature to 1200 ◦C, the reflexes of BaTiO3 and Ba2TiO4 are observed.

(a) (b)

FIG. 2. X-ray phase analysis of barium-titanium acylate complexes obtained at Ba:Ti 1:1 (a) and
2:1 (b) molar ratios and their calcination products at various temperatures
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The IR spectra of the synthesized compounds were recorded in a potassium bromide matrix on a VERTEX
80v FT-IR spectrometer. IR spectra of synthesized ultradispersed materials (Fig. 3) contain absorption bands
characteristic for barium acetate, titanium dioxide and its hydroxy-forms, butoxy groups, as well as titanium
butoxide and water molecules: Ba–OH 1459, 1420 and 1379 cm−1; titanium butoxide 1458, 1429, 1371 and
1362 cm−1. The band at 1125 cm−1 can be attributed to the vibrations of the Ti–O–C bond, the band at 948 cm−1 –
to Ti–OH vibrations, and the band at 3390 cm−1 may correspond to the stretching of OH groups. The CO2−

3

ion has a characteristic absorption maximum at 1540 cm−1, and the band at 1461 cm−1 characterizes asymmetric
oscillations in the stretching of the C–O bond. For the acetate ion, depending on the type of coordination, absorption
maxima for symmetric (νS) and antisymmetric (νA) C–O vibrations are observed at different positions [19] for
monodentate (νS = 1295 cm−1, νA = 1720 cm−1), bridged bidentate (νS = 1430 cm−1, νA = 1590 cm−1)
and chelate bidentate complexes (νS = 1470 cm−1, νA = 1550 cm−1). An intense absorption band at 650 cm−1

characterizes the vibrations of the Ti–O–Ti bond. The Ba–O oscillations correspond to the band at 474 cm−1.
As the samples are thermally processed, the IR spectra begin to correspond to the spectra of the corresponding
titanates.

(a) (b)

FIG. 3. IR spectra of acylate complexes powders with Ba:Ti 1:1 (a) and 2:1 (b) molar ratios and
their calcination products at different temperature

The thermal analysis of the synthesized powders was performed on a 1000D Paulik–Paulik–Erdei derivatograph
at a heating rate of 5 ◦C/min. One can distinguish three ranges associated with a change in the mass of the sample
on the thermograms of synthesized materials (Fig. 4). The first range (50 – 150 ◦C) might be associated with the
removal of acetic acid and the adsorbed water. The second range (150 – 450 ◦C) corresponds to the decomposition
of titanium butoxide complexes with acetate ions to titanium dioxide. At temperatures of 500 – 750 ◦C the thermal
decomposition of barium carbonate, which is present as an impurity in the material, is likely to occur with the
formation of barium titanate. The total weight loss for each of the samples does not exceed 45 %.

The analysis of materials calcined at 1200 ◦C with differential scanning calorimetry (DSC) was performed on
a DSC 204 F1 Phoenix calorimeter with the µ-sensor. The maxima on the heat capacity-temperature curves, which
indicate a phase transition, are observed at temperatures ranging from 0 – 200 ◦C for both materials with 1:1 and
2:1 Ba:Ti molar ratio. For the system with a stoichiometric 1:1 Ba:Ti molar ratio, the phase transition temperature
is 119 ◦C and for the system with a 2:1 Ba:Ti ratio, the phase transition temperature is 122 ◦C (Fig. 5).

The dielectric spectra of 30 % suspensions of the resulting powders in silicone oil PMS-20 were measured in
a cylindrical cell of the condenser type at T = 293 K using an E7-20 immittance meter in the frequency range
from 25 to 1×106 Hz. Fig. 6 shows the dependences of ε and tan δ on the frequency of the electric current.

The tan δ frequency dependences of suspensions indicate the relaxation character of the dielectric spectra.
As it follows from Fig. 6(a), a suspension of the initial powder is characterized by the presence of a relaxation
maximum, which disappears after calcination. As is evident from the Fig. 6(b), the position of relaxation maximum
for the suspension of the initial powder with the 2:1 Ba:Ti ratio is at lower frequency in comparison to the powder
with the 1:1 Ba:Ti ratio. In that regard, the relaxation shape of the dielectric spectrum persists for suspensions
with filler particles calcined at 200 and 400 ◦C. An increase in the temperature of heat treatment of fillers with
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(a) (b)

FIG. 4. Thermal analysis of acylate complexes powders with Ba:Ti 1:1 (a) and 2:1 (b) molar ratios

FIG. 5. DSC of materials obtained by calcination at 1200 ◦C with Ba:Ti 1:1 (1) and 2:1 (2) molar ratios

BaO:TiO2 ratios of 1:1 and 2:1 results in a similar shape of ε and tan δ frequency dependences for these systems
and an absence of relaxation maxima in them.

4. Results and discussion

The obtained complex of data characterizing the phase composition of the obtained materials at different
temperatures allows us to make assumptions about the patterns of structure formation during its thermal treatment.

The interaction of titanium tetra-n-butoxide with glacial acetic acid results in the gelation due to the formation
of polynuclear complexes in which bidentate acetate ions act as ligands (Fig.7) [20]. When barium hydroxide is
dissolved in glacial acetic acid, barium acetate forms, which, apparently, can be incorporated into the structure of
the titanium acylate complex [21] or form clathrate complexes [22].

The thermal treatment of the obtained powders with a different ratio of reagents in the mixture leads to
their decomposition. Thermal decomposition of the acylate polynuclear complex of titanium tetra-n-butoxide in
an oxidizing atmosphere is accompanied by the removal of volatile organic components, oxidation of acetate and
butoxide groups. In parallel, the decomposition of barium acetate occurs, which is accompanied by successive
transformations [21]:

Ba(OOCCH3)2 → BaCO3+ CO → BaO + CO2.

In general, thermal transformations of materials obtained from precursors with the 1:1 and 2:1 Ba:Ti ratios
involve the same processes, however, product formation proceeds according to different schemes. To a considerable
degree, this is determined by both the reactivity of barium orthotitanate and by the various molar ratios of water
and titanium butoxide in the synthesis of Ba2TiO4 and BaTiO3. As follows from Figs. 2(a), 3(a) and 4(1), in a
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(a) (b)

FIG. 6. Dielectric parameters of 30 % suspensions of samples with Ba:Ti 1:1 (a) and 2:1 (b)
stoichiometric ratio in silicone oil at 25 ◦C

FIG. 7. Polynuclear acylate complex of titanium tetrabutoxide ( [20])

system containing Ba and Ti in a ratio of 1:1 at 200 and 400 ◦C, the formation of X-ray amorphous products
containing organic residues occurs as well as hydroxy compounds of these metals. At that the formation of BaTiO3

phase begins at 600 ◦C. This process is accompanied by the decomposition of barium carbonate: BaCO3 → BaO +
CO2 and the reaction BaO + TiO2 → BaTiO3. At 1200 ◦C, BaTiO3 is present in the system as well as traces of
BaO.

The thermal evolution of the product obtained from starting material with 2:1 Ba:Ti ratio proceeds according
to a different scheme. As follows from Figs. 2(b), 3(b) and 4(2), calcination at 200 ◦C does not lead to significant
changes in the physicochemical characteristics of the material.

The phases of BaTiO3 and Ba2TiO4 start to form at 400 ◦C. This is 200 ◦C below the temperature of the
BaTiO3 phase formation in the synthesis with the 1:1 Ba:Ti ratio. We explain such differences by different ratios
of Ba:Ti and H2O:Ti in the reaction mixtures. Calcination at 600, 800 and 1200 ◦C favors an increase in the phase
content of BaTiO3 and Ba2TiO4. The product calcined at 1200 ◦C is a mixture of Ba2TiO4 and BaTiO3 phases in
a ratio of 30 % and 70 %.

The Ba2TiO4 and BaTiO3 phases have different Ba:Ti stoichiometric ratios. This affects the packing density
of ions in the Ba2TiO4 and BaTiO3 lattices and determines the polarization parameters of the materials. Barium
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titanate with a tetragonal structure at room temperature (∼ 25 ◦C) has a dielectric constant of about 1500, and
barium orthotitanate with an orthorhombic structure of about 20 ◦C has a dielectric constant of about 1500 [19].

The described transformations of the acylate complexes obtained at different Ba:Ti ratios are reflected in the
corresponding dielectric spectra of the powder suspensions in silicone oil PMS-20.

The influecne of thermal treatment of powders on the ER effect was determined from the change in shear stress,
as a function of the applied DC electric field in the range 0 – 7 kV/mm. For the investigation, 30 % suspensions
of the obtained materials in polydimethylsiloxane (PMS-20 Penta Silicones) were prepared. The required amount
of powder was triturated in polydimethylsiloxane until a homogeneous suspension was formed. The measurements
were carried out on a modified Brookfield DV-II viscosimeter at various shear rates and DC electric field strengths
applied to a 1 mm parallel plane gap between the electrodes.

The ER effect theoretical models, based on the electrostatic theory of dipole-dipole interactions, describe the
attractive force between the particles in an electric field according to the following equation [23]:

F =
24a6ε0E

2

R4

Kf (Kp −Kf )
2

(Kp + 2Kf )2
, (1)

where a – is radius of the filler particle, R – interparticle distance, ε0 – dielectric constant of vacuum, E –
the electric field strength, Kf – dielectric permittivity of a liquid dielectric (dispersion medium), Kp – dielectric
constant of the filler particle material.

This equation emphasizes the role of the differences in the dielectric parameters of the dispersion medium and
the dispersed phase in the formation of the ER effect and justifies the quadratic dependence of the electrorheological
effect on the electric field strength.

The dependence of the shear stress on the electric field strength at various shear rates for suspensions of acylate
complexes with the 1:1 and 2:1 Ba:Ti ratio of components dried at 85 ◦C are presented in Fig. 8. The results
demonstrated in Fig. 8(b) obey the equation 1, while the results in Fig. 8(a) do not obey. A direct proportion of the
shear stress on the field strength is characteristic for acylate complexes with a Ba:Ti ratio of 1:1 after saturation is
achieved after E = 4.5 kV/mm starting from a field strength of 0.5 kV/mm. This may be due to presence of the
adsorbed acetic acid on the surface of particles, which leads to the effects reported in [24].

(a) (b)

FIG. 8. The dependence of shear stress on the electric field strength at different shear rates for
30 % suspensions of acylate complexes powders dried at 85 ◦C. 1:1 (a) and 2:1 (b) Ba:Ti ratios

The influence of the filler calcination temperature on the magnitude of the ER effect at a shear rate of 160 rpm
is shown in Fig. 9. One can note that the ER effect regularities associated with the use of filler materials subjected
to different thermal treatments can be explained from the standpoint of the classic electrostatic theory of the dipole-
dipole interactions. As follows from Fig. 6, the permittivity of the suspensions is successively decreased with the
increasing calcination temperature. In accordance with equation 1, this leads to a decrease in the attractive force
between the filler particles and to a decrease in the ER effect, which is observed (Fig. 9).

In the process of ER fluids structuring in electric fields with increasing field strength the distance between par-
ticles decreases (a decrease in the thickness of the dielectric liquid interlayer between the particles, the appearance
of tight contacts), leading to an increase in conductivity. In this case, the conductivity increases proportionally to
the number of formed contacts between the filler particles. The voltammetric parameters for 30 % suspensions of
materials with 1:1 and 2:1 Ba:Ti ratios calcined at different temperatures at a shear rate of 160 rpm are significantly



752 K. V. Ivanov, A. V. Agafonov, A. E. Baranchikov, V. K. Ivanov, S. A. Kozyukhin, et al.

(a) (b)

FIG. 9. Dependence of the shear stress of 30 % suspensions of acylate complexes with the 1:1 (a)
and 2:1 (b) Ba:Ti ratios calcined at different temperatures on the electric field strength at a shear
rate of 160 rpm

different (Fig. 10). For 30 % suspensions of materials with 1:1 Ba:Ti ratio, an increase in the calcination tempera-
ture leads to a consistent decrease in the current flowing through the suspension at an equal applied voltage. This
may be due to the fact that molecules of acetic acid and polar acetate groups are present on the surface of filler
particles that determine the value of the conductivity. As the organic components are removed, the conductivity of
the suspensions decreases. For 30 % suspensions of materials with 2:1 Ba:Ti ratio (Fig. 1(b)), an increase in the
calcination temperature of the filler material leads to an increase in the electrical conductivity of the suspensions.
From Fig. 6, one can see that the value of the dielectric loss tangent for such suspensions is higher than for the
systems with the 1:1 Ba:Ti ratio.

(a) (b)

FIG. 10. Voltammetric parameters for 30 % suspensions of acylate complexes with the 1:1 (a)
and 2:1 (b) Ba:Ti ratios calcined at different temperatures at a shear rate of 160 rpm

5. Conclusions

The acylate gels were obtained via a sol-gel method in the titanium tetra-n-butoxide-barium hydroxide-acetic
acid system in excess of acetic acid with a molar ratio of Ba:Ti components of 1:1 and 2:1. The regularities for
the formation of Ba2TiO4 and BaTiO3 phases during calcination of the obtained gels at 200, 400, 600, 800 and
1200 ◦C were investigated. A detailed study of phase transformations for the obtained materials was performed
using thermogravimetric analysis, differential scanning calorimetry, X-ray phase analysis, FTIR spectroscopy, and
electron microscopy. It was established that the thermolysis of acylate complexes with 1:1 Ba:Ti ratio at 200
and 400 ◦C affords X-ray amorphous products with a low organic phase content and significant metal hydroxy
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compounds content. The formation of the BaTiO3 phase begins at 600 ◦C, and at 1200 ◦C, BaTiO3 is present
in the system with traces of BaO. The decomposition of the acylate complexes with the 2:1 Ba:Ti ratio leads to
the formation of BaTiO3 and Ba2TiO4 phases as low as at 400 ◦C. This is 200 ◦C lower than the temperature of
BaTiO3 phase formation in the synthesis with 1:1 Ba:Ti ratio. Calcination at 600, 800 and 1200 ◦C leads to a
gradual increase of the Ba2TiO4 and BaTiO3 phase content in the product. The product calcined at 1200 ◦C is a
mixture of the Ba2TiO4 and BaTiO3 phases in a ratio of 30 % and 70 %, respectively. For the first time, data was
obtained on the influence of thermal treatment temperature on the magnitude of the ER effect in suspensions based
on these materials. It was established that the regularities of the ER effect magnitude variation can be explained
from the standpoint of the classical electrostatic theory of the dipole-dipole interactions in electric fields.
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1. Introduction

In recent years, so-called natural or “green” polymeric materials, especially cellulose and its derivatives,
have attracted much attention from researchers [1]. Materials based on bacterial cellulose (BC) are of special
interest [2]. These materials are the products of life activity of Acetobacter bacteria in the nutrient solutions.
This type of cellulose is a material of high purity with an enhanced complex of properties [3–6] against those of
cellulose of other types.

Interesting prospects are associated with processing of different BC-based compositions filled with inorganic
and organic components [7–10], in particular, with various nanoparticles. This approach is widely used for obtaining
new materials based on a variety of polymers.

At present, nanoscale fillers are commonly used for modification of the properties of polymeric materials.
Oxide nanoparticles are among the most promising. A number of properties of matrix polymer materials can be
substantially improved by the introduction of these nanoparticles, namely, the mechanical characteristics, electrical
and transport properties, etc. [11–14]. Using metal oxide nanoparticles as an active filler of BC, one can obtain a
deep variation the complex of the cellulosic material properties.

One promising group of oxide nanofillers, which draws attention of researchers, is ceria nanoparticles. By
using them, one can obtain polymer-based composite materials demonstrating the effect of screening of electromag-
netic irradiation, possessing catalytic activity, new materials with modified acoustic characteristics, and bioactive
materials [15–20]. Of especial interest are ceria-containing nanocomposites based on BC, particularly as the ma-
terials for biomedical applications. In the context of interesting potential possibilities of practical application of
such materials, it is sensible to comprehensively characterize them, both per se and in juxtaposition with their
unmodified polymer matrices.
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In the present communication, we present and analyze systematic information on the effect of cerium dioxide
nanoparticles on the complex of properties of the film materials based on BC.

2. Experimental

BC or so-called Acetobacter xylinum was grown by using VKM-880 strain in aqueous solutions containing
2 wt. % of glucose, 0.3 wt. % of yeast extract and 2 wt. % of ethanol at 30 ◦C in cylindrical glass vessels
for 14 – 21 days as described in detail in [21]. The as-prepared BC samples being gel-like pellicles with up to
25 mm thickness were partially dehydrated by pressing on a hand press, BC content in the pressed BC being about
14 wt. %.

To obtain both the BC and nanocomposite films, the pressed BC was disintegrated in a high-speed blender
(15000 rpm, 15 min) in aqueous media (300 ml of water per 1 g of dry BC). In the case of nanocomposites, definite
amounts of aqueous dispersion of cerium dioxide nanoparticles (ceria concentration – 1.5 wt.%) were poured into
the preliminary prepared BC aqueous suspension, and then, the mixtures obtained were homogenized in a blender
(15000 rpm, 1 min). In both cases, layers of equal thickness of resulting homogeneous suspensions were formed
on a glass substrates and dried to constant weight at 160 ◦C. The final concentrations of CeO2 nanoparticles in the
samples were 0, 1, 3, 5, and 10 wt. %. Cerium dioxide nanoparticles with sizes ∼ 3.5 nm used in our experiments
were synthesized by hydrothermal method [22].

XDR analysis of BC and composite films was carried out by X-ray diffractometer DRON-3M (CuKα-
irradiation). The registration of X-ray beam diffraction was performed according to the Bragg–Brentano scheme [23].

SEM micrographs of films’ surfaces were obtained by scanning electron microscope SUPRA-55VP (Carl
Zeiss, Germany) using a secondary electron detector as well as a detector of back-scattered electrons. The samples
were fixed with special glue on the microscope holders and sputtered by thin layer of platinum. Maps of the
elements distribution were collected using a detector of energy dispersive X-ray analysis X-max 80 mm2 (Oxford
Instruments, United Kingdom).

Thermogravimetric analysis (TGA) of BC and composite samples was performed using a DTG-60 thermal
analyser (Shimadzu, Japan). Specimens (∼ 5 mg) were heated in air up to 600 ◦C with the rate of 5 ◦C /min. The
TGA curves obtained were used to determine the thermal stability indices of the materials under study, τ5 and τ10
(the temperature values at which a polymer or a composite loses 5 % and 10 % of its initial weight, respectively,
due to the thermal destruction processes).

The mechanical tests of the films under investigation were carried out in the uniaxial extension mode at room
temperature using an AG-100kNX Plus universal mechanical test system (Shimadzu, Japan). Strip-like samples
2× 30 mm were stretched at a rate of 10 mm/min, according to ASTM D638 requirements. The Young’s modulus
E, the break stress σb and the ultimate deformation εb were determined.

Tribological characteristics of the films (friction coefficients and wear rates) were studied by an AG-100kNX
Plus universal mechanical test system (Shimadzu, Japan) with a tribological tests accessory [24] in the dry friction
mode at room temperature. The speed of linear shuttle motion of the counterbodies against the polymer surfaces
was as high as 1000 mm/min.

3. Results and discussion

First, it should be noted, that the aforementioned technique provides a means for obtaining dense homogeneous
films. XRD analysis of their compositions has demonstrated the presence of CeO2 inclusions (Fig. 1): X-ray
diffraction patterns of the composite films contain the reflexes corresponding to BC and those at 2Θ = 28.5, 33.7
and 47.4 deg., corresponding to cubic phase of crystalline CeO2. The intensity of these reflexes increases along
with the increase of the nanoparticles concentration in the cellulose matrix. A considerable broadening of the
reflexes in comparison with those in the diffractogram of pure cerium dioxide (Fig. 1, curve 4) points out the very
small dimensions of domains of the composite material in which the diffraction takes place.

The microscopic images of the studied samples are presented in Fig. 2. Fig. 2(a) presents the nanoparticles of
CeO2. One can see that in a dried state this material consists of broad aggregates of individual ceria nanoparticles.
This tendency to the agglomeration processes is inherent to this nanofiller. So some special cares were provided
during the formation of the nanocomposite films to insure the distribution of ceria in the BC volume as uniform as
possible (see the “Materials and methods’ section).

A sample of pure bacterial cellulose (Fig. 1(b)) consists of fibrils with a diameter of 30 nm. The samples
filled with CeO2 nanoparticles (Fig.1 c-e) were studied using a back-scattered electron detector capable of detecting
the so-called Z-contrast having an atomic-number (Z) sensitive nature, i.e. the higher the atomic number of the
element, the brighter it appears in the microscopic image. In this particular case, CeO2 particles should look
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FIG. 1. Diffractograms of the films: BC (1), nanocomposites with 3 and 10 wt. %, (2 and 3,
respectively); X-ray diffraction pattern of crystalline cerium dioxide, cubic phase (4)

most bright. This figure clearly shows that CeO2 nanoparticles are not well-dispersed in the matrix of bacterial
cellulose. CeO2 aggregates of various sizes are observed. In this case, we can conclude that the higher the content
of nanofiller particles in the composite material, the larger the sizes of the detected CeO2 aggregates.

The following figure (Fig. 3) shows the results of energy dispersive X-ray analysis (EDX) of the nanocomposite
films tested (Fig. 3(c, e, g)). This research method allows one to collect maps of the elements distribution. All the
EDX data obtained clearly revealed the presence of cerium (indicated in yellow) in the test samples on the same
parts of the samples, which are also shown in SEM micrographs on the left side (Fig. 3(b, d, f)). Moreover, its
content corresponds to the calculated one.

The obtained cerium distribution maps for different samples confirm the SEM results discussed above, i.e. the
higher the content of introduced CeO2 nanoparticles, the higher the probability of detecting large agglomerates
containing cerium. At the same time, there is a certain proportion of nanoparticles that is uniformly distributed in
the samples.

Cerium dioxide is known to act as a catalyst in the destructive processes of organic compounds and to
significantly affect the redox processes in the latter [25]. It was interesting to verify the effect of CeO2 nanofiller
on the thermal destruction of BC in the air atmosphere. The curves of BC and BC-CeO2 nanocomposite films
weight losses vs. temperature in the said conditions are shown in Fig. 4. The TGA curves obtained are typical
for cellulose thermal destruction. The first region of weight losses (2 – 2.5 wt. %) observed at temperatures up
to 100 ◦C is related to evaporation of water and low-molecular compounds, which are adsorbed on the cellulose
surface. At temperatures 190 – 350 ◦C (depending on CeO2 content) all of the samples undergo thermo-oxidative
decomposition. Finally, at the terminal phase (at the highest temperatures) the carbonaceous residue interacts
with atmospheric oxygen bringing to formation of CO and CO2. As a result, an organic part of the sample was
completely destroyed in the oxidative atmosphere (coke residue weigh is 0). The analysis of TGA curves reveals
that the doping of BC matrix with CeO2 nanoparticles as well as increasing of their content leads to a gradual
temperature decrease of all of the aforementioned processes. This, obviously, confirms a noticeable catalytic
activity of nano-sized cerium dioxide in the thermal oxidative destruction of cellulose. Indeed, embedment of
these nanoparticles in concentrations 5 and 10 wt. % results in a decrease in thermal stability index, τ5, by 29 and
45 degrees, respectively (See Table 1).

The results of mechanical tests of the films (Table 2) demonstrate an increase in stiffness of matrix polymer
upon introduction of CeO2 nanoparticles therein. Due to the hyperbranched system of hydrogen bonds, BC is a
quite rigid, high-modulus polymer material [26]. In our study, we have observed a gradual augment of Young’s
moduli of the films as CeO2 content was increased (Table 2). In fact, Young’s moduli of the nanocomposite films
with 5 and 10 wt. % of cerium dioxide are increased 1.25 and 1.63 fold, relative to that of a pristine BC film. A
simultaneous increase of material tensile strength was also registered. On the other hand the composite film with
even the highest concentration of CeO2 nanoparticles exhibits no deterioration of elongation at break value. The
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(a)

(b) (c)

(d) (e)

FIG. 2. SEM micrographs of the investigated samples: (a) – CeO2 nanoparticles; (b) – pure BC;
(c–d) – BC-ceria nanocomposite films containing 3, 5, and 10 wt. % CeO2; respectively

TABLE 1. Indices of thermal stability of BC and BC-ceria nanocomposite films

Sample τ1,
◦C τ5,

◦C τ10,
◦C

BC 258 288 302

Composite, 1 wt.% of CeO2 241 284 299

Composite, 3 wt.% of CeO2 202 272 290

Composite, 5 wt.% of CeO2 194 259 282

Composite, 10 wt.% of CeO2 181 243 274
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(a)

(b) (c)

(d) (e)

(f) (g)

FIG. 3. (a) – An example of EXD spectra obtained for investigated samples. SEM micrographs
(left side) and EXD maps of cerium distribution (right side) of the nanocomposite samples
containing: (b, c) – 3 wt. % CeO2; (d, e) – 5 wt. % CeO2; (f, g) – 10 wt. % CeO2



Impact of nano-sized cerium oxide on physico-mechanical characteristics ... 759

FIG. 4. TGA curves of (1) BC and (2–5) BC-ceria nanocomposite films. CeO2 concentrations
in the materials are (2) – 1 %, (3) – 3 %, (4) – 5 % and (5) – 10 %

TABLE 2. Mechanical characteristics of BC film and BC-ceria nanocomposite ones

No. Sample E, GPa σb, MPa εb, %

0 BC 6.41 ± 0.56 96 ± 6 3.9 ± 0.4

1 Composite, 1 wt.% of CeO2 6.46 ± 0.42 94 ± 3 4.0 ± 0.5

2 Composite, 3 wt.% of CeO2 6.75 ± 0.43 98 ± 7 3.9 ± 0.4

3 Composite, 5 wt.% of CeO2 8.02 ± 0.56 108 ± 5 4.1 ± 0.5

4 Composite, 10 wt.% of CeO2 10.45 ± 0.36 132 ± 6 4.4 ± 0.5

latter fact is quite interesting given that a wide range of polymers show the opposite behavior when doped with
nanoparticles [27].

The significant increase in the material stiffness that we recorded, caused by the introduction of cerium
dioxide into the polymer matrix, can hardly be explained by the well-known physical effect of reinforcement
observed when nanoparticles such as carbon nanotubes, nanofibers, and graphene are introduced into different
polymeric materials [27]. Indeed, unlike all the said and a number of other nanoscale fillers, characterized by a
pronounced geometrical anisotropy with high aspect ratio values, cerium dioxide nanoparticles have a spherical or
quasi-spherical shape, that is, they are characterized by an aspect ratio close to 1. With the introduction of fillers
of such types with poor aspect ratios into the bulk of the polymer material, reinforcement effects can be expected
at their much higher concentrations than those implemented in the composites we studied [28].

It should be assumed that the introduction of cerium dioxide in BC leads to profound changes in the structure of
the intermolecular bonds in this material, to a steady increase in their number (as the concentration of nanoparticles
increases). This effect can explain the changes in the stiffness and strength of the material, observed when cerium
dioxide is introduced into the BC.

Such behavior of nanocomposite material can find room in a number of practical uses, e.g., for the tailoring of
various materials for biomedical applications, primarily for materials for surgery, to which the presence of cerium
oxide in BC will procure bactericidal properties and enhance healing of lesions [29, 30].

Another mode of work of polymeric materials under the long-term action of mechanical stresses, which is
interesting and important from the viewpoint of the possible practical use of the materials, is their behavior in the
friction couples, for example in the couples with metals. Lately a potential possibility of the polymer materials
to be used as components of the friction units became the subject of close interest of the researchers. Albeit, in
general, the nanosized fillers can improve the tribologic properties of different polymer materials [31, 32], ceria
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particles are known to be widely used as abrasive materials [33,34]. In line with this circumstance we have tackled
clarifying the effect of the ceria nanoparticles on the tribologic behavior of the BC films in the friction couple with
the stainless steel.

At the first stage of these experiments, we have determined the k value of the matrix BC in the couple with
steel (Fig. 5). The results obtained are typical for cellulose materials – ∼ 0.36 – 0.42 depending upon the normal
load Fz .

FIG. 5. Friction curves of (1) BC/steel and (2) BC-ceria/steel couples. The ceria concentration
is 3 wt. %, the mean normal pressure – 10 MPa

The experiments carried out at the next step of the investigation (Fig. 5) have shown that introduction
of ceria nanoparticles into the polymer at a concentration of 3 wt. % does not provoke any significant change
of the polymer/steel friction coefficient: the k value of the composite film is 0.391, while that of the unfilled
polymer film – 0.407 (at the mean value of normal stress 10 MPa). However, another positive effect of the ceria
nanoparticles introduction was observed: the friction process becomes more stable against that in the BC/steel
friction couple (Fig. 5), practically no noticeable changes or fluctuations, no wobbles in the k value were registered
during the friction experiment.

A more pronounced positive effect of the ceria introduction into the polymer, registered in the tribologic tests,
is a decrease of the wear rate of the nanocomposite material as compared to that of the unfilled BC film. The mass
wear rate W was determined as:

W =
∆m

L× ρ× Fz
,

where ∆m denotes the mass loss during the test, L is the running distance during the test, ρ – the density of the
polymer tested, and Fz – the normal contact load.

The W value of unfilled BC film was found to be as high as 4× 10−3 mm3/Nm (the average roughness Ra of
the steel surface was about 1.0 µm). The BC-ceria nanocomposite film is characterized by a substantial depression
of the wear rate down to 7 × 10−4 mm3/Nm. This positive effect can be attributed to stabilization of the friction
process provided by the nanoparticles inserted in the BC volume (Fig. 5).

4. Conclusions

The protocol of film formation from mixtures of aqueous suspensions of disintegrated BC and ceria nanoparti-
cles elaborated in the present work provides an algorithm of preparation of the stiff and non-brittle nanocomposite
films. During the film preparation a partial aggregation of ceria takes place, the phenomenon presumably occurring
at the stage of the film drying. In accordance with the data obtained in the XRD and SEM examinations of the
films, a substantial portion of the ceria nanoparticles is distributed uniformly in the volume of the material. This
situation takes place up to the maximal concentration of ceria used in our work: 10 wt. %.

The mechanical tests of the films demonstrate the progressive increase of both the Young’s modulus and
the ultimate stress values along with the increase of the nanofiller’s concentration in the material without any
depression of the ultimate deformation. These facts indicate possible formation of certain system of interactions
between BC macrochains and ceria nanoparticles in the nanocomposite materials obtained.
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The tribologic tests of both BC and composite films in the friction couples with steel have given evidence
for the substantial stabilization of the friction process caused by introduction of ceria into BC bulk along with the
significant decrease of the mass wear rate of the material.

A substantial successive decrease of the thermal stability of the films provoked by the increase in the ceria
concentration was registered in the thermogravimetric tests in air, the fact testifying catalytic action of ceria during
thermo-oxidative destruction of BC. However, this specific feature of the nanocomposite materials studied does not
appear to be a hindrance for the practical use of these materials in the biomedical applications.

Acknowledgements

The work was financially supported by the Russian Science Foundation (grant No. 18-13-00305).

References

[1] Cellulose Chemistry and Properties: Fibers, Nanocelluloses and Advanced Materials. Ed. O. J. Rojas. Springer International Publishing,
Switzerland, 2016.

[2] Esa F., Tasirin S.M., Rahman N.A. Overview of Bacterial Cellulose Production and Application. Agriculture and Agricultural Science
Procedia, 2014, 2, P. 113–119.

[3] Mitrofanov R.Y., Budaeva V.V., Sakovich G.V. Preparation and Properties of Bacterial Cellulose Gel Films. Chemistry for Sustainable
Development, 2010, 18, P. 503–508.

[4] Gromovykh T.I., Sadykova V.S., et al. Bacterial cellulose synthesized by Gluconacetobacter hansenii for medical applications. Applied
Biochemistry and Microbiology, 2017, 53, P. 60–67.

[5] Backdahl H., Helenius G., et al. Mechanical properties of bacterial cellulose and interactions with smooth muscle cells. Biomaterials,
2006, 27, P. 2141–2149.

[6] Feng X., Ullah N., et al. Characterization of Bacterial Cellulose by Gluconacetobacter hansenii CGMCC 3917. Journal of Food Science,
2015, 80 (10), E2217–27.

[7] Shah N., Ul-Islam M., Khattak W.A., Park J.K. Overview of bacterial cellulose composites: A multipurpose advanced material. Carbohy-
drate Polymers, 2013, 98, P. 1585–1598.

[8] Nainggolan H., Gea S., et al. Mechanical and thermal properties of bacterial-cellulose-fibre-reinforced Mater-Bi bionanocomposite. Beil-
stein J. Nanotechnol., 2013, 4, P. 325–329.

[9] Buyanov A.L., Gofman I.V., et al. Anisotropic swelling and mechanical behavior of composite bacterial cellulose-(polyacrylamide or
polyacrylamide-sodium polyacrylate) hydrogels. Journal of the mechanical behaviour of biomedical materials, 2010, 3, P. 102–111.

[10] Smyslov R.Yu., Ezdakova K.V.,et al. Morphological structure of Gluconacetobacter xylinus cellulose and cellulose-based organic-inorganic
composite materials. Journal of Physics: Conference Series, 2017, 848, P. 012017–012028.

[11] Shah P., Pandey K. Advancement in packaging film using microcrystalline cellulose and TiO2. American Journal of Polymer Science and
Technology, 2017, 3, P. 97–102.

[12] Bouadjela S., Abdoune F.Z., et al. Effect of titanium dioxide nanoparticles on polymer network formation. Spectroscopy Letters, 2017, 50,
P. 522–527.

[13] Tamayo L., Azocar M., et al. Copper-polymer nanocomposites: An excellent and cost-effective biocide for use on antibacterial surfaces.
Review. Materials Science and Engineering C, 2016, 69, P. 1391–1409.

[14] Mallakpour S., Darvishzadeh M. Ultrasonic treatment as recent and environmentally friendly route for the synthesis and characterization
of polymer nanocomposite having PVA and biosafe BSA modified ZnO nanoparticles. Polymers for Advanced Technologies, 2018, 29,
P. 2174–2183.

[15] Lu Z., Mao C., et al. Fabrication of CeO2 nanoparticle-modified silk for UV protection and antibacterial applications. Journal of Colloid
and Interface Science, 2014, 435, P. 8–14.

[16] Liu K.-Q., Kuang C.-X., et al. Synthesis, characterization and UV-shielding property of polystyrene-embedded CeO2 nanoparticles. Optical
Materials, 2013, 35, P. 2710–2715.

[17] Mullins D.R. The surface chemistry of cerium oxide. Surface Science Reports, 2015, 70, P. 42–85.
[18] Tiefensee F., Becker-Willinger C., et al. Nanocomposite cerium oxide polymer matching layers with adjustable acoustic impedance between

4 MRayl and 7 MRayl. Ultrasonics, 2010, 50, P. 363–366.
[19] Jia R.-P., Wang C.-F., et al. Preparation, characterization, and properties of CeO2/thermoplastic polyurethane nanocomposites. Journal of

Reinforced Plastics and Composites, 2015, 34, P. 1090–1098.
[20] Shang Z., Lu C., Lu X., Gao L. Studies on syntheses and properties of novel CeO2/polyimide nanocomposite films from Ce(Phen)3

complex. Polymer, 2007, 48, P. 4041–4046.
[21] Buyanov A.L., Revel’skaya L.G., Kuznetzov Yu.P., Shestakova A.S. Cellulose-poly(acrylamide or acrylic acid) interpenetrating polymer

membranes for the pervaporation of water-ethanol mixtures. J. Appl. Polym. Sci., 1998, 69, P. 761–768.
[22] Ivanov V.K., Polezhaeva O.S., et al. Synthesis and thermal stability of nanocrystalline ceria sols stabilized by citric and polyacrylic acids.

Russian Journal of Inorganic Chemistry, 2010, 55 (3), P. 328–332.
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Based on the results of X-ray phase analysis and Mössbauer spectroscopy, it was demonstrated that in the ZrO2–Fe2O3 system, represented by

the mechanical mixture of m–ZrO2 (14±2 nm) and α-Fe2O3 (43±2 nm) nanoparticles, being heated above the temperature corresponding to

the melting temperature of the two-dimensional nonautonomous phase, transformation of α-Fe2O3 occurs resulting in appearing of the X-ray

amorphous magnetically disordered state localized on the surface of ZrO2 nanoparticles in the form of a thin layer. Transformation pattern in

ZrO2–Fe2O3 nanocrystalline system has been introduced.
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1. Introduction

Interest in systems containing zirconium dioxide is caused by high refractory properties, strength, crack resis-
tance, chemical inertness, superionic oxygen conductivity, biocompatibility, catalytic activity and other important
characteristics of the materials, based on this substance [1, 2]. Ceramic and composite materials, based on ZrO2–
Fe2O3 system, are widely used as catalysts or catalyst carriers for hydrocarbons isomerization, carbon monoxide
hydrogenization, selective hydrogenation (Fischer–Tropsch reaction) and ammonia synthesis [3, 4], as well as the
magnetic materials [5, 6].

Different contradictory data, published in the scientific literature, are pertinent to possibilities and ranges of
solid solutions formation in ZrO2–Fe2O3 system. The study of phase formation processes in the considered system
is connected with definite methodological difficulties, related to the behavior of the studied system components
[7–16].

While extremely localized areas of the iron oxide-based solid solutions in zirconium dioxide may exist for the
macroscopic particles, as it follows from data [17–26] (which is most pronounced for the low-temperature range),
more wide solubility range of iron oxide in ZrO2-based nanocrystals was detected, which is shown by data [27–36],
in case of nano-scale particles. In this case, the possibility and the ranges of solid solutions existence in this system
to a great degree are determined by the synthesis method of considered compositions.

Composition synthesis and subsequent study of their behavior during heating for ZrO2–Fe2O3 system are
generally realized with application of sol-gel synthesis followed by the annealing-quenching heat treatment of re-
ceived precursors [16,22–24,31–33]; hydrothermal synthesis [5]; thermal decomposition of iron (III) and zirconium
salts [27]; ZrO2 impregnating with aqueous solution of ferric (III) nitrate and subsequent drying and inciner-
ation [3, 4]; solid-phase synthesis method [25, 37]; reaction media burning method (solid-phase flame method,
solution burning) [26, 38, 39], etc. [6, 34–36].

Inconsistencies pertinent to ranges of solid solutions areas, a state of ZrO2 surface and iron ions location in
different positions still exist and may be found almost in any new paper devoted to this system. Therefore, it is of
interest to study the behavior of ZrO2 and Fe2O3 nano-scale particles during their thermal treatment.

2. Experimental procedures

In order to study the solid-phase interaction of the components, ZrO2 and Fe2O3 nano-scale powders, which
have been obtained by hydrothermal treatment method (refer to [40]), were mixed in ethyl alcohol. Specimens were
formed by pressing under pressure of 5 MPa, after which these specimens were heat treated in the air following
the annealing-quenching mode with exposure during 30 minutes at temperatures of 800, 900, 1000 and 1100 ◦C.

The phase composition of the specimens was studied by X-ray phase analysis using XRD-7000 Shimadzu
diffractometer (CuKα-radiation). The X-ray diffraction pattern peak identification was performed using the PDWin
4.0 software solution and Crystallographica Search-Match package. Based on the data analysis pertinent to X-ray
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diffraction pattern peak tailing, the average crystalline particle size has been calculated. Calculation was performed
using the Sherrer equation [41].

The specimens’ elemental composition was determined by electron probe microanalysis using Hitachi S-570
scanning electron microscope, equipped with Bruker Quantax 200 microprobe system.

Exposure of Mössbauer spectra was realized using WISSEL spectrometer operating in the constant acceleration
mode, at the room temperature and at the liquid nitrogen boiling point. 57Co in Rh-matrix, characterized by the
radioactivity of 30 mC, was used as the source. Mathematical treatment of the experimental spectra was performed
using the MOSSFIT software package [42]. The spectrometer velocity scale was calibrated using α-Fe foil at the
room temperature. The chemical shift values were presented relative α-Fe.

3. Results and their discussion

Results of X-ray phase analysis of specimens, containing 6.4 ± 0.3 and 9.0 ± 0.6 mol.% FeO1.5, which have
been annealed at a temperature of 800, 900, 1000 and 1100 ◦C over 30 minutes, are presented in Figs. 1(a) and
2(a). Initial specimens were represented by the mechanical mixture of preliminary received nano-scale powders of
ZrO2 (monoclinic and tetragonal modification groups) and Fe2O3 [hematite, (104) peak, I – 100 %]. After heating
at a temperature of 800 – 900 ◦C, a decrease in the intensity of the t-ZrO2 peaks was observed, and after heating
at a temperature above 900 ◦C, diffractograms contained only those reflections, which corresponded to monoclinic
modification group of ZrO2. For the specimen containing 6.4± 0.3 mol.% FeO1.5, which was annealed at 800 and
900 ◦C, a peak on diffractograms, corresponding to α-Fe2O3, disappeared. During further increase of the thermal
treatment temperature, (104) peak on diffractograms appeared again, however, its intensity was substantially less
as compared with the initial composition. For the specimen, containing 9.0 ± 0.6 mol.% FeO1.5, which has been
annealed at a temperature of 800 – 900 ◦C, the relative intensity of (104) peak on diffractograms decreased as
compared with the initial composition, while at a temperature of 1000 – 1100 ◦C the integral intensity of this peak
has increased, becoming comparable with the initial composition.

It should be noted that sizes of m-ZrO2 crystallites during heating up to a temperature of 900 ◦C have changed
only slightly both for the specimen, containing 6.4 ± 0.3 mol.% FeO1.5 (Fig. 3), as well as for the specimen,
containing 9.0 ± 0.6 mol.% FeO1.5. Analysis of m-ZrO2 unit cell parameters dependence on temperature has
demonstrated their invariability within the measurement accuracy (Fig. 4). Absence of variation of ZrO2 unit cell
parameters may be indicative of the fact that heat treatment during 30 minutes at a temperature of up to 1000 and
1100 ◦C did result in m-ZrO2-based solid solution formation.

Mössbauer spectra for initial compositions of specimens, containing 6.4± 0.3 and 9.0± 0.6 mol.% FeO1.5, as
well as for specimens, annealed at 800, 900, 1000 and 1100 ◦C, are presented in Figs. 1(b) and 2(b), respectively.
The results of experimental spectra analysis with detection of sextet and doublet components, corresponding to
iron atoms in magnetically ordered and magnetically disordered phases, are also presented in Figs. 1(b) and 2(b).
Mössbauer parameters for sextet and doublet components of the iron-containing phases are presented in Table 1.
The quantitative estimation of the iron relative content in different phases was performed with precision determined
by difference in values of fM Mössbauer factor (probability of resonance absorption in each phase).

For the initial specimens, which were represented by the mechanical mixture of the preliminary produced t-,
m-ZrO2 and α-Fe2O3 nano-scale powders, the Mössbauer spectrum was characterized by sextet, parameters of
which have corresponded to the sextet parameters for α-Fe2O3 [43].

For the specimens being thermally treated at 800 ◦C, the Mössbauer spectrum was characterized by doublet
(6.4± 0.3 mol.% FeO1.5) or doublet and sextet superposition (9.0± 0.6 mol.% FeO1.5). It should be noted that for
the specimen containing 6.4 mol.% FeO1.5 only doublet components have been commonly observed, while these
doublet components are incidental to the atoms of iron in 3+ oxidation rate located in the form of thin layer on
the surface of another oxide [44,45]. With a temperature increase, the sextet appeared again and the doublet share
in experimental spectrum has decreased; at a temperature of 1100 ◦C a share of the magnetically disordered phase
was about 23 %. Such an effect was observed in case of increasing of particles sizes [43]. For the specimen,
containing 9.0 mol.% FeO1.5, the sextet component is common for the whole heat treatment temperature range.

While comparing the data of X-ray phase analysis and Mssbauer spectroscopy, it may be concluded, that at
a temperature of 800 ◦C, transformation of α-Fe2O3 begins, which results in its transfer into X-ray amorphous
magnetically disordered phase, localized on the surface of zirconium dioxide particles, as shown by the absence of
(104) α-Fe2O3 peak on the diffractogram, by sextet disappearance and doublet appearance in Mössbauer spectrum
of the specimen, containing 6.4 ± 0.3 mol.% FeO1.5. With increased thermal treatment temperatures, the sizes of
m-ZrO2 particles are increased (Fig. 3) that causes decrease of their surface area and, therefore, aggregation of
the iron oxide surface layer, accompanied with α-Fe2O3 bulk phase particles formation. Formation of α-Fe2O3

particles is confirmed by the data of X-ray phase analysis and Mössbauer spectroscopy, i.e. (104) α-Fe2O3 peak
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FIG. 1. X-ray diffractograms (a) and Mössbauer spectra series, measured at 25 ◦C (b) of the
specimen, containing 6.4± 0.3 mol.% FeO1.5, which has been annealed at a temperature of 800,
900, 1000 and 1100 ◦C during 30 minutes

on the diffractogram appears again, in Mössbauer spectrum for the specimen, containing 6.4 ± 0.3 mol.% FeO1.5

sextet corresponding to α-Fe2O3, may be revealed against the doublet background.
Apparently, during thermal treatment at a temperature of 800 and 900 ◦C with exposure for 30 minutes, α-

Fe2O3 is transformed with the formation of the iron oxide layer on a surface of ZrO2 nanoparticles. At temperatures
of 800 – 900 ◦C, for α-Fe2O3 are corresponding to the melting temperature of the surface (two-dimensional
nonautonomous) phase [46]. It appears that transfer of the two-dimensional nonautonomous phase into a liquid
(liquid-like) state initiates active mass transfer of the iron-containing component to a surface of ZrO2 nanoparticles.
It should be noted that similar processes were observed earlier in BeO–Fe2O3, MgO–Fe2O3, Al2O3–Fe2O3, SiO2–
Fe2O3 systems [44, 45]. The transformation pattern, corresponding to the described processes in ZrO2–Fe2O3

system, in which zirconium dioxide is initially represented by m-ZrO2 and by α-Fe2O3 nanoparticles, characterized
by the crystallites sizes of 14± 2 nm and 43± 2 nm, respectively, is presented in Fig. 5.

4. Conclusion

As distinct from the cases, in which compositions are received via codeposition, hydrothermal synthesis, etc.,
and in which mixing of components is initially possible at the atomic level, in the case of the solid-phase interaction
of the nano-scale particles in ZrO2–Fe2O3 system in the range of low contents of the iron-containing component
increasing of the treatment temperature up to 800 – 900 ◦C does not cause stabilization of zirconium dioxide
tetragonal modification and the formation of tetragonal solid solution, as well as Fe3+ ions are not included into
m-ZrO2 structure.

During the thermal treatment of ZrO2 and Fe2O3 nanoparticles, at definite critical value of temperature in
range of 800 – 900 ◦C, α-Fe2O3 transformation occurs with thin layer formation on m-ZrO2 nanoparticles surface,
i.e. formation of the composite nanoparticles of “nucleus (m-ZrO2 nanoparticles) – shell (amorphous Fe2O3)” type
takes place.
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FIG. 2. X-ray diffractograms (a) and Mössbauer spectra series, measured at 25 ◦C (b) of the
specimen, containing 9.0± 0.6 mol.% FeO1.5, which has been annealed at a temperature of 800,
900, 1000 and 1100 ◦C during 30 minutes

FIG. 3. t-ZrO2 ( ) and m-ZrO2 ( ) crystallites sizes dependence on the heat treatment tempera-
ture for the specimen, containing 6.4± 0.3 mol.% FeO1.5
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FIG. 4. m-ZrO2 unit cell parameters dependence on the heat treatment temperature for the
specimen, containing 6.4± 0.3 mol.% FeO1.5

TABLE 1. Mössbauer parameters of spectra, measured for the studied specimens at a temperature
of 25 ◦C

FeO1.5

content,
mol.%

Annealing
tempera-
ture, ◦C

Parameters of Mössbauer spectra

sextet doublet Paramagnetic
component
content, %

Isomer
shift, mm/s

Quadrupole
splitting, mm/s

Effective
field, T

Isomer
shift, mm/s

Quadrupole
splitting, mm/s

6.4±0.3

– 0.378±0.013 0.218±0.026 50.871±0.099 – – 0

800 – – – 0.326±0.000 1.032±0.000 100

900 0.375±0.018 0.221±0.037 51.734±0.122 0.331±0.000 1.092±0.011 84.85

1000 0.376±0.005 0.188±0.010 51.693±0.038 0.340±0.014 1.152±0.029 41.51

1100 0.376±0.004 0.185±0.007 51.594±0.028 0.337±0.021 1.123±0.042 22.62

9.0±0.6

– 0.357±0.005 0.228±0.010 50.905±0.040 – – 0

800 0.383±0.016 0.192±0.033 51.458±0.136 0.324±0.042 1.128±0.080 52.54

900 0.374±0.008 0.240±0.015 51.984±0.060 0.342±0.040 1.093±0.078 35.01

1000 0.372±0.005 0.193±0.009 51.976±0.037 0.203±0.077 1.292±0.169 14.18

1100 0.373±0.006 0.211±0.011 51.938±0.044 0.193±0.087 1.282±0.179 ∼ 5
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FIG. 5. Transformation pattern in ZrO2–Fe2O3 system
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[44] Gusarov V.V., Egorov F.K., Ekimov S.P., Suvorov S.A. Mössbauer study of the kinetics of the formation of film states in the interaction

of oxides of magnesium and iron. J. Phys. Chem., 1987, 61 (6), P. 1652–1654. (in Russian)
[45] Gusarov V.V., Malkov A.A., Malygin A.A., Suvorov S.A. Thermally activated transformations of 2D nonautonomous phases and contra-

diction of polycrystalline oxide materials. Inorg. Mater., 1995, 31 (3), P. 320–323.
[46] Gusarov V.V., Suvorov S.A. Melting points of locally equilibrium surface phases in polycrystalline systems based on a single volume

phase. J. Appl. Chem. of the USSR, 1990, 63 (8), P. 1560–1565.



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2018, 9 (6), P. 770–774

Sensitivity characteristics of germanene

N. N. Konobeeva, M. B. Belonenko

Volgograd State University, 400062, Volgograd, Russia

belonenko@volsu.ru, yana nn@volsu.ru

PACS 71.20.-b, 73.20. Hb, 73.40. Gk DOI 10.17586/2220-8054-2018-9-6-770-774

In this paper, we investigate a sensitivity characteristics of germanene based on the tunneling current in the contact of a germanene with a

metal or a superlattice. It is shown, that the sensitivity of the considered system to impurity molecules increases when a constant electric field

is applied to it along the germanene plane.
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1. Introduction

Recently, the problem of impurity detecting is relevant, since it is important for many practical applications
(detection of low and high concentrations of toxic and explosive gases, monitoring the quality of air in a car cabin,
automation of ventilation and air conditioning systems, etc.). The main point is to control the sensitivity of the
system to the impurity. Many papers are devoted to the development of sensors based on graphene [1–3], including
functionalized ones [4, 5].

In this paper, we propose germanene as a basic element for a gas sensor [6]. This material is a relative of
graphene with similar properties, but has a stronger spin-orbit interaction as a silicene [7]. In [8], the adsorption
of such gas molecules as N2, CO, CO2, H2O, NH3, NO, NO2 and O2 on germanene was investigated within the
framework of the density functional theory. In this paper, we propose a method for detecting impurities based on
the study of a tunneling current-voltage characteristic (CVC) of a contact of germanene with two types of materials
(Me) – a metal and a superlattice (SL).

We have already tested it when study the sensory characteristics of graphene nanostructures (flakes, nanorings,
and nanoribbons) [9, 10] and polymers [11]. The advantage of this method is the ability to select the contacting
material, which can significantly affect the CVC of the system and enhance its response to the presence of
impurities. The choice of these two contact materials due to the fact that the metal is the main material used
for the manufacture of elements of electrical circuits. As for superlattices, they attract much attention due to
optical, electrical and transport properties [12]. A superlattice is a solid-state structure in which an additional
potential acts on the electrons, apart from the periodic potential of the crystal lattice, with a period that is several
times higher than the lattice constant. This leads to a significant change in the electron energy spectrum of the
system. Therefore, the superlattice acquire a number of characteristic properties which are absent in homogeneous
materials.

2. A statement problem

The geometry of the problem is shown in Fig. 1. We consider a fragment of germanene with the size of NxM
sites.

Here site A and site B correspond to the different germanene sublattices, d is the bending height (distance
between two sublattices), d1, d2 are the distance between the A and B sites in the XOY plane, Ez is the constant
electric field directed perpendicular to the germanene plane, E0 is the external constant electric field.

In this paper, we must to take into account the spin-orbit interaction, which in germanene is four orders of
magnitude higher than in graphene and introduces significant changes in the electronic structure of this material.
The Hamiltonian for the germanene according to Ref. [13, 14] has the following form:

H = −t
∑
〈ij〉s

C+
isCjs + i

∆SO

3
√

3

∑
〈〈ij〉〉s

svijC
+
isCjs −

∑
is

µi∆zC
+
isCis, (1)

where C+
is , Cis are birth/annihilation operators of electron, ∆SO is the spin-orbit interaction, ∆z = Ezd is the

potential at the one lattice site, � ij � means that the summation goes over all the nearest neighbors, s =↑↓
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FIG. 1. The geometry of the problem. Side view (parallel to the YOZ plane) is in rectangular area

(if s as an index), s = ± (if s as a multiplier) [15]. The first term describes the usual electron hopping between
the nearest neighboring sites with energy t. The second term is the spin-orbit interaction, where vij = +1 in the
case if jumps between neighbors occur counterclockwise, vij = −1 in the case if jumps between neighbors occur
clockwise [16]. The third term describes the potential of the chess sublattice with µi = +1 (−1) for the sites
A(B).

A two-dimensional array of carbon atoms is renumbered for the further calculations into a one-dimensional
one. The numbering starts from the bottom and goes to the axis OX, then we go up one level vertically and
continue the numbering. Thus, we can obtain the Hamiltonian (1) in the matrix form. For example, we write the
Hamiltonian for the germanene fragment 4×3:

Hup =



aup −t 0 0 −t 0 0 0 0 0 0 0

−t bup 0 0 0 −t 0 0 0 0 0 0

0 0 aup −t 0 0 −t 0 0 0 0 0

0 0 −t bup 0 0 0 −t 0 0 0 0

−t 0 0 0 aup 0 0 0 −t 0 0 0

0 −t 0 0 0 bup −t 0 0 −t 0 0

0 0 −t 0 0 −t aup 0 0 0 −t 0

0 0 0 −t 0 0 0 bup 0 0 0 −t
0 0 0 0 −t 0 0 0 aup −t 0 0

0 0 0 0 0 −t 0 0 −t bup 0 0

0 0 0 0 0 0 −t 0 0 0 aup −t
0 0 0 0 0 0 0 −t 0 0 −t bup



,

aup =
∆z −∆SO

2
, bup =

−∆z −∆SO

2
.

(2)

Note, the matrix for the spin “down” looks similar with the replacement: of aup by adown, bup by bdown:

adown =
∆z + ∆SO

2
, bdown =

−∆z + ∆SO

2
. (3)

Also, we take into account the external constant electric field E0. It is important because the application of
the external field allows us to control the material properties. The electric field has a great influence on the process
of electron tunneling at the contact of the germanene with a metal and a superlattice. The Hamiltonian (2) in this
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case has the form:

HE
up = Hup +



Φ1 0 0 0 0 0 0 0 0 0 0 0

0 Φ2 0 0 0 0 0 0 0 0 0 0

0 0 Φ3 0 0 0 0 0 0 0 0 0

0 0 0 Φ4 0 0 0 0 0 0 0 0

0 0 0 0 Φ5 0 0 0 0 0 0 0

0 0 0 0 0 Φ6 0 0 0 0 0 0

0 0 0 0 0 0 Φ7 0 0 0 0 0

0 0 0 0 0 0 0 Φ8 0 0 0 0

0 0 0 0 0 0 0 0 Φ9 0 0 0

0 0 0 0 0 0 0 0 0 Φ10 0 0

0 0 0 0 0 0 0 0 0 0 Φ11 0

0 0 0 0 0 0 0 0 0 0 0 Φ12



,

Φ1 = Φ9 = d1E0; Φ2 = Φ10 = (d1 + d2)E0; Φ3 = Φ11 = (3d1 + 2d2)E0;

Φ4 = Φ12 = 3 (d1 + d2)E0; Φ5 = 0; Φ6 = (2d1 + d2)E0;

Φ7 = 2 (d1 + d2)E0; Φ8 = (4d1 + 3d2)E0.

(4)

where Φk describes the potential of the electric field E0 at the site k.
The current density can be written as [17]:

jtun = 4πe |Tpq|2
∞∫
−∞

dε
∑
p

δ
(
ε+ eV − ε1p

)∑
q

δ
(
ε− ε2q

)
(nf (ε)− nf (ε+ eV )), (5)

where δ(x) is the Dirac delta-function, both factors with summation determine the tunneling density of states for
each material in contact; nf (ε) is the equilibrium number of fermions with the energy ε, V is the voltage applied
to material 1, T is the matrix element of the tunneling operator between the states p and q (the germanene plane
is perpendicular to the surface of the contact material).

As a material for which we calculate the density of the tunneling current, we choose a metal and a superlattice.
Electron spectrum for these substances can be written in the form (6):

Me : ε1P =
p2

2m
,

SL : ε1p = ε0 −∆ · cos (p)
, (6)

here, p is the momentum, m is the effective electron mass, ε0 is the energy of quantum well electrons, ∆ is the
overlap integral, which is determined by the overlapping of the electron wave functions in the neighboring “wells”
of the superlattice.

3. Results and discussion

The dependence of tunneling current (contact with a metal and a superlattice) on the voltage for the germanene
fragment 26×7 with the impurity molecule and without it is shown in Fig. 2.

As can be seen from Fig. 2, the most preferable contact is the germanene with a superlattice. In this case, our
method is suitable for detecting impurities. Moreover, the more impurity molecules are adsorbed on the surface of
the germanene, the greater the response of the system:

∆R =
R1 −R0

R0
, (7)

here, R0 is the resistance value without impurity, R1 is the resistance value with impurity. According to the right
Fig. 2, we can conclude that the response decreases with increasing impurity concentration. This result is consistent
with the data on the effect of the impurity concentration for graphene obtained, for example, in Ref. [18].

The influence of an external constant electric field E0 on the tunneling current is shown in Figs. 3, 4.
According to Fig. 3, the introduction of an external constant electric field increases the magnitude of the

response (7) and makes it easier to detect an impurity adsorbed on germanene. The applying of an external electric
field most significantly affects the shape of the CVC for the contact with a superlattice. Which again speaks in
favor of choosing as the second material in the contact of a SL.

The greater the external electric field applied to the system, the more sensitive it is to the presence of impurities.
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FIG. 2. CVC in the absence of an external field E0: on the left – contact with a metal; on the
right is the contact with a superlattice. The solid line corresponds to the case without impurities,
the dotted line – to 1 impurity molecule, the dashed line – to two impurity molecules

FIG. 3. CVC: on the left – contact with a metal; on the right is the contact with a superlattice.
The solid line corresponds to the case without field and impurity, the dashed line – with field and
without impurity, the dotted line – without field and with impurity, the dashed point line – with
field and impurity

FIG. 4. CVC in the presence of an external field E0: on the left – contact with a metal; on
the right is the contact with a superlattice. The electric field strength: a) E0 = 0.5 · 107 V/m;
b) E0 = 1.0 · 107 V/m; c) E0 = 5.0 · 107 V/m
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4. Conclusions

In conclusion, we formulate the main outcomes:
1. The method is proposed for calculating the tunneling density of states for the contact of an impurity germanene
with a metal and a superlattice with consideration of a strong spin-orbit interaction.
2. The simulation of the interaction of an external electric field with a contact is made.
3. It is shown, that the introduction of an external field increases the response of the system, which makes it more
sensitive to the detection of impurities.
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Li[Li0.13Ni0.2Mn0.47Co0.2]O2–CeO2 composites have been obtained by coprecipitation with CeO2 and by coating with ceria followed by

coating with carbon film. STEM analysis revealed the formation of 20 – 30 nm ceria particles on the surface of LLNMC grains in all cases.

Both carbon-coated LLNMC-CeO2 composites and carbon-free LLNMC coated with 1 % CeO2 demonstrated enhanced capacity values that

could not be explained by the charge compensation via redox of nickel and cobalt. 5 % CeO2-coprecipitated sample demonstrated the most

intense anomaly in CV at U = 4.1 – 4.5 V associated with redox processes in the anionic sublattice of LLNMC and a larger charge transfer

resistance compared to other composites. The maximum values of Li+ diffusion coefficient have been observed for the samples coated with

1 % CeO2. The different electrochemical behavior of these samples could be explained by the different intensity of anionic redox processes in

the samples with different amount of nanocrystalline ceria.
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1. Introduction

Li(Li,Ni,Co,Mn)O2 (Li-rich LNMC, LLNMC) is one of the most promising groups of cathode materials for
Li-ion batteries. The main advantage of these materials deals with their high specific energy due to the rather high
discharge voltage and the enhanced discharge capacity [1,2]. The reasons for the unusually high discharge capacity
values have not been fully understood until now. It is proven experimentally that the valence states of Ni, Co and
Mn in the hexagonal lattice of LLNMC are 2+, 3+ and 4+, respectively [3]. In order to sustain the electroneutrality,
the deintercalation of lithium during charging the battery is accompanied by the increase in valence states of Ni
and Co to 4+ while the valence state of Mn remains the same. The highest discharge capacity values that could
be achieved in frames of this charge compensation mechanism are 170 – 180 mAh g−1 while the experimentally
observed values often exceed 200 mAh g−1.

The enhanced capacity of LLNMC compounds with the composition that can be interpreted as xLi2MnO3 ·
yLiMeO2 (Me = Ni,Co,Mn) could be explained in terms of the activation model [4–6]. According to this theory, the
deintercalation of lithium at U > 4.6 V during the first cycles is accompanied by the electrochemical decomposition
of Li2MnO3 component and the formation of MnO2 that attends further cycling. An essential feature of this process,
called the activation of cathode materials, is fast decrease of discharge capacity during first several cycles followed
by the stabilization of capacity at 220 – 240 mAh g−1. Due to the irreversibility of electrochemical decomposition
of Li2MnO3, the Coulombic efficiency of first cycles is unusually low. The information on the evolution of gaseous
oxygen during the activation process is rather contradictory; several groups did not observe this process during
cycling [7]. In order to explain this feature, the alternative model of the activation process was proposed based on
the involvement of the anionic sublattice of LLNMC in the redox processes during cycling [8–10]. The formation
of the unusual oxygen species in the LLNMC during cycling was recently confirmed experimentally by several
spectroscopic methods [7–10].

Recent studies of the LLNMC-based cathode materials with various protecting coatings demonstrated that the
better cycling stability of coated materials is often accompanied by the enhancement of these materials’ capacity
values [11–14]. This enhancement is observed not only at high but also at low discharge rates and after the first
cycles. These enhanced capacity values also often exceeded 170 – 180 mAh g−1, which could not be attributed to
the increase in valence states of Co and Ni only. Other signs indicating the activation process (fast capacity fade
and anomalously low Coulombic efficiency at first cycles) were also not observed in the coated cathode materials.
In the case of CeO2, the capacity enhancement effect was observed not only for the CeO2-coated LLNMC but also
for the CeO2-doped cathode material when the dopant was introduced during the synthesis of LLNMC [15].
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Systematic studies of the relationships between these materials’ enhanced electrochemical performance and
redox processes in their anionic sublattice have not been performed until now. Taking into account these consid-
erations, the present study deals with the comparative analysis of electrochemical performance of LLNMC-based
cathode material doped with CeO2 by various methods in order to explore the relationships of their enhanced
properties with redox processes in the oxygen sublattice of LLNMC. As the amount of CeO2 that caused the max-
imum enhancement of electrochemical properties was different for CeO2-coated and CeO2-coprecipitated cathode
materials, the samples were selected for the analysis that demonstrated the maximum CeO2 doping effect.

2. Experimental

A synthesis of Li[Li0.13Ni0.2Mn0.47Co0.2]O2 composites with CeO2 was performed by using Ni(NO3)2· 6H2O
(Reachim, analytical grade), Mn(NO3)2·6H2O (“Alfa Aesar, 98 %+), Co(NO3)2·6H2O (Reachim, analytical grade),
Ce(NO3)3·6H2O (Reachim, analytical grade), LiOH·H2O (Acros Organics, extra pure).

In order to obtain Li[Li0.13Ni0.2Mn0.47Co0.2]O2, the mixed hydroxide Ni0.23Mn0.54Co0.23)(OH)n was copre-
cipitated from 1 M nitrate solution of corresponding salts by 0.2 M LiOH at T = 50 ◦C and pH = 11 under intense
stirring. After careful washing by water and acetone, the filtered residue was dried in air at 80 ◦C overnight.
The obtained powder was mixed with corresponding amount of LiOH·H2O and heated under air at 500 ◦C (4 hrs)
and 850 ◦C (12 hrs). To introduce 5 wt.% CeO2 by coprecipitation, corresponding amount of Ce(NO3)3·6H2O
was added to the starting solution. To coat Li[Li0.13Ni0.2Mn0.47Co0.2]O2 with CeO2 (1 wt.%), LLNMC powder
was soaked with cerium nitrate solution in ethyl alcohol, dried and calcined at 600 ◦C. CeO2-coated LLNMC was
soaked with a polystyrene solution in benzene (polystyrene/LLNMC = 1/6), dried and calcined at 450 ◦C under
argon.

XRD studies were performed by using D/MAX 2500 diffractometer (Rigaku) in the reflection mode with CuKα
radiation and Ge monochromator (2Θ range 10 – 90◦, step 0.02◦, acquisition time 3 s). Analysis of diffraction
patterns was performed by using WinXPow software and PDF-2 powder diffraction database.

The morphology and the composition of composite particles were analyzed by the transmission electron
microscope Libra 200 MC (Carl Zeiss) (accelerating voltage 200 kV; magnification 30 – 300 kX) equipped
with an EDX analysis accessory X-Max 80T detector and Aztec TEM software (Oxford Inc., England). Carbon
distribution micrographs have been calculated from the data obtained by means of energy filtered transmission
electron microscopy (EFTEM) using three windows method.

The cathode mass containing 85 wt.% of LLNMC–CeO2–C composite, 10 % of acetylene black and polyvinyli-
dene fluoride (5 wt.%, soluted in N-methyl-2-pyrrolidone) was coated on a stainless steel net (0.05 mm thick),
pressed and dried in vacuum (∼1 mbar) at T = 120 ◦C for 8 hrs. The electrochemical measurements were
performed in the Teflon 3-electrode cells containing an active electrode, Li counter-electrode and Li reference
electrode separated with a porous polypropylene membrane soaked with electrolyte (1 M LiClO4 solution in the
mixture of propylene carbonate–dimethoxyethane (7:3 by volume). According to the Fischer titration data by KF
684 (Metrohm, Switserland), the water content in the electrolyte did not exceed 25 ppm.

The galvanostatic curves and cyclic voltammograms (CV) were registered using Potentiostat-Galvanostat 100N
Metrohm Autolab (Metrohm, Switzerland) in the potential range 2÷4.6 V at room temperature. The current density
during cycling was 20 mAg−1; the potential scan rate during CV measurements was 50 µVs−1.

The data of the electrochemical impedance spectroscopy (EIS) were acquired using Solartron 1255B. The
amplitude of the AC signal was 5 mV over a frequency range from 1 MHz to 10 mHz. The obtained hodographs
were treated using ZView-Impedance software.

3. Results and discussion

XRD analysis of LLNMC-CeO2 and LLNMC-CeO2-C composites obtained by various methods (Fig. 1)
revealed the formation of perfectly ordered hexagonal lattice (space group R3̄m) in the lack of secondary phases
in all cases in study. Significant splitting of 018/110 and 006/012 reflections indicates the low level of ion mixing
in all these samples that was not affected by the CeO2 doping and the interaction with polystyrene pyrolysis
byproducts during coating of LLNMC with carbon. The presence of CeO2 is clearly observed even in the sample
with 1 mass% CeO2.

STEM micrographs demonstrate the formation of 20–30 nm small spherical particles at the surface of 150 –
200 nm sized grains (Fig. 2A-C). STEM-EDX analysis data of these samples show that larger grains consist of
LLLNMC while smaller particles at their surface are CeO2. Several authors observed the formation of thin ceria
film during coating [11–16] though in the most cases the coating with CeO2 by various methods resulted in the
formation of individual spherical CeO2 particles [13–15, 17, 18]. Apart from CeO2 coating, thin films of pyrolytic
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FIG. 1. XRD patterns of Li[Li0.13Ni0.2Mn0.47Co0.2]O2 composites with CeO2 and carbon

carbon at the surface of LLNMC grains are continuous, as it could be observed in energy filtered TEM (EFTEM)
micrographs (Fig. 2D,E).

Analysis of the electrochemical performance of these samples demonstrates that the behavior of the sample
doped with 5 % CeO2 by coprecipitation is different from other ones. First of all, it concerns the absence of
peaks at U = 4.2 – 4.5 in the anodic branch of cyclic voltammetry curves while these peaks are clearly observed
for other samples; however, positions of other peaks corresponding to Ni2+ ↔Ni4+ and Co3+ ↔Co4+ redox
processes are almost the same for all these samples (Fig. 3). The introduction of lithium ions into LLNMC lattice
during the galvanostatic discharge of 5 %(coprep.) doped sample occurs also at 0.2 – 0.45 V lower potentials
than in other samples (Fig. 4). A discharge capacity of this sample (170 mAh g−1) corresponds to the charge
compensation mechanism by the change in valence states of nickel and cobalt in the lack of any other anomalies.
The characteristic features of CV and galvanostatic curves of LLNMC-based composites are listed in the Table 1.

Instead, discharge capacities of other composites are considerably higher and could not be explained in the
framework of this charge compensation model. This discrepancy implies the contribution of alternative redox pro-
cesses to the charge compensation during lithium intercalation-deintercalation in the course of cycling. Apart from
5 %(coprep.)-doped sample, the CV curves of other three composites display significant anomalies at U = 4.1 –
4.5 V both in anodic and cathodic branches of their CV curves (Fig. 3). The most intensive effects are observed for
the 5 %(coprep.)-doped sample coated with carbon. According to recent studies, the redox effects in this potential
range are associated with the reversible redox processes in the anionic sublattice of LLNMC [2, 19, 20]. In this
case, deintercalation of lithium at U > 4.1 V is accompanied by the formation of unusual oxygen species like
peroxides O2−

2 [7, 8, 10] or the individual holes on the lattice oxygen [9]. The intercalation of lithium back to
LLNMC during discharge is accompanied in these cases by the reduction of unusual oxygen species back to the
common O2−. Hence, the enhanced capacity values of the both 1 %(coat) and 5 %(coprep.)-C composites could
be associated with the switching on the anionic redox processes at U > 4.1 during their cycling. The reasons for
the oxygen passivation in the 5 %(coprep.) composite sample without carbon coating are not clear now and need
more detailed investigation.

The analysis of the electrochemical performance of the composite samples by the electrochemical impe- dance
spectroscopy also revealed the difference in their electrochemical behavior (Fig. 5A-D). The equivalent circuit
model used to fit the impedance spectra of these samples (Fig. 5E) involved the solution resistance of the cell Re;
the Li+ migration resistance and the capacity of surface layers Rf and Cf . Rct and Cct are the charge transfer
resistance and the double layer capacitance, respectively. Zw corresponds to the diffusion-controlled Warburg
impedance. It is considered that the electric contact between electrochemically-active LLNMC grains is performed
by the randomly distributed conducting particles.

The impedance spectra of the samples at U = 3.5 – 3.8 V are rather similar and display high and stable charge
transfer resistance and surface layer resistance for all samples in study. However, further increase of potential
results in the appearance of two separate semicircles for the 5 %(coprep.)-C composite sample that correspond to
the charge transfer resistance and the resistance of the surface layer. At U = 4 – 4.1 V, this process is accompanied
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FIG. 2. (A-C) STEM micrographs of various composites: (A) – LLNMC - CeO2(1 %, coating);
(B) –LLNMC –CeO2 (5 %, coprecipitation); (C) – LLNMC – CeO2 (1 %, coating) – C; (D, E) –
EFTEM micrographs of LLNMC –CeO2 (5 %, coprecipitation) – C

TABLE 1. Characteristic features of CV and galvanostatic curves of LLNMC-based composites

Sample Main anodic Main cathodic ∆ (anodic- Mean discharge

peak, V peak, V cathodic), V potential, V

LLNMC – CeO2 (1 %, coat) 3.98 3.66 0.32 3.68

LLNMC– CeO2 (1 %, coat) – C 3.99 3.68 0.31 3.52

LLNMC– CeO2 (5 %, coprep) – C 4.02 3.71 0.31 3.75

LLNMC – CeO2 (5 %, coprep) 3.93 3.68 0.25 3.3
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FIG. 3. Cyclic voltammograms at 2-nd cycle of various LLNMC-based composites

FIG. 4. Galvanostatic charge-discharge curves at 3-rd cycle of various LLNMC-based composites

by a significant increase in the total resistance of charge transfer and the surface layer. These features are absent in
the Nyquist plots of other samples. The behavior of samples at U > 4.1 V is rather similar; the total charge transfer
and surface layer resistance is decreased until U = 4.3 – 4.4 V followed by the drastic increase at U > 4.4 (4.5) V.

It should be considered, that, according to Fig. 3, the most intense anionic redox processes occurred just in the
sample 5 %(coprep.)-C. Taking into account the previous considerations, the unusual increase in resistance of this
sample could be also affiliated with anionic redox processes. It was recently found that intense redox processes
in the anionic sublattice of LLNMC promote enhanced oxygen mobility during charge-discharge processes. Along
with changes in M–O distances due to the changes in the valence state of oxygen, these processes are accompanied
also by the reversible and irreversible displacements of transition metals from their permanent positions in the
cationic sublattice [2, 21, 22]. These displacements, in turn, result in the complicated lithium transport during
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FIG. 5. (A-D) Nyquist plots of LLNMC-CeO2 composites at various charge potentials; (E) The
equivalent circuit used for the EI spectra fitting

charge-discharge processes and the additional polarization of electrodes. This polarization makes more difficult
the charge transfer, thus increasing the charge transfer resistance. Less intense anionic redox processes in the
LLNMC-CeO2 composites obtained by coating and containing smaller amount of ceria could result in the lower
cation displacement and, hence, the lower polarization of electrodes caused by this effect.

In order to calculate the apparent Li+ diffusion coefficients from the impedance spectroscopy data, the follow-
ing relationship was used [21]:

D =

(
Vm√

2nFsσ

dE

dx

)2

,

where σ is Warburg coefficient, Ohm s−0.5; F is Faraday constant, 96500 C mol−1; s is the surface of the electrode,
cm2; Vm is specific molar volume and dE/dx is the derivative of the potential versus intercalated/deintercalated
lithium content. The Warburg coefficient was calculated from the slope of the effective part of Warburg impedance
vs ω−0.5 (ω = 2πυ).

As it can be seen (Fig. 6), the lowest values of Li+ diffusion coefficient are observed for the composite
LLNMC-5 %(coprep) at almost any potential. It could be affiliated both with the lack of conducting carbon
coating, promoting the depolarization of the electrode/electrolyte interface during cycling and with the larger
amount of poorly conducting ceria particles among the LLNMC grains. Coating with carbon and the reduction
of the amount of ceria result in the significant increase in D for LLNMC-5 %(coprep)-C and, especially, for
LLNMC-1 %(coat) and LLNMC-1 %(coat)-composite. However, these enhanced D values are also affiliated with
ceria doping, as Li+ diffusion coefficient of the undoped LLNMC obtained at the same synthesis conditions is the
lowest in this series [15].

In order to explain this discrepancy, we have to note that the anionic redox could have two different effects
on the transport of lithium ions. Along with negative effect briefly described above, the change in the oxygen
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FIG. 6. The variation of Li+ diffusion coefficients during the charge of various LLNMC-CeO2 composites

valence state at high potentials during cycling and, hence, the appearance of nonbonding On− species might also
promote the faster lithium ion diffusion through the LLNMC lattice [22]. It is known also that ceria is well known
catalyst for oxidation processes; this catalytic effect could explain the activation of anionic redox processes in
LLNMC by ceria particles even at U ≤ 4.6 V [14]. Taking into account these features, the higher D values in the
coated composites could be explained by the domination of the positive effect of the anionic redox processes on
the lithium transport. The higher intensity of these processes at U = 4.1 – 4.6 V in LLNMC-5 %(coprep.) than in
LLNMC-1 %(coat) samples (Fig. 3) could be accompanied by the more intense cation displacement during cycling
and, hence, result in the domination of the negative effect of the anionic redox on the Li+ transport.

4. Conclusions

Analysis of the LLNMC-CeO2 composites obtained by different methods shows that the synthesis technique
has little or no effect on their phase composition and morphology. In all cases in study the composites consisted of
200 nm LLNMC grains covered with 20 – 30 nm ceria particles. Coating of these samples with pyrolytic carbon
results in the formation of nanocrystalline carbon film at the surface of composite particles. The electrochemical
performance of carbon-free LLNMC doped with 5 % CeO2 by coprecipitation is different from other ones and close
to the electrochemical behavior of common undoped LLNMC. Instead, the enhanced values of discharge capacity of
other composites could not be explained by the charge compensation via redox processes in the cationic sublattice
of LLNMC, as in common LNMC samples. The CV curves of these samples indicate the significant contribution
of anionic redox processes at U = 4.1 – 4.6 V to the charge compensation mechanism during their cycling.

The higher charge transfer and surface layer resistance of the 5 %(coprep)-C composite demonstrate that
the most intense anionic redox-related anomalies in its CV curve could be associated with significant cation
displacement observed by several authors during intense oxygen redox processes. However, the intensification of
Li diffusion processes in the 1 % ceria-coated samples with smaller but significant contribution of anionic redox
during cycling could be also affiliated with anionic redox effects due to the formation of non-bonding oxygen
species in the LLNMC lattice. Hence, the majority of ceria-related features of the electrochemical behavior of
these composites could be explained by the various effects of redox processes in the anionic sublattice of LLNMC
during cycling. The appearance of these phenomena at U ≤ 4.6 V is unusual for LLNMC and could be affiliated
with the catalytic effect of the nanocrystalline ceria particles on the redox processes in the oxygen sublattice of
LLNMC.
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Crystalline LaF3:Sm3+ and LaF3:Ce3+ nanoparticles were fabricated via a co-precipitation method. The obtained nanoparticles were 15 – 20

nm and had good crystallinity. Spectral-kinetic properties of crystalline LaF3 nanoparticles activated with 5 % Sm3+ and 12 % Ce3+ ions

were studied. Various duration of the microwave treatment as well as core-shell structure were studied as possible ways to control quenching

in the nanoparticles. In case of the LaF3:Sm3+ nanoparticles, the additional microwave treatment increased the average luminescence lifetime

by 6 % and addition of the LaF3 shell increased it by 18 %. In case of the LaF3:Ce3+ sample, microwave treatment increased the average

lifetime by up to 20 %. The observed effects of varying the synthetic conditions and composite core-shell structure on luminescence properties

of nanoparticles provide a means to manage the energy loss in the nanoparticles due to the quenching factors.

Keywords: nanoparticle, rare-earth ions, fluoride, samarium, cerium.

Received: 20 October 2018

Revised: 19 November 2018

1. Introduction

Currently, nanoparticles are the center of attention of the research from completely different fields of science [1,
2]. However, due to the size of nanoparticles their properties can significantly differ from the bulk materials of
the same compound. A wide variety of chemical elements are used to produce nanoparticles [3, 4]. The fluoride
materials stand out amongst others because of their wide energy gap and low phonon energy usually observed in
their crystal lattices. LaF3 is an interesting example of a fluoride that has been used as a host crystal for lanthanide-
doped phosphors. Rare-earth metals are often utilized as activators in fluoride nanoparticles. Having sharp spectral
lines, high photochemical stability and long fluorescence decay times, they are convenient material for light-
emitting devices. Thus, depending on the excitation and luminescence spectral ranges of action, nanoparticles have
a significant potential as up-conversion materials, photosensitizers, etc.

Medicine is another major possibility to utilize the unique properties of nanoparticles [5–7]. Photodynamic
therapy (PTD) is a developing method of cancer treatment which has some advantages over conventional methods
of cancer treatment like radiotherapy and chemotherapy such as lower impact on healthy organs. However, because
dyes used in the PDT require visible range light for excitation, currently it is only possible to apply PDT to surface
cancers. However, it can be changed with the combination of PDT agents and scintillator nanoparticles that provide
down-conversion from x-ray to visible range [8]. Nanoparticles that could be used in PDT should meet certain
requirements such as low size (10s of nm), low toxicity, stable chemical composition and high down-conversion
efficiency [9]. The fluoride materials meet most of these requirements and finding the right synthetic conditions
might possibly provide desired optical properties [5].

Thus, a detailed study of the processes in nanoparticles, especially research into the energy transfer and decay
processes as well as the study of the quenching mechanisms is required. The ability to control the transfer rates
from a donor to an acceptor can significantly broaden the possible applications of nanoparticles.

Some work has already been done to understand the energy transfer and quenching of the luminescence
mechanisms in the Sm3+-doped fluoride nanoparticles. For example, the role of the core-shell structure has been
partially studied in the work by Anees A. Ansari [10]. In this paper, the effect LaF3 or LaF3@SiO2 shell has on
the optical properties of the LaF3:Sm3+ nanoparticles was studied using excitation and emission spectra. It was
noted that “a remarkable intensity enhancement is recorded in the spectrum of core/shell-NPs in respect to core-
NPs” [10]. However, this approach has some drawbacks. An additional layer of the undoped material increases the
distance between luminescent ions and photosensitizers on the surface, thus decreasing the possible nonradiative
energy transfer between the two. In addition, Juhong Miao et al. also studied the effect that Sm3+ concentration
has on the luminescent properties of the nanoparticles in the paper [11]. Luminescence excitation, emission spectra
as well as luminescence decay kinetics were used to study the concentration effects. It was demonstrated that by
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changing the percentage of the Sm3+ ions, one could significantly alter both luminescence intensity and decay
lifetime. The results show both luminescence intensity and luminescence decay time reach a maximum at a Sm3+

concentration of ∼ 5 mol.%. Further increasing the concentration of Sm3+ leads to major concentration quenching
with a more than a 2-fold reduction of the luminescence intensity and decay time decreasing from 180 µs to 20 µs.

The nanoparticles doped with Ce3+ have also been studied to some extent. Pushpal Ghosh et al. studied
the effect of ultrasonication and annealing on the optical properties of Ce3+-doped nanoparticles [12]. Xiaoqing
Zhang et al. discussed the influence of the synthetic temperatures and stoichiometry of reactants on the shape
of the nanoparticles and decay lifetimes of the Ce3+ ions in the fluoride nanoparticles in the work [9]. In
addition to this, there are works aimed at implementation of Ce3+-doped nanoparticles with PDT agents [8, 14].
Previously, it was shown that a nonradiative energy transfer between lanthanide – doped fluoride nanoparticles and
photosensitizers is possible [8]. It was also demonstrated that the energy transfer from nanoparticles significantly
enhances luminescence of the photosensitizers. To do so, the emission of photosensitizer conjugates and doped and
undoped nanoparticles was compared under 254 nm excitation. The results showed that the luminescence intensity
of the conjugates of photosensitizer and doped nanoparticles was 15 – 20 % higher that the intensity of the undoped
ones. In paper [14], the authors have shown that LaF3:Ce3+/DMSO nanoparticles can be utilized as an intracellular
light source for photodynamic activation. Also there is data suggesting that adding these nanoparticles amplifies
the effect of the Protoporphyrin IX.

In this paper, we report on attempt to study the following methods of luminescence characteristics manipulation
of nanoparticles: the variation of synthesis conditions and composite structure.

2. Experimental details

2.1. Sample preparation

Crystalline LaF3:Sm3+ (CSm = at. 5 %) and LaF3:Ce3+ (CCe = at. 12 %) nanoparticles were fabricated
via co-precipitation method described earlier [15–19] at neutral pH. The LaF3:Sm3+ samples were used to study
the effect of the hydrothermal treatment (60 minutes exposure in the microwave oven) and core-shell compos-
ite structure on the spectral-kinetic properties of the nanoparticles. To create undoped LaF3 shell, LaF3:Sm3+

nanoparticles were dispersed in distilled water by sonication. Then 1.2 mmol of NH4F was added into suspension
and the solution was heated to 50 ◦C. After stirring for 15 min the 0.4 mmol of La(NO3)3 was introduced into the
solutions. The prepared suspension was placed into the microwave oven for 60 minutes. According to previous
work [10] this approach allows to obtain samples with an undoped shell over a doped core nanoparticle.

The LaF3:Ce3+ samples were used to study the effect of the duration of the hydrothermal treatment on the
spectral-kinetic properties of the nanoparticles. Three samples were collected: the first one was not exposed to
any additional microwave radiation, the second one was exposed for 30 minutes and the third one was exposed for
180 minutes.

After synthesis, every sample was washed with distillate water and separated from the suspension by centrifu-
gation and dried at 60 ◦C for 12 h.

2.2. Sample characterisation

The TEM images of the obtained nanoparticles are presented in Fig. 1. It can be seen that the nanoparticles are
15-20 nm in average and have elliptical shape. In Fig. 1(b,d), it is explicitly shown that nanoparticles have well-
defined atomic layers with distance between them about 0.33 nm that proves that particles have high crystallinity.
This result is in good agreement with previous research, where the observed d-spacing was 0.31 nm [10].

To determine optical properties of the obtained nanoparticles, photoluminescence emission spectra and decay
kinetics were recorded. A StellarNet EPP2000 spectrometer was used to detect the emission spectra. Decay kinetics
were recorded with a MDR-23 monochromator and a FEU-100 photomultiplier tube.

The 405 nm emission of the second harmonic of the LT-2211 Ti:Sapphire laser was used for the excitation
of the LaF3:Sm3+ samples, whereas the 266 nm emission of the 4th harmonic of a YAG:Nd solid-state laser was
used as an excitation for the LaF3:Ce3+ samples.

3. Results and discussion

The luminescence spectra and decay kinetics of all nanoparticles were recorded. Whereas the luminescence
spectra were in line with the spectra of Sm3+ or Ce3+ ions in single crystals [20, 21] respectively, the decay
kinetics differed significantly, showing non-mono exponential behavior.

The normalized luminescence spectra of the studied LaF3:Sm3+ nanoparticles are presented in Fig. 2(a, b,
c). These spectra contain well known lines of transitions from 4G5/2 state to 6HJ terms. It should be noted that
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FIG. 1. TEM images of LaF3:Sm3+ (5 %) nanoparticles (a), close-up of LaF3:Sm3+ (5 %)
nanoparticles (b), of LaF3:Ce3+ (5 %) nanoparticles (c), close-up of LaF3:Ce3+ (5 %) nanopar-
ticles (d)

neither the microwave treatment nor the addition of the LaF3 shell alters the position of the peaks of the emission
spectra, which proves that the local environment of the Sm3+ ions remains unaltered and there is no change of
crystal structure.

The normalized luminescence spectra of the studied LaF3:Ce3+ nanoparticles are presented in Fig. 2(d, e, f).
These spectra contain the well-known lines of 4f – 5d transitions in Ce3+ ions. As in the case of the Sm3+-doped
nanoparticles, neither 30 minute nor 180 minute microwave treatment changes the position of the peaks of the
emission spectra, thus proving that the local environment of the Ce3+ ions is identical in all samples and the crystal
structure does not change.

Changes in the preparation method had a tangible effect on luminescence decay of the samples. The decay
curves of all samples of LaF3:Sm3+ nanoparticles are presented in Fig. 3(a, b, c) and the decay curves of the
LaF3:Ce3+ nanoparticles can be seen in Fig. 3(d, e, f). All samples have exhibited non-exponential decay, which
is common for nanoparticles due to large surface to volume ratio and significant amount of surface perturbed
sites [22] in case of LaF3:Sm3+, which empirically can be divided into fast and slow components. In case of
LaF3:Ce3+ nanoparticles, it is believed that this feature is determined by regular sites and perturbed sites relaxation
respectively [23].

To determine the slow and fast components of the luminescence decay time the bi-exponential fitting was
used:

y = y0 +A1 exp (−t/τ1) +A2 exp (−t/τ2) . (1)

In addition, we have determined the average lifetime of luminescence since bi-exponential fitting is only the
assumption and could differ from real picture of the processes in nanoparticles. The average time was found using
the following formula [24]:

tavg =

∫
tI (t) dt∫
I (t) dt

. (2)

The results are presented in the Table 1.
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FIG. 2. PL emission spectra of the LaF3:Sm3+ 5 % (a); LaF3:Sm3+ 5 % with 60 min microwave
exposure (b); LaF3:Sm3+ 5 % @LaF3 core-shell nanoparticles under 405 nm excitation (c);
LaF3:Ce3+ + 12 % (d); LaF3:Ce3+ 12% with 30 min microwave exposure; f) LaF3:Ce3+ 12%
with 180 min microwave exposure nanoparticles under 266 nm excitation (e)

FIG. 3. PL decay kinetics of the 591 nm line of the LaF3:Sm3+ nanoparticles under 405 nm
excitation (a); 330 nm line of the LaF3:Ce3+ nanoparticles under 266 nm excitation (b)

TABLE 1. Luminescence lifetimes of the 591 nm luminescence line of the LaF3:Sm3+ nanopar-
ticles under 405 nm excitation

LaF3 Sm3+ 5 %
LaF3 Sm3+ 5 %

microwaved
LaF3 Sm3+ 5 %

core-shell

Lifetime of the slow component τ1, ms 3.3± 0.1 3.3± 0.1 4.3± 0.1

Lifetime of the fast component τ2, ms 0.4± 0.1 0.7± 0.1 0.8± 0.1

Average lifetime, ms 1.7± 0.5 1.8± 0.5 2.0± 0.5

The results in the Table 1 allow one to draw the following conclusions: 1) the existence of the un-doped LaF3

shell increases the decay times, apparently due to covering impurity sites at the surface thus eliminating surface
quenching factors; 2) the microwave treatment of nanoparticles, on the contrary, has not introduced any significant
effect in implemented conditions, which can speak for deficient fluorination or exposition during reaction.

Table 2 shows that both fast and slow components of the Ce3+ decay curves exhibit changes with synthesis
procedure. The decay time of the slow component associated with the perturbed sites increases with the MW
exposition time whereas lifetime of the fast component decreases though not that significantly. As well as this, the
average lifetime shows general increase with the MW exposure time. The results of the approximations demonstrate
that the perturbed sites are somehow more sensitive to the synthesis conditions.



Spectral-kinetic properties of LaF3 nanoparticles doped with Ce3+ and Sm3+ ions ... 787

TABLE 2. Luminescence lifetimes of the 330 nm line of the LaF3:Ce3+ nanoparticles under
266 nm excitation

LaF3 Ce3+ 12 %
neutral pH

additional
MW 30 min

additional
MW 180 min

Lifetime of the slowcomponent τ1, ns 36.6± 0.5 38.2± 0.5 43.1± 0.5

Lifetime of the fast component τ2, ns 9.8± 0.5 10.1± 0.5 7.9± 0.5

Average lifetime, ns 29± 1 33± 1 35± 1

4. Conclusion

Series of LaF3:Sm3+ and LaF3:Ce3+ crystalline nanoparticles were synthesized by a co-precipitation method.
The size and morphology of the obtained nanoparticles were controlled using transmission electron microscopy.
All of the particles were approximately 15 – 20 nm in size and had high crystallinity. The effects of the
microwave treatment and additional undoped LaF3 shell on the luminescent features were studied using LaF3:Sm3+

nanoparticles. Modification of the pH and additional microwave treatment were carried out during the synthesis of
the LaF3:Ce3+ nanoparticles. This also caused changes in the luminescence properties of the nanocrystals.

The spectral and kinetic properties of all of the nanoparticles were studied. Luminescence spectra as well
as luminescence decay kinetics under 266 nm excitation in case of LaF3:Ce3+ nanoparticles and under 405 nm
excitation in case of the LaF3:Sm3+ nanoparticles were recorded and decay times were estimated.

It was determined that the microwave exposure of the nanoparticles and addition of the LaF3 shell lessens
the effect the quenching factors have on the luminescence decay time and increases the luminescence lifetime of
the LaF3 nanoparticles doped with the Ce3+ or Sm3+ ions. The results of the experiments allowed us to obtain
the following quantitative assessments: in case of the LaF3 nanoparticles doped with Sm3+ ions the additional
microwave treatment increased the average lifetime by 6 %, whereas addition of the LaF3 shell increased it by
almost 18%; in case of the LaF3 nanoparticles doped with Ce3+ ions, the 30 minute microwave treatment increased
the average lifetime by 13 % and 180 minute treatment increased it by 20 %. Thus, we have proposed the approach
to lessen the losses of excitation in LaF3:Ce3+ and LaF3:Sm3+ nanoparticles originated from quenching factors
characteristic to nanosized crystals.
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We report the results of research for the Pd/Ge/Au ohmic contact resistivity to n-GaAs thermally treated in various gas atmospheres at

low temperature. The lowest contact resistivity of about 4 · 10−6 Ω·cm2 was obtained with annealing under a hydrogen atmosphere. The

mechanism of the ohmic contact formation upon annealing under a hydrogen atmosphere has been proposed. The achieved results can be used

for development of multi-junction solar cells, power semiconductor devices, lasers, and nanowire-based structures sensible to a high temperature

treatment.
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1. Introduction

Ohmic contact (OC) to n-GaAs is typically achieved with fabrication of multiple cladding Au/Ni/Au:Ge or
Au/Ni/Au:Ge/Ni layers during a short time interval (1–3 min). The Au/Ni/Au:Ge contact is remarkable for its low
contact resistivity of 10−6 Ω·cm2 and high chemical stability [1,2]. However, this contact has limited applications,
mainly due to a non-homogenous redistribution of the contact alloy components in liquid eutectic phase during
thermal annealing. This negatively affects the contact morphology, contact resistivity distribution over the sample
surface, and reproducibility of the ohmic contact fabrication process. Au-Ge contacts are also reported to lack
thermal stability at device operating temperatures [1]. As an alternative solution, Au-Si, Ti/Pt/Au, Ge-Cu3, and
other compounds were developed, which partly solve the problems of thermal stability, surface morphology and
in some cases allow to avoid use of precious metals in the contact composition [3]. Still, these solutions have a
limited application in the GaAs device fabrication technology.

At the end of 20-th century, a solid-phase crystal regrowth method was developed for fabrication of contacts
to n- and p-GaAs [4–6]. One of the appropriate solutions for n-GaAs contacts is Pd/Ge/Au, allowing fabrication of
planar ohmic contacts with good electrophysical properties [7]. In the years following the appearance of this OC,
several papers on solid-phase crystallization mechanism, optimal cladding thicknesses, and corresponding times
and maximum temperatures of the thermal annealing processes were published [8, 9]. The highest quality of this
OC is attributed to [9], where resistivity as low as 10−6 Ω·cm2 by employing nitrogen atmosphere is reported.
Meantime, few publications exist, which address the question of gas atmosphere influence on series resistivity
during thermal annealing of Pd/Ge/Au OC, motivating the research reported here.

2. Experimental

To investigate the resistance of the studied alloy, we used 150 nm thick n-GaAs:Si structure with free electron
density ND = 2·1018 cm−3, grown on semi-insulating GaAs substrate. Each test sample has eight contact pads,
located at various distances from each other (from 5 to 100 µm, Fig. 1) used for the resistivity measurements.
The contact pads were fabricated with UV lithography using SUSS MicroTec (Germany) MJB4 setup. In order to
suppress the current spreading during the measurements, all of the test samples were subjected to H2SO4:H2O2:H2O
1:1:20 wet etching solution to remove the doped GaAs layer. 200 nm thick layer was removed from the area
surrounding the contact pads at a distance of more than 25 µm (Fig. 1), thus revealing the GaAs substrate.
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The contact alloy deposition was performed using Boc Edwards (UK) Auto 500 setup at 5cot10−7 mbar
vacuum. Before the deposition the samples were treated with HCl:H2O 1:1 solution for 15 s to remove the
naturally oxidized GaAs layer.

10 nm Pd and 50 nm Ge layers were deposited using carbon sources heated with electron beam, 120 nm Au
was fabricated with thermal evaporation from a resistively heated molybdenum crucible. After the metal deposition
the photoresist was removed with lift-off in dimethyl sulfoxide.

Part of the samples were thermally annealed in N2 or H2 atmosphere in Jipelec (France) Jetfirst 100 setup
using 500 cm3/min gas flow. The other part of the samples was annealed in 1 mbar vacuum. All the test samples
were annealed during the same time and temperature settings, namely 1 hour and 175 ◦C. The samples’ surface
morphology before and after the annealing was controlled using optical microscopy. According to the experimental
data, the morphology did not change dramatically after annealing at 175 ◦C in N2, H2 atmospheres or in vacuum,
remaining smooth and without scratches or visible grains (Fig. 1a). Meanwhile, higher annealing temperature
(360 ◦C) leads to distortion of the contact surface morphology (Fig. 1b).

FIG. 1. Optical microscope image of the test sample surface with Pd/Ge/Au OC after annealing
at H2 atmosphere at 175 ◦C (a) and 360 ◦C (b)

Contact resistivity ρc of the studied Pd/Ge/Au contacts was calculated using transmission line method [10].
It includes measurement of the resistance RT and distance L between the contact pads to draw RT (L) curves
(Fig. 2). The experimental dots were approximated with a line, which crosses R axis at doubled value of the
contact resistance Rc and L axis at double negative value of the current spreading width Lw. The final contact
resistivity value was calculated as follows:

ρc = Rc · Lw · Lc,

where Lc is the contact pad length. Deduced Rc, Lw and calculated contact resistivity ρc values are presented in
Table 1.

3. Results and discussion

The lowest values for the contact resistance, current spreading width and contact resistivity (4.15·10−6 Ω·cm2)
were achieved with annealing under H2. This value corresponds to the previously reported value of 2·10−6 Ω·cm2,
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FIG. 2. Experimental dependence (dots) of resistance RT from the distance L between contact
pads. Gray lines represent linear approximations

TABLE 1. n-GaAs/Pd/Ge/Au material system parameters

Gas atmosphere Rc, Ω Lw, µ ρc, Ω· cm2

N2 1.1 12.2 1.33·10−4

H2 0.19 2.22 4.15·10−6

Vacuum 0.54 6.81 3.68·10−5

of Pd/Ge/Au OC annealed in N2+H2 atmosphere [8]. However, this result was obtained with the contacts deposited
under ultra-high vacuum (5·10−8 mbar).

Vacuum and nitrogen annealing led to about one and two orders of magnitude higher values of contact
resistivity in comparison to hydrogen atmosphere, respectively.

Interpretation of the results requires further investigation of the contact region formation mechanism near the
metal-semiconductor interface under different annealing conditions. We propose the following explanation for the
observed discrepancy. Ge and Pd layers heating leads to formation of the solid solution. In the presence of
hydrogen, the Pd layer absorbs gas molecules (this effect is especially pronounced at temperatures above 160 ◦C,
corresponding to Pd phase transition at atmospheric pressure). The diluted hydrogen molecules dissolve in Pd into
atoms. The atomic hydrogen can reduce quantity of Ga2O3 formed due to surface oxidation of GaAs near the
Pd contact providing crystallization of an epitaxial Ge layer from the Pd–Ge solid solution [6] on the surface of
GaAs. The latter effect in turn lowers the electric barrier for the charge carriers near the contact area facilitating
low contact resistance.

It is worth noting that before the annealing all of the contacts were non-ohmic. An increase of the annealing
temperature to 360 ◦C led to one order increase of the resistance value. Series resistance increase in this case
can be explained with enhanced diffusion of Au and Ge into the GaAs near the interface, so that the solid-
phase recrystallization is superseded by eutectic reaction resulting in formation of Au:Ge solution typical for the
Au/Ni/Au:Ge contacts [7]. This process is accompanied by surface morphology distortion of the contact pads
(Fig. 1b).
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4. Conclusion

In this report, we performed a series of experiments aimed at development of a fabrication method for low
temperature Pd/Ge/Au ohmic contact to n-GaAs. The measurements have demonstrated that the fabricated contact
is characterized with ohmic I–V curve, low contact resistivity value and high conductivity of the contact material
after annealing. The best results were achieved with Pd/Ge/Au OC annealed in H2 atmosphere. This contact
composition is suitable for fabrication of OC to semiconductor structures and susceptible to a high temperature
annealing. The results are especially promising with respect to multi-junction solar cells [11] and nanowire optical
devices [12]. The low values of the Pd/Ge/Au OC series resistance allowed us to increase the efficiency of the
devices employing n-GaAs due to the diminishing ohmic losses and enhanced collection of the charge carriers at
the interface.
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UV-perforated reduced graphene oxide flakes of large areas, some of them up to 500 µm in diameter, have been produced on polystyrene

surface. These flakes were formed during precipitation of UV-reduced graphene oxide composites based on polystyrene from benzene solutions

by petroleum ether. Two composites based on polystyrene with molecular weights of 9,000 Da and 45,000 Da were synthesized to compare

their conductive properties. Conditions of the formation of planar structures from UV-perforated reduced graphene oxide flakes were varied.

So, resistances were compared for composites deposited from solutions with different concentrations and at different temperatures. Very low

resistances for some flakes precipitated from 5 wt.% solution of composite of 9,000 Da molecular mass at the room temperature were obtained.

The absolute values of measured resistances were found to be 1.5 orders of magnitude lower than resistance of copper. At the same time some,

regions of graphene inclusions from 12 wt.% solution of latter polystyrene composite demonstrated even lower resistance, almost 3 orders of

magnitude lower than copper resistance. This result is explained by existence of superconducting component in the reduced graphene oxide

inclusions. In the case of composites with graphene flakes produced from higher molecular weight polystyrene (45,000 Da) resistance was high

and varied from semiconducting values to non-conductive state.
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1. Introduction

Graphene-like materials are very attractive for various brenches of practical use due to its unique electronic
properties, including possible high-temperature superconductivity [1–7]. It was shown in [8] that some places of
graphene oxide reduced at high temperature (RGO) [9] and obtained as planar structures on polystyrene surface
have extremely low resistance. Absolute values of experimentally obtained resistance were 2 orders of magnitude
lower than copper resistance. In this paper, we investigated the resistance of other graphene structures in the
polystyrene composite, namely graphene oxide reduced by UV-perforation (RGOp). Details of its producing can
be found in [10, 11]. The mechanism of the holes formation in the graphene oxide film is shown on Fig. 1.

FIG. 1. Reduction scheme of thin graphene oxide (GO) films consisting of flakes with lateral
size up to 100 µm through soft ultraviolet irradiation under argon atmosphere [10]
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It was found in [10] that reduction leads to a significant decrease in the overall content of the basal-plane
functional groups, namely, epoxides and hydroxyls, but with simultaneous increase in the total number of edge-
located carboxyl groups and formation of nanoscale holes.

Lateral sizes of individual RGOp flakes were 10 – 100 µm [10]. As it was previously, the maximum length of
reduced graphene oxide flakes produced by heating at 800 ◦C (RGO) are only up to 8 µm according to the SEM
data [12]. Precipitation in [8] led to enlargement of RGO inclusion areas. So this chemical precipitation method
of polystyrene composite from benzene can also be used for obtaining planar RGOp flakes of sufficient size for
electrical measurements.

It is important to note that RGO considered in [8, 12–15] was functionalized by 3-(trimethoxysilyl)propyl
methacrylate and can participate in radical polymerization with styrene [8], forming covalent bonds between RGO
and polystyrene chains, similar to the work [16]. These features of RGO interaction with polystyrene can cause
special mutual location of RGO flakes and its further self-organization under precipitation from solvents mixture
leading to erasing of superconducting state as in [8]. The occurrence of holes in the RGO sheets after UV-irradiation
can change location of (trimethoxysilyl)propyl methacrylate on their surface and affect the mutual self-organization
the resulting RGOp flakes. Thus, the aim of present study was to find out what conditions are needed to obtain
the superconducting state for another form of reduced graphene oxide – RGOp.

2. Experimental

Surface modification technique of RGOp and its further radical copolymerization with styrene as well as syn-
thesis of RGO composite can be found in [12, 14]. Only the content of the radical initiator, azobisisobutyronitrile
(AIBN) was varied during the synthesis of composites in the reaction mixture, 1 wt.% and 0.2 wt.%, corre-
spondingly. Thus, the RGOp–polystyrene composites differed by molecular mass have been obtained. Molecular
masses of composites were evaluated for additionally synthesized pure polystyrene. Polystyrene and composites
based on it were synthesized by radical polymerization. The AIBN of 0.2 wt.% and 1 wt.% of the weight of the
monomer were taken in the synthesis of pure polystyrene. The molecular weights of synthesized polystyrene using
the above-mentioned amounts of initiator were evaluated using an Ubbelohde viscometer and were 9,000 Da and
45,000 Da, respectively. Since the amount of RGOp introduced into the polystyrene is small and it acts along with
styrene as a monomer due to surface modification by vinyl groups we assume that the molecular weights of the
composites will be close to their values for unfilled polymer. The composite with molecular mass 9,000 Da further
will be named Composite (1), with molecular mass 45,000 Da – Composite (2). The largest areas of graphene
inclusions on the polystyrene surface were observed for the benzene/petroleum ether ratio of 1:1 [8]. In this regard,
benzene/petroleum ether in ratio of 1:1 was used for RGOp composite precipitation. This solvents ratio (1:1) was
chosen also for production of sufficient RGOp planar structures. Films of the polymer composite were deposited
on glass substrate by casting through the dispenser. We proposed that the sizes of the RGOp inclusions were
dependent on kind of composite, concentration of solvent mixture, and deposition method on the glass substrate.
Composite content in the solvents mixture was 5 – 12 wt.%. Deposition was performed at room temperature and
at the boiling point of benzene (70◦C).

Since areas of obtained RGOp flakes were not too large to apply 4-probe method their resistance measurements
were performed using 2-probe method. Steel needles with curvature radii of 15 µm were used. Resistance values
of RGOp flakes were compared with ones corresponded to macroscopic copper substrate. Pressure on electrodes
during measurements did not exceed 0.5 g/µm2 as in [8].

3. Results and discussion

The RGOp flake distribution for both composites after deposition was irregular on the polystyrene surface, and
their sizes were many fold different from each other in the same way as in [8]. However, special differences in
shape and size were observed for the synthesized RGOp composites. Particularly, for the Composite (1) maximal
observed diameters of RGOp flakes in planar dimensions deposited from 5 wt.% solution were approximately
150 µm without heating and 300 µm when glass substrate was heated up to 70◦C. Maximal diameters of RGOp

inclusions in the Composite (2) deposited from 5 wt.% solution reached 300 µm without heating and were up to
500 µm in the opposite case. When concentrated solutions were used, maximal diameters of RGOp inclusions
for both considered composites were even larger. There was one more difference between these two composites:
for the Composite (2) RGOp shapes were close to spherical, for the Composite (1) RGOp shapes were practically
planar, rising above the surface of polystyrene not higher than 100 nm. So, the objects of our investigation had
turned out to be the multilayered RGOp flakes obtained as a result of self-organization during precipitation process.
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Since during the precipitation process the polymer coils were tightened, some tensions between the filler and
polystyrene led to the release of the RGOp of each coil from the polymer matrix. In this manner, separate RGOp

particles coalesced into large flakes. Due to the holes in the RGOp sheets attaching of the 3-(trimethoxysilyl)propyl
methacrylate to them will largely depend on the edge groups around cavities. Thus, the molecules of the organosil-
icon modifier, which are very close to each other at the edges of the hole, can interact between themselves.
This process may cause additional tensions between releasing RGOp sheets and change way of their further self-
organization. As a result, new types of RGOp flakes on the polystyrene surface were formed. So, these RGOp

flakes of different sizes and shapes being deposited from the composites’ solutions on glass substrate demonstrated
special current-voltage characteristics.

FIG. 2. Current-voltage characteristic of 1 – RGOp flakes deposited from polystyrene composite
of 45,000 Da, distance between electrodes 10 µm, concentration of solution 5 wt.%; 2 – current-
voltage characteristic of copper

To measure the resistance, sufficiently large flakes of RGOp with a diameter of 150 µm or more were used.
Resistance was evaluated from current-voltage characteristics (Fig. 2,3). In general, the resistance of RGOp flakes
of Composite (1) obtained without heating lied in the range of 0.6 – 7 Ω for 12 wt.% composite and in interval of
20 – 40 Ω for 5 wt.% composite. Resistance of some RGOp flakes approached 0.13 Ω for 12 wt.% and 15 Ω for
5 wt.% composites without heating during deposition (Fig. 3, curves 1 and 2). The common resistances for RGOp

flakes of this composite when RGOp flakes were formed practically immediately being deposited from precipitated
composite solution on heated glass substrate were up to 1 order of magnitude lower than copper resistance and were
about 5 – 12 Ω. The resistance of copper substrate was approximately 67 Ω (Fig. 2, curve 2; Fig. 3, curve 3). As
one can readily see, a temperature increase in the case of low-molecular weight Composite (1) did not significantly
affect resistances of deposited RGOp flakes. Since relatively small polymer coils are divided by the solvent this
result would be explained that sufficiently long distances are needed to overcome by separate RGOp sheets of
every polymer molecule for self-organization into larger structures.

The RGOp flakes in the case of the Composite (2) exhibited both a non-conducting state and a low conducting
state in the range of hundreds of kΩ and MΩ. One of the lowest values of resistance obtained for this composite
was 670 kΩ (Fig. 2, curve 1). We suppose that fast self-organization of RGOp inclusions due to the heating in
the process of deposition on glass substrate can cause irregular and chaotic interaction of relatively close located
RGOp sheets. In this case, many defects in RGOp flakes prevent high conductivity.

The resistance of RGOp flakes was dependent on distance between measuring electrodes. The distance increase
in the case of the Composite (1) caused sharp resistance amplification, as was seen in [8]. At the same time, for
Composite (2), the distance between measuring electrodes very slightly influenced resistance values. Moreover,
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FIG. 3. Current-voltage characteristics of RGOp flakes deposited from polystyrene composite
of 9,000 Da, distance between electrodes 10 µm: 1 – concentration of solution 12 wt.% , 2 –
concentration of solution 5 wt.% ; 3 – current-voltage characteristic of copper

the distance between the measuring electrodes for Composite (2) had a very weak effect on the resistance values.
These values were almost equal even when the distance between electrodes reached 200–300 µm.

The obtained results of very low resistances for RGOp flakes from the Composite (1) can be explained by
the existence of superconducting phase in the RGOp flakes at the room temperature. We suppose since there are
theoretical papers predicting possibility of superconducting state for graphene at room temperature under special
conditions [6, 17–19] the self-organization of separate RGOp sheets during precipitation and further deposition on
the glass substrate possibly can satisfy these conditions. The electric properties of these multilayered RGOp flakes
obtained as a result of self-organization during precipitation process of Composite (1) can be similar to finely
dispersed pyrolytic graphite having superconducting inclusions [20]. Obtained resistance values are in consent
with our previous work [8] as also with [21] where it was shown for RGO/polysterene composite that Josephson
oscillations and Shapiro steps exist at room temperature.

4. Conclusions

Large planar RGOp structures (hundreds of micrometers in diameter) from two RGOp/polystyrene composites
differing by molecular masses were obtained on polystyrene surface. For this purpose, precipitation of composites
with perforated reduced graphene oxide based on the polystyrene from benzene was used. Precipitation of both
composites was performed by petroleum ether in ratio 1:1 to benzene. The temperature of further RGOp deposition
on glass substrate strongly influenced on the sizes and resistances of obtained RGOp flakes. Thus, heating to
70 ◦C allowed deposit larger, up to 500 µm, structures. At the same time, such enlargement caused decrease
of conductivity to non-conductive state. Sizes of RGOp structures can be enlarged by increasing of composites
concentration at the room temperature as well. In this case, the RGOp flakes’ enlargement, otherwise, causes a
significant decrease of resistance. The resistance of some rare planar inclusions measured by steel needles was
found to be up to 3 orders of magnitude lower than the resistance measured for the copper substrate.
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Fullerenol-d C60(OH)22−24 was synthesized by the method of direct heterogeneous oxidation of fullerene C60, dissolved in o-xylene, by NaOH,

dissolved in water, in the presence of interphase catalyst
[
t− (C4H9)4 N

]
OH. Identification of fullerenol-d was provided by: C–H–N elemental

analysis, High performance liquid phase chromatography, IR – and Electronic spectroscopy, Mass-spectrometry. The antioxidant properties of

aqueous fullerenol-d solutions were investigated against free radicals, generated by hydrogen peroxide and molecular I2. Measurement of

fullerenol antioxidant activity was based on the potentiometric titration of fullerenol solutions by hydrogen peroxide and molecular I2 solutions

and vice versa with compact Pt as working electrode. As a comparison, the very popular and strong anti-oxidant – ascorbic acid was used.

Pourbaix Diagrams (pH − Eh) for hydrogen-oxygen and iodine forms were constructed. Fullerenol-d is a weaker antioxidant than ascorbic

acid, but in contrast, fullerenols-d molecules are able to undergo multiply reversible absorption-desorption of some free radicals.
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1. Introduction

This research continues the series of reports, concerning synthesis, identification and investigation of the
properties of polyhydroxylated derivatives (also named as fullerenols) of light fullerenes C60 and C70 (see, for
example [1–28]).

Antioxidant properties of fullerenols were previously investigated [7, 9, 17, 42–50]. Several mechanisms for
the antioxidant activity of fullerenol nanoparticles have been proposed [42]. The possible mechanism of the
antioxidative activity of fullerenol C60(OH)24 is the radical-addition reaction of 2n(OH∗) (here and further (R∗) –
is free radical with one free electron) radicals to the remaining olefinic double bonds of the fullerenol core to
yield [C60 (OH)24](OH∗)2n. The other proposed mechanism is the possibility of a hydroxyl radical to abstract a
hydrogen from fullerenol, including the formation of a relatively stable fullerenol radical [C60(OH)23](O

∗) [46].
In addition, a hydroxyl radical may abstract one electron from fullerenol yielding the radical cation [C60(OH)24]

+.
One more proposed mechanism is that the polyanion nanoparticles have numerous free electron pairs from oxygen,
distributed around the fullerenol molecules, and have a great capacity to form coordinative bonds with prooxidant
metal ions [9]. The obtained result demonstrated that fullerenol decreased the reduction of cytochrome-C for 5 –
40 rel. % [7]. The hypothetical mechanism of action of the polyanion fullerenol C60(OH)24 with the superoxide
radical anion is presented in [50]. Some results suggest that C60(OH)32 · 8H2O scavenges (OH∗) owing to the
dehydrogenation of C60(OH)32 · 8H2O and is simultaneously oxidized to a stable fullerenol radical [47]. The
antioxidant ability of C60(OH)32 · 8H2O was also confirmed in a beta-carotene bleaching assay [48]. The results
suggest that fullerennols possess NO-scavenging activity in vivo [7]. The scavenger activity of fullerenol with a
smaller or moderate number of hydroxyl groups with (OH∗) radicals can be explained by addition to sp2 carbon
atoms [46, 49].
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The phototoxic antioxidant properties of fullerenols have also been reported [42,51,52]. Fullerenol C60(OH)24
produces a mixture of reactive oxygen species under both visible and ultraviolet irradiation through two types of
photochemical mechanisms [51], with the greatest rates of oxygen consumption at acidic pH (pH = 5). Evidence
of both singlet oxygen (1O2) and superoxide radical ion production (O∗

2)
− was obtained and when compared to other

known sensitizers of reactive oxygen; fullerenol C60(OH)24 produced higher quantities of active oxygen species at
a rate at least two times that of other sensitizers [52]. Comparing phototoxicity toward HaCaT of (γ-CyD)2/C60 (c-
cyclodextrin bicapped C60) and fullerenol, Zhao et al. concluded that fullerenol was less phototoxic [53].

2. Pourbaix diagram

A Pourbaix diagram (diagram of predominant forms, Eh− pH diagram) is one that illustrates thermodynam-
ically stable forms of existence of elements (ions, molecules, atomic crystals and metals) in solutions at different
values of hydrogen indicator – pH and redox electrode potential for compact Pt electrode – Eh [54, 55]. These
diagrams were proposed by Marcel Pourbaix [54]. For each element, you can build a separate Pourbaix diagram.
Pourbaix diagrams for one element may vary depending on temperature, solvent and presence of ligands in solution.
But, as a rule, Pourbaix diagrams are for aqueous solutions at the temperatures near 25 ◦C. Pourbaix diagrams are
constructed on the basis of the Nernst equation and the standard redox potentials.

The Pourbaix diagram is constructed in coordinates of Eh (ordinate) – pH (abscissa). It reflects the species
that are thermodynamically stable at a given pH value and the oxidation-reduction potential of the medium – Eh.
At a lower potential, the corresponding form can be reduced to the underlying (if any), at a higher – oxidized
to the overlying (if any). The boundaries between the existing species of a solution-solid or solution-gas usually
depend on the concentration of dissolved forms; the boundaries between the existing species of dissolved forms, as
a rule, do not depend on their concentration. Often, the Pourbaix diagram is applied to the boundary of the region
of existence of water. The upper of them (Eh = 1.23 – 0.059 pH) corresponds to the release of oxygen (that is,
at higher potentials it is possible to oxidize water to oxygen):

4H2O− 4e− = 4H+ + O2 (pH < 7) , (1.1)

4OH− − 4e− = 2H2O + O2 (pH > 7) . (1.2)

The lower limit (Eh = −0.059pH) corresponds to the release of hydrogen (that is, at lower potentials it is
possible to recover water to hydrogen):

2H+ + 2e− = H2 (pH < 7) , (2.1)

2H2O + 2e− = H2 + 2OH− (pH > 7) . (2.2)

The Pourbaix diagram [53, 54] is one of the most powerful means of predicting the direction of chemical
reactions of compounds of this element. From this, it is possible to determine the conditions of most acid-base
and redox reactions of compounds of this element without taking into account the interaction with different ions.
It is possible to predict the processes of disproportionation and non-proportionally different forms, whether they
can contribute hydrogen and oxygen. By comparing the Pourbaix diagrams for the two elements, it is possible to
predict the redox reactions between their compounds.

3. Experimental section

3.1. Fullerenol-d synthesis and identification

For synthesis, the authors used fullerene C60, produced by ILIP Corporation (S-Petersburg, Russia) with the
purity 99.5 mass. %. All other reactants had qualification “pure for the analysis”.

Fullerenol-d C60(OH)22−24 was synthesized by the method of direct heterogeneous oxidation of fullerene C60,
dissolved in o-xylene, by NaOH, dissolved in water, in the presence of interphase catalyst [t− (C4H9)4 N] OH
(see, for example [27–29,42]). The following synthesis reactions were realized:

C60|(o-xylene) + (22− 24)NaOH(water) + [t− (C4H9)4 N] OH(interphase)→

C60 (ONa)22−24 (water) + (11− 12)H2;

C60 (ONa)22−24 + (22− 24)HCl→ C60 (OH)22−24 + (22− 24)NaCl(CH3OH− solution).

Reaction was provided for 7 days; the aqueous phase was separated from the organic phase; product (fullerenol-d)
was salting-out by methanol and then purified by triple recrystallization (methanol-water) [27–29, 42]. Identifica-
tion of fullerenol-d was provided by: C–H–N element analysis, High performance liquid phase chromatography
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(HPLC) – device chromatograph “Shimadzu Europa GmbH”, IR – and Electronic spectroscopy, devices: IRAffinity-
1S and UV-1280, Mass-spectrometry, device – Bruker MS [27–29]. In particular, with the help of mass-spectrum
we determined the number of hydroxyl groups (22-24), purity was determined by HPLC (98.5 mass %).

3.2. Antioxidant properties investigation

To investigate antioxidant properties of ascorbic acid and fullerenol (against oxidants: hydrogen per-oxide
and iodine) we determined redox potential Eh at fixed value of hydrogen indicator pH= 4.77, which was set by
acetate buffer solution CH3COOH/CH3COONa (molar relation 1/1). We used electrochemical cells, containing two
electrodes: Pt (compact) is working electrode; Hg, Hg2Cl2/KCl (1 mole/dm3) – reference normal calomel electrode
with constant potential and investigated solution in acetate buffer solution. Device pH-meter “ATC pH 200” was
used as a Voltmeter during potential-metric titration of anti-oxidants by oxidants and vice-versa.

Titration of comparative “standard” antioxidant – ascorbic acid by hydrogen peroxide and molecular I2 and
vice versa.

3.3. Hydrogen peroxide titration

It is well known, that in an aqueous solution of comparative “standard” antioxidant – ascorbic acid, may realize
oxidation-reduction equilibrium between ascorbic acid (reduced form) and dehydroascorbic acid (oxidized form).
It is only the first step of oxidation [56, 57] by hydrogen peroxide (eq. 3.1) or I2 in KI water solution (eq. 3.2):

(3.1)

(3.2)

We used following electrochemical cells:

Hg,Hg2Cl2/KCl
(
1 mole/dm3

)
/investigated solution/Pt (compact) , (4)

where: Pt (compact) is working electrode; Hg, Hg2Cl2/KCl(1 mole/dm3) – reference normal calomel electrode
with constant potential E0 = 0.281V [58]. Investigated solution in had two compositions:

ascorbic acid + dehydroascorbic acid + H2O2 + O2 + H+ (acetate buffer) ; (5.1)

/ascorbic acid + dehydroascorbic acid + I2 + I− (KI) + H+ (acetate buffer) . (5.2)

The integral and differential curves of the titration of H2O2 by ascorbic acid and vice-versa ascorbic acid by
H2O2 are represented in Fig. 1(a–d).

One can see absolutely equivalent quantities of ascorbic acid and hydrogen peroxide, according to eq. 3.1 and
I2, according to eq. 3.2.

One can also see that upper plateau in two curves E1 ≈ 0.32V (Fig. 1(a,c)) corresponds to the following
electrode semi-reaction:

O2 + 2H+· + 2ē→ H2O2(Pt), (6.1)

upper plateau in two curves E2 ≈ 0.34V (Fig. 2(a,c)) corresponds to the following electrode semi-reaction:

I2 (liquid) + 2e→ 2I− (Pt), (6.2)

bottom plateau in four curves E3 ≈ 0.03V (Figs. 1(a,c), 2(a,c)) corresponds to the same electrode semi-reaction:
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(a) (b)

(c) (d)

FIG. 1. (a,b) – Titration of 30 cm3 of ascorbic acid solution (C = 0.05 mole/dm3) by the hydro-
gen peroxide solution (C = 0.025 mole/dm3) in 30 cm3 of acetic buffer CH3COOH/CH3COONa
(1/1) – integral (a) and differential (b) curves. (c,d) – Titration of 30 cm3 of hydrogen perox-
ide solution (C = 0.025 mole/dm3) by ascorbic acid solution (C = 0.05 mole/dm3) in 20 cm3

of acetic buffer CH3COOH/CH3COONa (1/1) – integral (c) and differential (d) curves. E is
potential of Pt electrode relative normal calomel electrode

(6.3)

The full oxidation-reduction reaction is given by reaction (3.1). It is the difference between semi-reactions (6.1)
and (6.3). Full oxidation-reduction reaction is given by reaction (3.2): I is the difference between semi-reactions
(6.2) and (6.3).

Differences of electromotive forces in plateaus in Figs. 1(a,c) and 2(a,c) are, correspondingly:

∆E3.1 ≈ 0.32− 0.03 ≈ 0.29V ; ∆E3.2 ≈ 0.34− 0.03 ≈ 0.31V. (7)
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(a) (b)

(c) (d)

FIG. 2. (a,b) – Titration of 25 cm3 of ascorbic acid solution (C = 0.025 mole/dm3) by I2
(in KI) solution (C = 0.05 mole/dm3) in 20 cm3 of acetic buffer CH3COOH/CH3COONa
(1/1) – integral (a) and differential (b) curves. (c,d) – Titration of 30 cm3 of I2 (in KI) solution
(C = 0.05 mole/dm3) by ascorbic acid solution (C = 0.025 mole/dm3) in 20 cm3 of acetic
buffer CH3COOH/CH3COONa (1/1) – integral (c) and differential (d) curves. E is potential of
Pt electrode relative normal calomel electrode

So, change of Gibbs potential of the oxidation ascorbic acid reactions (3.1) and (3.2), correspondingly in
forward directions is:

∆G3.1 ≈ −56.0 kJ/mole; ∆G3.2 ≈ −59.8 kJ/mole, (8)

and equilibrium constant (Keq) of both these reactions (at normal conditions) are sufficiently large: ln [Keq] =

22− 24 rel.un.; Keq−3.1 = 3.6 · 109, Keq−3.2 = 2.6 · 1010, and both reactions are practically irreversible. It is also
proved by the form of titration curves Figs. 1(a–d) and 2(a–d).

3.4. Titration of fullerenol-d by hydrogen peroxide and molecular I2 and vice versa

To investigate antioxidant properties of fullerenol-d acid we determined redox potential Ehat fixed value of
hydrogen indicator pH = 4.77, which was set by acetate buffer solution CH3COOH/CH3COONa (molar relation
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1/1). We used following electrochemical cells (see earlier):

Hg,Hg2Cl2/KCl
(
1 mole/dm3

)
/investigated solution/Pt (compact) , (9)

where: Pt(compact) is working electrode; Hg, Hg2Cl2/KCl – reference normal calomel electrode with constant
potential E0 = 0.281V [58]. Investigated solution in had two compositions:

/fullerenol-d + oxy− fullerenol-d + H2O2 + O2 + H+ (acetate buffer) /; (9.1)

/fullerenol-d + oxy− fullerenol-d + I2 + I−(KI) + H+ (acetate buffer) /. (9.2)

The integral and differential curves of the titration of H2O2 by fullerenol-d and vice-versa fullerenol-d by H2O2

are represented in Fig. 3(a–d).

(a) (b)

(c) (d)

FIG. 3. (a,b) – Titration of 25 cm3 fullerenol-d solution (C = 0.005 mole/dm3) by the hydrogen
peroxide solution (C = 0.020 mole/dm3) in 20 cm3 of acetic buffer CH3COOH/CH3COONa
(1/1) – integral (a) and differential (b) curves. (c,d) – Titration of 25 cm3 hydrogen peroxide
solution (C = 0.020 mole/dm3) by fullerenol-d solution (C = 0.005 mole/dm3) in 20 cm3

of acetic buffer CH3COOH/CH3COONa (1/1) – integral (c) and differential (d) curves. E is
potential of Pt electrode relative normal calomel electrode

The integral and differential curves of the titration of I2 (in KI) by fullerenol-d and vice-versa fullerenol-d by
I2 (in KI) are represented in Fig. 4(a–d).
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(a) (b)

(c) (d)

FIG. 4. (a,b) – Titration of 25 cm3 fullerenol-d solution (C = 0.005 mole/dm3) by I2 (in KI)
solution (C = 0.020 mole/dm3) in 20 cm3 of acetic buffer CH3COOH/CH3COONa (1/1) –
integral (a) and differential (c) curves. (c,d) – Titration of 25 cm3 of I2 (in KI) solution (C =
0.020 mole/dm3) by fullerenol-d solution (C = 0.005 mole/dm3) in 20 cm3 of acetic buffer
CH3COOH/CH3COONa (1/1) – integral (c) and differential (d) curves. E is potential of Pt
electrode relative normal calomel electrode

One can see nearly equivalent quantities of fullerenol-d and hydrogen peroxide and I2 (KI), according to
eq. (10):

C60 (OH)20−22 O2 + 2H+ + 2̄e→ C60 (OH)22−24. (10)

— Upper plateau E1 ≈ 0.32V (Fig. 3(a)) and initial part of curve (Fig.3(c)) corresponds to the electrode
semi-reaction (6.1): O2 +2H+· + 2ē→ H2O2 (Pt) as earlier.

— Upper plateau E2 ≈ 0.34V (Fig. 4(a)) and initial part of curve (Fig. 4(c)) corresponds to electrode
semi-reaction (6.2): I2 (liquid) + 2e→ 2I− (Pt).

— Bottom plateau in four curves E3 ≈ 0.23V (Figs. 3(a,c), 4(a,c) corresponds to the same electrode semi-
reaction (10).

Full oxidation-reduction reactions in electrochemical cell are:

C60(OH)22−24 + O2 = C60(OH)20−22O2 + H2O2, (11.1)

C60(OH)22−24 + I2 = C60(OH)20−22O2 + 2HI. (11.2)
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Reaction (11.1) is the difference between semi-reaction (6.1) and (10), reaction (11.2) is the difference between
semi-reaction (6.2) and (10).

Differences of electromotive forces in plateaus in Figs. 3(a,c) and 4(a,c) are, correspondingly:

∆E3.1 ≈ 0.32− 0.23 ≈ 0.09V ; ∆E3.2 ≈ 0.34− 0.23 ≈ 0.11V. (12)

So, change of Gibbs potential of the oxidation fullerenol-d reactions (11.1) and (11.2), correspondingly in forward
directions is:

∆G3.1 ≈ −17.3 kJ/mole; ∆G3.2 ≈ −21.2 kJ/mole, (13)

and equilibrium constant (Keq) of both these reactions (at normal conditions) are not so large (as in the case of
ascorbic acid): ln [Keq] = 7.0− 8.6 rel.un.; Keq−3.1 = 1.1 · 103, Keq−3.2 = 5.4 · 103 rel.un. and both reactions are
more or less reversible. It is also proved by the form of titration curves Figs. 3(a–d) and 4(a–d). One can see, that
integral titration curves (3.1, 3.3, 4.1, 4.3) do not have sigmoid character. Differential curves (3.2, 3.4, 4.2, 4.4)
meanwhile sometimes (with I2 (KI) as oxidant) keep extremal character, but considerably less expressed than in
the case of ascorbic acid. The values of the derivatives modules /dE/dV

(
V/cm3

)
/ in the case of ascorbic acid

are considerably higher than in the case of fullerenol-d (compare extremal /dE/dV/ values: 0.007, 0.018, 0.12,
0.35 V/cm3 (Figs. 1(b,d), 2(b,d)) in the first case and /dE/dV/ values: absence, absence, 0.02, absence V/cm3

(Figs. 3(b,d), 4(b,d)).
So, we can state, that:

— Fullerenol-d is more week antioxidant in the comparison with ascorbic acid, at least, in relation to free
radicals, generated by hydrogen peroxide and iodine.

— Fullerenol-d, in the contrast with ascorbic acid, is capable to the reversible absorption of free radicals,
other words fullerenol-d molecules are able to sorb free radical and then (after change of ox-red potential
– Eh or hydrogen indicator – pH) are able to desorb these free radicals and recover. Such process can
easily materialize at transition of modified fullerenes from the mouth to the stomach then to the intestines.

— As a consequence fullerenols-d molecules are able to multiply reversible absorption-desorption of some
free radicals.

3.5. Pourbaix diagrams hydrogen-oxygen and iodine forms

We calculated Pourbaix Diagrams for hydrogen-oxygen and iodine forms, based on data from Tables 1, 2 [58].
Pourbaix Diagrams for hydroxy species and ascorbic acid are represented in Fig. 5 and for iodine forms and
ascorbic acid – in Fig. 6. Green spots symbolize our experimental conditions, red curves – Pt electrode potential
formation reactions in our experiment, moving along the spot occurs because the concentrations of oxidized and
reduced species are changed in the titration processes.

4. Conclusions

The antioxidant properties of aqueous fullerenol-d solutions were investigated against free radicals, generated
by hydrogen peroxide and molecular I2 (KI). Measurement of fullerenol antioxidant activity was based on poten-
tiometric titration of fullerenol solutions by hydrogen peroxide and molecular I2 (KI) solutions and vice versa with
compact Pt as working electrode. Ascorbic acid, a common and strong antioxidant – was utilized as a comparative
agent. Pourbaix Diagrams (pH − Eh) for hydrogen-oxygen and iodine forms were constructed. Fullerenol-d is
a weaker antioxidant in comparison to ascorbic acid, but in contrast, fullerenols-d molecules are able to undergo
multiply reversible absorption-desorption of some free radicals.
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TABLE 1. Oxygen-hydrogen oxidation-reduction reactions (water solutions, T = 298 K)

Reaction
(field number of oxidized form//
field number of reduced form)
in Pourbaix diagrams (Fig. 5)

Nernst Equation

Standard
Electro-
Motive
Force –
E0 (V)

O·: +2H+ + 2ē→ H2O(Pt)
I/II

E = E0 +RT/2F ln[aO:a
2
H+/aH2O] =

E0 − 0.059pH + 0.295 lg[aO:/aH2O]
2.422

O·
3 + 2H+ + 2ē→ O2+H2O(Pt)

III//IV
E = E0 +RT/2F ln[aO3

a2H+/aH2OPO2
] =

E0 − 0.059pH + 0.295 lg[aO3/aH2OPO2 ]
2.070

OH· + ē→ OH−(Pt)
V//VI

E = E0 +RT/F ln[aOH/aOH− ] =
E0 + 0.059(14− pH) + 0.059 lg aOH =
E0 + 0.826− 0.059pH + 0.059 lg aOH

2.020

H2O
·
2 + 2H+ + 2ē→ 2H2O(Pt)

VII/II
E = E0 +RT/2F ln[aH2O2

a2H+/a2H2O] =
E0 − 0.059pH + 0.0295 lg[aH2O2a

2
H+/a2H2O]

1.776

O·
3+H2O+2ē→ O2 + 2OH−(Pt)

VIII//IX

E = E0 +RT/2F ln[aO3
aH2O/a

2
OH−PO2

] =
E0 + 0.059(14− pH) + 0.0295 lg[aO3

aH2O/PO2
] =

E0 + 0.826− 0.059pH + 0.295 lg[aO3/aH2OPO2 ]
1.240

O2 + 4H+· + 4ē→ 2H2O(Pt)
X/II

E = E0 +RT/4F ln[PO2
a4H+/a2H2O] =

E0 − 0.059pH + 0.01475 lg[PO2
/a2H2O]

1.229

O2 (g) + 2H+(Pt)+2̄e→ H2O2 (g)
XI//XII

E = E0 +RT/2F ln
[
PO2

/a
(
H+
)2
/PH2O2

]
E0 − 0.059pH + 0.0295 lg

[
PO2

/XH2O2
KH

H2O2

] 0.839

C60 (OH)20÷22O2 + 2H+ + 2ē→ C60 (OH)22÷24

XIII//XIV
E = E0 − 0.059pH+

0.0295 lg (aoxy-fullerenol-d/afullerenol-d)
0.797

O2 + 2+· + 2ē→ H2O2(l)(Pt)
XV/XVI

E = E0 +RT/2F ln[PO2
a2H+/aH2O2

] =
E0 − 0.059pH + 0.0295 lg[PO2/aH2O2 ]

0.682

dehydroascorbic(acid) +2H++
2ē→ ascorbic(acid)

XVII//XVIII

E = E0 − 0.059pH+
0.0295 lg (adehydroascorbic(acid)/aascorbic(acid))

0.613

1/2O2 + 2H2O
· + 2ē→ 2OH−(Pt)

XIX/VI

E = E0 +RT/2F ln[P
1/2
O2

a2H2O/a
2
OH− ] =

E0 + 0.059(14− pH) + 0.0295 lg[P
1/2
O2

a2H2O] =

E0 + 0.826− 0.059pH + 0.0295 lg[P
1/2
O2

a2H2O]

0.401

H+· + ē→ 1/2H2(Pt)
XX//XXI

E = E0 +RT/F ln[aH+/P
1/2
H2

] =

E0 − 0.059pH − 0.0295 lg[PH2
]

0.000

2H2O+2ē→ H· + 2OH−(Pt)
XXII//XXIII

E = E0 +RT/2F ln[a2H2O/aH·a2OH− ] =
E0 + 0.059(14− pH) + 0.0295 lg[a2H2O/aH· ] =
E0 + 0.826− 0.059pH + 0.0295 lg[a2H2O/aH· ]

−0.828

Where: KH
H2O2

, X(H2O2) – Henry constant and molar fraction of H2O2 in liquid phase, (l) and (g) – liquid and
gaseous phase states of component; ai, pi – activity and partial pressure (atm.) of i-th component.
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TABLE 2. Iodine oxidation-reduction reactions (water solutions, T = 298 K)

Reaction
(field number of oxidized form//
field number of reduced form)
in Pourbaix diagrams (Fig. 6)

Nernst Equation

Standard
Electro-
Motive

Force – E0 (V)

IO−
3 + 6H+ + 5ē→ 1/2I2 + 3H2O(Pt)

I//II
E = E0 +RT/5F ln[aIO−

3
a6H+/a

1/2
I2
a3H2O] =

E0 + 0.0118 lg[aIO−
3
/a

1/2
I2
a3H2O]− 0.0708pH

1.195

C60 (OH)20÷22O2 + 2H++
2ē→ C60 (OH)22÷24

III/IV

E = E0 − 0.059pH+
0.0295lg (aoxy-fullerenol-d/afullerenol-d)

0.797

1/2I2(l)·. + ē→ I−(Pt)
IV/V

E = E0 +RT/F ln[a1/2
I2
/aI− ] =

E0 + 0.059 lg[a1/2
I2
/aI− ]

0.628

dehydroascorbic(acid) +2H++
2ē→ ascorbic(acid)

VI/VII

E = E0 − 0.059pH+
0.0295 lg (adehydroascorbic(acid)/aascorbic(acid))

0.613

1/2I2(cr)· + ē→ I−(Pt)
VIII/V

E = E0 +RT/F ln[1/aI− ] =
E0 − 0.059 lg aI−

0.536

I−·
3 + 2ē→ 3I−(Pt)

IX/V
E = E0 +RT/2F ln[aI−

3
/a3I− ] =

E0 + 0.0295 lg[aI−
3
/a3I− ]

0.536

FIG. 5. Pourbaix Diagrams for hydrogen-oxygen forms and ascorbic acid (green spot symbolizes
our experimental conditions, red curves – Pt electrode potential formation reactions in our ex-
periment, moving along the spot occurs because oxidized and reduced forms concentrations are
changed in the titration)
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FIG. 6. Pourbaix Diagrams for iodine forms and ascorbic acid (green spot symbolizes our ex-
perimental conditions, red curves – Pt electrode potential formation reactions in our experiment,
moving along the spot occurs because oxidized and reduced forms concentrations are changed in
the titration)
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Films of supersaturated substitutional CdxPb1−xS (0.03 ≤ x ≤ 0.22) solutions with a B1-type structure based on lead sulfide cubic lattice

were produced by chemical bath co-deposition of CdS and PbS with various concentrations of cadmium acetate in the ammonium citrate

reaction mixtures. The results of X-ray measurements showed that with increasing cadmium acetate concentration the microstrains increase

in the deposited layers and the crystallites have [200] preferred orientation and pronounced volume anisotropy. It is shown that the obtained

films are nanostructured. Depending on the solid solution composition, the layers consist of crystallites with average sizes 200 – 1000 nm.

These, in turn, are formed from initial nanoparticles with diameter 50 – 70 nm. The conductivity of the films decreases with increasing

cadmium-sulfide content. The synthesized films are photosensitive without any special sensitization procedure in the visible and near-infrared

spectral ranges. The maximum of spectral characteristic and the long-wave limit of the photo-response of CdxPb1−xS films move smoothly

toward the short-wave spectral range from 3.1 to 1.6 µm and from 2.5 to 1.2 µm, respectively, with an increase in the substitution level of lead

into cadmium in PbS lattice correspondently.

Keywords: chemical bath co-deposition, solid solution films, x-ray diffraction, microstrains, crystallite size.
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1. Introduction

The contemporary state of the rapidly developing optoelectronics and nanoelectronics, sensor production, and
solar power engineering arouses considerable interest in CdxPb1−xS substitutional solid solution thin films of
varying compositions. The semiconducting properties of these films are promising as functional materials.

Varying the composition of CdxPb1−xS substitutional solid solutions allows control of their structure, morphol-
ogy, and electrophysical properties in a rather wide range, from the wide-bandgap cadmium sulfide (Eg = 2.42 eV)
to a comparatively narrow-bandgap lead sulfide (Eg = 0.41 eV) [1–4]. The unique optical characteristics of these
metal sulfides give access to different spectral ranges of photosensitivity: cadmium sulfide is one of the most
effective materials in a visible light spectrum (500 – 700 nm) and lead sulfide is characterized by both visible and
near-infrared spectral ranges (400 – 3100 nm). The variety of the properties for these metal sulfide-forming solid
solutions provides rationale for their usage in the fabrication of different electronic devices.

Both individual metal sulfides are challenging materials for solar power engineering. Cadmium sulfide
proved to be a suitable material for use as a window layer in solar radiation converters: CdTe/CdS [7–9] and
CIGS/CdS [10]. Lead sulfide is effectively used as an absorbing material [11]. Therefore, recently, there has been
observed an increasing interest in creation and investigation of thin film heterostructures with the p–n transition
in the CdS–PbS system for production of solar cells [11, 12]. It was observed that, a solar cell with the structure
ITO/CdS/PbS, covered with a transparent conductive layer of ITO (indium tin oxide), was observed to be more
promising conversion efficiency compared with some other similar solar cells [12]. In addition, an enhanced
conversion efficiency of 3.10 % was demonstrated for PbS/CdS thin film solar cells without the involvement of
quantum dots by focusing on the origin of the enhancement [13].

A thin film solar cell in which chemically deposited layer of cadmium sulfide was doped with silver ITO/CdS-
Ag/PbS/graphite operates in a spectral range from visible to near-infrared spectral ranges and is characterized by a
short circuit current of 85.2 mA, maximum voltage of 0.6 V, and maximum power of 26.3 µW [14]. The efficiency
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of ITO/Cu-CdS/PbS/Ag solar cells on the glass substrate increased from 0.52 % to 1.38 % with an increase in the
PbS film thickness from 528.3 to 1250.8 nm [15].

It was proved that for the absorbing semiconducting layer in solar cells, the optimum bandgap width is 1.5 eV,
which can be achieved by production of solid solutions in the form of ternary Cd1−xPbxS compounds [16]. By
varying their composition, the optical and semiconducting properties can be optimized, thus providing an efficiency
coefficient of conversion of more than 40 %.

It was determined that thin films of pure cadmium sulfide are not stable with respect to the photoconductivity
(the experiment was performed over two years) compared to the solid PbxCd1−xS solutions [6] and those based
on them [17]. In certain conditions, due to limited mutual solubility of CdS and PbS [18], lead ions are displaced
on the surface of the film. In this way, the CdS–PbS material was designated which consists of a wide bandgap
matrix with a solid solution of PbS into CdS, and narrow bandgap low resistant inclusions of solid solution of CdS
into PbS [19]. According to the previous work [20], the lead content in the wide bandgap matrix is not higher than
2 atom %. Generation processes occur predominantly in the wide bandgap matrix, and the recombination is largely
related to the narrow bandgap inclusions. In particular, it is confirmed by the data on the film luminescence in the
infrared range [21]. Additionally, it is noted that polycrystal layers based on the heterogeneous material CdS–PbS
have another useful property such as high photosensitivity [19].

One more characteristic of heterogeneous compounds in the CdS–PbS system is their high irradiation stabil-
ity [22–24]. Exclusively high irradiation stability (to 108 R) of detectors was observed based on the CdxPb1−xS
solid solution films [6]. It allows their use in radiation hazardous facilities experiencing both constant and sponta-
neous radiation loads.

As-deposited CdxPb1−xS thin film solid solutions are characterized by anomalously high level of photo
response in the visible and near-infrared spectral range without using sensitization methods at relatively low time
constant values. This allows employment of these compounds to produce highly-sensitive fast photo detectors [25].
The challenge of using CdxPb1−xS nanocrystal as a material for distant earth sounding in the infrared spectral
range, and detecting natural or man-made objects radiating at wavelengths of 400 – 3100 nm [5].

Ternary thin film compounds in the PbS–CdS system are polycrystalline and have a limited range of mutual
solubility based on both a cubic structure of the sphalerite type (space group F 4̄3m) and a hexagonal structure of
the wurtzite type (space group P63mc) on the side of CdS and a cubic structure of the halite type (modification
B1) on the side of PbS [26, 27].

According to the high temperature phase diagram of the pseudo binary PbS–CdS system [28], the solubility
of CdS in the lead sulfide at 873 K is ∼ 4.5 mol.% and for the lead sulfide in CdS, less than 0.1 mol.% even at
1203 K. Therefore, it can be suggested that at below 373 K, the solubility of CdS in the galena PbS is negligible
and PbS in the sphalerite CdS, practically non-existent.

However, by “soft chemistry” methods it may be possible to obtain supersaturated PbS–CdS substitutional
solutions with much wider ranges of compositions than the corresponding results of the high temperature phase
diagrams at any temperature. Vesnin reported the possibility of low-temperature formation of supersaturated
substitutional solid solutions in view of the low activation energy values for this process [29, 30]. Such phases are
thermodynamically unstable due to either kinetic obstacles or any other features of the system often are retained
for indefinite periods at relatively high temperatures. That is why it may be possible to produce substitutional solid
solutions with different compositions, whose formation is impossible under equilibrium conditions.

In particular, according to the literature data, the use of the colloid chemical method of solid solution synthesis
CdxPb1−xS allows one to produce compounds quite enriched in the substitutional component at a temperature
below 373 K. Thus, at 353 K the CdxPb1−xS films with the CdS content up to 16 mol.% were produced by the
chemical bath deposition [31, 32]. Markov et al. reported the synthesis of the CdxPb1−xS film with the CdS
content up to 21 mol.%. [33, 34].

Colloid chemical methods for the production of solid solutions (CDB) are quite popular today. Thus, in
previous work [35], the authors managed to produce CdxPb1−xS solid solution films with the maximum fraction
of lead substituting for cadmium in the crystal lattice of PbS, which is equal to 0.15, by chemical deposition from
the citrated ethylenediamine system with varying temperature, pH, and reagents. Recently, it was reported that
the synthesized CdxPb1−xS solid solution films with a value of x of up to 0.21 are highly supersaturated and
metastable [31–34, 36, 37]. As a consequence, the continuous contraction of the lattice with increasing cadmium
content is shown to be evidence for the formation in nanocrystals of ternary CdxPb1−xS compounds, and also the
researches considered changes in the properties of the synthesized films [38, 39]. Thus, the deposited Pb–Cd–S
films, enriched in cadmium, have a high absorption coefficient (104 cm−1) and direct type of transition with the
bandgap width that is continuously decreasing from 2.47 to 0.49 eV with an increase in the lead content [39].
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In most publications, it is noted that in order to provide suitable functional properties (photoluminescence,
photosensitivity), their sensitization requires thermal annealing of the as-deposited CdxPb1−xS solid solution layers
under aerobic conditions. It was observed that after annealing of chemically deposited Cd0.5Pb0.5S films, the
structural, morphological and optical properties were changed. In particular, the bandgap width of the samples
decreased from 2.6 to 2.05 eV [40]. With an increase in annealing temperature to 573 K, the decreasing of bandgap
width is observed from 1.59 to 1.55 eV and from 1.70 to 1.65 eV for PbS and Cd0.4Pb0.6S, respectively [41].

From the literature [42], it was observed that CdxPb1−xS layers (0 < x ≤ 1) were produced by chemical
deposition on glass substrates, in addition, it was also proved that their structural, electrical, and photoelectrical
properties depended on the composition. At x > 0.5 (high CdS content), the films demonstrate weak crystallinity
and low photoconductivity; at x < 0.5 (high PbS content), the films have a good crystallinity with an average
crystallite size of 100 nm and higher photoconductivity. The increasing cadmium sulphide content leads to the
spectra-response displacement into the short-wave region. The experimental results demonstrate the possibility of
forming substitution CdxPb1−xS solid solution in the vicinity of compositions of individual PbS and CdS on a
certain segments of the layer, whereas the main segment of the deposited film, in authors’ opinion, may rather be
a mixture of sulfide phases (CdS)x(PbS)1−x.

The chemical bath deposition of enriched CdxPb1−xS solid solution films can be predicted and allows one
to formulate clear recommendations for synthetic control [33]. The conditions of metastable structure formation
of cadmium content CdxPb1−xS solid solutions at low temperature hydrochemical synthesis is influenced by the
following factors: metal salt content in the reaction mixture, complexing agent content, temperature, pH, time of
deposition, and a number of other conditions of the process (features of the nucleation, substrate material, and
external factors). To evaluate the composition of chemically deposited CdxPb1−xS films on the side of PbS,
previous researchers [31] suggested using such an integrated index as the ratio of concentrations of the off-complex
ions of lead and cadmium in the reaction mixture: [CdS]TP , mol.% = f

(
[Pb2+]/[Cd2+]

)
. In the reaction

mixture, these metal salts were introduced in the form of lead acetate Pb(OAc)2 and cadmium chloride CdCl2.
For the hydrochemical production of the CdxPb1−xS solid solutions, only metal acetate salts were used in various
concentration ratios [3, 40, 41, 43–45]. The influence of anion component of the used lead and cadmium salts on
chemical and phase composition, structure, and properties of solid solutions formed was not discussed in these
previously reported works. At the same time, in our previous work [33], we observed that the nature of anions
of introduced metal salts is an important factor, which influences composition and microstructure of the deposited
solid solutions.

The influence of the anion background of the area on the crystallization in films is quite well known;
additionally, the impurity nature [46], including the anion nature, significantly influences the composition and
morphology of microcrystals. Thus, using spray-pyrolysis, the substitution of cadmium chloride by acetate under
equal conditions allows one to double the thickness of CdS films [47]. However, the role of the anion component of
the cadmium salt in the crystallization process was not thoroughly studied. In our previous study [33], we showed
that the use of the cadmium acetate for the film synthesis under other equal conditions results in an increase in the
CdS content to 0.4 – 4.0 mol.% (compared to CdCl2). This result and the revealed change in the film morphology
are connected with the active influence of the anion background of the reaction mixture on the formation of solid
solutions. It was suggested that the obtained results depend on the various reaction capacity of thiourea used for
the chemical deposition of solid solutions, which forms an intermediate complex due to the anion’s nucleophilic
addition to carbon atom [33, 48]. It is obvious that the stability of the intermediate complex will depend not
only on the strength of the thiourea complex with metal but also on nucleophilic properties of the added anion.
The increasing anion nucleophilicity upon transferring from chloride to acetate ions will lead to increasing the
reaction capacity of the activated thiourea due to the weakening of the carbon-sulfur bond. The increasing reaction
capacity of thiourea will influence mostly the speed of the CdS phase formation due to the high polarization of
the carbon-sulfur bond with cadmium. Finally, it will influence the redistribution of the speed of formation of
individual sulphides in favor of the latter, and will increase its fraction in the solid solution composition.

In the literature, there are no detailed studies of the influence of concentration of the cadmium acetate salt on
composition and structure of the CdxPb1−xS solid solution films deposited from aqueous solutions. Therefore, the
purpose of this research is the chemical bath synthesis of CdxPb1−xS films on glass-ceramic substrates, study of
their composition, morphological and structural features, and photoelectric properties depending on the cadmium
acetate content in the reaction bath.

2. Experimental details

Film deposition in the PbS–CdS system was performed in citrated-ammonium reaction mixture on the prelim-
inary degreased glass-ceramic substrates with a surface of 30 × 30 mm. Cadmium acetate Cd(OAc)2 was used as
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the cadmium salt and introduced into the reaction mixture. The concentration of Cd(OAc)2 was varied from 0.01
to 0.1 mol/l, whereas the concentration of the lead acetate (Pb(OAc)2) was constant and equal to 0.02 mol/l in
the reaction mixture. Chemical deposition was made in the presence of complex-forming agents: using aqueous
ammonia for cadmium and sodium citrate (Na3C6H7O8) for lead. The initial concentration of thiourea (N2H4CS)
in the reaction mixture was 0.58 mol/l in all experiments. The film synthesis was carried out at 353 K for 120 –
140 minutes in the sealed reactors of molybdenum glass where substrates were fixed in special teflon devices. The
reactors were placed into thermostat TS-TB-10 with an accuracy of the temperature control of ±0.1◦.

The thickness of the synthesized layers was estimated using a Linnik interference microscope MII-4.
The crystal structure of the synthesized solid solution CdxPb1−xS films was studied by X-ray diffraction

method using a diffractometer Dron-4 with copper anode in Bragg-Brentano geometry. The separation of CuKα1,2-
doublet line from the continuous spectrum was made using a monochromator made from pyrolytic graphite with the
reflecting plane (002). The experimental XRD patterns were obtained in an angular range from 20 to 100 degrees
with a step of 0.02◦ and exposure of 5 – 10 seconds per point. The samples were rotated in a vertical plane.
The analysis of experimental spectra was made by the Rietveld full-profile analysis [49] using software package
FullProf [50]. A Pseudo-Voigt function was used to describe reflection profiles. Corrections for errors in the sample
setting and deflection of sample plane from the scattering plane were applied for the description of the whole
diffraction spectrum. Also, while analyzing the scaling factor, the reflection width and shape, lattice parameters,
and atom coordinates were varied. Corrections for the thermal oscillation of atoms and possible deflection of the
values of the lattice site occupation were also applied. To calculate the reflection broadening due to the smaller
coherent scattering regions (CSR) or internal microstrains, we used the instrumental angular dependence obtained
on polycrystalline sample of the cerium oxide, which was preliminary annealed at 1200 ◦C for 12 hours. The
evaluation of grain sizes (CSR) and microstrains was made by the Williamson–Hall method [51, 52] using the
dependence of the physical broadening β · (2θ) = β(2θ) cos θ/Khklλ on the scattering vector length s = 2 sin θ/λ.
The same possibility was input in the software package FullProf [50].

The investigation of structural and morphological characteristics and elemental composition of the obtained
films was fulfilled by raster electron microscopy using a MIRA3LMV microscope at an accelerating voltage of
the electron beam of 10 kV, and a raster electron microscope JEOL JSM-5900 LV with the attachment for the
energy-dispersion (EDX) analysis (EDS Inca Energy 250). The error for the elemental composition was about
10 %.

Investigation of optical properties of the solid solution films was carried out on the samples preliminary
covered with nickel contacts by the electro-chemical method.

Relative spectral characteristics of photosensitivity were obtained using a double monochromator SPM-2 at
a radiation modulation frequency of 400 Hz, whose single-frequency measuring channel was the same as the
measuring channel of the UFI-1 device [53]. A halogen incandescent lamp KGM-12-100 was used as the radiation
source, while its mode of operation on current was stabilized with an accuracy of ±0.2 %. Spectra were recorded
automatically in the wave-length range 0.4 – 3.5 µm with 0.05 µm increments.

3. Results and discussion

Over the whole range of the cadmium acetate concentrations employed in the reaction mixture in the PbS–CdS
system, and polycrystalline films with the 0.6 – 1.2 µm thickness were obtained.

In the XRD patterns of the films obtained by co-deposition of PbS and Cd, reflections of two phases are
observed – of lead sulfide with the B1-type cube structure (space group Fm3̄m) and of glass-ceramic substrate
(Fig. 1).

Increasing the cadmium content in the reaction solution from 0.01 to 0.10 mol/l was followed by the decreasing
of the lattice constant for the PbS phase from 0.59242 (1) to 0.58918 (1) nm (inset in Fig. 1), which exceeds the
lattice constant of the cube lead sulfide (0.5932 nm). We ascribed it to substitutional CdxPb1−xS solid solutions
formed on the side of PbS. The decreasing of the lattice constant upon the solid solution formation results from the
substitution of lead ions Pb2+ with a radius of 0.120 nm in the PbS lattice by smaller cadmium ions Cd2+ with
a radius of 0.097 nm. The cadmium sulfide content in the solid-solution films was calculated using Vegard’s law.
It is valid with rather a high accuracy for chalcogenide systems [54]. The lattice constant of CdS film produced
from the ammonium-citrated bath was aCdS = 0.5761 nm. According to the estimation, the maximum content
of cadmium sulfide in the solutions with the lattice constants 0.59242 (1), 0.59187 (1), 0.59094 (1), 0.58951 (1),
0.58918 (1) nm was 3.0, 6.0, 12.0, 20.0, and 22.0 mol.%, respectively. The compositions of the solid solutions
produced can be defined as Cd0.03Pb0.97S, Cd0.06Pb0.94S, Cd0.12Pb0.88S, Cd0.20Pb0.80S, Cd0.22Pb0.78S. It means
that the cadmium concentration in the supersaturated solid solutions under study is within the range from 3.0
to 22.0 mol.% and gradually increases with the increase in the cadmium acetate concentration in the reaction
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FIG. 1. XRD patterns of Cd0.03Pb0.97S, Cd0.06Pb0.94S, Cd0.12Pb0.88S, Cd0.20Pb0.80S,
Cd0.22Pb0.78S films, produced by co-deposition of cadmium and lead sulfides at T = 353 K for
140 minutes from the reaction mixture containing 0.01, 0.02, 0.04, 0.06, 0.08, 0.10 CdAc2 mol/l.
All the XRD patterns contain only reflections of the cubic phase with the B1-type structure and
solid-solution composition was estimated based on the lattice constant. The change in the lattice
constant depending on the cadmium acetate concentration in the reaction mixture is shown in the
inset

mixture from 0.01 to 0.10 mol/l. The comparison of the obtained results with the phase diagram of the system
PbS–CdS [28] shows a significant supersaturation of the synthesized solid solutions with cadmium.

Figure 2 shows an XRD pattern of the CdxPb1−xS film produced by deposition from the reaction mixture
containing 0.01 mol/l of cadmium acetate, the composition of solution containing 0.02 mol/l PbAc2, 4.5 mol/l
NH4OH, 0.3 mol/l Na3C6H5O7 and 0.58 mol/l N2H4CS. The analysis showed that the basic reflections refer to
the cube phase with the potential symmetry groups Fm3̄m or F 4̄3m. Along with these reflections, additional
reflections were also observed which refer to the tetragonal phase TiO2. It is associated with the fact that the
solid-solution film CdxPb1−xS was condensed on the substrate made of glass-ceramic, which contains the titanium
oxide TiO2. The sulphide PbS crystallizes in the NaCl type structure (B1-phase), but also, under certain conditions,
it can have the wurtzite-type structure (B3-phase) [55]. As the CdS phase has a cube structure of the wurtzite-type,
we verified both models for the solid solutions obtained. The calculations showed that the obtained sample has the
B1-type structure. However, at the same time, we found that the experimental intensity of reflection (200) is slightly
higher than the calculated one. This can be associated with the formation upon deposition of a bulk polycrystalline
state in which a certain ordering (texture) of grains perpendicular to the substrate surface is prevailed.

Figure 3 shows the segments of the XRD patterns (reflections (111) and (200)) of CdxPb1−xS solid-solution
films produced from the reaction bath containing 0.01, 0.02, 0.04, 0.08, 0.1 mol/l of cadmium acetate. The
difference in the ratio of intensities of diffraction peaks (111) and (200) in the XRD patterns, which clearly
manifests itself upon increasing the cadmium acetate concentration, is associated with the preferable orientation of
grains along the crystallographic direction (200), which is perpendicular to the substrate surface in the films under
study.

Introduction in the analysis of experimental data of texture provides an adequate description of the experimental
profile in the XRD pattern of the Cd0.20Pb0.80S solid-solution film. The same method was used for the description
of other XRD patterns in which a good correlation with the experiment was also obtained (Fig. 3(a–e)). Fig. 3(f)
shows the dependence of volume of the randomly orientated material P1 on the cadmium acetate concentration in
the solution. It has been seen that, in general, the texture degree decreases with the increase in the cadmium salt
content Cd(OAc)2 in the reaction mixture, except for the last point 0.1.

The structure refinement for the solid solutions with the correction of selected reflections (111) and (200)
by the software package FullProf [50] is provided on the Cd0.20Pb0.80S solid-solution film produced from the
reactor containing 0.08 mol/l of cadmium acetate within two models, without and with account for the preferable
orientation (Fig. 4).

There is a shift to the range of the reflections observed in the XRD patterns of all the studied CdxPb1−xS
solid-solution films (Fig. 1), as well as their broadening due to either decrease in the grain size or appearance of
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FIG. 2. XRD pattern of CdxPb1−xS film produced by chemical deposition from the reaction
mixture containing 0.01 mol/l of cadmium acetate in a composition of 0.02 mol/l PbAc2 4.5 mol/l
NH4OH, 0.3 mol/l Na3C6H5O7, 0.58 mol/l N2H4CS. Points – experimental, envelope line –
calculated, low line – difference between the calculated and experimental values. Dashes – peak
positions, upper ones correspond to crystal structure B1-type, lower ones, to TiO2, which enters
in the glass-ceramic composition

FIG. 3. Reflections (111) and (200) of CdxPb1−xS solid-solution films deposited on glass-
ceramic substrate from the ammonium-citrated reaction bath with various cadmium acetate con-
tent: 0.01 (a), 0.02 (b), 0.04 (c), 0.08 (d), 0.1 (e) mol/l volume of random-orientated material (f)

microdeformations in the films. Fig. 5 shows reflections (220) of the CdxPb1−xS solid-solution films deposited
from the reaction mixtures containing different cadmium acetate concentrations in the range from 0.01 to 0.10 mol/l.

The shift of the angular position of reflections (220) with changing the cadmium acetate concentration cor-
responds to the change in the crystal lattice parameter of the CdxPb1−xS solid solution films. The value of
broadening was calculated by β(2θ) = [(FWHMexp)2 − (FWHMR)2]1/2, where FWHMexp is the experimental
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FIG. 4. XRD pattern segment of solid-solution film. Experimental (points) and calculated (solid
lines) diffraction peaks (111) and (200) without account (a) and with account for preferable
orientation (b)

FIG. 5. Reflections (220) of Cd0.03Pb0.97S (circle), Cd0.06Pb0.94S (triangle up), Cd0.12Pb0.88S
(triangle down), Cd0.20Pb0.80S (rhombus), Cd0.22Pb0.78S (cross) solid-solution films produced by
deposition from reaction mixtures containing 0.01, 0.02, 0.04, 0.08, 0.10 mol/l of cadmium acetate
CdAc2

full-width of reflection at its half- height. The separation of dimensional and deformation contributions into the
reflection broadening and the estimation of the average size of the coherent scattering region, which is considered
as the average grain size (L), were made by the Williamson–Hall extrapolation method [51, 52] according to the
dependence of the resulting broadening β(θ) cos θ = f(sin θ).

The reflection broadening connected with the small grain size is proportional to sec θ, whereas the broadening
connected with microstrains is proportional to tan θ [56], i.e. they have different angular dependence (here θ
is the diffraction angle). In the dependence β(θ) cos θ = f(sin θ) (Fig. 6), given for the solid solution film
Cd0.20Pb0.80S, the line slope characterizes the amount of microstrains, while the intercept on the β(θ) cos θ axis
upon extrapolation on the sin θ axis gives the grain size (L), which can be calculated using the Selyakov–Sherrer
formula L = kλ/β(θ) cos θ, where the coefficient k is close to 1 and depends on the grain shape.

FIG. 6. Experimental β(θ) cos θ versus sin θ dependence for the Cd0.20Pb0.80S solid-solution film
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According to the estimation of the experimental dependence β(θ) cos θ = f(sin θ) for the Cd0.20Pb0.80S solid-
solution film, it can be concluded that the average values of β(θ) cos θ are close to 0 at sin θ tending to zero.
This indicates that the reflection broadening is mainly connected with the appearance of microstrains ∆d/d in the
solid-solution film Cd0.20Pb0.80S in the course of chemical deposition. Moreover, irregularity in the localization of
points in the figure testifies to the anisotropy of microstrains along different crystallographic directions. Actually,
if we connect the points for dimensional crystallographic directions [hhh] and [h00] with the straight line in
Fig. 6, it can be seen that the slope angle differs indicating various values of microstrains along these directions.
Similar studies were performed for all synthesized CdxPb1−xS solid solution films. We can conclude that there is
anisotropy of microstrains in the synthesized films. Taking into account this fact the analysis of all experimental
XRD patterns for the CdxPb1−xS solid-solution films was made by Rietveld method [50] using software package
FullProf [50] (Fig. 7).

FIG. 7. Dependence the microstrains value ∆d/d in CdxPb1−xS solid solution films as a function
of the cadmium acetate concentration in the reaction mixture

The results for the estimation of microstrains ∆d/d in the CdxPb1−xS solid-solution films show that the
increasing the cadmium acetate concentration in the reaction mixture leads to an increase in microdeformations
with approximately equal speed and anisotropy keeping in the microdeformation distribution in all studied thin film
samples.

Thus, in the CdxPb1−xS (0.03 ≤ x ≤ 0.22) solid-solution films synthesized by chemical deposition from
the ammonium-citrated reaction bath, is a crystal state with the NaCl (B1) type lattice and a relatively large
size of microcrystals is realized. The crystals have the preferable orientation [200] that is perpendicular to the
substrate surface and are characterized by anisotropy of microstrains in the volume. As it was estimated above, the
broadening of diffraction reflextions in the CdxPb1−xS solid-solution films are associated only with the appearance
of microstrains in the sample bulk and can evidence the fact that the films were formed from grains with a size of
300 – 400 nm or more.

The microstructure investigation of the synthesized CdxPb1−xS films carried out upon varying the cadmium
acetate content in the reaction mixture in the range 0.01 – 0.10 mol/l and at fixed concentration 0.02 mol/l of
the lead salt showed that with an increase in the cadmium salt concentration in the solution both sizes and the
microcrystal habit change (Fig. 8).

Herewith the morphology of the deposited films largely depends on the solid solution composition. Thus,
the films based on Cd0.03Pb0.97S and Cd0.06Pb0.94S with the average size of crystallites 200 – 300 nm have a
relatively high granular inhomogeneity. There are quite a number of nano-sized particles in their composition:
less than 70 – 100 nm. The increasing of the enrichment of solid solution in the substitutional component in the
line Cd0.09Pb0.91S, Cd0.12Pb0.88S, Cd0.20Pb0.80S leads to the formation of well-bounded crystals with the average
gross-sizes of 500 – 1000 nm. However, the X-ray investigation of the diffraction peak width using Scherrer
formula showed that the films are nanostructured with 50 – 70 nm particles. It is the result of the intercluster
growth mechanism proved by us, which occurs at the bath deposition of metal chalcogenide films [33]. The proof
of the nanostructural character of the deposited layers is also the film based on Cd0.22Pb0.78S solid solution shown
in Fig. 8f. It is clearly seen that the film preliminary consists of 200 – 300 nm globules, which in turn are formed
from 50 – 60 nm particles. It should be noted that nanostructural character of precursory layers of hydrochemically
deposited sulfides is also mentioned in [57].

The smallest size of crystal grain (200 – 400 nm) was observed in the Cd0.03Pb0.97S solid-solution film
formed from the initial particles with a size of ∼ 100 nm. With increasing the cadmium acetate concentration
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FIG. 8. Electron micrographs of Cd0.03Pb0.97S (a), Cd0.06Pb0.94S (b), Cd0.09Pb0.91S (c),
Cd0.12Pb0.88S (d), Cd0.20Pb0.80S (e), Cd0.22Pb0.78S (f) solid solution films produced by chem-
ical deposition from reaction mixtures containing: [PbAc2] = 0.02 M, [Na3C6H5O7] = 0.3 M,
[NH4OH] = 4.5 M, [N2H4CS] = 0.58 M. Cadmium acetate content (CdAc2) is 0.01 M (a),
0.02 M (b), 0.04 M (c), 0.06 M (d), 0.08 M (e), 0.10 M (f). The synthesis was carried out
at 353 ◦C for 140 minutes

in the reaction bath from 0.02 to 0.08 mol/l, the average size of well-bounded crystals increased from 300 –
500 nm for the Cd0.06Pb0.94S films to 500 – 1000 nm for the layers based on Cd0.09Pb0.91S, Cd0.12Pb0.88S, and
Cd0.20Pb0.80S.

The CdxPb1−xS (0.03 ≤ x ≤ 0.09) solid-solution films have a clear texture: at the concentration of cadmium
fraction of 0.03 – 0.09, the crystals have the cube habit and grow on by the plane [111]. Agglomerates, from which
the solid solution films Cd0.12Pb0.88S and Cd0.20Pb0.80S were formed, in the course of growing transformed into
hexahedrons.

In general, the results of the average size estimation of crystallites that form the CdxPb1−xS solid-solution
films by X-ray diffraction method and electron microscopy method are in a very good agreement with each other.

Keeping in mind the semiconductive character of the deposited CdxPb1−xS films, we can receive important
information on their composition from the study of their conductivity. The investigation of film the conductivity
performed upon varying the cadmium acetate concentration in the reaction bath in coordinates lnσ − f([CdAc2])
indirectly confirmed the formation of substitutional solid solutions CdxPb1−xS upon co-deposition of the lead
and cadmium sulfides from the ammonium-citrated reaction mixture. With the formation of solid solutions, the
semiconductivity of films will decrease due to the increase in the bandgap width upon the substitution of lead
in the PbS structure by cadmium ions. Actually, Fig. 9 shows that the conductivity of the CdxPb1−xS films is
essentially lower than the conductivity of PbS and continues to decrease with increasing cadmium content in the
solid-solution structure of Cd0.03Pb0.97S, Cd0.09Pb0.91S, and Cd0.12Pb0.88S.

FIG. 9. Dependence of conductivity χ of CdxPb1−xS solid-solution films versus cadmium acetate
concentration in the reaction mixture in coordinates “lnχ− [CdAc2]”
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Such a situation is realized in semiconductors with the prevailing covalent bond and with preferable scattering
of carriers on the lattice sound vibration, which is characteristic of both lead and cadmium sulfides [58, 59].

The CdxPb1−xS solid-solution films of various compositions are photosensitive in the visible and near-infrared
spectral range. It does not require sensabilization after their removal from the reaction mixture and are ready for
practical use. The range of spectral sensitivity of the substitutional CdxPb1−xS alloys depends on their composition.

Figure 10 shows typical spectral characteristics of the CdxPb1−xS films with different cadmium sulfide content.
It is clear that with increasing cadmium content (x) in the solid-solution structure, a gradual shift occurs for the
spectral characteristics toward the short-wave region. As shown in Fig. 10, with an increase in the cadmium
fractional concentration in the CdxPb1−xS solid solution from 0.03 to 0.22, the critical frequency and the photo
response maximum moves to the short-wave range from 3.1 to 1.6 µm and from 2.5 to 1.2 µm, respectively.

FIG. 10. (a) – Plots of relative spectral photosensitivity of films based on PbS (1) and CdxPb1−xS
solid solutions of various composition: Cd0.03Pb0.97S (2), Cd0.06Pb0.94S (3), Cd0.09Pb0.91S (4),
Cd0.12Pb0.88S (5), Cd0.20Pb0.80S (6), Cd0.22Pb0.78S (7). (b) – Change of the maximum position
of photo response for the CdxPb1−xS solid-solution films depending on x

In general, the means of synthesizing CdxPb1−xS solid-solution films with various compositions and specific
properties provides an opportunity to produce photosensitive semiconductive materials with the controlled maximum
position and threshold of spectral sensitivity over the whole near-infrared range. The Cd0.06Pb0.94S solid solution
has attracted special attention because its spectral characteristic practically similar to single-crystalline germanium
but with higher ohmic resistance, thus providing easy compatibility in electron circuits.

4. Conclusions

Substitutional CdxPb1−xS solid solution films based on the cubic lattice of PbS with the thickness 0.6 – 1.2 µm
were produced by chemical bath co-deposition of lead and cadmium sulfides in the ammonium citrate reaction mix-
ture on glass-ceramic substrates. With an increase in the concentration of cadmium acetate from 0.01 to 0.10 mol/l,
the monotonous increase in the CdS content in the solid solutions obtained from 3.0 to 22.0 mol.%. Compari-
son of the determined Cd0.03Pb0.97S, Cd0.06Pb0.94S, Cd0.09Pb0.91S, Cd0.12Pb0.88S, Cd0.20Pb0.80S, Cd0.22Pb0.78S
compositions with the phase diagram for the PbS–CdS system testifies to a significant supersaturation level of the
cadmium content in the synthesized solid solutions. The films were formed from crystallites with the preferable
orientation [200] perpendicular to the substrate surface and are characterized by a clear anisotropy in distribution of
microdeformations over the bulk of all researched samples. With an increase in the cadmium acetate concentration
in the reaction mixture, an increase in the microstrains ∆d/d was observed in the films of the deposited CdxPb1−xS
solid solutions. Both sizes and crystal habit changed. The smallest crystal sizes (200 – 400 nm) are characteristic of
the Cd0.03Pb0.97S, Cd0.06Pb0.94S solid solution formed from the initial particles ∼ 100 nm in size. There are quite
a number of nanometer-scaled particles in their composition: less than 70 – 100 nm. Increasing the enrichment of
solid solution in the substitutional component in the line Cd0.09Pb0.91S, Cd0.12Pb0.88S, Cd0.20Pb0.80S leads to the
film formation of well-bounded crystals with the average gross-sizes of 500 – 1000 nm. According to the X-ray
research, they are nanostructured with an average size for the initial particles of 50 – 70 nm. Films based on
Cd0.22Pb0.78S primarily consist of 200 – 300 nm globules, which in turn are formed from 50 – 60 nm particles.

With an increase in the cadmium acetate concentration in the reaction bath, the average size of the well-bounded
crystals increases from 300 – 500 nm for Cd0.06Pb0.94S to 500 – 1000 nm for the layers based on Cd0.09Pb0.91S,
Cd0.12Pb0.88S, and Cd0.20Pb0.80S. Results from estimating the crystal size from XRD and microscopic examination
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are similar. The data from conductivity measurements of the synthesized layers indirectly confirm the formation of
substitutional CdxPb1−xS solid solutions. The synthesized CdxPb1−xS solid-solution films have photosensitivity
in the visible and near-infrared spectral ranges, the ranges of their spectral sensitivity corresponding to their
compositions. With an increase in the level of the lead substitution in the PbS lattice by cadmium, it was
determined that the maximum of the spectral characteristic and the long-wave limit of photo response of the
CdxPb1−xS films gradually moved toward the short-wave spectral range from 3.1 to 1.6 µm and from 2.5 to
1.2 µm, respectively. The obtained results create a basis for the purposeful synthesis via chemical bath deposition
of the CdxPb1−xS solid-solution films with a specified composition in order to make semiconducting materials
which have photosensitivity in the visible and near-infrared spectral ranges with variable spectral characteristics.
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