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harmonic oscillator perturbed by an attractive Gaussian potential

S. Fassari1,2,3, F. Rinaldi2,3,4

1Department of Higher Mathematics, ITMO University, St. Petersburg, Russia
2CERFIM, PO Box 1132, CH-6601 Locarno, Switzerland

3Dipartimento di Fisica Nucleare, Subnucleare e delle Radiazioni,
Univ. degli Studi Guglielmo Marconi,Via Plinio 44, I-00193 Rome, Italy
4Istituto Nazionale di Fisica Nucleare, Sezione di Napoli, Naples, Italy

silvestro.fassari@uva.es, f.rinaldi@unimarconi.it

DOI 10.17586/2220-8054-2019-10-6-608-615

By taking advantage of Wang’s results on the scalar product of four eigenfunctions of the 1D harmonic oscillator, we explicitly calculate the trace
of the Birman–Schwinger operator of the one-dimensional harmonic oscillator perturbed by a Gaussian potential, showing that it can be written as
a ratio of Gamma functions.
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1. Introduction

As is well known, the harmonic oscillator is one of the very few solvable quantum models, that is to say its
eigenfunctions and eigenvalues can be expressed analytically. As a consequence, one of the most fundamental chapters
in any quantum mechanics textbook, such as [1], is devoted to its detailed description.

This remarkable property has led theoretical physicists to study various types of models involving perturbations
of the harmonic oscillator over many decades. In our inevitably limited summary of the related literature, we have
chosen to restrict ourselves to time independent perturbations of the one-dimensional harmonic oscillator.

The numerous contributions spanning many decades can be essentially divided into the following groups:
i) polynomial perturbations;
ii) nonpolynomial perturbations;
iii) point perturbations.

The x4-perturbation was the first polynomial perturbation to be extensively investigated also because of its con-

nections with Quantum Field Theory. As the Hamiltonian − d2

dx2
+ x2 + βx4 is one of the key topics in [2, 3], we

refer the interested reader to those textbooks and the related references cited therein (see [4] in particular). We remind
the reader that the non-analyticity of its eigenvalues as functions of β was a well-known thorny issue in the early days
of quantum mechanics. However, it is possible to exploit the Borel summability method to get around this obstacle
(see Theorems XII.19, XII.21 and Example 1 for both theorems in [3]). A modified Borel transform allows the exten-

sion of the method to Hamiltonians of the type − d2

dx2
+ x2 + βx2m,m ≥ 3 (see Example 3 for Theorems XII.20,

XII.21 in [3]). Another noteworthy polynomial perturbation is the one leading to the double well oscillator whose

Hamiltonian is given by − d2

dx2
+ x2 + 2βx2 + β2x4 = − d2

dx2
+ x2(1 + βx)2. In particular, the analyticity of its

eigenvalues is dealt with in Example 6 following Theorems XII.16.5 in [3] and the related references cited therein.
Another important branch of polynomial perturbations is the one of the type βx2m+1,m ≥ 0, which had its origin

in the early investigations on the Hamiltonian of the real cubic oscillator − d2

dx2
+ x2 + βx3 (see, e.g., [5, 6]) and

was initially studied in [7, 8]. Further interest has been drawn into the cubic anharmonic oscillator by the fact that the

Hamiltonian − d2

dx2
+ x2 + iβ

1
2x3, β > 0 is PT-symmetric (see [9, 10]).

The most extensively studied nonpolynomial perturbation of the harmonic oscillator is certainly the potential
λx2

1 + gx2
, λ, g > 0 with the early works on this model dating back to the late seventies (see [11-20]). The functional

analytic approach based on the Birman–Schwinger principle was used in [21] to analyze the behavior of the eigenval-
ues for small values of λ and large values of g. The same technique was exploited in [22] to further investigate this
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model assuming the coupling constant λ to be a function of g, in particular λ(g) = g
n
2 , n = 1, 2, 3. In the last case

λ(g) = g
3
2 the Hamiltonian behaves, apart from the constant term g

1
2 , like that of the harmonic oscillator perturbed

by a δ-sequence in the range of large values of g. More recent contributions to the study of this potential can be found
in [23, 24].

The one-dimensional harmonic oscillator perturbed by a Dirac distribution centered at the origin was initially
considered in [25] as a toy model for the top quark and later in [26] in relation to supersymmetry. It is worth pointing

out that the potential
1

2
x2 − λδ(x), λ > 0 can be regarded as a singular ”funnel potential”. The same model was

subsequently investigated by means of the integral operator isospectral to the Birman–Schwinger operator in [27].
A renewed interest in this model, to a great extent motivated by its applications to Bose-Einstein condensates, has
led to more recent contributions such as [28-36]. The case in which the Dirac distribution is not centered at the
origin was analyzed in [37] (see also [28]) while the model with two identical deltas symmetrically situated about
the origin was thoroughly investigated in [38] (see also [28]). The case of a PT-symmetric Hamiltonian for a one-
dimensional harmonic oscillator potential decorated with an even number of Dirac delta functions located at symmetric
points and complex conjugate strengths was first studied in [39] by means of ODE techniques and later in [40, 41].
As is well known, the Dirac distribution is not the only point interaction in one-dimensional Quantum Mechanics
(see [42, 43]). Therefore, other types of point perturbations of the harmonic oscillator have been considered more
recently, in particular the central δ′-potential (also called local δ′ in the literature) and the central δ′-interaction (also
called nonlocal δ′ in the literature). The former has been investigated in [44, 45] while the latter has been considered
in [46, 47] (see also [48]). A remarkable property of the latter model is given by the existence of infinitely many level
crossings for a critical value of the coupling constant, which leads to a quantum phase transition since the ground state
wave function becomes antisymmetric once the coupling constant falls below that critical value.

Although we have restricted our review to point perturbations of the one-dimensional harmonic oscillator, it is
worth mentioning that a detailed comparison of the spectral properties of point perturbations of the n-dimensional
harmonic oscillator, n = 1, 2, 3, stressing the role played by the dimension of the underlying space can be found
in [50].

In this brief note, we have decided to start investigating the Hamiltonian H−λ =
1

2
(− d2

dx2
+ x2)− λe−x

2

, λ > 0

since the latter Gaussian perturbation has the typical properties of short-range potentials but also those of the harmonic
oscillator near the bottom of the well. To the best of our knowledge the only work on this model has been [49]. The
combination of the harmonic potential with the attractive Gaussian gives rise to another type of funnel potential which,
differently from the aforementioned one or the one analyzed in [51] with a central attractive point perturbation of the
conic oscillator, has a finite minimum. The plot shown in Fig. 1 depicts this funnel potential for three different values of

the coupling constant. It is rather evident that the Hamiltonian (with a singular funnel potential)
1

2
(− d2

dx2
+x2)−λδ(x)

is the limit in the norm resolvent sense (see [52]) of the sequence of Hamiltonians (with a finite funnel potential)
1

2
(− d2

dx2
+ x2)− λne−n

2x2

, λ > 0 as n→∞.
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FIG. 1. The plot of V−λ(x) =
1

2
x2 − λe−x

2

, λ > 0 for λ = 5, 10, 20

Although we are going to focus only on the attractive Gaussian potential −λe−x
2

in this note, it is clear that
the integral operators to be investigated will also be relevant in the case of the repulsive perturbation λe−x

2

which,
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combined with the harmonic potential, produces the double well potential V+λ(x) =
1

2
x2 + λe−x

2

, λ > 0, depicted
in Fig. 2 for three different values of the coupling constant.
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FIG. 2. The plot of V+λ(x) =
1

2
x2 + λe−x

2

, λ > 0 for λ = 2, 5, 10

In particular, we carry out a detailed analysis of the two isospectral integral operators for this model that are at the
heart of the renowned Birman–Schwinger principle, namely λe−x

2/2 [H0 − E]
−1
e−x

2/2 and
λ [H0 − E]

− 1
2 e−x

2

[H0 − E]
− 1

2 . We show that the trace of these operators can be explicitly written in terms of a
ratio of Gamma functions, a feature shared by point perturbations of the harmonic oscillator.

2. The Birman–Schwinger principle: recasting the Schrödinger equation into an integral equation

The Schrödinger Hamiltonian for the one-dimensional harmonic oscillator perturbed by an attractive central
Gaussian potential reads:

Hλ = H0 − λV (x) = H0 − λe−x
2

, λ > 0 (2.1)

where

H0 =

(
−1

2

d2

dx2
+
x2

2

)
≥ 1

2
(2.2)

is the Hamiltonian of the unperturbed harmonic oscillator. Hence, the equation determining the lowest eigenvalue
(ground state energy) is given by: [

H0 − λe−x
2
]
ψ = Eψ, E <

1

2
, (2.3)

or equivalently,

[H0 − E]ψ = λe−x
2

ψ, (2.4)

By setting χ = [H0 − E]
1
2 ψ, the latter equation can be rewritten as:

[H0 − E]
1
2 χ = λe−x

2

[H0 − E]
− 1

2 χ, (2.5)

which can finally be recast as the following integral equation

χ = λ [H0 − E]
− 1

2 e−x
2

[H0 − E]
− 1

2 χ, (2.6)

taking account that the square root of the resolvent in x-space is a positive integral operator for any E <
1

2
.

Alternatively, one can set φ = e−x
2/2ψ, to get instead a different integral equation, namely:

φ = λe−x
2/2 [H0 − E]

−1
e−x

2/2φ, (2.7)



Exact calculation of the trace of the Birman–Schwinger operator... 611

the positive integral operator on the right hand side of the latter equation being the renowned Birman–Schwinger
operator widely used in the literature on small perturbations of the Laplacian in the sense of quadratic forms. As is
well known (see [55, 56]), the two integral operators are isospectral.

Therefore, the Birman–Schwinger principle can be exploited in either integral equation to establish the one-to-one
correspondence between the ground state energy of the original Hamiltonian and the value of the energy parameter
in (2.6) or (2.7) for which the respective integral operator has an eigenvalue equal to one. We wish to remind the

reader that the analog of the integral operator in (2.6) for H0 = − d2

dx2
has been investigated in [53,54] to evaluate the

lowest eigenvalues of the one-dimensional negative Laplacian perturbed by an attractive Gaussian potential. It is worth
pointing out that in those works the p-space representation was chosen so that the square roots of the resolvent acted
as multiplication operators and the potential as a convolution integral operator, thus taking advantage of the invariance
of the Gaussian under the Fourier integral transform.

3. Exact calculation of the trace of λ [H0 − E]
− 1

2 e−x
2

[H0 − E]
− 1

2

As the Gaussian potential is clearly absolutely summable, we could exploit the general estimate of the trace class
norm of our positive integral operator given for any absolutely summable perturbing potential in [21] in terms of the
||·||1-norm of the potential, that is to say:

λ
∣∣∣∣∣∣[H0 − E]

− 1
2 e−x

2

[H0 − E]
− 1

2

∣∣∣∣∣∣
1

= λ

∞∑
n=0

(ψn, e
−x2

ψn)

n+ 1
2 − E

≤ λπ 1
2C (3.1)

where C =

∞∑
n=0

||ψn||2∞
n+ 1

2 − E
< ∞, given that the numerator of the sequence inside the sum decays like n−

1
6 (

[27, 35, 38]).
It is instructive, however, to take advantage of the unique properties of the Gaussian potential in order to obtain

more detailed information on the trace of the operator. Given that (ψn, e
−x2

ψn) = π
1
2 (ψn, ψ0ψ0ψn) =

π
1
2 (ψnψ0, ψ0ψn) =

(π
2

) 1
2

ψ2
2n(0) (having taken account of the fact that the eigenfunctions of the harmonic oscil-

lator are real-valued functions), as follows from Wang’s results on such scalar products of four eigenfunctions of the
harmonic oscillator (see [57, 58]), one gets:

λ

∞∑
n=0

(ψn, e
−x2

ψn)

n+ 1
2 − E

= λ
(π

2

) 1
2
∞∑
n=0

ψ2
2n(0)

n+ 1
2 − E

= λ (2π)
1
2

∞∑
n=0

ψ2
2n(0)

2n+ 1− 2E
(3.2)

The convergence of the latter series is faster than that of the series defining the constantC in (3.1) since ψ2
2n(0)→

0 like n−
1
2 (see [27, 35, 38]). Furthermore, it is possible to write the series in terms of special functions since:

λ (2π)
1
2

∞∑
n=0

ψ2
2n(0)

2n+ 1− 2E
= λ (2π)

1
2

(
H0 +

1

2
− 2E

)−1
(0, 0), (3.3)

the value of the Green function (the integral kernel of the resolvent operator) of the unperturbed harmonic oscillator
evaluated at x = y = 0.

As is well known from the aforementioned papers on point perturbations of the one-dimensional harmonic oscil-
lator ( [27, 37, 38, 46]), the right hand side of (3.3) can be expressed in integral form as:

λ (2π)
1
2

(
H0 +

1

2
− 2E

)−1
(0, 0) = 2

1
2λ

∫ ∞
0

e(2E−1)t

(1− e−2t) 1
2

dt = 2
1
2λ

∫ 1

0

s−2E

(1− s2)
1
2

ds (3.4)

As the latter integral can be written in terms of the beta function, which in turn can be expressed as a ratio of
Gamma functions, the right hand side of (3.4) is simply given by:

λ
(π

2

) 1
2 Γ

(
1
2 − E

)
Γ (1− E)

(3.5)

The result that has just been obtained can be summarized as follows:
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Theorem 3.1. For any E <
1

2
the positive isospectral integral operators

(H0 − E)
−1/2

e−x
2

(H0 − E)
−1/2 and e−

x2

2 (H0 − E)
−1
e−

x2

2

are trace class and their trace class norm is equal to∣∣∣∣∣∣λ(H0 − E)−1/2e−x
2

(H0 − E)−1/2
∣∣∣∣∣∣
1

= λ
(π

2

) 1
2 Γ

(
1
2 − E

)
Γ (1− E)

(3.6)

Of course, when E >
1

2
but still in the resolvent set ρ(H0) (E 6= n +

1

2
), the Birman–Schwinger operator is

no longer positive so that the right hand side of (3.6) is no longer its ||·||1- norm but only its trace, that is to say the
difference between the norm of its positive part and that of its negative part. The plot of the right hand side of (3.6) is
shown in Fig. 3.

-8 -6 -4 -2 2 4 6

-2

-1

1

2

3

FIG. 3. The plot of the trace of the Birman–Schwinger operator for the Gaussian perturbation as a function of
E for λ = 1.

As is evident from the graph, the trace is positively (respectively negatively) divergent as E approaches an eigen-
value of H0 from the left (resp. right) due to the positive (respectively negative) divergence of the corresponding rank
one operator in the left (resp. right) neighbourhood of that eigenvalue.

The reader acquainted with the literature on point perturbations of the one-dimensional harmonic oscillator (see
[25, 27, 37, 38, 46]) will certainly recall that, in the case of an attractive central δ-perturbation, the trace of the positive
operator λ(H0 − E)−1/2δ(x)(H0 − E)−1/2 can also be written in terms of a ratio of Gamma functions, namely∣∣∣∣∣∣λ(H0 − E)−1/2δ(x)(H0 − E)−1/2

∣∣∣∣∣∣
1

= λ
Γ
(
1
4 −

E
2

)
2Γ
(
3
4 −

E
2

) (3.7)

The plot of the right hand side of (3.7) is provided in Fig. 4. As was to expected, while the trace corresponding

to the Gaussian perturbation vanishes at E = n, n = 1, 2, .. and diverges at E = n +
1

2
, n = 0, 1, 2, .., the trace

corresponding to the δ-perturbation vanishes atE = 2n+
3

2
, n = 0, 1, 2, .. and diverges atE = 2n+

1

2
, n = 0, 1, 2, ...

However, a crucial difference between the two models is to be stressed with regard to the quest for the eigenvalues
of the perturbed Hamiltonian: while in the latter case, the operator has rank equal to one, which implies that the right
hand side of (3.7) determines completely the bound state equation, in the case of the Gaussian perturbation the right
hand side of (3.6) represents only the linear term in the expansion of the Fredholm determinant appearing in the bound
state equation, that is to say

det
[
1− λ (H0 − E)

−1/2
e−x

2

(H0 − E)
−1/2

]
= 0, (3.8)

so that the traces of all the other powers of the operator are needed in order to compute the new eigenvalues created by
the perturbation. We remind the reader that, as a consequence of a well-known inequality for Fredholm determinants,

for any λ > 0 and E <
1

2
, we get:∣∣∣det

[
1− λ (H0 − E)

−1/2
e−x

2

(H0 − E)
−1/2

]∣∣∣ ≤ eλ∣∣∣∣∣∣(H0−E)−1/2e−x
2
(H0−E)−1/2

∣∣∣∣∣∣
1 , (3.9)
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FIG. 4. The plot of the trace of the Birman–Schwinger operator for the δ-perturbation as a function of E for
λ = 1.

which becomes

∣∣∣det
[
1− λ (H0 − E)

−1/2
e−x

2

(H0 − E)
−1/2

]∣∣∣ ≤ eλ(π2 )
1
2

Γ( 1
2
−E)

Γ(1−E) , (3.10)

taking advantage of (3.6). In Fig. 5 the plot of the function on the right hand side of (3.10) is shown for E <
5

2
, even

though it must be borne in mind that the function represents the upper bound of the absolute value of the determinant

only up to E <
1

2
.

-1.0 -0.5 0.5 1.0 1.5
ã

10

20

30

40

50

TCNE

FIG. 5. The plot of eλ(
π
2 )

1
2

Γ( 1
2
−E)

Γ(1−E) for λ = 1

Despite the far greater complexity of the determinant in our case, it might be possible to compute the eigenvalues
of the Hamiltonian of the harmonic oscillator with an attractive Gaussian perturbation to a satisfactory degree of
accuracy by exploiting the aforementioned fact that the integral operator λ(H0−E)−1/2e−x

2

(H0−E)−1/2 diverges
only on a one-dimensional subspace in proximity of an eigenvalue of H0, which was crucial in [21, 22] to investigate

the discrete spectrum of the harmonic oscillator with the Lorentzian perturbation
λ

1 + gx2
. The latter issue will be

dealt with in a separate publication.
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1. Introduction

Operator matrices are matrices where the entries are linear operators between Banach or Hilbert spaces, see [1].
One special class of operator matrices are Hamiltonians associated with the systems of non-conserved number of
quasi-particles on a lattice. In such systems the number of particles can be unbounded as in the case of spin-boson
models [2,3] or bounded as in the case of “truncated” spin-boson models [4–7]. They arise, for example, in the theory
of solid-state physics [8], quantum field theory [9] and statistical physics [4, 10].

The study of systems describing n particles in interaction, without conservation of the number of particles is
reduced to the investigation of the spectral properties of self-adjoint operators acting in the cut subspace H(n) of the
Fock space, consisting of r ≤ n particles [4, 9, 10]. The perturbation of an operator (the generalized Friedrichs model
which has a 2×2 operator matrix form acting inH(2)), with discrete and essential spectrum has played a considerable
role in the study of spectral problems connected with the quantum theory of fields [9].

One of the most actively studied objects in operator theory, in many problems of mathematical physics and
other related fields is the investigation of the threshold eigenvalues and virtual levels of block operator matrices, in
particular, Hamiltonians on a Fock space associated with systems of non-conserved number of quasi-particles on a
lattice. In the present paper, we consider a family of 2 × 2 operator matrices Aµ(k), k ∈ T3 := (−π, π]3, µ > 0
(so - called generalized Friedrichs models) associated with the Hamiltonian of a system consisting of at most two
particles on a three-dimensional lattice Z3, interacting via creation and annihilation operators. They are acting in
the direct sum of zero-particle and one-particle subspaces of a Fock space. The main goal of the paper is to give a
thorough mathematical treatment of the spectral properties of this family in three dimensions. More exactly, we find
a set Λ := {k(1), ..., k(8)} ⊂ T3 and prove that for a i ∈ {1, 2, . . . , 8} there is a value µi of the parameter µ such
that only for µ = µi the operator Aµ(0̄) has a zero-energy resonance, here 0 = minσess(Aµ(0̄)) and the operator
Aµ(k(i)) has a virtual level at the point z = 27/2 = maxσess(Aµ(k(i))), where 0̄ := (0, 0, 0) ∈ T3 and k(i) ∈ Λ. We
point out that a part of the results is typical for lattice models; in fact, they do not have analogs in the continuous case
(because its essential spectrum is half-line [E; +∞), see for example [4]).

We notice that threshold eigenvalue and virtual level (threshold energy resonance) of a generalized Friedrichs
model have been studied in [11–14]. The paper [15] is devoted to the threshold analysis for a family of Friedrichs
models under rank one perturbations. In [16] a wide class of two-body energy operators h(k) on the d-dimensional
lattice Zd, d ≥ 3, is considered, where k is the two-particle quasi-momentum. If the two-particle Hamiltonian h(0) has
either an eigenvalue or a virtual level at the bottom of its essential spectrum and the one-particle free Hamiltonians in
the coordinate representation generate positivity preserving semi-groups, then it is shown that for all nontrivial values
k, k 6= 0, the discrete spectrum of h(k) below its threshold is non-empty. These results have been applied to the proof
of the existence of Efimov’s effect and to obtain discrete spectrum asymptotics of the corresponding Hamiltonians.
We note that above mentioned results are discussed only for the bottom of the essential spectrum. The threshold
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eigenvalues and virtual levels of a slightly simpler version of Aµ(k) were investigated in [17], and the structure of
the numerical range are studied using similar results. In [18], the essential spectrum of the family of 3 × 3 operator
matrices H(K) is described by the spectrum of the family of 2× 2 operator matrices. The results of the present paper
are play important role in the investigations of the operator H(K), see [12].

The plan of this paper is as follows: Section 1 is an introduction to the whole work. In Section 2, a family of
2 × 2 operator matrices are described as bounded self-adjoint operators in the direct sum of two Hilbert spaces and
its spectrum is described. In Section 3, we discuss some results concerning threshold analysis of a family of 2 × 2
operator matrices.

We adopt the following conventions throughout the present paper. Let N, Z, R and C be the set of all positive
integers, integers, real and complex numbers, respectively. We denote by T3 the three-dimensional torus (the first
Brillouin zone, i.e., dual group of Z3), the cube (−π, π]3 with appropriately identified sides equipped with its Haar
measure. The torus T3 will always be considered as an abelian group with respect to the addition and multiplication
by real numbers regarded as operations on the three-dimensional space R3 modulo (2πZ)3.

Denote by σ(·), σess(·) and σdisc(·), respectively, the spectrum, the essential spectrum, and the discrete spectrum
of a bounded self-adjoint operator.

2. Family of 2×2 operator matrices and its spectrum

LetL2(T3) be the Hilbert space of square-integrable (complex-valued) functions defined on the three-dimensional
torus T3. Denote H by the direct sum of spaces H0 := C and H1 := L2(T3), that is, H := H0 ⊕ H1. We write
the elements f of the space H in the form f = (f0, f1) with f0 ∈ H0 and f1 ∈ H1. Then for any two elements
f = (f0, f1) and g = (g0, g1), their scalar product is defined by

(f, g) := f0g0 +

∫
T3

f1(t)g1(t)dt.

The Hilbert spacesH0 andH1 are zero- and one-particle subspaces of a Fock space F(L2(T3)) over L2(T3), respec-
tively, where

F(L2(T3)) := C⊕ L2(T3)⊕ L2((T3)2)⊕ · · · ⊕ L2((T3)n)⊕ · · · .
In the Hilbert spaceH we consider the following family of 2× 2 operator matrices

Aµ(k) :=

(
A00(k) µA01

µA∗01 A11(k)

)
,

where Aii(k) : Hi → Hi, i = 0, 1, k ∈ T3 and A01 : H1 → H0 are defined by the rules

A00(k)f0 = w0(k)f0, A01f1 =

∫
T3

v(t)f1(t)dt, (A11(k)f1)(p) = w1(k, p)f1(p).

Here fi ∈ Hi, i = 0, 1; µ > 0 is a coupling constant, the function v(·) is a real-valued analytic function on T3, the
functions w0(·) and w1(·, ·) have the form

w0(k) := ε(k) + γ, w1(k, p) := ε(k) + ε(k + p) + ε(p)

with γ ∈ R and the dispersion function ε(·) is defined by

ε(k) :=

3∑
i=1

(1− cos ki), k = (k1, k2, k3) ∈ T3. (2.1)

Under these assumptions the operator matrix Aµ(k) is a bounded and self-adjoint inH.
We remark that the operators A01 and A∗01 are called annihilation and creation operators [9], respectively. In

physics, an annihilation operator is an operator that lowers the number of particles in a given state by one, a creation
operator is an operator that increases the number of particles in a given state by one, and it is the adjoint of the
annihilation operator.

Let A0(k) := Aµ(k)|µ=0. The perturbation Aµ(k) − A0(k) of the operator A0(k) is a self-adjoint operator of
rank 2. Therefore, in accordance with the invariance of the essential spectrum under the finite rank perturbations [19],
the essential spectrum σess(Aµ(k)) of Aµ(k) fills the following interval on the real axis

σess(Aµ(k)) = [m(k),M(k)],
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where the numbers m(k) and M(k) are defined by

m(k) := min
p∈T3

w1(k, p), M(k) := max
p∈T3

w1(k, p). (2.2)

Remark 2.1. We remark that the essential spectrum ofAµ(π̄), π̄ := (π, π, π) ∈ T3 is degenerate to the set consisting
of the unique point {12} and hence we can not state that the essential spectrum of Aµ(k) is absolutely continuous for
any k ∈ T3.

For any µ > 0 and k ∈ T3 we define an analytic function ∆µ(k ; ·) in C \ σess(Aµ(k)) by

∆µ(k ; z) := w0(k)− z − µ2

∫
T3

v2(t)dt

w1(k, t)− z
, z ∈ C \ σess(Aµ(k)).

Usually the function ∆µ(k ; ·) is called the Fredholm determinant associated to the operator matrix Aµ(k).
The following statement establishes connection between the eigenvalues of the operator Aµ(k) and zeros of the

function ∆µ(k ; ·), see [11, 14].

Lemma 2.2. For any µ > 0 and k ∈ T3 the operator Aµ(k) has an eigenvalue zµ(k) ∈ C \ σess(Aµ(k)) if and only
if ∆µ(k ; zµ(k)) = 0.

From Lemma 2.2 it follows that

σdisc(Aµ(k)) = {z ∈ C \ σess(Aµ(k)) : ∆µ(k ; z) = 0}.

Since the function ∆µ(k ; ·) is a monotonically decreasing function on (−∞;m(k)) and (M(k); +∞), for µ > 0
and k ∈ T3 the operator Aµ(k) has no more than 1 simple eigenvalue in (−∞;m(k)) and (M(k); +∞).

Let Λ := {k = (k1, k2, k3) : ki ∈ {−2π/3, 2π/3}, i = 1, 2, 3}. Since the set Λ ⊂ T3 consists 8 points for a
convenience we rewrite the set Λ as Λ = {k(1), k(2), . . . , k(8)}.

It is easy to verify that the function w1(·, ·) has a non-degenerate minimum at the point (0̄, 0̄) ∈ (T3)2, 0̄ :=
(0, 0, 0) and has non-degenerate maximum at the points of the form (k(i), k(i)) ∈ (T3)2, i = 1, . . . , 8, such that

min
k,p∈T3

w1(k, p) = w1(0̄, 0̄) = 0, max
k,p∈T3

w1(k, p) = w2(k(i), k(i)) = 27/2, i = 1, . . . , 8.

Simple calculations show that

σess(Aµ(0̄)) = [0; 12];

σess(Aµ(k(i))) = [
15

2
;

27

2
], i = 1, . . . , 8.

Therefore,

min
k∈T3

σess(Aµ(k)) = 0, max
k∈T3

σess(Aµ(k)) =
27

2
.

3. Threshold eigenvalues and virtual levels

In this Section, we prove that for any i ∈ {1, . . . , 8} there is a value µi of the parameter (coupling constant) µ
such that only for µ = µi the operator Aµ(0̄) has a virtual level at the point z = 0 (zero-energy resonance) and the
operator Aµ(k(i)) has a virtual level at the point z = 27/2 under the assumption that v(0̄) 6= 0 and v(k(i)) 6= 0. For
the case v(0̄) = 0 and v(k(i)) = 0 we show that the number z = 0 (z = 27/2) is a threshold eigenvalue of Aµ(0̄)

(Aµ(k(i))).
Denote by C(T3) and L1(T3) the Banach spaces of continuous and integrable functions on T3, respectively.

Definition 3.1. Let γ 6= 0. The operator Aµ(0̄) is said to have a virtual level at z = 0 (or zero-energy resonance), if
the number 1 is an eigenvalue of the integral operator

(Gµψ)(p) =
µ2v(p)

2γ

∫
T3

v(t)ψ(t)dt

ε(t)
, ψ ∈ C(T3)

and the associated eigenfunction ψ(·) (up to constant factor) satisfies the condition ψ(0̄) 6= 0.
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Definition 3.2. Let γ 6= 9 and i ∈ {1, . . . , 8}. The operatorAµ(k(i)) is said to have a virtual level at z = 27/2, if the
number 1 is an eigenvalue of the integral operator

(G(i)
µ ϕ)(p) =

µ2v(p)

γ − 9

∫
T3

v(t)ϕ(t)dt

ε(k(i) + t) + ε(t)− 9
, ϕ ∈ C(T3)

and the associated eigenfunction ϕ(·) (up to constant factor) satisfies the condition ϕ(k(i)) 6= 0.

Using the extremal properties of the function ε(·), and the Lebesgue dominated convergence theorem, we obtain
that there exist the positive finite limits

lim
z→−0

∫
T3

v2(t)dt

ε(t)− z
=

∫
T3

v2(t)dt

ε(t)
;

lim
z→9+0

∫
T3

v2(t)dt

z − ε(k(i) + t)− ε(t)
=

∫
T3

v2(t)dt

9− ε(k(i) + t)− ε(t)
.

For the next investigations, we define the following quantities

µl(γ) :=
√

2γ

∫
T3

v2(t)dt

ε(t)

−1/2 for γ > 0;

µ(i)
r (γ) :=

√
9− γ

∫
T3

v2(t)dt

9− ε(k(i) + t)− ε(t)

−1/2 for γ < 9, i = 1, . . . , 8.

Let γi ∈ (0; 9) be an unique solution of µl(γ) = µ
(i)
r (γ). It follows immediately that

γi := 9

2

∫
T3

v2(t)dt

9− ε(k(i) + t)− ε(t)
+

∫
T3

v2(t)dt

ε(t)

−1 ∫
T3

v2(t)dt

ε(t)
.

In the following, we compare the values of µl(γ) and µr(γ) depending on γ ∈ (0; 9).

Remark 3.3. Let i ∈ {1, . . . , 8}. By the definition of the quantities µl(γ) and µ(i)
r (γ) one can conclude that

if γ ∈ (0; γi), then µl(γ) < µ
(i)
r (γ);

if γ = γi, then µl(γ) = µ
(i)
r (γ);

if γ ∈ (γi; 9), then µl(γ) > µ
(i)
r (γ).

From the Definition 3.1 (resp. 3.2) we obtain that the number 1 is an eigenvalue of Gµ (resp. G(i)
µ ) if and only if

µ = µl(γ) (resp. µ = µ
(i)
r (γ)).

We notice that in the Definition 3.2, the requirement of the presence of an eigenvalue 1 of G(i)
µ corresponds to the

existence of a solution of the equation Aµ(k(i))f = (27/2)f and the condition ψ(k(i)) 6= 0 implies that the solution
f = (f0, f1) of this equation does not belong to H. More exactly, if the operator Aµ(k(i)) has a virtual level at
z = 27/2, then the vector-function f = (f0, f1), where

f0 = const 6= 0, f1(q) = − µv(q)f0
ε(k(i) + q) + ε(q)− 9

, (3.1)

satisfies the equation Aµ(k(i))f = (27/2)f and f1 ∈ L1(T3) \ L2(T3) (see assertion (i) of Theorem 3.4).
If the number z = 27/2 is an eigenvalue of the operator Aµ(k(i)) then the vector-function f = (f0, f1), where

f0 and f1 are defined in (3.1), satisfies the equation Aµ(k(i))f = (27/2)f and f1 ∈ L2(T3) (see assertion (ii) of
Theorem 3.4).

The same assertions are true for the operator Aµ(0̄) at the point z = 0.
Henceforth, we shall denote by C1, C2, C3 different positive numbers and for each δ > 0, the notation Uδ(p0) is

used for the δ−neighborhood of the point p0 ∈ T3 :

Uδ(p0) := {p ∈ T3 : |p− p0| < δ}.

Now we formulate the first main result of the paper.
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Theorem 3.4. Let γ < 9 and i ∈ {1, . . . , 8}.
(i) The number z = 27/2 is an eigenvalue of the operator Aµ(k(i)) if and only if µ = µ

(i)
r (γ) and v(k(i)) = 0;

(ii) The operator Aµ(k(i)) has a virtual level at the point z = 27/2 if and only if µ = µ
(i)
r (γ) and v(k(i)) 6= 0.

Proof. Suppose γ < 9 and i ∈ {1, . . . , 8}.
(i) “Only If Part”. Let the number z = 27/2 be an eigenvalue of Aµ(k(i)) and f = (f0, f1) ∈ H be an associated

eigenvector. Then f0 and f1 are satisfy the system of equations

(γ − 9)f0 + µ

∫
T3

v(t)f1(t)dt = 0;

µv(p)f0 + (ε(k(i) + p) + ε(p)− 9)f1(p) = 0. (3.2)

This implies that f0 and f1 are of the form (3.1) and the first equation of system (3.2) yields ∆µ(k(i) ; 27/2) = 0,
therefore, µ = µ

(i)
r (γ).

Now let us show that f1 ∈ L2(T3) if and only if v(k(i)) = 0. Indeed, if v(k(i)) = 0 (resp. v(k(i)) 6= 0), from
analyticity of the function v(·) it follows that there exist C1, C2, C3 > 0, θi ∈ N and δ > 0 such that

C1|p− k(i)|θi ≤ |v(p)| ≤ C2|p− k(i)|θi , p ∈ Uδ(k(i)), (3.3)

respectively
|v(p)| ≥ C3, p ∈ T3 \ Uδ(k(i)). (3.4)

Since the function ε(k(i) + p) + ε(p) has an unique non-degenerate maximum at the point k(i) ∈ T3 there exist
C1, C2, C3 > 0 and δ > 0 such that

C1|p− k(i)|2 ≤ |ε(k(i) + p) + ε(p)− 9| ≤ C2|p− k(i)|2, p ∈ Uδ(k(i)), (3.5)

|ε(k(i) + p) + ε(p)− 9| ≥ C3, p ∈ T3 \ Uδ(k(i)). (3.6)
We have ∫

T3

|f1(t)|2dt = µ2|f0|2
∫

Uδ(k(i))

v2(t)dt

(ε(k(i) + t) + ε(t)− 9)2

+ µ2|f0|2
∫

T3\Uδ(k(i))

v2(t)dt

(ε(k(i) + t) + ε(t)− 9)2
. (3.7)

Let v(k(i)) = 0. Then by (3.3) and (3.5) for the first summand on the right-hand side of (3.7) we have∫
Uδ(k(i))

v2(t)dt

(ε(k(i) + t) + ε(t)− 9)2
≤ C1

∫
Uδ(k(i))

|t− k(i)|2θidt
|t− k(i)|4

< +∞.

It follows from the continuity of v(·) on a compact set T3 and (3.6) that∫
T3\Uδ(k(i))

v2(t)dt

(ε(k(i) + t) + ε(t)− 9)2
≤ C1

∫
T3\Uδ(k(i))

dt < +∞.

So, in this case f1 ∈ L2(T3).
For the case v(k(i)) 6= 0 there exsist the numbers δ > 0 and C1 > 0 such that |v(p)| ≥ C1 for any p ∈ Uδ(k(i)).

Then from (3.5) we obtain ∫
T3

|f1(t)|2dt ≥ C1

∫
Uδ(k(i))

dt

|t− k(i)|4
= +∞.

Therefore, f1 ∈ L2(T3) if and only if v(k(i)) = 0.
“If Part”. Suppose that µ = µ

(i)
r (γ) and v(k(i)) = 0. It is easy to verify that the vector-function f = (f0, f1)

with f0 and f1 defined in (3.1) satisfies the equationAµ(k(i))f = (27/2)f . We proved above that if v(k(i)) = 0, then
f1 ∈ L2(T3).

(ii) “Only If Part”. Suppose that the operator Aµ(k(i)) has a virtual level at z = 27/2. Then by Definition 3.2 the
equation

ϕ(p) =
µ2v(p)

γ − 9

∫
T3

v(t)ϕ(t)dt

ε(k(i) + t) + ε(t)− 9
, ϕ ∈ C(T3) (3.8)
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has a nontrivial solution ϕ ∈ C(T3), which satisfies the condition ϕ(k(i)) 6= 0.
This solution is equal to the function v(p) (up to a constant factor) and hence

∆µ(k(i), 27/2) = γ − 9− µ2

∫
T3

v2(t)dt

ε(k(i) + t) + ε(t)− 9
= 0,

that is, µ = µ
(i)
r (γ).

“If Part”. Let now µ = µ
(i)
r (γ) and v(k(i)) 6= 0. Then the function v ∈ C(T3) is a solution of (3.8), and

consequently, by Definition 3.2 the operator Aµ(k(i)) has a virtual level at z = 27/2. �

The following result may be proved in much the same way as Theorem 3.4.

Theorem 3.5. Let γ > 0.
(i) The operator Aµ(0̄) has an zero eigenvalue if and only if µ = µl(γ) and v(0̄) = 0;
(ii) The operator Aµ(0̄) has a zero energy resonance if and only if µ = µl(γ) and v(0̄) 6= 0.

Since µl(γi) = µ
(i)
r (γi), setting µi := µl(γi), from Theorems 3.4 and 3.5 we obtain the following

Corollary 3.6. Let γ ∈ (0; 9) and i ∈ {1, . . . , 8}.
(i) The operator Aµ(0̄) has a zero eigenvalue and the number z = 27/2 is an eigenvalue of Aµ(k(i)) iff µ = µi and
v(0̄) = v(k(i)) = 0;
(ii) The operatorAµ(0̄) has zero-energy resonance and the operatorAµ(k(i)) has a virtual level at the point z = 27/2

iff µ = µi, v(0̄) 6= 0 and v(k(i)) 6= 0;
(iii) The operator Aµ(0̄) has a zero eigenvalue and the operator Aµ(k(i)) has a virtual level at the point z = 27/2 iff
µ = µi, v(0̄) = 0 and v(k(i)) 6= 0;
(iv) The operator Aµ(0̄) has a zero-energy resonance and the number z = 27/2 is an eigenvalue of Aµ(k(i)) iff
µ = µi, v(0̄) 6= 0 and v(k(i)) = 0.

Next we will consider some applications of the results. Denote by H2 := Ls
2((T3)2) the Hilbert space of square

integrable (complex) symmetric functions defined on (T3)2. In the Hilbert spaceH1⊕H2 we consider a 2×2 operator
matrix

Aµ :=

(
A11

√
2µA12√

2µA∗12 A22

)
,

where Aij : Hj → Hi, i = 1, 2 are defined by the rules

(A11f1)(k) = w1(k)f1(k), (A12f2)(k) =

∫
T3

v(t)f2(k, t)dt,

(A22f2)(k, p) = w1(k, p)f2(k, p) fi ∈ Hi, i = 1, 2.

Here A∗12 : H1 → H2 denotes the adjoint operator to A12 and

(A∗12f1)(k, p) =
1

2
(v(k)f1(p) + v(p)f1(k)), f1 ∈ H1.

Under these assumptions the operator Aµ is bounded and self-adjoint.
The main results of the present paper plays crucial role in the study of the spectral properties of the operator matrix

Aµ. In particular, the essential spectrum of Aµ can be described via the spectrum of Aµ(k) the following equality
holds

σess(Aµ) = [0; 27/2] ∪
⋃
k∈T3

σdisc(Aµ(k)).

Since the operator Aµ(k) has at most 2 simple eigenvalues, the set σess(Aµ) consists at least one and at most three
bounded closed intervals, for similar results see [7].

Using Theorems 3.4 and 3.5 one can investigate [14] the number of eigenvalues of Aµ and find its discrete
spectrum asymptotics.

We note that the case

v(p) =
√
µ = const, w1(k, p) = ε(k) + ε(

1

2
(k + p)) + ε(p)

is studied in [13], and it is shown that the bounds min
k∈T3

σess(Aµ(0̄)) and max
k∈T3

σess(Aµ(π̄)) are only virtual levels. This

paper generalizes the results of the paper [13] and it is proved that these bounds are threshold eigenvalues or virtual
levels depending on the values of the function v(·).
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1. Introduction

Coupled oscillating systems with time delay are presented in many problems related to nano- and micro-systems:
oscillation reactions, delay-sustained pattern formation in subexcitable media, coupled lasers, signal transmission
through biological neurons [1–5]. The most bright example of such system is a biological neural network. The signal
transmission in such a system is based on a number of physical-chemical reactions in complex molecular structures.
An appropriate but rather complicated model for the process was suggested by A. L. Hodgkin and A. F. Huxley [6].
The model is widely used (see, e.g., [7, 8]) although it is complex for computations. To reduce the computational
complexity, FitzHugh and Nagumo suggested a more simple model [9,10] created, initially, for electronics. It is, really,
a modification of the well-known van der Pol model [11]. The approach has been intensively used last decade (see,
e.g., [12–16]). The model possesses the main features of the Hodgkin-Huxley model and quite accurately describes
the dynamics of a biological neuron and at the same time has a relatively small computational complexity. In this
article, we suggest a metric graph type model of a simple neural network including three neurons forming a lasso
graph. The model describes the actual movement of an impulse through axons from one neuron to another and vice
versa. The delay time plays an important role in the dynamics of the system. The delay time, really, corresponds to
the length of the axons. As shown, the types of system behavior fundamentally depend on these parameters. One can
observe oscillation or relaxation regime. The corresponding critical values of the parameters was found numerically.

2. Metric graph model

We now consider the model of three neurons. The system is modelled as a metric graph with a loop shown in
Fig. 1. At each edge of the graph, the FitzHugh–Nagumo partial differential equations are treated:

∂u1
∂t

= D
∂2u1
∂x2

− au1 + (a+ 1)u21 − u31 − v1,

∂v1
∂t

= bu1 − γv1,

∂u2
∂t

= D
∂2u2
∂x2

− au2 + (a+ 1)u22 − u32 − v2,

∂v2
∂t

= bu2 − γv2,

∂u3
∂t

= D
∂2u3
∂x2

− au3 + (a+ 1)u23 − u33 − v3,

∂v3
∂t

= bu3 − γv3,

(1)

where i = 1, 2, 3, functions ui(t, x) and vi(t, x) describe the states of the corresponding neurons at time t at the axon
point x, a, b, γ and D are constant parameters. At the graph vertices, we pose the following conditions ensuring a
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proper coupling (namely, the transmission from the first neuron to the second neuron only, and from the third neuron
to the second neuron only, see Fig. 1):

u2(t, 0) = u1(t, L) + u3(t, L),

u3(t, 0) = u2(t, L),
∂u1
∂x

(t, 0) = 0,
∂v1
∂x

(t, 0) = 0,

∂u1
∂x

(t, L) = 0,
∂v1
∂x

(t, L) = 0,

∂u2
∂x

(t, L) = 0,
∂v2
∂x

(t, L) = 0,

∂u3
∂x

(t, L) = 0,
∂v3
∂x

(t, L) = 0,

(2)

where L is the axon length (we assume that all axons have the same length, this assumption is not essential). These
vertex coupling conditions differ from the conventional conditions for stationary and non-stationary metric graphs
(see, e.g., [21, 22]).

Thus, the system describes three neurons: the first is the start, the second and the third are tied to each other (see.
Fig. 1).

FIG. 1. Neuron connections

To numerically solve the system (1), the method described below was used. Consider the first neuron:

∂u1
∂t

−D
∂2u1
∂x2

= f(u1)− v1;

∂v1
∂t

= bu1 − γv1;

∂u1
∂x

(t, 0) = 0,
∂v1
∂x

(t, 0) = 0;

∂u1
∂x

(t, L) = 0,
∂v1
∂x

(t, L) = 0.

, (3)

where, f(x) = −ax + (a + 1)x2 − x3. We divide the segment [0, L] into n equal segments (with lengths h =
1

n
)

by points x0 = 0, x1 =
L

n
, . . . , xn−1 =

L(n− 1)

n
, xn = L. We introduce a similar grid along the time axis with the

step τ and the points tk = kτ . Next, we introduce the notation: u(i,k)1 = u1(xi, tk). Now, system (3) can be rewritten
in the form of the following difference equations:

u
(i,k)
1 − u

(i,k−1)
1

τ
− D

2

(
u
(i+1,k)
1 − 2u

(i,k)
1 + u

(i−1,k)
1

h2
+
u
(i+1,k−1)
1 − 2u

(i,k−1)
1 + u

(i−1,k−1)
1

h2

)
=

= f(u
(i,k−1)
1 )− v

(i,k−1)
1 , i = 1 . . . n− 1;

v
(i,k)
1 − v

(i,k−1)
1

τ
= bu

(i,k−1)
1 − γv

(i,k−1)
1 , i = 1 . . . n− 1;

−3u
(0,k)
1 + 4u

(1,k)
1 − u

(2,k)
1 = 0;

u
(n−2,k)
1 − 4u

(n−1,k)
1 + 3u

(n,k)
1 = 0;

−3v
(0,k)
1 + 4v

(1,k)
1 − v

(2,k)
1 = 0;

v
(n−2,k)
1 − 4v

(n−1,k)
1 + 3v

(n,k)
1 = 0,

. (4)
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Initial values ui,01 , vi,01 , i = 0 . . . n being given, the system can be solved by the three-diagonal matrix algorithm.
Similarly, one can obtain solutions for the second and the third neurons.
This scheme was implemented in the Python programming language. Zero initial values were taken at all points,

except for the vicinity of the beginning of the first axon, where the above-threshold disturbance was considered as the
starting impulse of the system.

FIG. 2. Signal movement through neural system shown in Fig. 1. At each fragment, upper curve
shows the signal in upper neuron from Fig. 1, lower curve corresponds to lower neuron. Different
fragments correspond to different time moments (arbitrary units): a) t = 5, b) t = 65, c) t = 125,
d) t = 185, e) t = 245, f) t = 305, g) t = 365, h) t = 425, i) t = 485, j) t = 545, k) t = 605, m)
t = 665

Taking the following values of the parameters: a = 0.25, b = 0.002, γ = 0.002, D = 0.3 (as in [19]), we
constructed several solutions for various axon lengths L. Fig. 2 shows several successive states of the system at
different times for L = 16.7 (the upper part corresponds to the potential of the second axon, and the lower to the
third). The figures show that, while returned to the second neuron, the signal decays. Numerical simulation shows that
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at L = 16.8, the attenuation does not occur. That is, the same situation is observed as in the discrete system, and the
critical value lies between L = 16.7 and L = 16.8.

3. Conclusion

We suggest a mathematical model of graph type for the FitzHugh–Nagumo system. Particularly, it can be imple-
mented to a neural network or to an invertible chemical or physical transformations spreading along a system of long
molecules. The model showed a significant effect of the delay time on the impulse transfer and on the dynamics of
the network as a whole. For the corresponding values of this parameter, one has a quick decay of the impulse or a
periodic transmission. From a physical point of view, it turns out that small delays in the transmission of an impulse
do not allow the impulse to pass through recursive systems. It is not essential why is the time delay small: because
of short lengths of the graph edges or fast transmission speed along them. The main reason is simple. if the impulse
comes to the next element of the system (e.g., a neuron) during the refractory period, it can not pass through it without
an attenuation. It leads to a limitation in number of signals travelling inside the network.
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1. Introduction

Quantum computing is a paradigm which considers usage of quantum mechanical effects in computation allowing
massive parallelism and overall superiority relative toclassical computing for many important problems [1]. Quan-
tum computing operates with unitary operations, called gates, which are building blocks of any quantum algorithm.
Controlled-Z gate (or CZ-gate in short) is one of the basic 2-qubit gates which are considered to be a part of a universal
set [2]. This is thus required for a quantum computer to be able to perform any unitary operation. For example, it is
presented in Grover’s [3] and Shor’s [4] algorithms. There are several physical platforms for implementation of quan-
tum computing. The most popular one being evaluated by IBM thatuses qubits based on superconductivity [5]. In this
paper, we consider linear optical quantum computing (LOQC). Linear optical implementation of quantum computing
has many advantages over superconducting alternatives, including: significantly longer decoherence times, simplicity
of qubit encoding, as well as the benefits of using integrated photonic circuits as a physical platform. Typical LOQC
chip is constructed from beamsplitters (or directional couplers) and phaseshifters. It was shown in [6] that any unitary
operation can be constructed only with certain amount of these elements. Such simplicity might be attractive, however
there are many issues in LOQC that need to be addressed. One of the main issues with linear optical quantum comput-
ing is probabilistic behavior of many-qubit gates [7]. It appears that every linear optical gate that has been proposed is
capable of performing supposed operation only with certain probability due to the variation of basis states in the sys-
tem which do not correspond to the right operation. Knill, Laflamme and Milburn [7] proposed using ancilla channels
and projection measurements on them to force the system of the gate to collapse into a specific set of basis states, one
of them corresponding to a desired operation. Such an approach does not solve the problem of non-determinacy, but at
least gives us an ability to monitor whether the operation was performed correctly or not. Another featurewas proposed
by the same authors to make near-deterministic operations by using multiple gates acting on the entangled set of qubits
and using a teleportation protocol to extract the successfully applied gate and feed it forward to the computation. One
can note that both approaches make the system more complex, introducing a significant numberof optical elements
and increasing number of channels. Other issues include: probabilistic generation of single-photons, coupling losses,
inefficiency of single-photon detectors, and different optical losses occurring inside the scheme. Most popular designs
for LOQC systems use photonic integrated circuits (PIC’s), as theyenablegood dimensional stability, compact sizes
and integrability [8]. These circuits could be manufactured using ion exchange technology as was shown in [9]. But
the most popular approach is to use silicon nanowires, as they have much more compact nanoscale sizes and also more
components can be integrated in such chip [10]. However, there are manufacturing tolerances of such systems which
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need to be taken into account before designing any practical system. Even if a controllable Mach-Zehnder interferom-
eter is used to mitigate these issues, it is important to know to what point MZIsneed to be calibrated [11].The topic of a
quantum algorithm’s performance on areal device was studied in [12], where the authors used IBM’s superconducting
quantum processor. In this paper, we present a modeling approach and resultsfor simulation of linear optical CZ-gate
with dimensional imperfections of its passive components – beamsplitters and phaseshifters.

2. Modeling approach

A conventional approach to qubit encoding with photons is called dual-rail encoding. Thismeans that a qubit’s
state depends on the superposition of photon being in two optical modes. These modes can be spatial, polarization or
even temporal. The KLM protocol considers spatial optical modes, and thus, our CZ-gate uses two optical channels to
represent each of the 2 qubits. This correspondence can be written as

|0〉 = |1〉1 ⊗ |0〉2 = |1102〉,
|1〉 = |0〉1 ⊗ |1〉2 = |0112〉,

where left part represents qubit states, but the middle and right parts represent two different notations of a single
photon existing in one of the two optical modes. The optical scheme of CZ-gate is taken from [7] and presented in
Fig. 1. It consists of 4 logical optical modes, two of which are coupled to 4 ancilla modes. A single logical mode
coupled to two ancilla ones with additional single-photon source and detectors form the so called nonlinear-sign (NS)
gate (Fig. 2) which performs the following operation on Fock basis states:

|Ψin〉 = α|0〉+ β|1〉+ γ|2〉 → |Ψout〉 = α|0〉+ β|1〉 − γ|2〉.

FIG. 1. Schematic of a KLM CZ-gate with 4 ancilla channels (right) and its representative matrix
calculated using our modeling approach (left)

FIG. 2. Schematic of the nonlinear sign-flip gate consisting of one logical and two ancilla channels

The NS gate applies successfully when single photon is measured in the respective ancilla channel. Probability
of that happening in the ideal case is 1/4, which makes success probability of CZ gate equal to 1/16. In our model,
we divide the gate into parts each of which can be described by a single time-independent Hamiltonian. Passive
components within these parts are described by following Hamiltonians:

ĤBS = â†i âj + â†j âi, ĤPS = â†i âi,

where i, j are numbers of optical modes and âi are mode operators which act as annihilation operator on the channel
with respective number. Transformation operators are then calculated via matrix exponential:

U = exp(iĤBS/PSz),

where propagation length z represents the effective interaction length of the directional coupler or the phase shift of the
phaseshifter. Thus, dimensional errors can be introduced directly into equation shown above as random displacement
∆z. We used Quantum Toolbox in Python (QuTiP) to setup and calculate our model.
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In order to compute our model efficiently, we decided to split it into two steps. The first step is solving NS gate,
which consists of 3 channels and operates with 3 photons. The two-photon state is taken as an input for the logical
channel and an additional photon is taken as an input for the first ancilla channel. The important thing in this part is
application of projection measurement operator, which corresponds to a successful performance of this gate:

P10 = (I ⊗ |1〉〈1| ⊗ |0〉〈0|).
The success probability of the NS gate can thenbe calculated as a norm of the output wave function. Second

step is to solve CZ-gate itself. Here, we use matrices of NS-gates extracted from the previous calculation using partial
trace.Two matrices are then included into a tensor multiplication, forming a transformation operator acting on 4 logical
channels of CZ gate:

UB = (I ⊗ U1
NS ⊗ U1

NS ⊗ I).

The calculated CZ-gate is then applied to an input state of two photons being launched into second and third
logical channels which logically correspond to |11〉 state. Here, we lay out the correspondence between optical basis
states and computational once. Subsequently, we will only use computational notations:

|00〉 = |11020314〉,

|10〉 = |01120314〉,

|01〉 = |11021304〉,

|11〉 = |01121304〉.

The success probability of this gate is calculated as multiplication of success probabilities of NS gates. Dimen-
sions of these two problems are 3 channels, 3 photons and 4 channels, 2 photons, respectively. Such an approach
appears to be significantly more efficient in comparison with the more straightforward approach that does not separate
the problem and deals with 8 channels and 5 photons. One should note that we were able to divide the problem due
to the presence of projection measurements in the NS gate. Projection measurement destroys entanglement between
logical and ancilla channels. Thus, we can apply operation of partial trace without losing any important information.

As it was stated before, we can apply dimensional error of the phaseshifter or a beamsplitter as a random displace-
ment of the propagation length. It is pretty straightforward for the characterization of phase shift. For the beamsplitter,
however, it is more convenient to use value of splitting coefficient. Splitting coefficient of a beamsplitter is a ratio
between input power and output power of the opposite channel. It can be calculated as:

C = sin2

(
π

2

Lint

lc

)
,

where, Lint is an effective interaction length which in our case correspond to the value of z, lc is the coupling length
which corresponds to a values of interaction length required to fully couple light form one channel to another. The
coupling length can be calculated for a given waveguide structure using overlap integrals and finite element method.
In the initial simulation, we randomly choose errors for each component within boundaries of ±0.05 for splitting
coefficient and ±π/40 for phase shift. These errors correspond to various dimensional errors which can occur in the
manufacturing process of the component. For example silicon nitride-based directional couplers have such errors if
the 400 nm separation between waveguides in the interaction region is displaced by 25 nm [13]. Other imperfections
may occur in a value of interaction length and in a cross-section geometry of the waveguide. To observe the impact
of these imperfections on the gate performance and to understand what it means, we considered diagonal elements of
output wavefunction partial traces which basically gives us photon number distribution at given channels. In an ideal
case, we should measure exactly one photon in the second and third channels for the input state |11〉. One can see
in Fig. 3 that in the case of a dimensionally imperfect chip we are getting non-zero probabilities of 0 and 2 photons
being measured at the output of respective logical modes. We want to point out that these errors occur if the projection
measurement in both NS gates were successful thus they are not detectable by KLM-protocol and cannot be separated
from the computation without some additional measures. In the next section of this article we investigate how this
error depends on the amplitude of these imperfections.

3. Monte-Carlo simulations

Since dimensional errors of passive components are random in nature, we use the Monte-Carlo approach to study
its effect on the performance of CZ-gate. At each step, we choose boundaries for splitting coefficient and phase errors.
These boundaries are called dimensional error rate and defined by the relative change of splitting coefficient and phase
shift with 0.5 and π/2 as references respectively. Then we run 1000 iterations randomly choosing errors of passive
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FIG. 3. Photon number probability distribution at the output of 2nd and 3rd logical optical modes.
Probabilities at 0 and 2 photons correspond to the error caused by dimensional imperfections within
±0.05 for splitting coefficient and ±π/40 phase shift

components within defined boundaries. At the output we observe mean and maximum probability of error which is
calculated as

Perr = 1− 1

Psucc
〈11|ρout|11〉,

where ρout is the density matrix of the output state and Psucc is the success probability of CZ gate calculated as
multiplication of success probabilities of two NS gates. This is basically probability of not measuring |11〉 state at
the output even if both projection measurements were successful. It also corresponds to an imperfect photon number
distribution showed in Fig. 3. Fig. 4 shows how probability of error grows with dimensional error rate being increased.
One can readily see that the growth is nonlinear. Maximum error represents worst case scenario and it grows much
faster than the mean error. This indicates that statistics of error probabilities spreads with the increase of error rate.
From that, we conclude that larger dimensional errors not only introduce larger possibility of false computation, but
also make performance of the chip less predictable. This also means that large enough dimensional errors won’t allow
us to separate its impact from other possible flaws in the experiment, unless dimensions of the device will be rigorously
measured to calculate its exact impact with respect to our model, which could be complicated.

FIG. 4. Mean and maximum error probabilities obtained from Monte-Carlo simulation for different
rates of dimensional errors

Another interesting thing to determine is the success probability of the gate (Fig. 5). Unlike the error probability,
its mean value doesn’t show a continuous decrease. However, maximum and minimum values spread around the ideal
1/16. This again impacts the performance predictability of the device.

4. Conclusion

We proposed a modeling approach for KLM CZ-gate simulation with random dimensional imperfections of pas-
sive components taken into account. As a result, we observed errors – non-zero probabilities of 0 and 2 photons being
measured at the output of optical modes which correspond to the basis state of |11〉. These errors cannot be detected
by projection measurements. We used Monte-Carlo simulations to calculate mean and maximum error probabilities
depending on the rate of dimensional errors. Our results show that maximum probability, which represents the worst
case scenario for a given error rate, grows much faster than the mean one. Additionally, the success probability, which
corresponds to a certain result of projection measurement, can significantly deviate from the ideal case in the presence
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FIG. 5. Mean, minimum and maximum success probabilities of CZ-gate obtained from Monte-
Carlo simulation for different rates of dimensional errors

of imperfections.These effects should be taken into account in the design stage of schemes with a large number of
such gates. The proposed model can be used for calculation of gate matrix and then applied to performance simulation
of quantum computational schemes based on LOQC.
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This study concerns the composites optical characteristics dependence on the chemical composition of the oxide nanofilms from TiO2–MexOy and
on the existence of a SiO2 barrier layer. The laser ablation destruction threshold energy density values decrease with the light transmission growth
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1. Introduction

The nano dimensional oxide films using for the efficient change in the instrumental glass details properties allows
one to considerably expand the range of application for modified glass composites [1–5]. Nano films are applied to
change of the optical characteristics – the increasing in the light transmission by the optical details or giving of the
reflecting properties [1, 4] to them. Such a film is obtained by the sol-gel technology including the contact of a film-
forming solution with a glass substrate [3, 6–10]. The glass surface becomes covered by the oxide one- or multilayer
nano films in this case. And, besides the basic functional purpose, the nano film will follow up provide the resistance
to the surrounding medium influence [2, 11].

The influence of a SiO2 barrier layer on the laser ablation destruction threshold energy density of the glass com-
posites with the bicomponent oxide nano films of the TiO2–MexOy structure was studied after [3, 4]. The threshold
density dependence on the composite other optical parameters – the light transmittance in the visible range, reflectivity
coefficient at the 1064 nm laser radiation wavelength, an refractive index and a layer thickness were also investigated
in detail.

This goal of these studies is the composites optical characteristics dependence on the chemical composition of the
bicomponent oxide nano films from TiO2–MexOy and on the existence of a SiO2 barrier layer. The knowledge of such
a composite’s properties will allow creation of new materials for nanophotonics with the new linear and non-linear
optical properties.

2. Experimental samples and methods

The glass composites samples with the bicomponent oxide nanofilms with the structure of TiO2–MexOy have
been received by the sol-gel technology. The alloying MexOy oxide amount was 2 or 10 mass %. Starting materials
were the titanium tetraethoxide and the copper, tin, zinc, cadmium and iron chlorides. The oxides sum mass content
in the film-forming sol have been of 5 mass. %. The films were drawn on the float-glass substrate by the dipping
method and the samples withdrawal rate from the sol was of 3.8 mm/s. The heat treatment in the microwave oven –
the furnace was made within 30 minutes. The thickness, refractive index, film reflectivity have been measured by the
Horiba Jobin Yvon type spectra ellipsometer as in [12] and the samples light transmittance by a FSD-8 type micro
spectrometer (NCFO RAS).

The composites laser ablation destruction under the pulse laser radiation influence were studied at the experimen-
tal layout described in [10] and by the technique given in [4]. The YAG-Nd laser generated the radiation pulses at the
1064 nm wavelength of the 20 ns time duration and the pulse energy up to 0.15 J in the mode locking regime. The laser
radiation was focused by the lens objective on the composite sample surface. The breakdown phenomenon was fixed
on the existence of the laser plasma plume characteristic luminescence and was recorded by the FSD-8 type micro
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spectrometer with the fiber input. The laser pulse energy density changing in the range from 0.1 to 180 J/cm2 was
reached by the choice of this lens focal distance and the laser radiation weakening by the NS type calibrated neutral
light filters. The photodiode with the glass light filter IKS-1 was used for the laser pulse energy monitoring. Manage-
ment of duties of the spectrometer operation regimes controlling and the observed data processing were carried out in
PC.

3. Experimental results

The film’s thickness, refractive index and reflection coefficient at the 1064 nm wavelength have been measured
by the Uvisel 2 type Horiba Jobin Yvon spectra ellipsometer. The experimental results were treated statistically and
exhibited in Fig. 1 and Fig. 2.

FIG. 1. The plot of the film refractive index n dependence on the film h thickness: 1 – the drawing
speed of 3.8 mm/s, 2 – the drawing speed of 5.8 mm/s

FIG. 2. The plot of the film refractive index n dependence on the film reflection coefficient at the
1064 nm wavelength and the drawing speed of 5.8 mm/s

The experimental straight lines of the trends in Fig. 1 shows that the drawing speed has significant effect on the
film refractive index dependence on its thickness. This dependence is due to the sol particles packing density in a layer
increases with the drawing speed from the sol particles diameter decreasing. Its increasing, probably, is connected
with the influence of the light dispersion which is more, than more the film thickness for the film refractive index
dependence on its thickness [12].

The films refractive index reduction with its reflection coefficient at the 1064 nm wavelength growth in Fig. 2 is
explained by the same dispersion in the growth bulk of the film and the smaller size of sol particles and their more
dense packing in the film layer [6].
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At the next stage, the calibration experiments were executed at the target from a clear substrate – float glass and
the threshold energy density at the breakdown probability of 0.5 was equal Fbn = 143 J/cm2. It is necessary to
make not less than 30 measurements at the given laser radiation pulse energy to generate the laser ablation destruction
probability curve and to measure the ratio of the breakdown events number at the target surface to the total radiation
pulses number. All range of the breakdown probability values from 1 to 0 were sequentially obtained over by changing
the pulse energy value and repeating this process. The exact interpretation of this probability curve is important for the
precise determination of the threshold energy density value of the composites laser destruction with the probability of
0.5. The calibration procedure allowed us to develop the threshold energy density measurement algorithm including
the precise positioning and movement of the target about the laser beam.

Then, the breakdown probabilities curves for all samples, as well as in [9], have been obtained. The threshold
energy density values of Fbn for all composites from these dependence at the probability level of p = 0.5 have
been determined and such values of the laser ablation destruction threshold energy density of Fbn dependences on the
composites light transmission in the visible range of T for the drawing speed of 3.8 mm/s for the one- and double-layer
nanofilms are given in Fig. 3.

FIG. 3. The plots of the laser ablation destruction threshold energy density of Fbn dependence on
the composites light transmission in the visible range of T . The line 1 – a one-layer film, line 2 –
double-layers one. Drawing speed – 3.8 mm/s

The laser ablation threshold energy density values decrease with incresed light transmission as it appears from
Fig. 3. It is possible to explain by the light losses decreasing in the composites volume due to the reflection and
scattering on the particles in the film volume. This leads to decrease in the laser radiation ratio reflected at the
composite surface with the high reflectivity coefficient and then the ablation destruction effectiveness increases.

It is also confirmed by the analysis of the laser ablation destruction threshold energy density of Fbn dependence
on the reflectivity coefficient at the 1064 nm laser radiation wavelength of R1064 in Fig. 4.

FIG. 4. The plots of the laser ablation destruction threshold energy density of Fbn dependence on
the composites light transmission in the visible range of T . The line 1 – a one-layer film, line 2 –
double-layers one. Drawing speed – 3.8 mm/s
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It has been derived that the threshold energy density value increases with higher reflectivity coefficient values,
which is explained by the ratio of the laser radiation reflected energy at the film surface increasing. The reflectivity
coefficient decreasing in the double-layer films is bound to the film refractive index lowering due to the SiO2 barrier
layer as well as in [12].

The threshold energy density of the laser ablation destruction Fbn dependences on the film h thickness for all
composites samples with single-layer film and the drawing speeds of 3.8 mm/s are given in Fig. 5.

FIG. 5. The plot of the laser ablation destruction threshold energy density of Fbn dependence on
the film h thickness. The drawing speed is 3.8 mm/s

As appears from a straight line in Fig. 5, the threshold energy density value is higher, than more thickness of the
film. At the same time, this threshold energy density value for the double-layer film remains almost invariable with an
accuracy of our measurements in this range of the films thickness.

As a result, the studied parameter properties of the composites with single-layer nanofilm changed in the following
limits: the threshold energy density of the laser ablation destruction Fbn of 6.6 – 143 J/cm2, light transmittance in the
visible range of T of 36.8 – 84.3 %; film thickness h is 144.8 – 272.3 nm, an refractive index of n 1.6496 – 1.9926,
and R1064 reflectivity coefficient at the 1064 nm wavelength – 0.041 – 0.286 arb. units. And for composites with
double-layer film they changed in the following limits: the threshold energy density Fbn of 6.6 – 32.4 J/cm2, light
transmittance in the visible range of T of 34.8 – 85.8 %; film thickness h is 133.3 – 221.8 nm, an refractive index of
n 1.6358 – 1.9952, and R1064 reflectivity coefficient – 0.042 – 0.184 arb. units.

Such the difference of these properties measurements result can be connected with various structure and compo-
sition of the complexes which are formed in these films [3, 4, 12].

4. Conclusion

The laser ablation destruction threshold energy density values decrease with the light transmission growth in the
visible range of the composites for single- and double-layer nanofilms. This is explained by the decreasing in the light
losses of the reflecting component.

The analysis of the threshold energy density of the laser ablation destruction dependence on the reflectivity co-
efficient at the 1064 nm laser radiation wavelength confirms this conclusion, and the reflectivity decreasing in the
double-layer films is bound to the film’s refractive index decrease due to the SiO2 barrier layer.

The value of threshold energy density is higher, with increased thickness of the film. At the same time this
threshold density value for a double-layer film, with the accuracy our measurements,remains almost invariable in this
range of the film thickness.

In general, such difference of these properties measurement results for the composites with one- and double-layer
nanofilms can be connected with various structure and composition of the complexes which were formed in the films.
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In this paper, we present a facile method for replacing conventional Pt-based counter electrode (CE) in dye-sensitized solar cells (DSCs) for the
alternative low-cost nanostructured material containing reduced graphene oxide (RGO). Pt-NPs/RGO-based nanohybrid layers were synthesized at
low temperature on a conductive glass substrate using microwave-assisted heating reduction strategy. The obtained material was characterized using
XRD, SEM and TEM measurements and used for fabrication layered CEs on glass substrates. Photovoltaic characteristics of the DSCs based on Pt
nanoparticle-functionalized RGO CEs were investigated under simulated AM1.5G solar illumination at an intensity of 1000 W/m2. The obtained
results have shown that Pt-NPs decorated RGO surfaces can be successfully used as CEs in high-efficiency DSCs and may be promising as low-cost
electrodes in energy storage devices.
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1. Introduction

In last few decades, dye-sensitized solar cells (DSCs), which reached over 12% power conversion efficiency, have
attracted much attention as low cost alternatives to the conventional Si-based solid state solar cells (SCs) [1–3]. The
main components of DSCs comprise a dye-sensitized mesoporous working photoelectrode (PE), redox electrolyte,
and a counter electrode (CE) which plays a critical role in the reduction process of the dye-sensitized electrochemical
cell processing.

Most studies so far have been focused on matching the device absorption characteristics to solar spectrum and
the enhancement of the light collection ability of DSCs by the use of tandem systems, quantum dots, and new type
of dyes [4–6]. However, much efforts have been also devoted in developing a new generation of more effective and
low-cost PEs and CEs. Normally DSCs contain PEs based on a thin mesoscopic nanocrystalline titanium dioxide
(TiO2) layer with a bandgap (Eg) of around 3 eV. Recently, it was shown that zirconia dioxide (ZrO2) with a very
wide band-gap (Eg ∼5.7 eV) can be also successfully used as a PE in DSCs and perovskite SCs with an ability to
reduce the recombination effects at the interface between photoactive layer and working electrode [7–9].

The conversion efficiency of DSCs is critically dependent on the CE materials and a number of factors including
electrical conductivity and catalytic activity [10]. In DSCs platinum-based (Pt-based) CEs have been widely used
as the catalyst due to its good conductivity, high chemical stability and outstanding catalytic property. However, the
conventional Pt layers on the flat FTO glass surface sputtered from expensive Pt targets demonstrate poor charge
exchange ability and possess limited surface area for redox reactions [11]. Thus, there is a strong need in development
of the alternative materials for replacing expensive Pt in high performance DSCs.

Graphenes and reduced graphene oxide (RGO) produced by reduction of graphene oxide (GO) have emerged
promising low-cost counter electrode catalytic materials for high efficiency DSCs [12–15]. Interesting results were
obtained when using CVD grown graphene and RGO for this purpose [16].

In more advanced approaches, CEs were fabricated by decorating tracing amounts of Pt nanoparticles (Pt-NPs) on
RGOs (Pt-NPs/RGO) prepared using laser- and plasma-based reduction of GO and Pt-NPs precursors [12]. However,
the requirements for a two-step process and high temperature of around 350 ◦C for plasma reduction may limit the
practical realization of these methods. High-performance DSCs were fabricated using CEs based on RGO function-
alized with large (100 nm) Pt nanoparticles (L-Pt/RGO) which were prepared at ambient temperatures using γ-ray
irradiation [17].

In this study, nanometer-size Pt-NPs-decorated RGO (Pt-NPs/RGO) were prepared under low temperatures using
a facile synthesis via a microwave irradiation assisted method and used as a catalyst material for constructing efficient
CEs. The structure and morphologies of CEs were characterized using XRD, SEM and TEM measurements. Using
the developed Pt-NPs/RGO CEs, we have fabricated DSCs and provided the measurements of the main photovoltaic
parameters under AM1.5G solar illumination.
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2. Experimental

2.1. Synthesis and characterization of Pt-NPs/RGO CEs

Graphene nanoplatelets (grade C-500, 500 m2/g) were purchased from Sigma-Aldrich GmbH. Pt NPs on RGO
sheets were sensitized using the procedure described in [18]. Graphene oxide (GO) was added into a solution of benzyl
alcohol and sonicated for 60 min to obtain a homogenous liquid GO suspension. Microwave pulsed irradiation reactor
operated under 2.45 GHz (Energiya-K-1-2450, Russia) was used for treating the solution for 3 min at 150 ◦C. After
cooling and washing of the obtained suspension the synthesis of RGO was fulfilled by drying in vacuum during 10 h.
To obtain liquid RGO suspension the obtained RGO was added to a solution of ethylene and sonicated for 60 min.
H2PtCl6 was added to RGO suspension and stirred for 1 h. The obtained solution was then subjected to pulsed
microwave heating for 3 min in a microwave reactor operated at 150 ◦C. After microwave irradiation, the suspension
was cooled down to room temperature and the solid product was isolated, washed and dried for 12 h.

The structure and composition of Pt-NPs/RGO hybrid was analyzed by X-ray diffraction (XRD) spectroscopy
using Regaku D/MAX-RC diffractometer. The morphology of Pt-NPs/RGO was investigated using field-emission
scanning electronic microscope (FESEM; Hitachi S-4800) without a preliminary covering of the samples with any
conductive coatings. High-resolution TEM (HRTEM) measurements were provided using a JEOL 2100F (Japan). For
TEM measurements a drop of diluted in an ethanol Pt/RGO dispersion (∼0.5 µl) was deposited on a carbon grid. Two
different CEs were prepared for comparison. GO coated CE was fabricated following the known procedure [19]. Pt
nanoparticles-decorated RGO counter electrodes were fabricated as described in [20].

2.2. Fabrication and characterization of DSCs

The details of the fabrication process of DSCs can be found on our previous publications [3, 6]. Briefly, TiO2

nanostructured layer deposited onto FTO coated conductive glass substrate was used as a PE. To perform the sensi-
tization a TiO2 PE, the FTO-coated glass electrodes were dipped in a 0.3mM of N719 dye solution in a mixture of
acetonitrile and tert-butyl alcohol (1:1 volume ratio) for 24 h. Then the dye-sensitized PE was rinsed with ethanol
to remove the residues and dried at room temperature. Finally, the counter and photo electrodes were assembled
into a sandwich-type cell and sealed with ionomer film (Surlyn 1702). The commercially available 1,2-Dimethyl-3-
propylimidazolium iodide electrolyte AN-50 (Solaronix) was used to fulfill the fabrication of a photovoltaic device.
The active area of the fabricated DSCs was around 0.11 cm2.

The measurements of the photovoltaic parameters of the DSCs were provided under simulated AM1.5G solar
illumination with intensity PIN = 1000 W/m2. The current voltage characteristics (J–V) were recorded using Keithley
4200-SCS Parameter Analyzer (USA) and Abet Technologies Solar Simulator (Abet, USA) as a light source. The
power conversion efficiency (η) of the DSC was calculated from the J–V data using the known formula:

η =
JSCVOCFF

PIN
× 100%

where JSC – short-circuit current density, VOC – open-circuit voltage, FF – fill factor and PIN – light intensity of
solar radiation.

3. Results and discussion

The formation of Pt-NPs on RGO structures was confirmed by XRD. Fig. 1 shows XRD patterns of the Pt-
NPs/RGO layer on a glass substrate. The broad diffraction peaks at around 2θ = 39.8◦ and 46.2◦ match perfectly
with the (111) and (200) crystalline planes respectively for the face centered Pt cubic structure.

High resolution scanning electron microscope (HRSEM) images of RGO and Pt-NPs/RGO CE structures are
shown in Fig. 2. HRSEM plane images of RGO nanoplatelets (Fig. 2a) show that the RGO flakes are randomly and
closely distributed with each other in a condensed layer. The surface morphology of CEs (Pt-NPs/RGO) presented in
Fig. 2b shows that Pt NPs are immobilized on the RGO surface with a high surface coverage and high loading of NPs.
Graphene nanoplatelets are clearly visible in the micrographs. The structure of RGO layers seen in Fig. 2 possesses
high surface area and mesoporous-like volume structure which is favorable for the penetration of electrolyte ions thus
improving the electrochemical catalytic activity of CE in DSCs.

The morphology of Pt-NPs immobilized on RGO surface as analyzed by HRTEM in different magnifications is
presented in Fig. 3. It is seen that Pt nanoparticles with an average size of 30 nm are well attached to RGO nanoplatelets
that suggests a perfect interaction between the functional groups of RGO and Pt nanoparticles.

Figure 4 shows a comparative view of the I–V curves recorded for the DSCs fabricated with Pt-NPs/RGO CE
and with GO CE. Previously it was confirmed that the DSC performance is strongly affected by the CE parameters
such as electrical conductivity and electrochemical catalytic activity for the iodide/triiodide redox couple [18]. PV
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FIG. 1. XRD patterns of Pt-NPs/RGO composite

FIG. 2. HRSEM plane images of CE surface: (a) RGO nanoplatelets; (b) Pt-NPs immobilized on
the RGO surface (Pt-NPs/RGO CE)

FIG. 3. Different magnification HRTEM images of Pt-NPs immobilized on RGO surface
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FIG. 4. J-V characteristics of DSCs with different CEs under simulated AM 1.5G solar illumination

measurements of the main DSC parameters clearly show the advantages of the Pt-NPs/RGO nanohybrids to provide
perfect electrochemical catalytic activity when using as a CE in a photo electrochemical device. Fig. 4 shows that
the DSC fabricated with Pt-NPs-decorated RGO counter electrode delivered the efficiency of 7.29% with JSC =
15.7 mA/cm2, FF = 65.4, and VOC = 0.71 V. The alternative DSC configuration fabricated with a totally Pt-free GO
CE has much poor performance and possesses non-typical I-V curve behavior. DSC based on GO counter electrode
has shown the efficiency of 3.4% with JSC = 12.1 mA/cm2, FF = 39.8, and VOC = 0.7 V. It should be noted that
FF value in DSC based on GO CE was found to be nearly twice less than that obtained for Pt-NPs/RGO CE. As a
result, the power conversion efficiency of the GO-based DSC was much decreased. We may propose that the observed
poor behavior of the FF parameter may arise from factors including the poor catalytic activity of the GO electrode
and high sheet resistance of the GO layer.

4. Conclusions

In summary, Pt-NPs/RGO-based nanohybrid layers were successfully synthesized at low temperature on a con-
ductive glass substrate using microwave-assisted heating reduction method. SEM and TEM results have shown Pt
NPs with a size of around 10 nm uniformly dispersed on the RGO surfaces. Pt-NPs/RGO-based layers were used as
CEs for DSCs fabrication. The photovoltaic parameters of DSCs with nanohybrid CEs were achieved under simulated
AM1.5G solar illumination and have shown long-term stability and high energy conversion performance of DSCs.
The performance of 7.29%, with JSC = 15.7 mA/cm2, FF = 65.4, and VOC = 0.71 V, was achieved for DSC fab-
ricated with Pt-NPs-decorated RGO counter electrode. Thus, it was confirmed that small amounts of Pt nanoparticles
decorated on RGO surfaces can be successfully used in low-cost electrodes for solar cells and energy storage devices
such as lithium batteries and supercapacitors.
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To improve the accuracy of atomic force microscopy in nanomechanical experiments, an analytical model is proposed to study the static interaction
of a cantilever in contact with a sample. The model takes into account: the cantilever probe is clamped by the sample or slides along its surface,
the geometric and mechanical characteristics of the sample and the cantilever, their relative orientation. The cantilever console bending and torsion
angles as functions of the sample displacements in three orthogonal directions have been measured by atomic force microscopy with an optical
beam deflection scheme.The measurements are in good agreement with the simulation.
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1. Introduction

In atomic force microscopy (AFM) [1], local mechanical properties of a sample are studied using load–unloading
dependencies of the indentation force on the sample deformation, force curves. They play a special role in the novel
techniques [2] based on the so-called jumping mode AFM [3,4]: PeakForce QNM (Bruker), HybriD mode (NT–MDT
SI), Fast force mapping mode (Asylum Research). The force curves are used to determine the height of the relief and
serve as the basis for electrical, piezoelectric, magnetic, and thermal measurements [5].

A significant instrumental contribution to the shape of the force curve can be made by the friction in the AFM
probe–sample contact. If the cantilever probe (the probe) slides over the surface, the force applied to the probe tip acts
perpendicular to the sample and bends the cantilever beam (the console) so that the bending angle grows monotonously
along the console [6, 7]. If the probe is clamped on the sample, a significant lateral friction force is added. This force
buckles the console (the buckling angle varies non-monotonously along the console) [6, 7]. In the AFM device with
an optical beam deflection system (OBD) [8], the deflection angle is monitored on the console locally, at the focus
point of the OBD laser beam. Since the angle profile along the console is unknown, the AFM control system is not
able to distinguish between the bending and the buckling of the console [9, 10], which leads to errors of the measured
amplitude and direction of the indentation force. In principle, the OBD detects two parameters (bending and torsion
angles of the console at the selected point), but both the contact point displacement vector and the concentrated force
have three spatial components. Only recently a commercially available scheme for monitoring console deflections has
appeared [11], combining the OBD with an interferometer [12] that allows measuring the missing third parameter –
the console vertical displacement at the selected point.

In AFM, the normal stiffness of the probe–sample contact kS is calculated from S, the force curve slope at the
point of interest on the sample, S0, this slope at the conditionally infinitely rigid and flat sample, and the console
bending stiffness kC , [13]:

kS =
kCS

S0 − S
. (1)

The equation (1) directly stems from the model of two springs, describing the AFM probe–sample contact inter-
action, see Fig. 1. This model does not take into account the following factors: the probe is clamped or slides over
the sample, the deformation of the probe itself, the local sample inclination and the possible anisotropy of sample’s
mechanical properties, design features and location of the cantilever above the sample. It is more correct to think that
expression (1) calculates a conditional, apparent stiffness kA, instead of the kS . As a result, this simple model may
turn out to be a source of unreliable results in nanomechanical studies using AFM.

This work offers an analytical model of the mechanical system console–probe–sample, accounting the above men-
tioned factors. To describe the equilibrium states of the system, the minimum of its mechanical energy is determined.
We analyze the deformation redistribution between three subsystems: the console with the non-deformable probe – the
“ideal cantilever”; the deformable probe; and the sample. In each subsystem, the stiffness tensor linearly couples the
concentrated force vector applied to the probe tip (at the contact point) with the deformation vector. General solutions
are obtained for two types of holonomic constraints: the probe is clamped on the sample; the probe slides along the
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FIG. 1. Simple models of the AFM contact with a solid surface (a), with a soft sample (b). Can-
tilever and soft sample deformations are described using two springs: kC and kS . (c) Dependencies
of the cantilever deviation ZC on the sample vertical displacement Z: the solid sample, the calibra-
tion slope S0,(a); the soft sample, the slope S,(b). ZS on (b) denotes the sample deformation

sample selected plane. The contact of the so-called “real cantilever” (the console with the deform able probe) and
the mechanically isotropic sample is examined in detail. Depending on the position of the OBD laser focus point
on the console, the normalized sensitivities of its bending and torsion angles to the sample displacement along three
orthogonal directions were calculated and as well measured. Good agreement between calculations and measurements
is demonstrated.

2. Theoretical analysis

2.1. “Ideal cantilever”

First, consider the “ideal cantilever”, that is, one in which the applied force deforms only the console, but not
the probe, Fig. 2. Let the Y axis of the Y Z coordinate system be directed along the rectangular console, and the
coordinate origin is at the console attachment line to the chip, Fig. 2(a). The console displacement profile due to the
force F acting in the Y Z plane is expressed as follows [6]:

Z (Y,F)=
(
2/ECwt

3
) {

3lTY
2FY +

(
3lCY

2−Y 3
)
FZ

}
, (2)

where EC is the Young’s modulus of the console; w, t and lC its width, thickness and length; lT is the probe height.
We introduce the parameters: λ=lT /lC , the console stiffness kC=ECwt

3/4l3C , the normalized coordinate ψ=Y/lC ,
– and rewrite (2) in a more concise form:

Z (ψ,F)= (1/2kC)
{
3λψ2FY +

(
3ψ2−ψ3

)
FZ

}
. (2a)

The displacement profile (2a) corresponds to the profile of the bending angle of the console of the ideal cantilever:

α (ψ,F)=l−1C · dZ (ψ)/dψ=(3/2kC lC)
{
2λψFY +

(
2ψ−ψ2

)
FZ

}
. (2b)

In AFM the console bending is small and the angle α (ψ,F) � 1. Therefore, the vector rC components of the
“ideal cantilever”, the probe tip displacements, are quite accurately related linearly with the displacement and the
angle corresponding to the console end (ψ= 1):

ZC=Z (1,F) , Y C=lTα (1,F) . (3)

Using (2a), (2b), (3) and the substitution lT /lC=λ, we can determine the matrix elements of the compliance
tensor, C−1, and the stiffness tensor, C, of the “ideal cantilever” in the flat coordinate system Y Z, see also [14]:

rC=C
−1

F, C−1=k−1C

 3λ2 3λ/2

3λ/2 1

 , (4a)
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F=CrC, C=kC

4/3λ2 −2/λ

−2/λ 4

 . (4b)

Using (4a) in (2a) and (2b), we can relate the bending angle and the displacement of the console measured by the
OBD and interferometer methods with the probe tip displacements:

α
(
ψ, rC

)
=l−1C

{
ψ (3ψ−2)Y C/λ+6ψ (1−ψ)ZC

}
, (5a)

Z
(
ψ, rC

)
=ψ2 (ψ−1)Y C/λ+ψ2 (3−2ψ)ZC . (5b)

Let the “ideal cantilever” be in contact with a flat, horizontal and non-deformable surface. If this surface is raised
to a height of Z, the probe tip moves vertically by the same value, ZC= Z. We can set the lateral displacement
Y C in two extreme cases: 1) the probe slides along the sample, FY = 0 (according to (4a), this is equivalent to
Y C=3λZC/2); 2) the probe is clamped on the sample, Y C= 0 (FY = −FZ/2λ, according to (4b)), – and calculate
using (5a) and (5b) the profiles of the console displacement and bending angle, see Table 1.

TABLE 1. “Ideal cantilever”. Profiles of the console displacement and bending angle when the
probe-sample contact moves to a height Z. The sample is horizontal, flat and non-deformable; the
console is parallel to the sample

Contact Z (ψ) /Z 2lCα (ψ) /3Z

Clamped ( Y C = 0) ψ2 (3− 2ψ) 4ψ (1− ψ)

Sliding ( FY = 0) ψ2 (3− ψ) /2 ψ (2− ψ)

Only when ψ=1, Z (1) does not depend on Y C . This point is the probe tip projection on the console plane, it
may not coincide with the console edge. For the OBD method the special point is ψ=2/3, where α (ψ) depends only
on ZC . Since in AFM, the console deflection is regulated, for the “ideal cantilever” this point is optimal for OBD
laser focusing. At ψ=2/3, in the controlled signal, the contribution from clamped state – sliding state transitions
in the probe–sample contact (the main sources of instabilities during contact scanning) is suppressed, and the ratio
α (ψ)/Z, the sensitivity, is only 1/9 less than the maximum. In AFM, the console is tilted from the horizontal
line by a certain angle α0. It can be shown that in this case the optimal focus will be almost at the same point:
ψ∗ ∼= 2

(
1−λtan2α0 +O

(
λ2
))
/3 ∼= 2/3, since usually λ� 1.

In Fig. 2(b) the transverse force FX twists the console at an angle β (measured by the OBD method) and addi-
tionally bends it and shifts its end by a distance XC(b). Such a bend leaves the console in the XY plane and it cannot
be measured by the OBD or interferometer methods. By analogy with the FZ component action considered in (2), we
can write:

XC(b)=
(
4l3C/ECtw

3
)
FX=k−1C δ

2
FX , (4)

where δ=t/w. The profile of the console torsion angle caused by the force moment FX lT , responds to the relation,
see details in [6, 14]:

β (ψ,F)= −ψ
(
3lC/GCwt

3
)
FX lT , (6a)

where the console shear modulus GC=EC/(2 + 2ν). For most materials, the Poisson’s ratio ν ≈ 1/3; using the
notation introduced earlier, we transform (6a):

β (ψ,F)= − (2/kC lC)λψFX . (2c)

The action of the force FX gives a superposition of the torsion and the in-plane bending. Using (6) and (2c), the
total displacement of the probe tip is obtained:

XC=XC(b)−lTβ (1,F)=k−1C

(
2λ2+δ2

)
FX . (6b)
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FIG. 2. “Ideal cantilever”. (a) The console bending by the force F with components FY , FZ . Both
the free end of the console and the non-deformable probe are deflected by a positive angle α. As
a result, the probe tip moves along the vector rC with the components Y C , ZC . (b) Torsion by
a negative angle β and bending of the console to a distance XC(b) by the force F with a single,
positive component FX . The probe tip shifts in the direction of the force along the vector rC with
the component XC . The console width w, thickness t and length lC ; the probe height lT ; the Y and
Z axes of the coordinate system associated with the cantilever

Using (6b), (4a), and (4b), we write the matrix elements of the compliance tensors, C−1, and the stiffness tensor,
C, of the “ideal cantilever” in the XY Z coordinate system:

C−1=k−1C


2λ2+δ2 0 0

0 3λ2 3λ/2

0 3λ/2 1

 ,

C=kC


(
2λ2+δ2

)−1
0 0

0 4λ−2/3 −2λ−1

0 −2λ−1 4

 . (4c)

Dividing (2c) by (6b), we relate the console torsion angle measured by the OBD method to the displacement:

β
(
ψ, rC

)
= −l−1C λψXC/

(
2λ2+δ2

)
. (5c)

When the laser focus is fixed, ψ= const, the equations (5a) – (5c) can be used to restore the displacement vector
of the ideal cantilever from the three measured parameters, and the equations (2a) – (2c) to restore the force vector,see
Table 2. The necessary three parameters can be obtained both in the combined OBD and interferometer scheme [11,
12], and using only the OBD method and two ψ values. In contrast to the restored force vector, the restored rC

describes only the probe tip displacements of the “ideal cantilever”.

TABLE 2. Profiles of the console vertical displacement, bending and torsion angles as functions of
the displacement or of the force projections

Profile rC =
(
XC , Y C , ZC

)
F = (FX , FY , FZ)

Z (ψ) ψ2 (ψ − 1)Y C/λ+ ψ2 (3− 2ψ)ZC (1/2kC)
{
3λψ2FY +

(
3ψ2 − ψ3

)
FZ

}
α (ψ) (1/lC)

{
ψ (3ψ − 2)Y C/λ+ 6ψ (1− ψ)ZC

}
(3/2kC lC)

{
2λψFY +

(
2ψ − ψ2

)
FZ

}
β (ψ) − (2/lC)λψX

C/
(
2λ2 + δ2

)
− (2/kC lC)λψFX
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2.2. Deformation distribution in the console–probe–sample system

To calculate the profiles of the console displacements, bending and torsion angles for the “real cantilever”, we
consider the console–probe–sample system, see Fig. 3, and analyze how deformations are redistributed in it.

FIG. 3. Deformation of the sample and cantilever AFM in contact. Initial state: the sample (1)
touches the probe (2), the interaction force is zero, the console (3) is not bent. Final state: the
sample (1) moved along the vector r, deforms itself, the probe (2) and the console (3); the non-
deformable holder (4) is stationary, the conditionally non-deformable probe is in the position (2”).
Deformation vectors of: ideal cantilever (the conditional probe tip (2”) displacements), rC ; probe
tip, rT ; sample, rS . The sliding is along the vector s. The XLN coordinate system is associated with
the scanner, XYZ – with the cantilever, the X axis is directed to the reader. The mounting angle of
the cantilever holder, α0, is deviated from the vertical: by 20◦ (NT-MDT microscopes) and by 12◦

(Bruker microscopes)

In each subsystem: console, “ideal cantilever”, C, probe, T, sample, S, – the generalized Hooke’s law is valid.
Symmetric, positive definite stiffness tensors Ci,j , Ti,j , Si,j with nonzero determinants relate the force and as-
sociated vector components, FC,T,S

i and rC,T,S
j , in the corresponding subsystem.E.g., for the “ideal cantilever”:

FC,T,S
i =Ci,jr

C,T,S
j , see in Equation (4c) the matrix elements Ci,j in the XY Z coordinate system. The quadratic

forms of the tensors C, T, and S are expressions for the doubled elastic strain energy of the corresponding subsystem.
The energy of the whole system is:

W=
1

2

∑
i,j

(
Ci,jr

C
i r

C
j +Ti,jr

T
i r

T
j +Si,jr

S
i r

S
j

)
. (5)

In the initial state 3/2/1, Fig. 3, all coordinates are zero, there are no deformations, what minimizes the energy
(7). When the sample holder moves along the vector r=(X,L,N) relative to the cantilever holder (this is done by the
AFM scanner), then the deformation vectors appear in each subsystem: rC=

(
XC , Y C , ZC

)
, rT=

(
XT , Y T , ZT

)
and rS=

(
XS , Y S , ZS

)
. In the final equilibrium state 3′/2′/1′, Fig. 3, the nine components of these vectors must be

the coordinates of the conditional minimum of the energy.
Two cases are important, see also Fig. 3: a) the contact is clamped, s ≡ 0; b) the contact slides in some plane,

s 6= 0.
Case a). The system integrity is maintained, the deformation vectors obey the holonomic constraint:

rC+rT−rS=r. (7a)

The minimum energy is determined by zeroing the nine partial derivatives of W (7). Accounting for (7a), the
minimum W is sought by solving a system of six equations for six unknown variables.
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Case b). Let the contact slides in the XL plane, as in Fig. 3. Then the holonomic constraint will be only for the
three vertical deformations:

NC+NT−NS= N. (7b)

The minimum W is sought by solving a system of eight equations for eight unknown variables.
Case a). According to the Newton’s 3rd law, the forces FT and FC, the action of the sample on the probe and

the probe on the console, are equal to −FS, the counteraction of the probe on the sample. In each subsystem, the
generalized Hooke’s law is valid, e.g. FT=TrT. This allows to relate the vectors rC, rT and rS, and the vector r:

rC+rT−rS=r

FC=FT=−FS

CrC=TrT=−SrS
⇒


(
I+T−1C+S−1C

)
rC=r

rT=T−1CrC

rS=−S−1CrC
⇒


rC=C−1

(
C−1+T−1+S−1

)−1
r

rT=T−1
(
C−1+T−1+S−1

)−1
r

rS=−S−1
(
C−1+T−1+S−1

)−1
r

(8a)

Where I is the unit matrix; C−1, T−1 and S−1 – the compliance (inverse stiffness) tensor of the corresponding
subsystem. Unlike matrix elements, the solution form (8a) does not depend on the choice of the coordinate system. In
the system, where the matrix elements of the tensors are the least bulky, calculations are simplified.

Case b). For the contact sliding in the XL plane, deformations of the “ideal cantilever” XC , LC , NC , probe
XT , LT , NT , and sample XS , LS , NS , will depend only on N , the vertical displacement of the scanner, although
the latter moves the sample along the vector r=(X,L,N). We give this solution, omitting the cumbersome algebraic
derivation: 

XC XT XS

LC LT Y S

NC NT NS

 =


C−1NX T−1NX −S−1NX

C−1NL T−1NL −S−1NL

C−1NN T−1NN −S−1NN


N

C−1NN+T−1NN+S−1NN

, (8b)

where e.g. C−1NX is the matrix element of the console compliance tensor in the XLN system associated with the
scanner (or with the horizontally located flat sample), Fig. 3. The numerator in (8b) is proportional to N , the scanner
displacement projection on the normal to the surface of sliding (the XL plane).

On the non-planar relief sample, the normal at the selected point on the sample may not coincide with the N axis.
In this case, the local coordinate system xyz associated with the selected point is used, and the solution is obtained
from (8b) by replacing: X → x, L→ y,N → z.

To calculate the bending and torsion angle profiles and the displacement profile, Table 2, the solution vector is
taken in the coordinate system associated to the cantilever. For example in Fig. 3, the coordinate systems correspond
to the following relation: 

XC

Y C

ZC

 =


1 0 0

0 cosα0 −sinα0

0 sinα0 cosα0




XC

LC

NC

 . (9)

2.3. “Real cantilever”

An AFM pyramidal probe can be modeled by a truncated elliptical cone. In the cantilever coordinate system, both
the stiffness and the compliance tensors of such a model have three components:

T=


kT1 0 0

0 kT2 0

0 0 kT3

 , T−1=


k−1T1 0 0

0 k−1T2 0

0 0 k−1T3

 , (10)

where kT1 and kT2 are the bending stiffness along the mutually perpendicular ellipse axes, kT3 is the normal stiffness
along the cone height.

For a simplified model of a truncated cone with an apex radius RT and the apex half angle αT , it is sufficiently
to determine two stiffness values, e.g. in the framework of theories of small deflections of rods [15, 16] and contact
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mechanics [15, 17]:

kT1=kT2=kTl
∼= (3π/4)ETRT (tanαT )

3
, kT3=kTn

∼= 2ETRT . (10a)

Si pyramidal probes e.g. on cantilevers HA FM (NT–MDT SI) have the following parameters: Young’s modulus:
ET ≈ 100 GPa, RT ≈ 10 nm, αT ≈ 15◦. Using (10a) we get: kTl ≈ 50 N/m, kTn ≈ 2000 N/m.

For a more complex probe model, the truncated elliptical cone, let the semi axes of the ellipse lie along the X and
Y directions, having dimensions c and d on the vertex. It can be shown that: kT1=q

1/2kTl and kT2=q
5/2kTl, where

the compression factor q =d/c, and the replacement RT=
√
cd is used in (10a) for kTl and kTn.

By analogy with the matrix elements (10), for the probe–sample contact we introduce the shear stiffness in the
XLN coordinate system, kS1=kS2=kSl, and the normal stiffness, kS3= kSn. Their values can be evaluated using
the Hertz’s contact mechanics, [17]:

kSl= 8G∗a, kSn= 2E∗a=
3
√

6FR∗E∗2,

a= 3
√

3FR∗/4E∗, R∗=RTRS/(RT+RS),

E∗=

(
1−ν2T
ET

+
1−ν2S
ES

)−1
, 4G∗=

(
(1−νT /2) (1+νT )

ET
+
(1−νS/2) (1+νS)

ES

)−1
,

(10b)

F – the interaction force, RT and RS – the tip curvature radius and the local curvature radius of the sample, ET , νT
and ES , νS – Young’s moduli and Poisson’s ratios of the probe and sample, respectively.

Most materials have ν ≈ 1/3, therefore according (10b), E∗ ≈ 4G∗, and kSl ≈ kSn=kS . In this isotropic case,
the sample local mechanical properties are modeled by one parameter kS . Let both the probe with RT = 10 nm and
the flat, uniform sample be made of silicon, then for F = 10 nN we obtain: kS ≈ 100 N/m.

To use (8b), the tensor components of the sample, probe (10), console (4c) are converted using rotation matrices
into values in theXLN coordinate system, see in particular (9). We give, for example, expressions for the components
S−1NN , T−1NN and C−1NN :

C−1NN = k−1C

(
3λ2sin2α0 −3λsinα0 cosα0+cos2α0

)
;

S−1NN = k−1C κ−1S ; T−1NN=k−1C

(
κ−1T2sin

2α0 +κ
−1
T3cos

2α0

)
.

(11)

Here and further relative stiffness values are introduced: κS=kS/kC , κTi=kTi/kC , i = 2, 3.
To use (8a), we write T−1+S−1 by analogy with T−1 in (10), replacing k−1Ti with k−1κ−1i , where κ−1i =κ−1Ti+κ

−1
S

and i = 1, 2, 3:

T−1+S−1=k−1C


κ−11 0 0

0 κ−12 0

0 0 κ−13

 . (12)

For the clamped contact, the proportionality coefficients between α or β and the displacement along the scanner
selected axis can be obtained by substituting the matrix elements from (4c) and (12) into (8a), and using (9) and
Table 2. For the sliding contact, to relate α and the scanner vertical displacement, one has to substitute in (8b) the
matrix elements of the compliance tensors of the console, the sample, and the probe defined in the XLN coordinate
system, see (11). Dependencies calculated in this way are shown in Table 3 as the normalized sensitivity profiles.

Using Table 3, we can significantly refine the equation (1). The ratio α/N is proportional to the force curve slope
S; on the non-deformable sample (κ−1S = 0) it is proportional to S0. For the sliding contact, using the profile 1 from
Table 3, we can compose analytical expressions for S and S0 and obtain a new formula for kS , which differs from the
equation (1) by the correcting γ-factor:

γ =
((
3λ2+κ−1T2

)
sin2α0 −3λsinα0 cosα0 +

(
1+κ−1T3

)
cos2α0

)−1
,

kS = γkCS/(S0−S).
(1a)

With growing kC , the relative compliances κ−1T2 and κ−1T3 increase, and the γ-factor can become less than unity.
The γ-factor of a soft cantilever (κ−1T2 and κ−1T3 are small) is larger than unit, e.g. for λ= 0.1 and α0= 20◦ the soft
cantilever has γ ≈ 1.27. If the γ-factor is neglected, the kS will be overestimated in the first case, and in the second
one it will be underestimated.

Earlier [18] it was reported, when calibrating the AFM cantilever stiffness the result is overestimated, in proportion
cos−2α0 [19]. The expression (1a) for γ-factor substantially clarifies these remarks.
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TABLE 3. “Real cantilever” in contact with the horizontal, deformable sample surface. Normalized
profiles of the console bending and torsion angles (α and β) as functions of the scanner displace-
ments (X , L, N )

No. Normalized sensitivity profile

1
2lCαb) (ψ)

3N
=

(2−ψ) cosα0 −2λsinα0(
3λ2+κ−12

)
sin2α0 −3λsinα0 cosα0 +

(
1+κ−13

)
cos2α0

ψ

2
2lαa) (ψ)

3N
=

(
4 + 4κ−13

)
λsinα0 +

(
12λ2+8κ−12

)
cosα0 −

[
6λsinα0 +

(
12λ2+4κ−12

)
cosα0

]
ψ

3λ2+12λ2κ−13 +4κ−12 +4κ−12 κ−13

ψ

3
2lαa) (ψ)

3L
=

(
−4 + 8κ−13

)
λcosα0 +

(
12λ2+8κ−12

)
sinα0 +

[
6λcosα0 −

(
12λ2+4κ−12

)
sinα0

]
ψ

3λ2+12λ2κ−13 +4κ−12 +4κ−12 κ−13

ψ

4
2lβa) (ψ)

3X
=

−4λ
6λ2+3δ2+3κ−11

ψ

Subscripts a) and b) refer to the clamped and sliding contacts. Relative compliances κ−1i = κ−1Ti +κ−1S ,
i = 1, 2, 3 correspond to X,Y, Z axes. Mounting angle of the cantilever holder α0; λ = lT /lC ,
δ = t/w; see Fig. 2 and 3. At the line of the console attachment to the chip ψ = 0, at the point of the
probe tip projection to the console plane ψ = 1.

If the probe–sample contact is clamped when calculating at least one of the slopes, S or S0, the expression defining
the kS is significantly complicated, in particular by the dependence on ψ.

In this regard, it is important to determine in AFM whether the probe slides along the sample or not. E.g. for
a homogeneous sample, the sliding probe should as a rule lead to reduced S values on the inclined surface areas
compared to the horizontal ones [20]. In detail, using the analytical approach of this work, the question will be
considered later.

When substituting κ−1i = 0, the profiles in Table 3 describe the “ideal cantilever” on the non-deformable and
horizontal sample. A special case when the console is parallel to the sample (α0= 0) was considered in Table 1.
The estimations made above for the probe and sample stiffness values may be used to conclude the following: 1)
κ−11

∼= κ−12 � κ−13 , 2) κ−1i � 1 for soft cantilevers (kC<1N/m). Thus on the solid and flat sample, the soft
cantilevers should behave like the “ideal cantilever”, some deviations from this behavior can be described using two
small parameters, κ−11 and κ−12 .

3. Experimental verification of the theory and the results discussion

For the OBD method used in our AFM device, the console bending angle α is proportional to theDFL(deflection)
signal, the photocurrent difference between the upper and lower halves of the photodetector; the console torsion angle
β is proportional to the LF (lateral force) signal, the photocurrent difference between the right and left halves of
the photodetector, [13]. The ratios α/N , α/L and β/X as functions of ψ were measured by analyzing the force
dependencies DFL(N) and the friction force loops DFL(L) and LF (X). In these measurements, an atomically
smooth, freshly prepared n-type GaAs (110) cleaved surface (a doping level is 1018 cm−3) was used as a flat and solid
sample.

DFL and LF signals are measured in Amps or Volts, depending on the AFM model. To compare the mea-
surement results with the calculations, it is necessary to convert the used units into radians.We use the AFM device
Ntegra Aura (NT–MDT SI) in the configuration “scanning by sample”. The screws that adjust the horizontal position
of the photodetector along and across the console have a thread pitch of 0.35 mm. The angular size of the vector
of the photodetector center displacement is inversely proportional to the optical arm, 25 mm. The light reflected in
the photodetector is deflected by a double angle compared to the console deflection angle [21]. Given this and that
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in our AFM device the photodetector and console planes are parallel, one turn of the adjusting screw along the con-
sole corresponds to α=cos 20◦ · 0.35 /50 ∼= 6.6 · 10−3 rad, and one turn of the adjusting screw across the console to
β=0.35/50 = 7 · 10−3 rad. This made it possible to quickly measure the necessary conversion factors for DFL and
LF signals with an accuracy of about 5 % (1/24 turn).

Measurements of ψ, the focus point position of the OBD laser on the console, were carried out using the adjusting
screw (0.35 mm thread pitch) moving a micropositioner table with the cantilever holder along the console. Given the
length (≈ 51 mm) of the lever of the force acting on the table, and the distance (≈ 34 mm) from the cantilever to the
table axis of rotation, one turn of the screw corresponds to the movement of ≈ 233 µm. Using this, it was possible to
change the focus point position with an accuracy of about 10 µm (1/24 turn). The positions of the console attachment
to the chip and of the free end of the console were determined by a 50 % reduction in the intensity of laser radiation
reflected from the console to all four sections of the photodetector (a Laser signal).

Figure 4 presents the results of AFM measurements of the console bending and torsion angles caused by the
movements of the GaAs (110) sample in three orthogonal directions. The cantilever fpS10 [22] with the following
characteristics was studied. The console stiffness refined by the Sader method [23] was kC= 51 mN/m. The geometric
parameters of the console and probe, refined in an optical and scanning electron microscopes: lC= 257 µm (the
distance between the line of the console attachment to the chip and the point of the probe tip projection to the console
plane), w = 34 µm and t = 1 µm; αT= 10.5◦ and lT= 12.5 µm.

FIG. 4. (a) Force curves, α(N), DFL signal dependencies on the scanner vertical displacement: 1
loading; 2 unloading. Friction loops (hysteresis): (b) α(N), in the force curves; (c) α(L), in the DFL
signal, the fast scanning direction is along the console; (d) β(X), in the LF signal, the fast scanning
direction is across the console. The scanning velocities both in positive 1 and negative 2 directions
were: (a) 200 nm/s, (b) 10 nm/s, (c) and (d) 60 nm/s. (b–d) The interaction force, F ≈ 10 nN. The
OBD laser focus point coordinate on the console, ψ = 0.95

The experimental α/N ratio was determined for positive N as the average slope of the loading and unloading
force curves. In particular it is 5.87 µrad/nm for the data in Fig. 4(a). The ratios α/L and β/X were determined on
the left and right sides of the friction loops [18, 24], see arrows in Figs. 4(c) and 4(d) along the areas where the probe
tip is clamped by the sample. To improve the accuracy of measurements, 32 friction loops were analyzed.
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Using the data, as in Fig. 4, with different ψ, the profiles of the console torsion, buckling and bending angles were
measured, see Fig. 5.

FIG. 5. Cantilever fpS10. (a) Measurement and approximation data for the buckling angle profile,
1 and 3, and torsion angle, 2 and 4, of the console. Model curves 3 and 4 are calculated according
to the analytical dependencies 3 and 4 of Table 3 with the parameters, respectively: k−12 = 0.007
and k−13 = 0; k−11 = 0.004. (b) Measurement 1 and approximation 2–4 data for the bending angle
profile of the console. Model curves 2 and 3 correspond to the dependencies 1 and 2 of Table 3
with the parameters k−12 = 0.007 and k−13 = 0. The curve 4 data are the sum of the 2 and 3 model
profiles data with weights of 0.85 and 0.15

Measured torsion angle profile, Fig. 5(a), is well described by the ψ linear relationship 4 of Table 3 with a
single fitting parameter κ−11 = 0.004. The fitting parameter value, see the discussion of expressions (10) and (11),
corresponds to the bending stiffness of the probe kT1

∼= 12.75 N/m. Using (10a), we can estimate the tip radius
RT1

∼= 8.5 nm, that is consistent with the supplier information [19].
At the console edge, the buckling angle in Fig. 5(a) is positive, and closer to the console fixing line on the chip it is

negative. A zero angle value and, as a consequence, the disappearance of the friction loop were observed at ψ = 0.64;
at lower ψ, the friction loop was inverted. In Fig. 4(d), the signal 1 (2) first decreases (increases), and then goes
horizontally; after inversion, the signal 1 (2) first increased (decreased) and then saturated. In Fig. 5(a) the measured
profile is consistent with the dependence 3 of Table 3 with a single fitting parameter κ−12 = 0.007, whence using (10a)
we get: kT2

∼= 7.3 N/m and RT2
∼= 5 nm. The value κ2κ−11 differs from unity and corresponds to the probe vertex

ellipticity, compression factor q =
√
4/7 ∼= 0.76.

The friction loop, hysteresis, is also observed in the force curves, i.e. in the bending angle signal, Fig. 4(b). In
contrast to Fig. 4(c) and 4(d), the signal, associated with the probe–sample clamping, goes almost horizontally.The
disappearance and subsequent inversion of the friction loop in the force curves were detected at the same values,
ψ ≤ 0.64, as for the buckling angle signal in Fig. 4(c). This observation directly shows the contribution of the
clamped state of the contact to the console bending angle value.

The fitting parameter κ−12 = 0.007 of the data in Fig. 5(a) was used to calculate the normalized sensitivity profiles
for bending angle in cases of sliding and clamped contacts, dashed, 2, and dotted, 3, curves, Fig. 5(b). The experiment
is better described by the sliding contact model. However, for ψ ≤ 0.64 this model underestimates somewhat, and for
ψ ≥ 0.64 it overestimates the experiment. The best agreement with the experiment shows the combined model (the
sliding and clamped contacts profiles with corresponding contributions of 0.85 and 0.15), a solid curve in Fig. 5(b).

Note that when κ−1i = 0 the difference between dependencies 1 and 2 in Table 3 is maximum. When the variable
ψ is close to unity, the clamped contact leads to a significantly decreasing slope of the force curve in comparison with
the sliding contact, see also Fig. 5(b). As a consequence, in the first case, the sample may appear softer in the AFM
measurement than in the second one. In this regard, simple experimental criteria are very important in distinguishing
the sliding contact from the clamped one.

Thus, for the studied soft (kC � 1 N/m) contact cantilever, all the three measured profiles agree well with the
calculations. In each case, the fitting procedure used only one parameter. It turned out that κ−12 � 1, and the parameter
κ−13 was not required.

The calculations were also consistent with measurements performed on stiff (kC � 1 N/m) cantilevers: NSG11
and HA NC (NT–MDT SI), RTESP-150 (Bruker). The fitting parameters κ−11 and κ−12 increased, and κ−13 was also
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used. It was found that the probes on these cantilevers are characterized by kTl∼10 N/m, which is close to the result
for the fpS10 cantilever.

We define the values kC for which the γ-factor in (1a) is less than unity. Assuming that κ−1T3 and λ2 are small
and therefore neglecting them, we have the following condition: kC>kT2 (1 + 3λcotα0 ). Taking for estimation
kT2=kTl=10 N/m and λ= 1/10, for the mounting angle of the cantilever holder α0= 12◦, we get: kC>24 N/m. The
RTESP-300 cantilever (Bruker) has kC = 40 N/m; when neglecting the γ-factor the AFM overestimate kS by 7 %. In
the case of RTESP-525, kC = 200 N/m, kS is overestimated by 75 % (and more than three times if α0= 20◦).

Unlike the soft cantilever, no friction loops were observed in the force curves measured with the stiff cantilevers.
This is due to both the force sensitivity decrease and the diminishing difference between the normalized sensitivity
profiles of the sliding and clamped contacts (1 and 2 in Table 3) with increasing κ−12 and κ−13 . To illustrate this,
it is enough to consider the case of a very soft sample, when κ−1S � 1. Since then κ−1i

∼= κ−1S , it can be shown
that with growing κ−1S the dependence 1 converges to ψ [(2−ψ) cosα0 −2λsinα0 ]κS and the dependence 2, to
ψ [(2−ψ) cosα0 +λsinα0 ]κS . Since λ is small, both limits are very close to: ψ (2−ψ)κScosα0 .

4. Conclusion

The results of modeling the contact static interaction of the AFM cantilever with the sample are presented. An an-
alytical model was created to calculate the distribution of deformation between the sample, the probe and the console.
The model takes into account the following factors: the probe is clamped by the sample or slides along its surface, the
geometric and mechanical characteristics of the sample and cantilever and their relative orientation. A new expression
is proposed to determine the probe–sample stiffness. The expression that differs from the generally accepted one by
a correction factor is proven to be used when the probe–sample contact is sliding. Normalized sensitivity profiles
were simulated for the console bending and torsion angles as functions of three dimensional displacements of the
mechanically isotropic sample.The profiles were also measured using AFM. Good agreement between measured and
simulated data is demonstrated.

It is interesting to adapt the analytical model of this work to increase the accuracy of AFM studies of mechanically
anisotropic samples, for example, when measuring the Young’s modulus of suspended nanometer scale objects [25]. It
is also important to extend the results of this work to ways for proving the sliding of the AFM probe along the sample
when measuring force curves.
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Eu3+-doped ZrO2 nanostructures in the form of rods, stars, and hollow spheres were prepared by varying hydrothermal conditions. X-ray
diffraction, transmission electron microscopy, ultraviolet-visible diffuse reflection spectroscopy, a low-temperature nitrogen adsorption method,
Raman spectroscopy and photoluminescence spectra were used to characterize the polymorph modification, surface and optical properties of the
Zr0.98Eu0.02O2 nanophosphors. The Eu3+ content in a zirconia monoclinic lattice, remained constant for all types of obtained nanostructures in
order to reveal the morphology influence on the efficiency of electronic excitation energy transfer from the host matrix to photoactive centers. The
decrease of the average size of the coherent scattering regions in the series rods → stars → hollow spheres, is associated with increasing the specific
surface area values. At that, in the photoluminescence spectrum, the splitting of the sublevels associated with the monoclinic lattice 5D0 → 7F1

disappears.
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1. Introduction

Currently, metal-oxide semiconductors doped with lanthanide ions (Ln) are widely used in solid-state lighting
technologies in the manufacture of LEDs, lasers, field emission and vacuum fluorescence displays, as well as in the
medical field for the visualization of drug delivery systems and monitoring changes in implant structure [1–3].

The introduction of trivalent lanthanide ions into the crystal structure of semiconductor oxide leads to weakening
of the selection rules for radiative transitions, which is accompanied by splitting of the 4f energy levels [4, 5]. In this
case, the prohibition of intra-configuration transitions is weakened for Ln3+, since such transitions can be partially
resolved by vibronic interaction or by mixing higher configurations into 4f wave functions due to the crystal field
effect. However, the luminescence lifetime is usually quite large compared to radiative recombination from other
types of excited states [6,7]. Such phosphors are characterized by narrow emission lines, high color purity, large anti-
Stokes shifts, an acceptable quantum yield, and a significant luminescence lifetime [8–10]. Such signs are determined
by the efficiency of electron excitation energy transfer from the host matrix to photoactive centers, which is determined
by the band gap, the type of crystal structure, the size and morphology of the metal-oxide semiconductor particles,
and also the local environment of Ln3+ ions in the lattice [11,12]. For instance, the trivalent europium ion (Eu3+) can
be used as a spectroscopic probe for site symmetry determination [13].

Among p-type semiconductors, zirconia is the optimal optical medium for lanthanide ions, since it has photo-
chemical stability, a high refractive index, a large band gap, transparency in the visible and near infrared regions of the
spectrum, and low phonon energy, which helps to reduce the probability of nonradiative transitions due to multiphonon
relaxation [14–16]. In turn, europium (III) ions possess intense luminescence in the red region of the visible spectrum
and have an advantage over other lanthanides with an even number of 4f electrons, since their initial transition levels
in both the absorption spectrum and the luminescence spectrum are non-degenerate (J = 0), which makes absorption
and luminescence spectra interpretation easy. In addition, the contribution to the integrated luminescence intensity of
the hypersensitive 5D0→ 7F2 transition can be used to determine whether Eu3+ is located in the centers of symmetry
of the crystal matrix [6].
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Precipitation methods [17], combustion [18], sol-gel technology [19], template synthesis [20], hydrothermal treat-
ment [21], aerosol pyrolysis [22], anodizing [23] and impregnation [24] are used to obtain nanostructures of various
morphology based on ZrO2 doped with europium (III) ions. Among the above synthetic approaches, the hydrothermal
method is the most universal, since it allows one to obtain nanomaterials with a narrow particle size distribution, high
crystallinity, controlled by morphology and microstructure. Varying the pH of the hydrothermal medium and intro-
ducing various mineralizers or surfactants can limit crystallite growth along certain crystallographic directions, con-
tributing to the formation of nanostructures of different morphology based on monoclinic zirconia [25–27]. ZrO2:Eu3+

nanophosphors with a baddeleyite structure, as far as we know, were obtained only in the form of rods under hydrother-
mal conditions. For example, Chen and colleagues obtained 1D nanostructures based on the Zr0.98Eu0.02O2 solid
solution by hydrothermal treatment a mixture of zirconium and europium hydroxides in the presence of cetyltrimethy-
lammonium bromide [28].

The aim of this work was to synthesize nanostructures with different morphology based on monoclinic zirconia
doped with Eu3+ by varying the hydrothermal treatment conditions. After that, it was necessary to study the influence
of size, structural and surface characteristics of the obtained nanostructures (rods, stars, hollow spheres) on their
optical and photoluminescent properties (excitation and emission spectrum profile, luminescence lifetime).

2. Experimental part

In this work, we synthesized nanorods, nanostars and hollow spheres of the ZrO2–2 mol.% EuO1.5 composition,
which are represented by the monoclinic zirconia phase in order to study the features of their photoluminescence.

To synthesize nanorods, 2.54 g of ZrOCl2 · 8H2O and 0.06 g of EuCl3 · 6H2O were dis-solved in 15 ml of
distilled water, after that a mixture of hydroxides of the corresponding metals was precipitated with continuous stirring,
dropwise adding 5 M NaOH solution. The obtained precipitate was dehydrated under hydrothermal conditions at
240 ◦C and 15 MPa for 24 hours.

Four-pointed nanostars of a given composition were also formed from solutions of zirconium and europium chlo-
rides in a hydrothermal medium under the conditions presented in [29].

In the case of hollow spheres, 1.22 g of zirconyl chloride and 0.03 g of europium (III) chloride were dissolved in
60 ml of a mixture of ethanol-hydrochloric acid, taken in a ratio of 3 to 2. Then, 0.75 g urea was added to the solution,
and after its dissolution, all components were transferred to an autoclave. Subsequent hydrothermal treatment was
carried out at a temperature of 160 ◦C, a pressure of 15 MPa and an isothermal exposure time of 24 hours.

At the end of hydrothermal synthesis, all the obtained suspensions of the above-described nanostructures were
repeatedly washed with ethanol by centrifugation (8000 rpm) and dried in air to constant weight at 80 ◦C.

The elemental compositions of synthesized nanostructures were determined using a VEGA 3 SBH scanning elec-
tron microscope manufactured by Tescan (Czech Republic) with the Oxford Instruments AZtecOne Go X-ray energy
dispersive microanalysis system.

X-ray diffraction (XRD) analysis of Eu3+-doped ZrO2 nanorods, nanostars and hollow spheres was performed
using a Rigaku SmartLab diffractometer (Cu Kα radiation, Tokyo, Japan). The XRD patterns were recorded at a
tube voltage of 40 kV, tube current of 40 mA, applying a scan rate of 0.5 ◦/min in a range of 2θ angles from 10 to
90◦. The determination of zirconia crystalline phases was carried out in Crystallographica Search-Match software
by comparing our experimental data with powder diffraction files from the ASTM database. The average size of the
coherent scattering regions was calculated from XRD line broadening of ZrO2–2 mol.% EuO1.5 nanostructures in the
PD-Win 4.0 program complex using the Scherrer equation.

The size, shape and phase composition of the ZrO2:Eu3+ nanoaggregates and crystallites forming them were
established using a JEM-2100F transmission electron microscope manufactured by JEOL (Tokyo, Japan) at an accel-
eration voltage of 90 kV.

The specific surface area of powders of the ZrO2–2 mol.% EuO1.5 composition in the form of rods, four-pointed
stars and hollow spheres was measured by the low-temperature nitrogen adsorption method using a QuantaChrome
Nova 4200V analyzer. Samples were degassed at 150 ◦C under vacuum for 16 hours before measurement. The specific
surface area (SBET ) of samples was calculated based on the experimental data using the models: Brunauer–Emmett–
Teller (BET) at 7 points in the range of partial pressures of nitrogen P/P0 = 0.07 ÷ 0.25 and Langmuir. The pore
size distribution was calculated based on nitrogen adsorption–desorption isotherms according to the Barrett–Joyner–
Halenda (BJH) method.

Raman spectra were recorded in the backscattering geometry using a Jobin Yvon T64000 triple monochromator
equipped with a liquid N2-cooled charge-coupled device detector. The excitation wavelength λ was 488 nm from an
Ar+ laser with a typical laser power of ∼ 1 mW.
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The photoluminescence emission spectra were recorded using a Horiba LabRAM HR Evolution system equipped
with a He–Cd excitation laser emitting at 325 nm with a maximum power of 1 mW. Photoluminescence decay and
excitation spectra were measured using the luminescence spectrophotometer LS-100 (PTIR R©, Canada).

The optical absorption edge energy of nanostructures based on zirconia was determined using diffuse reflectance
spectra (Shimadzu UV-2550 spectrophotometer equipped with an ISR-2200 integrating sphere) by the standard proce-
dure from the cross point of linear sections of the Schuster–Kubelka–Munk function plot in the coordinates (F (R)×
hν)1/2 = f(hν).

3. Results and discussion

The different morphology nanostructures based on ZrO2 prepared in this study contained 2 at.% Eu3+ according
to energy dispersive X-ray (EDX) spectroscopy (Table 1).

TABLE 1. EDX-analysis data of Eu3+-doped ZrO2 nanostructures with different morphology

Morphology
Zr Eu Hf Na Cl

at., %

Nanorods 96.8 2.1 0.6 0.5 —

Nanostars 96.7 2.0 0.6 0.7 —

Hollow spheres 96.1 2.1 0.8 — 1.0

wt., %

Nanorods 95.3 3.4 1.2 0.1 —

Nanostars 95.4 3.2 1.2 0.2 —

Hollow spheres 94.6 3.5 1.5 — 0.4

Phosphors in the form of nanorods were formed in a strongly alkaline medium under hydrothermal treatment
of a ZrO(OH)2–Eu(OH)3 mixture precipitated from solutions of their chlorides. Qualitative phase analysis based
on XRD of the ZrO2–2 mol.% EuO1.5 one-dimensional nanostructures using the PDWin 4.0 and Crystallographica
Search-Match software packages showed their greatest correspondence to the baddeleyite structure (Card No. 24-1165
according to the ASTM database [30], Fig. 1, pattern 1). The average size of coherent scattering regions calculated
by the Scherrer equation was 30 ± 5 nm. The length of the nanorods was about 150 nm, and the width was 50 nm,
according to TEM micrographs (Fig. 2a, line 1). In addition to twin reflections of monoclinic (m) ZrO2–2 mol.%
EuO1.5 rods elongated along the (100) plane, concentric rings indicating the presence of small crystallites with a
tetragonal (t) structure were also observed in the electron microdiffraction image (Fig. 2b, line 1). Apparently, initially
formed under hydrothermal conditions Eu3+-stabilized t-ZrO2 nanocrystals with an average size of ∼ 5 ± 1 nm
(Fig. 3) gradually dissolve at high pH medium values and recrystallize along the crystallographic direction (100) with
the formation of monoclinic rice-like structures.

Hydrothermal synthesis of ZrO2–2 mol.% EuO1.5 nanostars from the same precursors was carried out in the pres-
ence of sodium acetate. Its CH3COO− ions adsorbed on the surface of the germinal centers promoted the subsequent
crystallization of zirconia along the direction perpendicular to the (101) planes. The resulting structures with a size
of about 100 nm (Fig. 2a, line 2) have the shape of four-pointed stars with numerous outgrowth 7 nm wide according
to TEM data. An electron diffraction pattern shows the presence of m-ZrO2 with multiple twinning along the (100)
plane (Fig. 2b, line 2). The observed diffraction maxima in the XRD pattern of ZrO2–2 mol.% EuO1.5 nanostars also
refer exclusively to the monoclinic phase of zirconia, and the average size of the coherent scattering regions (CSR) for
this sample is 12± 2 nm according to calculations (Fig. 1, pattern 2).

High-temperature hydrolysis of zirconyl and europium chlorides in the presence of urea produced nanostructures
in the form of hollow microspheres (Fig. 2a, line 3) using a mixture of ethanol and hydrochloric acid in a ratio of
3:2 as a hydrothermal medium. In this case, the formation of the observed structures under hydrothermal conditions
occurs by the mechanism of emulsion template synthesis. Ethanol in the presence of concentrated hydrochloric acid
dehydrates with increasing temperature to form diethyl ether, which, due to its low solubility in water, can exist as
droplets of oil in this solution [31]. The urea present in the initial mixture slowly reacts with water, forming NH4OH
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FIG. 1. XRD patterns of ZrO2–2 mol.% EuO1.5 nanostructures in the form of nanorods (1), nanos-
tars (2) and hollow spheres (3)

FIG. 2. TEM micrographs (a) and electron microdiffraction patterns (b) of ZrO2–2 mol.% EuO1.5

nanostructures in the form of nanorods (1), nanostars (2) and hollow spheres (3)
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FIG. 3. TEM micrographs of quasispherical tetragonal zirconia nanoparticles of which rice-like
ZrO2–2 mol.% EuO1.5 structures subsequently form under hydrothermal conditions

and CO2, which leads to an increase in pH and, as a result, hydrolysis of ZrOCl2 and EuCl3 at the “oil drop –
solution” interface. A shell of ZrO2–2 mol.% EuO1.5 crystallites is formed on the surface of ether drops in the process
of hydroxide dehydration and subsequent isothermal exposure. In accordance with the powder XRD data, the hollow
inorganic structures obtained in this way are an assembly of monoclinic zirconia crystallites with an average size of
5± 1 nm (Fig. 1, pattern 3). TEM images of microspheres show nanowires with a diameter of about 5 nm, assembled
into spherical aggregates of submicron size (∼ 400 nm, Fig. 2a, line 3). The structure of the aggregates corresponds
to the monoclinic phase of zirconia (Fig. 2b, line 3).

According to the results of low-temperature nitrogen adsorption, nanocrystalline ZrO2–2 mol.% EuO1.5 powders
of rods, stars, and hollow spheres are characterized by the specific surface area of 19.1, 92.3 and 151.1 m2/g, respec-
tively (Table 2). At the same time, the BET constant values for samples of nanoparticles collected in the form of
rods and hollow spheres are equal to 508 and 745, respectively. This fact is indicative of the presence of a significant
amount of micropores in these powders. Based on the foregoing, the assessment of the specific surface area for ZrO2–
2 mol.% EuO1.5 powders with different morphology nanostructures was also carried out using the Langmuir model
operating in the limit of monomolecular adsorption, i.e. adsorption on the surface of micropores (Table 2).

TABLE 2. The structure parameters determined using low-temperature nitrogen adsorption for pow-
ders consisting of ZrO2–2 mol.% EuO1.5 nanoaggregates with different morphology

Morphology SBET , m2/g SLangmuir, m2/g D1, nm D2, nm Vpore
∗, cm3/g

Nanorods 19.1± 0.2 32 2.6 42.2 0.35

Nanostars 92.3± 1.8 — 2.2 13.4 0.22

Hollow spheres 151.1± 1.5 223.9 — — 0.14
* The specific pore volume is determined by the maximum filling (P/P0 = 0.99).

According to Fig. 4, the full adsorption-desorption isotherms for these powders substantially depend on their
morphology. For example, the full isotherm for a powder consisting of ZrO2–2 mol.% EuO1.5 nanorods is close to
type II, which is inherent in non-porous and macroporous samples. At the same time, the weak hysteresis and a high
BET constant indicate the presence of a certain amount of micro and mesopores in this sample. This hysteresis can be
classified as type H1 according to IUPAC, when the material has cylindrical pores open on both sides. Thus, the full
isotherm can be attributed to the combined type (Fig. 4, isotherm 1).

The full isotherm of powder consisting of ZrO2–2 mol.% EuO1.5 nanostars clearly belongs to type IV, which is
typical for mesoporous materials. Adsorption and capillary condensation can occur in the pores of such materials,
which leads to the appearance of hysteresis between the adsorption–desorption isotherms (Fig. 4, isotherm 2). The
course of the capillary-condensation hysteresis loop for a given nanopowder according to the IUPAC can be classified
as type H2, which indicates the presence of bottle-shaped mesopores in it.

Finally, the full isotherm for a powder consisting of ZrO2–2 mol.% EuO1.5 hollow spheres is close to type I,
which is mainly fixed in microporous samples (Fig. 4, isotherm 3). Moreover, the presence of a weakly expressed
loop of capillary-condensation hysteresis on the full isotherm confirms the presence of a certain amount of mesopores



Phosphors with different morphology, formed under hydrothermal conditions... 659

FIG. 4. Adsorption-desorption isotherms of powders consisting of ZrO2–2 mol.% EuO1.5 nanos-
tructures with different morphology: rods (1), stars (2), hollow spheres (3)

in this sample. This type is the H4 hysteresis according to the IUPAC classification, which is characteristic of pore
slit-like form.

Pore size distributions calculated for the desorption branch according to the BJH algorithm for powders consisting
of ZrO2–2 mol.% EuO1.5 nanostructures with different morphology are shown in Fig. 5. Obviously, the porosity of
these nanopowders substantially depends on morphology. A bimodal pore size distribution with maxima in the micro
D1 and mesopore D2 regions is characteristic of powders containing nanostructures in the form of stars and rods
(Table 2), respectively. In the case of the sample consisting of ZrO2–2 mol.% EuO1.5 hollow spheres, a uniformly
decreasing pore size distribution in the range from 1.5 to 40 nm is observed, which confirms the presence of both
micro- and mesopores in it.

FIG. 5. Pore size distributions calculated according to the BJH algorithm for powders consisting of
ZrO2–2 mol.% EuO1.5 nanostructures with different morphology: rods (1), stars (2), hollow
spheres (3)

An intense peak at 614 nm is observed in the luminescence spectra of ZrO2–2 mol.% EuO1.5 nanostructures with
different morphology and there is no component of the electric dipole transition in the region of 606 nm. This indicates
the absence of cubic and tetragonal polymorphic modifications and localization of Eu3+ in the less symmetrical envi-
ronment of the m-ZrO2 for the synthesized phosphors (Fig. 6a). With an increase in the resolution of the luminescent
equipment, one can see narrow peaks of fine splitting upon excitation at 325 nm not only in the spectral term 7F2,
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but also in 7F4 for Eu3+. Such a splitting pattern allows us to conclude that the monoclinic phase is exceptionally
prevalent for nanorods. At the same time, for nanostars and hollow spheres, the order of the monoclinic phase is
disrupted due to internal stresses and a decrease in the size of crystallites. A similar violation of the long-range order
also manifests itself in Raman spectra (Fig. 7) in the form of the contribution of the diffuse band in the range 400 –
700 cm−1. Because of this, the fine splitting between 614 and 625 nm disappears in the luminescence spectra, which
leads to an increase in the contribution to the luminescence band at 616 nm, as well as to the disappearance of the peak
at 711 nm and a predominance of the contribution at 700 nm (compare spectrum 1 with spectra 2 and 3 in Fig. 6a).

(a) (b)

(c)

FIG. 6. Emission spectra (a, c) and excitation spectra (b) of luminescence for nanorods (1, 1’),
nanostars (2, 2’), and hollow spheres (3) of the ZrO2–2 mol.% EuO1.5, normalized at 614 and
241 nm, respectively. Excitation 242 (a) and 325 nm (c)

The luminescence excitation spectra of europium (III) ions in the structure of zirconia nanostars and hollow
spheres are identical (Fig. 6b, spectra 2 and 3). In the case of nanorods, a more efficient absorption of electronic
excitation energy is recorded in the region of hard ultraviolet, especially at wavelengths of 227 and 241 nm (Fig. 6b,
spectrum 1). This excitation band with a maximum peak at 241 nm and several additional local extrema at 227 and
258 nm corresponds to the O2−–Eu3+ charge transfer resulting from electron transitions from the 2p orbital of O2−

to the 4f orbital of Eu3+.
In the Raman spectrum for ZrO2–2 mol.% EuO1.5 nanorods, the characteristic peaks correspond to the monoclinic

crystal lattice at 178, 189, 305, 380, 474, 537, 556, 612 and 631 cm−1 (Fig. 7, spectrum 1). For nanostars and hollow
spheres in the Raman spectra region of 400 – 700 cm−1, a diffuse scattering band is detected, which is associated with
the disappearance of long-range order due to internal stresses and twinning. A similar effect of the disappearance of
the long-range order of the monoclinic phase was also found in the luminescence spectra (see Fig. 6 and in the text
above).
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FIG. 7. Raman spectra for nanorods (1), nanostars (2) and hollow spheres (3) of ZrO2–2 mol.%
EuO1.5, normalized at 474 cm−1

Based on the diffuse reflectance spectra R(λ) in the visible and ultraviolet range from 1.5 to 6 eV, one calculated
the Schuster–Kubelka–Munk (SKM) or remission function [32]:

F (R∞ (λ)) =
(1−R∞(λ))

2

2R∞(λ)
=
K

S
=

2.303εC

S
, (1)

whereK is the absorption coefficient (twice the Beer’s law absorption coefficient); S is twice the scattering coefficient
of the sample; ε is the absorptivity, and C is the analyte concentration.

Using the Tauc plot of (F (R∞)hν)
1/η versus energy, hν, one estimated the energy gap, Eg , between the con-

duction band and the valence one in Zr0.98Eu0.02O1.99 nanoparticles (Fig. 8).
In the region of the energy obtained from 2 to 6 eV, the indirect allowed absorption transitions turned out to

manifest themselves because there are linear approximations at η = 2 for all the cases under investigation [33]. At
that, the Eg values of the studied nanostructures are found from 3.07 to 5.13 eV (Table 3), which is consistent with
work [34]. Analysis of the Tauc spectra showed that the widest absorption edge energy (Eg1) of ca. 5.1 eV clearly
manifests itself for all the studied zirconia nanostructures containing Eu3+ [35]. There is no dependence of Eg1 on the
morphology of the nanoparticles. The absorption connected with it corresponds in the luminescence excitation spectra
to a maximum of 241 nm (compare Fig. 6b and Table 3).

TABLE 3. Energy gap parameters as obtained from Tauc plots for Zr0.98Eu0.02O1.99 nanoparticles
with a different morphology

Morphology
Coherent
scattering
region, nm

Energy gap parameters, eV (wavelength, nm)1)

Eg1(λ1) Eg2(λ2) Eg3(λ3)

Nanorods 30± 5 5.10 (243) 4.49 (276) 3.07 (404)

Nanostars 12± 2 5.11 (243) 4.39 (282) 3.42 (362)

Hollow spheres 5± 1 5.13 (242) 4.42 (280) 3.57 (347)
1) One uses the relationship between energy in eV and the corresponding

wavelength in nm as E · λ = 1240 eV·nm.

The presence in the band of the PL excitation spectrum for all synthesized nanostructural forms of maxima at
227 and 240 – 243 nm, as well as the Eg1 values of 5.10 – 5.13 eV indicate the existence of inter-configuration
transitions in m-ZrO2 [36]. Besides, the largest contribution occurs at 258 nm for nanostars and hollow spheres
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(a) (b)

(c)

FIG. 8. Tauc plot spectra for nanorods (a), nanostars (b) and hollow nanospheres (c) of ZrO2–
2 mol.% EuO1.5

(compare normalized excitation spectra in Fig. 6b), which designates charge transfer (Eu3+ ← O2−) for the type of
Zr–O bond of 2.1297 Å in a monoclinic cell [35]. This indicates a perfect (with a large CSR) monoclinic phase in this
case and is confirmed by other methods (XRD and RS). A change in the monoclinic modification and a decrease in its
CSR (Table 3) is indicated by a shift in the excitation spectra from 241 to 243 nm during the transition to nanostars
and hollow spheres. In addition, a diffuse band appears in the Raman spectra and the clear splitting of the monoclinic
phase at 178 cm−1 disappears. As seen above, one can assume the formation of t,c-phase crystallites with a small
CSR. The manifestation of the value of Emax 3.77 eV (Fig. 8b) for nanostars may indicate a low coordination of the
bond with the t-ZrO2 surface (Zr4+← O2−) [36].

The decay of PL intensity (Ilum(t)) for nanoparticles can be approximated by a model of the dual exponential
function:

Ilum(t) = A1 · exp(−t/τPL1) +A2 · exp(−t/τPL2) +B, (2)

where τPL1 and τPL2 are the PL lifetime for the first and second emission processes;A1 andA2 are the first and second
pre-exponential factors. Term B is a background contribution. Based on the obtained τPL and their contributions
in the two-exponential approximation (Table 4), the weighted-average luminescence lifetimes, τPLw, are calculated
according to the equation:

τPLw =

∑2
i=1Aiτ

2
PLi∑2

i=1AiτPLi
. (3)
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TABLE 4. Photoluminescence lifetimes1) of Zr0.98Eu0.02O1.99 nanoparticles of a different morphology

Morphology A1 τPL1, ms A2 = 1−A1 τPL2, ms χ2 τPLw, ms2) DWP 3)

Nanorods 0.452(7) 0.455(8) 0.548(8) 1.31(1) 2.147 1.120 0.518

Nanostars 0.85(2) 0.248(7) 0.15(1) 0.69(6) 0.610 0.394 1.577

Hollow spheres 0.71(6) 0.064(9) 0.29(2) 0.49(3) 1.05 0.387 1.769

1) PL lifetimes were fitted on the basis of the dual exponent decay (see Eq. 2) in minimizing

a reduced χ2-statistics.
2) Note the mean-weighted PL lifetimes, τPLw, calculated upon Eq. 3.
3) Darbin–Watson statistic parameter [37].

According to the data shown in Table 4, in a two-exponential approach both PL lifetimes τPL1 and τPL2 increase
depending on morphology in series: hollow spheres to nanorods. Moreover, for the morphology of nanorods in the
Raman spectra, a characteristic splitting of peaks corresponding to the monoclinic structure at 178 and 189 cm−1 is
observed (Fig. 7). In the photoluminescence spectra for nanorods with Eu3+, a fine splitting characteristic of m-ZrO2

is observed in the spectral terms 7F2 at 614, 625, 630 nm and 7F4 at 694, 700, 706 and 711 nm (Fig. 6c). In these
spectral terms, a characteristic intensity distribution pattern is observed with a maximum contribution at 614 nm in 7F2

and 711 nm in 7F4. The contributions to 7F4 at 694, 700, and 706 nm are insignificant. In the 7F2 term, the maximum
of 614 nm has a shoulder at 616 nm. In nanorods, the formation of crystallites with a well-formed long-range order
of the monoclinic phase (CSR ca. 30 nm) is also indicated by the manifestation of the 5D0→ 7F0 optical transition in
the luminescence spectrum. In addition, in this system, the 5D0 → 7F1 magnetic dipole transition is characterized by
splitting into two peaks at 590 and 597 nm. For nanostars, the optical transition 5D0 → 7F0 manifests itself less, and
for hollow spheres it practically disappears (Fig. 6a). For nanostars and hollow spheres in the optical term 7F1, which
is responsible for the magnetic dipole transition, fine splitting is not observed as for nanorods. The contribution at
625 nm compared to 614 nm grows in the order of nanorods→ nanostars→ hollow spheres, which leads to a greater
“diffuseness” of the photoluminescence spectrum – the absence of pronounced fine splitting in the terms 7F1, 7F2 and
7F4. This fact is consistent with Raman spectra, in which a diffuse scattering band appears during the transition from
nanorods to nanostars (compare spectra 1 and 2 in Fig. 7). Moreover, the contribution of the diffuse band increases
further during the transition from nanostars to hollow spheres (compare spectra 2 and 3 in Fig. 7). The appearance of
a diffuse band in Raman spectra can be explained by CSR reduction in the series of nanorods→ nanostars→ hollow
spheres (Table 3), and hence a decrease in the crystalline order in this series, as well as an increase in the amorphous
component because of the growth of nanostructure surface area relating to volume (Table 2). This effect manifests
itself if we compare the luminescence lifetimes in this order. The weighted-average luminescence lifetime decreases,
indicating that the reduction in symmetry due to an increase in the contribution, which is more pronounced with a
smaller CSR size and high SBET values (Tables 2, 4). Thus, the most ordered monoclinic crystalline structure, in
which the long-range order in the crystallite extends to 30 nm, is formed in nanorods. Disturbance of long-range order
in nanostars is due to twinning, in hollow spheres – due to the presence of internal strains. The nanostar CSR is two to
three times smaller than for nanorods, which is associated with the “splitting” of the crystallite into parts. In hollow
spheres, the CSR is the lowest 6 nm, since the geometry of the sphere must have the strongest internal strains.

4. Conclusions

In this study, we examined the structure, morphology and emission properties of Eu3+-doped zirconia nanophos-
phors using X-ray diffraction, Raman, UV-visible diffuse reflectance and photoluminescence spectroscopy. Earlier
in [28], monoclinic Zr0.98Eu0.02O2 nanorods with the lowered local site symmetry for photoactive centers were ob-
tained by surfactant-assisted hydrothermal process. The authors observed the transformation of spherical particles
of a tetragonal polymorphic modification with a size of less than 10 nm into lamellar structures of the same phase
composition, which turned into m-ZrO2nanorods, as basicity of the hydrothermal medium increases. In turn, we have
obtained ZrO2 nanostructures with a low content of Eu3+ (2 mol.%) in the form of rods, stars, and hollow spheres
from the same precursors with varying hydrothermal conditions. Regardless of morphology, all synthesized nanoob-
jects are a monoclinic polymorphic modification of zirconia. A less defective structure of monoclinic zirconia was
formed as the size of crystallites increased in a series of hollow spheres, stars and rods. Morphology is reflected in
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different luminescent properties. The more regular monoclinic structure, the longer luminescence lifetime: rods have
1.12 ms versus ∼ 0.4 ms for stars and hollow spheres. A comparison of the Tauc plots for the SKM function and
the photoluminescence excitation spectra shows (Zr–O–Eu) charge-transfer states and energy transfer to Eu3+ in the
ZrO2 matrix with an absorption edge energy of 4.80 – 5.13 eV. While decreasing the coherent scattering volume, the
adsorption surface area in the series rods–stars–hollow spheres increases.
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1. Introduction

Progress in the field of polymer materials science is increasingly associated with the development of new polymer-
inorganic nanocomposite materials [1,2]. This is due to the fact that the introduction of nanoparticles into the polymer
matrix leads to the formation of the materials with improved characteristics owing to the unique properties of these
nanofillers [1–4].

It is known that, depending on the geometric characteristics of the nanofiller used and the nature of its interaction
with the polymer matrix, both the “physical” modification mechanism due to the reinforcement of the polymer by
rigid particles with a high aspect ratio and the “chemical” modification due to the formation of additional chemical
interactions in the material can take place [3–9].

Along with the aspect ratio, the extent of uniformity of nanoparticles distribution in the polymer volume is an
important factor affecting the efficiency of modification the mechanical characteristics of a composite material. Most
nanoparticles, due to the high surface energy, are prone to aggregation when introduced into polymer solutions and
melts [4, 5]. An effective method of solving this problem is the chemical treatment of the surface of nanoparticles
before they are introduced into the polymer matrix [5]. Such a modification allows us to prevent their aggregation, to
ensure the uniform distribution of nanoparticles in the polymer volume, and to improve the extent of the compatibility
of nanocomposite’s components.

The improvement of the characteristics of different polymer materials caused by the introduction of different
nanofillers in these matrices have beenthe subject of the extensive studies over the last decade. However, most of
the information obtained in these works addresses physical properties of composites under study, viz., mechanical,
electric, magnetic, optical, transport, etc., whereas issues pertaining to the impact of nanosized fillers on the chemical
processes in polymer matrices, are, to the best of our knowledge, poorly elucidated.

The purpose of this work is the systematic study of the impact of a number of nanoparticles, which differ both in
chemical composition and in shape, upon the resistance to hydrolysis of the materials based on one of the aromatic
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polyimides (PIs) – poly-4,4’-oxydiphenylene(pyromellitimide). Films of this PI combine high hydrolytic stability with
extremely high mechanical and thermal characteristics. In practice, polymers of this type are used for the manufacture
of parts of devices that can be subjected to prolonged exposure to hydrolyzing agents during operation [3, 10, 11].
Therefore, the problem of the stability of PI-based composite materials with regard to the action of aggressive hy-
drolyzing media is of great practical importance. The use of nanoparticles of various types introduced into the same
polymer allowed us to consider a very topical issue on the influence of specific features of the nanofiller’s geometry
and chemical nature both on the mechanical properties and on the hydrolytic stability of the composite material.

2. Experimental

Poly-4,4’-oxydiphenylene(pyromellitimide) (polyimide PMDA-ODA) was chosen as a matrix polymer to prepare
the nanocomposite films:

This is the most widely studied PI material, and is produced on an industrial scale (Kapton films [11] produced
by DuPont and similar film materials from other producers).

Carbon nanocones/disks (CNCs), nanofibers (CNFs), multi-walled carbon nanotubes in both pristine (MWCNTs),
and carboxylated (MWCNTs–COOH) states, as well as quasi-spherical cerium dioxide particles (CeO2) were chosen
as the active nano-sized fillers. CNCs, CNFs, and MWNTs are produced on an industrial scale and CeO2 particles
were synthesized at the Kurnakov Institute of General and Inorganic Chemistry, Russian Academy of Sciences.

To obtain the MWCNTs–COOH the MWCNTs were subjected to surface modification before use by carboxyla-
tion in a boiling concentrated solution of nitric acid for 30 hours, followed by washing the resulting product in water
to a neutral pH and drying [5].

The characteristics of the nanoparticles used in this work are given in Table 1.

TABLE 1. Characteristics of the nanoparticles used in the work (size, density ρ, producer)

Nano-filler Form Size
ρ,

g/cm3
Aspect
ratio Producer

CNF tubular
Diameters of 100 –150 nm,

lengths of 6 –10 µm 2.0 ∼ 102
Showa Denko Carbon Sales

(USA–Japan) [13]

CNC lamellar

Cone heights of 0.3 –0.8 µm;
Diameter of cone base,

disc diameter of 1 – 2 µm;
Wall thickness of 20 – 50 nm

2.0 ∼ 102 n-TEC AS (Norway) [14]

MWCNT tubular
External diameter of 13 nm,
intestine diameter of 4 nm,

length of >1–20 µm
2.1 ∼ 103

Bayer Material Science AG
(Germany) [15]

CeO2
Quasi-

spherical Mean diameter of 3.5 nm 7.65 ∼ 1
Kurnakov Institute of
General and Inorganic

Chemistry RAS (Russia)

The two-stage syntheticmethod was used to prepare both the nanocomposite films and control PI ones [10]. To
prepare the nanocomposite films the nanoparticles of each type were introduced into the solutions of poly(amic acid)
(PAA PMDA-ODA), the precursor of the PI. A solution of PAA PMDA-ODA in N,N-dimethylformamide (DMF)
was provided by Sigma-Aldrich (catalog No. 575828). The nanoparticles were introduced into the polymer in the
following concentrations: 3 vol.% for CNC and CNF, and 1 vol.% for MWCNT and MWCNT–COOH. It was shown
in our previous studies [5, 12] being introduced into the polymer matrix in these concentrations the aforementioned
nanoparticles can be uniformly distributed in the latter and thereby the increase in the Young’s modulus value of the
material at least by 20 % can be achieved. CeO2 nanoparticles were used in the concentration of 0.55 vol.% only.
Because of high density of these nanoparticles (∼ 7.65 g/cm3) further increase in ceria concentration leads to their
precipitation in the PAA solution.
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To prepare a nanocomposite solution, the calculated amount of nanoparticles was sonicated in DMF for 1 hour;
the nanoparticles dispersion obtained was mixed with the required amount of PAA solution and the mixture was
homogenized by a mechanical stirrer. The duration of homogenization was 24 hours.

Films of the obtained nanocomposites or of unfilled PAA were prepared by casting the flat layers of the corre-
sponding solutions on glass substrates using a slit die with an adjustable working gap with the subsequent drying of
the layers at 80 ◦C for 2 hours. To obtain PI and PI-based nanocomposite films, PAA and PAA-based films were
cure by thermal treatment of the substrates with a heating rate of 3 ◦C/min up to 360 ◦C followed by treatment at this
temperature for 30 min. The thickness of the films obtained was 30 – 35 microns.

The hydrolysis of the films was performed in concentrated (30 %) NaOH solution. After exposure to this solution
at room temperature for different periods of time, the films were washed in distilled water to a neutral pH and dried.

Mechanical characteristics of the films were determined uniaxial extension using band-like samples which were
1 mm wide and 20 mm long. Experiments were carried out using AG-100kNX Plus universal mechanical tests system
(Shimadzu, Japan) at the extension speed of 10 mm/min. The Young’s modules E, yield stresses σy , tensile strengths
σb, and ultimate strains εb were determined by these tests. Seven samples of each type were tested with the subsequent
averaging of the results obtained.

Thermomechanical analysis (TMA) for determining the glass-transition point Tg was conducted on TMA 402
F1 Hyperion analyzer (Netzsch, Germany) with samples heated at a constant rate of 5 deg·min−1 under a stabilized
tensile stress of 0.2 MPa.

Thermogravimetric analysis (TGA) of the films was performed to determine the heat resistance indices τ5 and τ10
(the temperature values at which a polymer or a composite loses 5 % and 10 % of its initial weight, respectively, due
to the thermal destruction processes). A DTG-60 thermal analyser (Shimadzu, Japan) was used for these tests. The
samples were heated in an open crucible at a rate of 5 deg·min−1 in a self-generated atmosphere.

The density ρ values of the materials under study at a temperature of 20 ◦C were determined by the flotation
method with small fragments of the samples in mixtures of carbon tetrachloride and toluene.

Microphotographs of the studied films surfaces were obtained using a Supra 55 VP scanning electron microscope
(Carl Zeiss, Germany).

3. Results and discussion

The important problem to be solved while planning this investigation was to choose the criterion to be used to
evaluate the intensity of the impact of hydrolyzing medium upon the materials studied.

This criterion that we have used in this work is the extent of the variation of the mechanical and thermal charac-
teristics of the material caused by the exposure to an aqueous alkaline solution. During our preliminary investigations
we have evidenced the very sensitive respond to these properties upon the hydrolytic degradation of both the pristine
PI films and nanocomposite ones containing the nanofillers of different types.

First of all it was necessary to evaluate the starting level of the properties of the film materials under study. This
evaluation makes it possible to compare the impact of different nanofillers upon the material’s properties.

As it was repeatedly shown [1–9,12], the mechanical and thermal properties of the material are sensitive regarding
to the introduction of active nanosized fillers into the polymer. Therefore, before studying the hydrolytic stability of
PI-based composites, it was necessary to evaluate the degree of effectiveness of the fillers chosen as modifiers of the
mechanical and thermal properties of the polymer.

The results of mechanical and thermal tests of the samples of the matrix PI film and composites based on it in the
initial state are presented in the Table 2.

From the data presented it follows that not only the geometric characteristics of nanoparticles (shape, aspect ratio),
but also the nature of their interaction with polymer matrix have a substantial influence on the degree of effectiveness
of any filler.

CNCs were shown to be the most favourable modifier of the PI. The introduction of these nanoparticles into the
material made it possible to increase the Young’s modulus by 28 %. The introduction of two other nanofillers, namely
CNF and MWCNT–COOH into PI led to a less pronounced increase in the stiffness of the material (by only 14 %).
The least influence on the mechanical characteristics of PI is exerted by MWCNT and quasi-spherical nanoparticles –
CeO2. The introduction of CeO2 nanoparticles into the PI matrix did not produce any positive effect on the mechanical
properties of the material. This situation should be expected taking into account the geometric characteristics of these
nanoparticles.

Aromatic PIs are widely known as heat-resistant polymeric materials [8]. For the matrix PI used in the work,
the glass transition temperature Tg is 360 – 370 ◦C, and the process of intense thermal destruction of films begins at
temperature range from 500 ◦C and above. Composite materials containing CNC, CNF and MWCNT in the initial
state are characterized by the same values of heat resistance and glass transition temperature. Only for the composite
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TABLE 2. Mechanical characteristics and glass transition temperatures of the matrix PI and
nanocomposite films studied in the work

No Filler E, GPa σy , MPa σb, MPa εb, % Tg , ◦C

1 — 2.44±0.07 101± 2 178±3 93±8 370

2 CNC 3.13± 0.07 112± 2 131±5 29±3 370

3 CNF 2.78±0.07 104± 4 116± 3 30± 5 370

4 MWCNT 2.37± 0.11 101± 2 122± 11 33± 5 370

5 MWCNT–COOH 2.78± 0.08 98± 1 136± 4 62± 7 375

6 CeO2 2.49± 0.05 88± 3 103± 5 29± 5 371

films containing CeO2 and MWCNT–COOH the pronounced depression of the thermal stability and some increase of
the glass transition temperature were registered. The former effect is inherent to ceria-containing PMDA–ODA-based
films [9].

In our previous studies [16, 17], we have selected the extremely severe medium to investigate the hydrolysis of
PI films taking into account high hydrolytic stability of these materials. These conditions results in a rather intensive
process of hydrolytic destruction of PMDA–ODA control film just in the first hours of the experiment. A marked
decrease in all the mechanical characteristics of the material was observed after 1 hour of exposure in alkaline medium,
and after 40 hours of hydrolysis, the film completely degrades when removed from the hydrolytic bath (Fig. 1).

The introduction of nanoparticles into PI in all cases led to a marked decrease in hydrolytic stability (Fig. 1).
Films of nanocomposites filled with MWCNT completely degrade even after 3 hours of hydrolysis. The introduction
of CNC, CeO2, and CNF into the polymer matrix made it possible to obtain films slightly more resistant to hydrolysis:
the complete destruction of these materials was recorded after 4 – 5 hours of exposure in an alkaline solution. The film
containing nanotubes subjected to a surface pretreatment, namely MWCNT–COOH is characterized by the highest
resistance to hydrolytic destruction: only after 10 – 12 hours of hydrolysis the film began to break into fragments,
which made further research difficult.

Note that exposure in an alkaline solution leads to a successive increase in the thickness (pronounced swelling)
of the samples of both PI and composites based on it (Fig. 1e). Moreover, for the composite films a successive
acceleration of this process along with the increase of the hydrolysis duration was registered. The thickness of the
samples was measured after washing and removing water from their surface before mechanical testing.

The impact of the hydrolysis upon the surface morphology of both PI and nanocomposite films is presented in
Fig. 2.

It is known that the swelling of a polymeric material during the sorption of some aggressive medium results in a
decrease of the number of inter molecular interactions in this material,resulting in a decrease in the strength of polymer
products [18]. These effects were registered while analyzing the kinetics of the process of hydrolytic destruction of
the films under study. The formation of micro-cracks at the films’ surface registered by SEM method (Fig. 2b),
undoubtedly facilitates the propagation of the aggressive medium – alkaline solution into the polymer volume. The
mechanical stresses caused by the incorporation of this solution into the cracks of the in homogeneously swollen
material provoke the further destruction of the films [19]. The nanocomposite films, along with the aforementioned
effect’s tendency to accelerate the decomposition, the additional cracking at the boundaries “polymer–nanoparticles”
with the formation of pores at these regions (the inferent SEM picture of the surface of nanocomposite containing
CNCs exposed to hydrolysis during 3 h is presented in Fig. 2d). The micro- and nano-sized inhomogeneities formed
at the phase boundaries during the nanocomposite films production because of the imperfect compatibility of the
polymer and nanoparticles can give rise to these pores.

To elucidate the extent of the compatibility of the nanoparticles with the PI matrix, insured during the formation
of composite films, the expected density values of the nanocomposite films under study were calculated by using the
additive scheme of composite formation [7]:
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FIG. 1. (a) Tensile strength σb, (b) ultimate strain εb, (c) glass transition temperature Tg , (d) heat
resistance index τ10, (e) thickness d/d0, of the films tested vs. the hydrolysis duration: (I) unfilled
PI, (II) PI–CNC, (III) PI–CNF, (IV) PI–MWCNT, (V) PI–MWCNT–COOH, and (VI) PI–CeO2;
d0 stands for the initial thickness if the film tested

ρcalc = ρPI × CPI + ρnano × Cnano, (1)

where ρcalc is the density of an“ideal” nanocomposite containing no pores; ρPI and ρnano denote the densities of
the polymer and the nanoparticles introduced into it; whereas CPI and Cnano denote their volume fractions in the
nanocomposite, respectively.

As it was noted in [7], this calculation does not provide precise values of density of the nanocomposite materials
under consideration because of the rather poor accuracy of the information concerning the nanoparticles’ density
values (producer’s data). However, these results can give the reliable estimation of the tendency to the variation of free
volume caused by the introduction of the nanoparticles into polymer.

The experimental density values of all studied nanocomposites were found to be inferior to calculated values
(Table 4). This result testifies to the presence of a certain excess free volume in the composite films. Its value is
sufficiently small: the ratio of the experimental density of the sample to the calculated one in all cases wasn’t less than
0.994. The maximum value of this ratio corresponds to a composite containing carboxylated nanotubes (ρexp/ρcalc =
0.999, Table 4). The composites containing CeO2 (ρexp/ρcalc = 0.998), CNC and CNF (ρexp/ρcalc = 0.996) are
characterized by slightly less dense packing. The highest value of the excess free volume was observed for the PI–
MWCNT composite (ρexp/ρcalc = 0.994).
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FIG. 2. SEM images of surfaces of the films: (a) PI in the initial state, and (b) after 25 hours of
hydrolysis; (c) PI–CNC composite in the initial state, and (d) after 3 hours of hydrolysis

TABLE 3. Thermal stability of the matrix and nanocomposite films investigated in the work

No Filler τ5, ◦C τ10, ◦C

1 — 505 534

2 CNC 506 529

3 CNF 497 524

4 MWCNT 506 537

5 MWCNT–COOH 470 504

6 CeO2 370 425

TABLE 4. Experimental and calculated density values of the nanocomposite films studied in the work

Filler ρexp, g/cm3 ρcalc, g/cm3 ρexp/ρcalc

CNC 1.423 1.428 0.996

CNF 1.423 1.428 0.996

MWCNT 1.408 1.417 0.994

MWCNT–COOH 1.416 1.417 0.999

CeO2 1.441 1.444 0.998
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As it was shown in previous studies [16, 17] and confirmed by the described work, a clear correlation is observed
between the excess free volume determined in the densitometric experiment and extent of the hydrolytic stability of
composites.

It would be interesting to trace such correlation by analysing the results obtained during the mechanical tests of
the composite films. According to previously obtained data [7], the degree of intensity of the impact of nanoparticles
introduced into the PI matrix upon the mechanical characteristics of the material (the difference between the properties
of the nanocomposite and the initial PI) decreases along with the increase of the excess free volume formed during
the formation of the nanocomposite material. Indeed, the main reason of the formation of excess free volume in a
nanocomposite material is the incomplete compatibility of the nanoparticles with the polymer matrix. This lack of
compatibility leads to a decrease in the local density of the material in the phase boundaries. The described effect
naturally produces a negative influence on the mechanical characteristics of the material. However, the results of our
tests are not entirely consistent with the above consideration. Indeed, it follows from the comparison of the calculated
and experimental density values that a very dense and defect-free packing is realized in a nanocomposite film filled
with cerium oxide (the ratio of the experimental density to the calculated one is 0.998). But the introduction of just
these nanoparticles into the PI matrix led to a minimal increase in film stiffness (Table 4).

In fact, this apparent contradiction is caused by the well-known fact: the intensity of the variation of the me-
chanical properties of a matrix polymer caused by the introduction of some nanofilleris determined not only by the
intensity of interaction of the composite’s components, but also by ability of the nanoparticles used to create a rigid
carcass inside the polymer volume. This frame can bear the mechanical load applied to the material and distribute it
in the volume of the sample [1, 2]. The effectiveness of the impact of this framework on the properties of the material
increases along with the increase in the aspect ratio of the nanoparticles introduced into the polymer [1, 2, 20]. For
quasispherical cerium oxide nanoparticles, the value of the aspect ratio is close to 1, while for other nanofillers used in
the work, it is 2 – 3 orders of magnitude higher. Given this circumstance, the result of mechanical tests of composites
with cerium oxide should be treated as quite regular.

4. Conclusions

Based on the data presented, the following main conclusion can be drawn: the introduction of the nanoparticles of
different types into the poly(pyromellitimide) matrix, regardless of their shapes and chemical nature, along with some
positive effects, can provoke a decrease in the hydrolytic stability of the material. This effect is caused by the increase
in the excess free volume in the process of the nanocomposite formation. The excessive free volume facilitates the dif-
fusion of the hydrolyzing agent into the volume of the film during its aging in an alkaline medium (film swelling) that
causes an increase in the extent of destructive action of the hydrolytic attack on the material. It is possible to increase
the packing density of the composite due to the surface functionalization of the nanoparticles before their introduction
into the polymermatrix. This enhancement of the material’s density will insure the decrease in its permeability to
hydrolyzing solution. In our work, this effect was realized by the chemical pretreatment (carboxylation) of MWCNT:
while these nanoparticles were used as nanofiller the material was formed with the increased packing density as com-
pared to that of a composite filled with the untreated MWCNT. However, even in this case, the hydrolytic stability of
the composite film still remains somewhat lower than that of the initial PI.
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The milling of aluminum powders in non-aqueous solvents is used in the production of high-quality pigment pastes of flake shapes with thickness
from some microns to hundreds of nanometers. In Russia, such pigments are not produced at a large scale, however, spherical powders made
from aluminum and its alloys are manufactured. Starting the production of pigments from screenings of powder production will not only solve the
problem of fine fractions disposal, but also reduce the cost of the target fractions powders. The fraction of powders with an average d50 of less than
∼20 µm should be disposed. In this research, by varying the laboratory conditions, the parameters for milling screenings of A8 aluminum powder,
AK9ch and 1201 aluminum alloys were selected. The milling was performed in non-aqueous solvents: a highly refined commercial petroleum
solvent and liquid paraffin oil. The prospects of using wet milling for the manufacture of pigment pastes from alloys has been demonstrated
including average thicknesses of the flakes about 40–80 nm. Thus, it has been demonstrated that wet and bead grindings lead to thinning of metal
powder particles to thicknesses of less than 100 nm.
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1. Introduction

Spherical-shaped aluminum particle powders are used as powders and pastes in the production of blowing agents
for autoclaved aerated concrete and pigments for paints. In the first case, the powder is milled in ball mills, by
introducing an oiling additive and by blowing a nitrogen-oxygen mixture with a controlled oxygen content through a
mill. In the manufacture of pigment pastes, the powder is milled in a non-aqueous solvent using an oiling additive. By
varying the conditions and the milling medium, pigment pastes for various purposes are obtained. Thus, depending on
the location of the aluminum powder flakes in the surface layer of the paint coating (pigment flotation), as well as on
the aspect ratio of the pigment particle, the reflective properties of the coating (“metallic” effect, graininess, irisation)
and its mechanical properties (adhesion, strength, abrasion, hiding power) change significantly. Varnish-and-paint
coatings even with the aluminum pigment content of 18% are capable of reflecting up to 70% of infrared radiation
and can be used for energy-saving purposes. A promising area for aluminum-containing pigment application is the
production of varnish-and-paint materials for the automotive industry (paints with a “metallic” effect) and printing (can
& coin type of paints for metallic parts of labels (brochures, posters, coatings on plastics, etc.) for which the numerical
value of D50 for flakes and discs is in the range from 10 to 35 µm [1]. The growing production of aluminum powders
by the “atomization” method [2] has made it possible to consider the screenings from “atomized” powders as the
source of aluminum instead of the aluminum foil. This have given rise to the development of a technology for the
production of a number of pigments with a “metallic” effect with new consumer properties. Thus, an experimental
study was conducted in [3] aimed at determining the optimal milling parameters for producing pigment pastes from
aluminum during wet milling. Obtaining flakes from spherical aluminum particles requires a special approach during
milling and this process is described by the two-stage model: at the first stage of milling, the material absorbs energy
required for the formation of disc-shaped plate-like particles from the initial spherical ones and at the second stage,
the portion of energy is required for the milling of disc-shaped plates into smaller ones with irregular shapes.
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There are different methods of manufacturing aluminum plate-like particles, such as stamping, dry and wet milling
in ball mills, the use of attritors, and vibration milling [4–6]. When using stamping milling, aluminum powder is
abraded with a hammer under an aerobic atmosphere, the powder moves continuously with an air stream and then the
fractionation takes place. However, this method is not widespread because of its explosiveness. Horizontal ball mill
is used more often in the production of plate-shaped aluminum flakes, as it is more suitable for large-scale production
and allows one to achieve good dispersion of the resulting aluminum product. Wet milling is most often used to
produce paints and inks; organic solvents are used as a milling medium. The following factors influence the milling
process: the size of the milling media, the number of intermediate stops during milling, the amount of oiling additive.
The advantages of wet milling are [7]: reduction of particle agglomeration compared to dry milling; no loss of ground
material; there is no risk of spontaneous oxidation of small particles; air purification devices are not required; heat
transfer is improved.

Today, this technology is widely used in various industries [8, 9]: varnish-and-paint, chemical, pharmacological,
fertilizer production, food production, paper manufacturing, bioengineering, nanotechnology and ceramic production.
Ball and bead mills are widely used in laboratory modeling of the wet milling process. The use of bead wet milling
allows one to obtain a product with a smaller particle size compared with milling in ball mills. Bead mills of both
horizontal [7, 8] and vertical design [9] are used. In a horizontal bead mill, in continuous operation, the suspension of
the product being milled is pumped through the milling chamber. The running of the mill rotor makes the beads move,
which, in turn, crushes the particles of a material. At the end of the work, the suspension of material is drained from
the mill. Unlike a ball mill, which is filled with ∼ 40 vol.% of balls and crushed material, the filling of a bead mill
with milling media reaches 85% by volume and the rest space is filled with crushed material suspended in a solvent.
The milling bodies are separated from the crushed powder using a sieve cartridge or slot; the size of this slot does
not exceed the half of the milling body size. The milling chamber as well as the rotor can also be cooled during the
milling process by a special circuit which is necessary for temperature sensitive materials, since most of the energy
transferred for the milling is transformed to heat. It should be noted that extremely high milling energy intensities are
characteristic for bead mills in comparison with ball mills. For this reason, due to the various mechanical properties
of the alloys, it is viable to carry out milling both in a bead mill and a ball mill when producing pigment pastes from
screenings of A8-grade aluminum powders, AK9ch and 1201 alloys.

2. Experimental part

In this work, the screenings of the A8-grade aluminum, AK9ch and 1201 aluminum alloys were used, which were
obtained by separation of the powders produced by gas atomization technique under nitrogen atmosphere with a small
amount of oxygen for passivation. The powders of the alloys were obtained at Volgograd aluminum factory (United
Company RUSAL). The extraction of the fractions from the screenings of the aluminum powders and aluminum-based
alloys was performed on the standard equipment for the obtaining of the Company’s products with the average d50
value of ∼2 µm and ∼5 µm, respectively.

The powders and the milling products were studied by scanning electron microscopy (SEM) and X-ray spectral
microanalysis by the LEO SUPRA 50 VP instrument (Zeiss, Germany) equipped with energy-dispersive detector X-
MAX 80 and INCA software (Oxford Inst., United Kingdom). The samples were analyzed at an acceleration voltage
up to 20keV at the magnification of up to ×10000 using the “in point” spectra collecting mode when analyzing
chemical composition of the materials after milling, and “in area” mode when analyzing chemical composition of the
starting powders. The elemental composition package was calculated in semi-automated regime using INCA Energy+
software program (Oxford Inst., United Kingdom).

X-ray diffraction (XRD) patterns were collected using a Rigaku D/MAX 2500 diffractometer (θ/2θ Bragg-
Brentano reflection geometry) with a scintillation counter. All the measurements were performed with CuKα1,2 radi-
ation generated on a rotating Cu anode (50 kV, 250 mA) and monochromatized by a curved graphite [002] monochro-
mator placed at the reflected beam. The XRD patterns were collected in the 5–90 ˚ 2θ range with a 0.02 ˚ step and at
least 0.5 s/step. To reduce the undesirable background intensity, all samples were investigated on monocrystalline Si
holders oriented by [510].

The particle-size distribution in the starting alloy powders and milling products was analyzed by static light
scattering using laser analyzer of particle sizes Analyzette 22 (Fritsch, Germany) with ultrasound treatment.

The milling of the powders was performed in a horizontal mill of an original construction (LLC “Technocenter”,
Russia) in the crushing cylinder with the diameter of 210 mm, and in a bead mill 01-HD (Union Process, USA)
equipped with a pin shaft. The milling in the bead mill was performed by addition of 80 g aluminum powder or
aluminum alloy; 1600 g of steel balls with the diameter of 1 mm; 160 g of paraffin oil and 8 g of an oiling additive to
the milling chamber. The rotation frequency of the pin shaft was 500 rpm, the milling chamber was forcedly cooled
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with water of ambient-temperature. The test samples were collected at 10, 30, 60, 90, 120, 180, 240, and 300 minutes
after milling initiation.

In a horizontal mill of the original construction (LLC “Technocenter”, Russia), the milling was performed by
addition of 150–250 ml of aluminum or aluminum alloy powder with a bulk density from 0.4 to 0.7 g/cm3, 1500–
2400 ml of steel balls with the diameter of 5 mm, 900–1350 ml of paraffin oil or a highly refined commercial petroleum
solvent with a distillation temperature of 180–230 ˚ C, and up to 3 vol.% of an oiling additive to the crushing cylinder.
The rotation frequency of the crushing cylinder was varied from 65 to 95 rpm. The cylinder was cooled forcedly with
water of an ambient temperature. The test samples were collected at 24, 40, and 60 hours after the starting of the
milling.

Using the milling products, the colorings were obtained, for which the values of the flop index (FI) were deter-
mined. The measurements were performed using BYK-mac-i spectrophotometer (BYK Gardner GmbH, Germany).
The colorings were made on the 100×140 mm cards ISISTEM (Ideale Sistema LTD U.K, United Kingdom) and
LENETA (Leneta Company, USA). For this, the mixtures of varnish, solidifier and the milling products were pre-
pared. The content of the milling products in mixtures was varied from 5 to 50 vol.%. The mixture was applied onto
the cards as a layer with a fixed-thickness in the range from 9 to 50 µm using a rod applicator.

3. Results and discussion

The results of the studying of the initial powders by scanning electron microscopy and static light scattering,
have proved the attribution of the aluminum and aluminum-based alloys powders to the products with the average
particle size of ∼2 µm and 5 µm, respectively. The SEM image (Fig. 1) shows the A8-grade aluminum alloy with the
average particle size of ∼2 µm, and according to static light scattering the d10, d50, and d90 values for this product
are 300 nm, 1.6 µm, 3.4 µm, respectively. Moreover, the fraction of nanosized particles does not exceed a few percent.
Fig. 2 contains the SEM image of A8-grade aluminum powders with the average particle size of ∼5 µm, and the static
light scattering for this product reveals the d10, d50, and d90 values of 2.4 µm, 5.6 µm, and 12.6 µm, respectively.
According to the EDX microanalysis, the chemical composition of the AK9ch and 1201 aluminum alloy powders
satisfies the requirements of GOST 4784-97.

FIG. 1. SEM image of the A8-grade aluminum powder with the average particle size of ∼2 µm

For the milling of the A8-grade aluminum powder with the average particle size of ∼2 µm as well as of ∼5 µm
in the ball mill under optimal values of the milling parameters, the maximal d50 values for the products are achieved
after the milling during the period from 24 to 48 hours and are equal to 8.5 µm for the A8-grade aluminum powder
with the particle size of ∼2 µm, and 10.7 µm for for the A8-grade aluminum powder with the particle size of ∼5 µm.
With increased milling time, the d50 values decrease – after milling for 60 hours, the d50 have reduced to 6.7 µm and
9.2 µm, respectively. The results of the SEM analysis of the A8-grade aluminum powder (the average particle size is
∼5 µm) after the milling during 60 hours in the ball mill are presented in Fig. 3. According to static light scattering,
the d10, d50, and d90 values for this sample are 2.8, 9.2, and 19.1 µm, respectively. When the A8-grade aluminum
powders were milled in the bead mill, the maximum d50 values for the obtained products were achieved after milling
for 90–120 minutes and are equal to 7.9 µm for the A8-grade aluminum powder with the particle size of ∼2 µm, and
10.2 µm for the powder with the particle size of ∼5 µm. A decrease in the d50 values exceeding 1 µm at long milling
times has not been observed.
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FIG. 2. SEM image of the A8-grade aluminum powder with the average particle size of ∼5 µm

According to SEM, the particle thicknesses after wet grinding do not exceed hundreds of nanometers, which leads
to the unique optical properties of paints based on the obtained powders.

FIG. 3. SEM image of the A8-grade aluminum powder with the average particle size of ∼ 5 µm
after milling in the ball mill

For the milling of 1201 alloy powder with the average particle size of ∼5 µm, under the optimal values of milling
parameters, the maximum d50 value is achieved after the milling for 24 hours and is equal to 9.3 µm. With an increase
in the milling time, the d50 value for the products decreases – after the milling for 60 hours it was reduced to 4.9 µm.

The AK9ch alloy powder with the average particle size of ∼ 5µm failed to be milled in the ball mill under
variation of different milling parameters. When milled in the bead mill, the maximal d50 value for the same powders
was achieved after milling for 300 minutes and is equal to 9.2 µm (the values were measured after milling for 10, 30,
60, 90, 120, 180, 240 and 300 minutes). The SEM image of the milling product obtained from AK9ch alloy powder
with the average particle size of ∼5 µm after the milling during 300 minutes in the bead mill is presented in Fig. 4.
According to static light scattering, the values of d10, d50, d90 for this sample are 3.4, 9.2, and 17.0 µm, respectively.

The typical appearance of the coloring obtained using aluminum and aluminum-based alloys powder milling
products is shown in Fig. 5. This coloring was obtained on the base of milling products prepared from AK9ch alloy
with the average particle size of ∼5 µm ground in a bead mill for 300 minutes. The flop index (FI) was calculated
during studying of light reflection on the coloring:

FI =
2.69 · (L15 − L110) · 1.11

L45 · 0.86
where L – the lightness parameter, the value of which is varied from 0 – the reflection from the darkest color, to 100
– the reflection from the white standard, L15, L45, L110 – the values of L∗ obtained at the observation angles of 15◦,
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FIG. 4. SEM image of the AK9ch alloy powder with the average particle size of ∼5 µm after
milling in the bead mill

45◦, 110◦ respectively. The observation angle is measured from the direction of specular reflection towards the normal
to the sample surface. For all the pigments with the “metallic” effect the value of FI exceeds 0, but for the most of
the modern pigments this parameter ranges from 7 to 19 units. The maximum FI values for the samples based on
milling products obtained in ball mills have been observed when the products were milled during 48 hours. Thus, for
the milling products obtained from A8-grade aluminum with the average particle diameter of ∼5 µm, the maximum
FI value is 15.0 units, and for the milling products obtained 1201 aluminum alloy, with the average particle size of
∼5 µm, the FI is 13.2.

FIG. 5. The typical appearance of the coloring (the coloring prepared using the milling products of
AK9ch alloy powder with the average particle size of ∼5 µm)

The milling in a bead mill also allows to obtain the product for the preparation of coloring of materials with
the FI corresponding to pigments with the “metallic” effect. Thus, for the milling products obtained from A8-grade
aluminum with an average particle size of ∼2 µm, the FI is 15.0 units, for products obtained from the A8-grade
aluminum with an average particle size of 5 µm, the FI is 10.0 units. And in case of the milling products obtained
from AK9ch alloy with an average of ∼5 µm, the FI is 15.7. These values correspond to the current FI values for
pigments with the “metallic” effect.

The achievement of such values of the flop index is possible due to the fact that under the selected milling
conditions, the thickness of aluminum flakes is less than 100 nm, which is confirmed by scanning electron microscopy
(Fig. 6) and crystallite sizes calculated according to X-ray diffraction data.
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FIG. 6. SEM image of A8 flakes (wet milling) in resin after polishing – (a) and thickness size
distribution of the individual flakes – (b)

According to X-ray diffraction data (Fig. 7), the crystallite sizes calculated by the Scherrer formula after bead
milling are 83±9 nm and 80±4 nm for A8 and AK9 respectively. Wet milling results in smaller crystallite sizes –
65±4 nm and 43±2 nm for the A8 and AK9 alloys respectively.

FIG. 7. XRD patterns of A8 and AK9 samples after wet and bead milling

4. Conclusions

The milling of screenings of aluminum powders and aluminum-based alloys using horizontal ball and bead mills
can be used for obtaining of pigments and pigment pastes possessing “metallic” effect with the parameters correspond-
ing to the industrially manufactured pastes. The prospects of using a wet milling technique for the manufacture of
pigment pastes from alloys has been demonstrated including average thicknesses of the flakes about 40–80 nm. Thus
it has been demonstrated that wet and bead grindings lead to thinning of metal powder particles to thickness less than
100 nm. The milling of alloys powders is reasonable to perform in bead mills exhibiting higher striking energy in
comparison with ball mills.
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[9] Kwade A., Schwedes J. Wet Comminution in Stirred Media Mills. KONA Powder and Particle Journal, 1997, 15, P. 91–101.



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2019, 10 (6), P. 681–685

SILD synthesis of the efficient and stable electrocatalyst based on
CoO–NiO solid solution toward hydrogen production

I. A. Kodintsev1, K. D. Martinson1, A. A. Lobinsky2, V. I. Popkov1

1Ioffe Institute, 194021 Saint Petersburg, Russia
2Saint Petersburg State University, Peterhof, 198504 Saint Petersburg, Russia

i.a.kod@mail.ru

PACS 73.61.r, 81.15.z, 82.65.+r DOI 10.17586/2220-8054-2019-10-6-681-685

Currently, nanocrystalline NiO is well known as one of the best non-noble metal electrode material with low overpotential (OP) but mediocre
stability. On the contrary, CoO has remarkable stability but the high values of OP. In this work, a method is proposed to achieve the stability of
nickel oxide-based electrode materials while maintaining a low OP via the synthesis of a nanocrystalline CoO–NiO solid solution. Nanocrystals
of CoO–NiO solid solution were synthesized by successive ionic layer deposition (SILD). XRD, SEM, and EDX analysis show that the CoO–
NiO sample consists of 3 – 5 nm isometric crystallites of the solid solution mentioned above and Ni/Co ratio is equal to 45.4 % / 54.6 % at.
Electrochemical investigation of the nanocrystalline CoO–NiO solution as electrode material shows OP values of −240 mV at a current density
(CD) of 10 mA/cm2, Tafel slope values of 78 mV/dec for hydrogen production from water-ethanol solution (10 % vol.) and high cyclic stability –
only 3 mV degradation at 10 mA/cm2 after 100 cycles of cyclic voltammetry. Thus, it was shown that the synthesis of a solid solution within the
proposed approach makes it possible to maintain the high electrocatalytic properties inherent in NiO, but with high stability in a wide range of
overpotential and in the high cyclic load inherent in CoO.
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1. Introduction

The environmental pollution and growing energy crises have stimulated the development of clean electrochemical
energy conversation and storage technologies [1,2] . Hydrogen has been regarded as one of the cleanest energy carriers
for such purposes. Among the methods of hydrogen production is steam reforming [3, 4], biological processes [5],
photoelectrolysis [6,7], water electrolysis [8,9] and electrochemical reforming [10,11]. The last one is the most inter-
esting due to the clean and low-temperature process and the use of renewable organic sources (alcohols, carbohydrates,
and others). Composites with Pt, Ir and Ru exhibit the highest activity for hydrogen evolution reaction (HER), but
it cannot be largely used in electrochemical reforming because of their rarity and high cost [12]. Therefore, durable,
high-active and low-cost catalysts from transition elements have been attracted considerable attention since the last
decade. These catalysts include sulfides [13, 14], phosphides [15, 16], nitrides [17, 18] and oxides [19, 20] of Mo, Co,
Fe, V, Ni and other elements.

Nickel and cobalt oxides are typically used for hydrogen evolution reactions, but they are not ideal HER catalysts
due to the low stability of NiO and high overpotential of CoO [21–23] . In this paper, we proposed a way to avoid
the disadvantages of each oxide by synthesizing nanocrystals of CoO–NiO solid solution by successive ionic layer
deposition (SILD). The SILD method is one of the layer-by-layer synthesis methods based on successive and multiple
treatments of the substrate in a salt solution that leads to the formation of insoluble nanolayers of the new compound
upon interaction on the surface [24–26]. This method is suitable for the coating of most surfaces, even with irregular
shapes and sizes, and it’s allowed to precision control of multilayer thickness by changing the number of treatment
cycles. The SILD method provides a simple and effective way for the creation of metal oxides composites for HER
electrodes.

2. Experimental

Nickel plates with a size 5 × 25 mm were used for electrochemical investigation, and monocrystalline silicon
plates with the orientation of 〈100〉 and a size 5×20 mm were used for characterization by physicochemical methods.
Before synthesis, both nickel and silicon plates were treated in acetone for 10 minutes into the ultrasonic bath. Then,
nickel plates were treated for 15 minutes in aq. 6 M HCl, then rinsed several times with deionized water and dried
on the air at 80 ◦C for 30 minutes. Silicon plates were treated for 15 minutes in concentrated HF, for 20 minutes in
diluted KOH solution with pH = 9.0, and finally were dried on the air at 80 ◦C for 30 minutes.
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CoO–NiO solid solution was synthesized on the nickel and silicon plates by SILD method. As precursors were
used the solution containing 0.01 M Ni(CH3COO)2 and 0.01 M Co(CH3COO)2 and the solution of NaOH with
pH = 9. During the synthesis, the substrates were immersed for 30 seconds into the solution of Ni and Co salts,
then into distilled water, NaOH solution, and distilled water again. Such treatment considered as one SILD cycle,
which has been repeated several times. The synthesis of pure CoO and NiO samples was carried out according to
the techniques previously described in the works [23, 24], so no additional physicochemical analysis was used to
characterize synthesis products.

X-ray phase analysis was performed on a Rigaku SmartLab 3 X-ray powder diffractometer; phase analysis of the
composition was performed using the ICDD PDF-2 powder database. The average crystallite size (coherent-scattering
regions) was calculated from the broadening of X-ray diffraction lines using the Scherrer formula. Elemental analysis
and morphology of the synthesized sample were studied by energy dispersive X-ray analysis (EDX) and scanning
electron microscopy (SEM) using Tescan Vega 3 SBH scanning electron microscope equipped with an Oxford INCA
x-act X-ray microanalysis device.

Electrochemical properties of CoO–NiO solid solution for electrochemical reforming were investigated using
potentiostat Elins P-45X and a three-electrode cell. Nickel plate with nanocomposite film deposited via the layer-by-
layer method was used as a working electrode, the Ag/AgCl electrode was used as reference electrode and a platinum
foil was used as a counter electrode. All measurements have been carried out at atmospheric pressure and room
temperature in 1 M KOH solution with 10 % (by volume) ethanol as the electrolyte. The voltammogram was made
at a 5 mV/s sweep rate with IR compensation (1.3Ω). The electrochemical stability of the electrode materials was
characterized via standard cyclic voltammetry technique carried out for 100 cycles.

3. Results and discussions

Figure 1 shows the result of the XRD investigation of the CoO–NiO sample obtained by the SILD method.

FIG. 1. XRD pattern of the synthesized nanocrystals of CoO–NiO solid solution

The X-ray diffractogram shows three intense diffuse reflections at 36.8◦, 44.3◦, and 64.6◦ Bragg angles, which
correspond to the crystallographic directions of (111), (200) and (220) into the cubic structure of cobalt (II) / nickel
(II) oxide (space group Fm3m, structural type of NaCl). The X-ray diffraction lines are strongly broadened, which
indicates a small crystallite size – the calculation of the average size of the coherent scattering regions, according
to the Scherrer formula, gives a 3 – 5 nm value depending on the chosen crystallographic direction. There is no
noticeable difference in the broadening of diffraction lines for various reflections, which indicates that the morphology
of the obtained nanocrystals is close to isometric. Due to the significant broadening of the X-ray diffraction lines, an
exact determination of the cubic unit cell parameter is impossible; the estimated value of the parameter a = b = c,
determined by the Rietveld method, is 4.045(5) Å. In this case, the observed shift of the X-ray diffraction lines
toward large angles is slightly higher than might be expected for the CoO–NiO solid solution, which indicates a high
defectiveness of the obtained nanocrystals and the presence of a large number of vacancies in their structure. Thus,
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according to the results of X-ray diffractometry, it was found that the obtained substance is a single-phase isometric
nanocrystals of a cubic solid solution of CoO–NiO, which are weakly crystallized and characterized by an imperfect
structure.

SEM images (Fig. 2) also show that obtained nanocomposite of CoO–NiO consists of ultrafine isometric crystal-
lites – there is no noticeable anisotropy in the morphology of individual nanocrystals. Thus obtained electrode material
is a film several microns thick, which consists of ultrafine nanocrystals mentioned above. The EDX analysis shows
that Ni/Co ratio in synthesized nanocrystals is equal to 45.4 % / 54.6 %, so main components (CoO and NiO) are in
solid solution in an almost equal molar ratio.

FIG. 2. SEM images of the synthesized nanocrystals of CoO–NiO solid solution at various magni-
fications (a–c)

The electrocatalytic properties of the CoO–NiO solid solution in the form of thin film on the nickel substrate,
as an electrode for hydrogen evolution reaction, were studied by linear voltammetry methods at a constant potential
sweep speed and by chronoamperometry. The voltammetry results are presented in Fig. 3. The overpotential value for
pure CoO, pure NiO and CoO–NiO solid solution samples was determined and it reaches, respectively, −277, −233,
and −240 mV at a current density of 10 mA/cm2. These results indicate that the absolute value of overpotential for
pure nickel oxide (−233 mV) is significantly lower than for pure cobalt oxide (−277 mV). But when considering a
CoO–NiO solid solution, the absolute value of the overpotential increases slightly (to −240 mV) and is closer to pure
nickel oxide (−233 mV), so the CoO–NiO solid solution still seems to be a promising electrocatalyst.

FIG. 3. Polarization curves of CoO–NiO solid solution, and pure NiO and CoO
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The Tafel slope was also calculated (Fig. 4) from the measured current-voltage curves. It is an important microki-
netic characteristic of the catalyst, which shows its efficiency over a wide range of overpotentials. The Tafel slope
for CoO–NiO solid solution, pure NiO, and CoO samples was 78, 94, and 76 mV/dec, respectively. Thus, the Tafel
slope for the CoO–NiO solid solution (78 mV/dec) is low and very close to that for pure cobalt oxide (76 mV/dec),
which characterizes the synthesized material as stable and effective for electrodes working in a wide range of overpo-
tential values. The Tafel slope for pure nickel oxide (94 mV/dec) is much higher in comparison with the substances
considered and indicates its low functional prospects as a material base for electrocatalytic hydrogen evolution.

FIG. 4. The Tafel slope of CoO–NiO solid solution, and pure NiO and CoO

For CoO–NiO solid solution and pure NiO and CoO samples, cyclic stability was measured after 100 charge-
discharge cycles (Fig. 5).

FIG. 5. Cyclic stability of CoO–NiO solid solution, and pure NiO and CoO after 100 charge-
discharge cycles

As one can see, the cyclic stability of the CoO–NiO solid solution is at the level of pure CoO and much better
than for pure NiO: the electrode degradation for both CoO–NiO and CoO is only 3 mV, while for pure nickel oxide,
it is higher than 15 mV. Thus, the inclusion of cobalt into the composition of nickel oxide just slightly increases the
overpotential of hydrogen evolution for this catalyst, but it noticeably decreases the Tafel slope as compared with pure
nickel oxide, which promotes their best microkinetic characteristics as well as decrease electrode degradation after
100 cycles of cyclic voltammetry.
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4. Conclusion

Nanocrystalline CoO–NiO solid solution was synthesized by successive ionic layer deposition. XRD and SEM
analysis show that the sample consists of 3 – 5 nm isometric crystallites. EDX investigation confirmed the Ni/Co
ratio equal to 45.4 % / 54.6 %. Electrochemical investigation of the CoO–NiO-based electrode shows overpotential
values of −240 mV at a current density of 10 mA/cm2 and Tafel slope values of 78 mV/dec for hydrogen evolution
from water-ethanol solution (10 % vol.). And finally, it was shown that synthesized CoO–NiO solid solution is much
more stable, then pure NiO in cyclic voltammetry (3 mV vs 15 mV electrode degradation after 100 cycles). Thus,
nanocrystalline CoO–NiO solid solution synthesized by the SILD method could be used as an effective and stable
electrode material for hydrogen production via electrocatalytic reforming.
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Selenium is known to be a semiconductor with many applications, and when it is doped in some chemical compounds, it changes the electrical
properties of that compound which directly affect its thermoelectric performance. The present work is to synthesized multilayers of Bi2Te2.7Se0.3
/ Sb2Te3 by e-beam evaporation technique on glass substrate at room temperature. Prepared thin films were characterized by XRD and also study
their electrical, optical and thermoelectrical properties to enhance the thermoelectric performance of Thermoelectric (TE) devices.
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1. Introduction

Thermoelectrics is a promising area for the conversion of any type of waste heat into electricity and suitable for
power generation. The initial applications of thermoelectric materials was in spacecraft such as in Cassini, Voyager,
and New Horizons [1,2]. But now they have many other applications, such as in microcoolers and generators, in CCD
technologies, and in infrared detectors. The unique property of thermoelectric devices for conversion of environmen-
tal waste heat introduced the elegant concept of harvesting energy from body. The source of energy from a body is
thermal energy, which can be utilized and converted into self-powered wearable device [3]. To make a body-wearable
device, the heat exchange from hot side to cold side is limited due to large inrefficient thermal resistances [4]. It
should be remember that the material used for body-wearable device should have low thermal conductivity. Generally
TE devices are not practically applicable, due to their low efficiency. Much research has been done in this field to
increase the thermoelectric efficiency. The thermoelectric efficiency is directly dependent on a dimensionless quantity
known as Figure of merit (ZT). Higher ZT values of lead to large thermoelectric efficiency. ZT directly depends on
electrical conductivity and Seebeck coefficient and inversely proportional to thermal conductivity. The formula for
figure of merit ZT= S2σT/k, where S is Seebeck coefficient, σ is electrical conductivity and k is thermal conductiv-
ity and T is absolute temperature. Much research has been done to increase the value of electrical conductivity and
Seebeck coefficient by selecting an appropriate material. Bi2Te3 is most promising thermoelectric material showing
good thermoelectric properties at room temperature, which can be used for many applications. Recent research on
n-type Bi2Te3 alloys showing high ZT using nanostructuring [5–7], nonoelusions [8], texturing [9] and point defect
engineering [10]. In many researches, it was found that n-type Bi2Te3 compounds have been shown high value of ZT
but still they are not suitable for practical applications such as harvesting body heat due to non-optimized properties
at room temperature. So, high value of ZT of a material with optimizing transport property at room temperature is
required. To satisfy the above requirement recent researches are focused on decreasing lattice thermal conductivity by
preparing superlattice structures. Recent enhancements have been done by Venkatasubramanian by fabricating super-
lattice structures of Bi2Te3 / Sb2Te3 with high figure of merit 2.4. For body heat harvesting applications, high value
of σ and S with relatively low value of K is required at room temperature. So, as it is known that bismuth telluride
has been shown to possess the best thermoelectric properties at room temperature and when it is doped with Sb, Se or
with some other element it becomes an efficient thermoelectric material. Doping is a very common technique for the
improvement in thermoelectric properties by increasing electrical conductivity and decreasing thermal conductivity as
doping increased electron-phonon scattering. It has been reported that doping of elements like C, Sn, Pb, O, S, Se can
increase the thermoelectric properties of Bi2Te3 [11–16]. Superlattice structures are focused on either a multilayered
hetrojunction arrangement or by doping in one of the material to form a series of homojunctions [17]. It has been
observed that appropriate amount of doping into a superlattice structure can make high performance thermoelectric
module and can also develop new properties [18]. Thus, the present work is focused on the synthesis of multilayered
Bi2Te2.7Se0.3 / Sb2Te3 structures to fulfill the above requirement.
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2. Experimental details

All the samples single layer Bi2Te2.7Se0.3 and Sb2Te3 (50 nm) each, their bilayer Bi2Te2.7Se0.3–Sb2Te3 (103 nm),
5 layers of thickness (510 nm) and 10 layers of total thickness (1024 nm) are fabricated on clean glass substrate by
e-beam evaporation technique. The thickness of the films was measured from quartz crystal thickness monitor of
vacuum coating unit. The Bi2Te2.7Se0.3 and Sb2Te3 are purchased in the powder form from Sigma Company with
99.99% purity. Substrate were cleaned with acetone and dried at room temperature. All the thin films are deposited in
a vacuum chamber under the pressure of ∼10−6 Pa with rate of evaporation for Bi2Te2.7Se0.3 was ∼2Å/Sec. and for
Sb2Te3 is ∼10Å/Sec. Structural properties are analyzed by XRD in Banasthali Vidyapeeth, Banasthali. The electrical
properties like hall measurement, Carrier concentration, mobility, conductivity, sheet resistance and I–V measured
were carried out through four probe method in MNIT, Jaipur. The optical properties were measured by LAMBDA 750
(Perkin Elmer) in MNIT, Jaipur to determine the band gap of the samples.

3. Results and discussion. Structural properties

3.1. X-RAY Diffraction (XRD)

The Xrd pattern of multilayers of Bi2Te2.7Se0.3 / Sb2Te3 of different thicknesses from ∼(50–1000 nm) has been
shown in Fig. 1. The main peaks observed in single layer Bi2Te2.7Se0.3 are at 23.46◦, 28.28◦ and 41.05◦. There is
no peak observed in Sb2Te3 which confirms its non- crystalline or amorphous nature. As thicknesses of the samples
increases more number of peaks is generated at angles 50.44◦, 64.86◦ and 66.20◦, which cannot be observed in single
layer Bi2Te2.7Se0.3. The intensity of the peaks is increased, which confirms that crystallinity of the thin films increases
as number of alternate layer increases. The Xrd patterns of the multilayer structure of Bi2Te2.7Se0.3 / Sb2Te3 are well
matched with Xrd pattern in paper of [19].

FIG. 1. XRD pattern of multilayers of Bi2Te2.7Se0.3 / Sb2Te3 at room temperature

3.1.1. Grain Size. The grain size of the samples of different thicknesses can be calculated using Scherer’s formula:

D =
kλ

β cos θ
(1)



688 M. Kumari, Y. C. Sharma

The calculated structural parameters Full width at half maxima (FWHM), Grain size (D), microstrain (ε), and
dislocation density (δ) for alternate layers of Bi2Te2.7Se0.3 / Sb2Te3 of various thicknesses ranging from (50–1000 nm)
for (0 1 5) orientation have been shown in Table 1.

TABLE 1. The calculated structural parameters, Full width at half maxima (FWHM), Grain size
(D), microstrain (ε), and dislocation density (δ) for alternate layers of Bi2Te2.7Se0.3 / Sb2Te3 for (0
1 5) orientation

FWHM Grain Strain Dislocation

Samples β0 Size(D) (ε · 10−4) density

(nm) (lines−2m−4) (δ · 1013) (lines/m2)

Bi2Te2.7Se0.3 (50 nm) 0.2172 37.76 9.18 70.13

Sb2Te3(53 nm) 0.492 16.29 21.26 376.84

Bilayer (103 nm) 0.1855 44.28 7.84 51.00

5 layers (510 nm) 0.2052 39.94 8.67 62.68

10 layers (1024 nm) 0.2879 28.47 12.17 123.37

Where D is the grain size, k is the shape factor (0.94), λ is the wave length of X-ray source (1.5406 Å), θ is the
Bragg’s angle and β is full width at half maxima.

3.1.2. Microstrain. The microstrain (ε) is developed in thin films is the root mean square of variations in lattice
parameters. It can be calculated from the relation:

ε =
β cos θ

4
(2)

3.1.3. Dislocation density. Dislocation in Xrd is an imperfection in crystal which occurs due to misregistry of lattice
in one part with another part of the lattice [17]. The dislocation density (δ) is the length of dislocation lines per unit
volume of crystal and it can be determined by the relation:

δ =
1

D2
(3)

3.2. Scanning Electron Microscopy (SEM)

FIG. 2. SEM images of (a) Bi2Te2.7Se0.3 (b) Sb2Te3

The SEM images of single layer of Bi2Te2.7Se0.3 and Sb2Te3 are shown in Fig. 2. The average grain size from
SEM analysis for Bi2Te2.7Se0.3 and Sb2Te3 sample is ∼44 nm and 20 nm. It was observed that crystallinity and grain
size increase from single layer Bi2Te2.7Se0.3 to bilayer. These results are in good agreement with XRD results.
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4. Electrical properties

4.1. I–V Measurements

Figure 3 shown the I–V behavior of multilayers of Bi2Te2.7Se0.3 / Sb2Te3 at room temperature. The current is
flowing through the samples in milliampere range. The graph shows that slope of the curves increase with thick-
nesses which determine the conductivity of the sample. It is also been observed that single layer Bi2Te2.7Se0.3 and
Sb2Te3 show almost linear behavior but a nonlinear behavior is observed as thickness increases up to 5 layers. The
semiconducting behavior of the curves increases with thickness which shows that decreasing conductivity.

FIG. 3. I–V curves of multilayers ofBi2Te2Se0.3 / Sb2Te3 at room temperatures

4.2. Hall measurements

Table 2 shows the measured Electrical conductivity, Sheet resistance, Bulk carrier concentration, Hall coefficient,
mobility and magneto resistance of the Se doped Bi2Te2.7Se0.3, Sb2Te3, Bilayer, 5 layers, 10 layers at room tempera-
ture. It has been observed that highest electrical conductivity is examined for single layer Bi2Te2.7Se0.3 of 2.43· (102

Ω·m)−1 and decreases as thickness of alternate layers increases.

TABLE 2. Represents Electrical properties of multilayers of Bi2Te2.7Se0.3 / Sb2Te3

Bulk Sheet Conductivity Hall Mobility, Magneto

Samples conc. resistance coefficient, µ resistance

(1021) (103 Ω) (102 Ω·cm)−1 RH (10−3cm3/C) (cm2/V·sec.) (10−1)

Bi2Te2.7Se0.3 1.38 0.815 2.43 4.58 1.10 0.56

Sb2Te3 2.64 1.00 1.87 2.35 4.58 16100

Bilayer 0.67 0.984 0.99 9.23 1.58 1.11

5 layers 0.13 0.207 0.95 3.42 4.30 1.93

10 layers 0.12 0.152 0.64 2.53 5.77 0.50

In order to examine the electronic transport properties, Bulk carrier concentration (n), mobility (µ) and Hall
coefficient (RH ) were measured at room temperature. The sign of Hall coefficient was positive for all the samples. It
shows that main electrical charge carriers are hole and showing p-type semiconducting behavior. The maximum value
of hall coefficient 9.23·(10−3 cm3/C) is found for bilayer sample but decreases as thickness of the sample was further
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increases. A high value of carrier concentration of (1021) is achieved for all the samples and decrease with thickness.
Mobility increases as the number of alternate layers increases. Maximum mobility 5.77 (cm2/V·sec.) and minimum
carrier concentration 0.12 · 1021 is found to be for 10-layered sample.

Magneto resistance is also an important parameter to study in the field of thermoelectricity which is the tendency
of material to change its electrical resistance on the application of eternal magnetic field. In multilayer system tunnel
junctions are formed that’s why the term giant magnetoresistance (GMR) is used. A high GMR is achieved for single
layered Sb2Te3 which shows that maximum change in resistance is observed for Sb2Te3 on the application external
magnetic field.

5. Optical properties

In optical properties, absorbance spectra of all the samples with different thickness were recorded using UV-VIS-
NIR double beam spectrometer in the range of (200–1100) nm. Fig. 4 show the optical absorption spectra of single
layer Bi2Te2.7Se0.3, Sb2Te3 and Bilayer sample. It is obvious that absorption increases with thickness. But, as the
thickness increases to 5 or 10 layers, the absorbance pattern was not clearly observed. Because as thickness of the
sample is large, the absorbance is greater and only some part of the light will be transmitted through the sample. It
is clearly observed from the graph that low absorbance is found in 300–350 nm region which lies in visible region.
For all the three samples maximum absorbance was found only at one position which confirms the uniformity of the
sample.

FIG. 4. Show the optical absorption spectra of Bi2Te2.7Se0.3, Sb2Te3 and Bilayer sample

The absorption coefficient (α) is determined from transmittance measurements using relation [20]:

α =
2.303

d
log10

1

T
(4)

where T is transmittance and d is the thickness of the film.
The electronic transition between valence band and conduction band can also be calculated from absorption

coefficient using:
α = A(hν − Eg)p (5)

where A is constant, Eg is the optical band gap, hν is incident photon energy and P has discrete values like
1

2
,

3

2
,

4

2
,... etc., depending upon the transition. For direct and allowed transition P =

1

2
, in direct but forbidden case

P =
3

2
, and for indirect and allowed transition P = 2 and for forbidden case it will be 2 or more. The band gap is

determined by extrapolation on x-axis in curve between (αhν)2 and hν. The optical band gap has been determined for
different thickness shown in Fig. 5. It has been shown that band gap increases with thickness up to the bilayer and then
decreases for 5-layered sample. The graphs show the direct and allowed transitions. These values of band gaps Eg for
Bi2Te2.7Se0.3, Sb2Te3. Bilayer and layers are 1.34, 1.72, 1.56, 1.22 eV. The variation in band gaps is due to variation
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in grain size and dislocation density. As dislocation density is high resulting in high band gap of a semiconductor
because presence the separation distance of dislocations are greater than interatomic distance [21]. The results are in
good agreement with the results of XRD shown in Table 2.

FIG. 5. Band gaps of Bi2Te2.7Se0.3–Sb2Te3 thin films

5.1. Thermoelectric Properties

TABLE 3. Represents the Thermoelectrical properties of multilayers of Bi2Te3–Sb2Te3

Sample Seebeck coefficient Resistivity Power factor

details S (µV/K) ρ (µΩ·m) (10−3·W/m·K2)

Bi2Te2.7Se0.3 −87 41.15 0.183

Sb2Te3 210 53.4 0.825

Bilayer 238 101.0 0.560

5 layers 167 105.2 0.265

10 layers 123 156.2 0.096

In thermoelectric measurements, Seebeck coefficients of the samples were measured at room temperature. The
Seebeck coefficient, resistivity and power factor of the samples are shown in Table 3. The negative value of Seebeck
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coefficient for single layer Bi2Te2.7Se0.3 shows n-type charge carrier and positive values for other samples show p-
type charge carriers. The results have been shown that maximum Seebeck coefficient is achieved for bilayer sample
but Power factor is maximum for Sb2Te3. The variations in Seebeck coefficient and power factor are shown in Fig. 6.

FIG. 6. Seebeck coefficient and power factor of Bi2Te2.7Se0.3–Sb2Te3 thin films

6. Conclusion

The multilayered thin films of Bi2Te2.7Se0.3 / Sb2Te3 variable thickness from (50–1000) nm were deposited on
glass substrate at room temperature by using e-beam evaporation technique. The effect of thickness on structural,
electrical and optical properties was studied. XRD studies indicates that the single layer Bi2Te2.7Se0.3 thin film
showed polycrystalline nature with preferred orientation along (0 1 5) plane, whereas the single layer Sb2Te3 show
non crystalline or amorphous nature. Also, as the number of layers increases, the intensity of the planes also increases,
which shows that crystallinity increases with thickness. The grain size also increases from single layer to bilayer, but
after that, it decreases as the number of layers further increases. SEM analysis shows that single layer Bi2Te2.7Se0.3
and Sb2Te3 have average grain size around 44 nm and 20 nm respectively. Results of I–V curve shows that slope
increases with thickness and in electrical properties conductivity and charge carrier concentration decreases, whereas
mobility increases with thickness. The optical properties show that absorption of all the samples were near visible
region and optical transition was found to be direct and allowed. The energy band gap varies with thickness and
lies between (1.34–1.72) eV. The maximum band gap was found for Sb2Te3. In thermoelectric measurements, the
maximum Seebeck was found for Bilayer sample, but the power factor was maximum for single layer Sb2Te3.
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In this research, the formation process of nanocrystalline terbium orthoferrite (TbFeO3) obtained via a solution combustion technique was studied
using powder X-ray diffractometry, scanning electron microscopy, 57Fe Mössbauer spectroscopy, N2 adsorption analysis, and FTIR spectroscopy.
It was shown that glycine-nitrate combustion method permits one to obtain TbFeO3 of three different modifications: orthorhombic o-TbFeO3

(Pbnm), hexagonal h-TbFeO3 (P63/mmc) and amorphous am-TbFeO3. It was found that the average crystallite sizes of orthorhombic and hexagonal
TbFeO3 were 29±3 and 15±2 nm, respectively. The formation mechanism of different structural forms of terbium orthoferrite was investigated on
the basis of nanopowders morphology, specific surface areas, average pore sizes, and crystallite sizes.
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1. Introduction

During the last few decades, there has been an increased interest in the study of ferrites with various compositions
due to a large number of areas of their practical application [1–3]. Unique structural and electromagnetic parameters
allow the use of these type substances in the production of microwave ceramics, magnetically recoverable catalysts,
magnetic devices, etc. [4–6]. Among a large number of rare-earth metal orthoferrites, terbium ferrite (TbFeO3) stands
out, due to its antiferromagnetic and ferroelectric properties [7]. Despite the fact that compounds of this class were
actively studied for more than a decade, the discovery of new areas of use for nanostructured multiferroics in the case
of which the electromagnetic properties differ significantly is an important and urgent task is to study the processes of
their formation [8]. Furthermore, the discovery of the existence of metastable paramagnetic modification in a number
of compounds of the type RFeO3 leaves open the question of their controllable and phase-pure production [9].

Currently, terbium orthoferrite was successfully obtained in two different modifications with an orthorhombic
and hexagonal structure. However, a metastable hexagonal structure was obtained only in the form of thin films and
in this work, it was obtained for the first time in its bulk form via the solution combustion method. The complexity
of its preparation lies in the nature of the polymorphism of terbium orthoferrite and related to the ratio of its ionic
radii. According to the data presented in [10, 11], it is known that, under certain conditions, it is possible to obtain
a metastable hexagonal modification of yttrium and holmium orthoferrites, due to a number of factors such as small
crystallite size and inter-pore space.

The orthorhombic modification of terbium orthoferrite is a distorted perovskite-like structure Fe3+ cations, which
are in an octahedral oxygen environment, and the Tb3+ cation is located in the distorted trigonal prism of O2− anions.
It is known from the literature that there are two types of directions of rotation of the oxygen octahedra of the rhombic
structure of rare-earth metal orthoferrites that correspond to the space groups Pnma or Pbnm [12]. It should be noted
that the latter type of structure is almost never encountered. The rhombic modification of o-TbFeO3 is thermodynam-
ically stable over the entire temperature range of the compound. The hexagonal modification of terbium orthoferrite
corresponds to a more deformed perovskite-like structure and corresponds to the unit cell h-TbFeO3 (P63/mmc) which
consists of FeO5 trigonal pyramids and yttrium Tb atom planes. Besides that, each terbium atom is in the octahedron,
the structure of which is tightly packed oxygen atoms with four additional oxygen atoms along the axis c with a sig-
nificant distance from the terbium atom. This explains the metastable nature of the hexagonal modification, in which
case the Fe3+ cation is located in the center of a trigonal bipyramid.

In this work, terbium orthoferrite was obtained by the solution combustion method at various Red/Ox ratios using
glycine as a fuel and a chelating agent (G/N = 0.2–1.4). The choice of this synthesis technique was made because the
solution combustion method has already shown its effectiveness in obtaining metastable hexagonal modifications of
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rare-earth element orthoferrites of the RFeO3 type [10, 11]. All obtained terbium orthoferrite powders were investi-
gated by a complex of physicochemical methods, including determination of chemical composition, morphology, and
structure.

2. Experimental

Nanocrystalline terbium orthoferrite was obtained by the glycine-nitrate combustion method using glycine as fuel
at different G/N ratios in the initial mixture (G/N = 0.2–1.4) using the technology described in detail in [13, 14]. The
reaction solution was prepared using nitrates of terbium (Tb(NO3)3·6H2O) (puris.), iron (Fe(NO3)3·9H2O) (puris.)
and glycine (C2H5NO2) (puris.) dissolved in 40 ml of distilled water and heated to 50 ˚ C. The redox ratio was
calculated in such a way as to differ from the stoichiometry of the reaction in steps of 0.2:

G/N =
nGly
nNO−

3

nGly – glycine amount of mole, nNO−
3

– nitrate groups amount of mole. It should be noted that in the case of
a significant deviation from the stoichiometry of the reaction, a number of foreign substances (C, CO, N2O, NO,
NO2) may form, in which case, it is difficult to accurately equalize the reaction. In this regard, the calculations were
performed based on the formation of terbium orthoferrite with a stoichiometric ratio of glycine to nitrate-groups:

3Tb(NO3)3 + 3Fe(NO3)3 + 10C2H5NO2 → 3TbFeO3 + 20CO2 + 14N2 + 25 H2O

The reaction solution thus prepared was mixed until the starting components were completely dissolved and
heated until the water was almost completely removed and the self-ignition point was reached and as a result, brown
powders were formed. Obtained samples were thermally treated in a muffle furnace at a temperature of 500 ˚ C for
2 hours to remove impurity organics and mechanically milled in a mortar.

The elemental analysis and morphology of the synthesized compositions were studied by scanning electron mi-
croscopy and energy dispersive x-ray analysis using a scanning electron microscope Tescan Vega 3 SBH equipped with
an Oxford INCA x-act x-rat spectral microanalysis.

Powder X-ray diffraction analysis was performed using the method of powder x-ray diffraction on Rigaku Smart-
Lab 3 powder diffractometer using monochromatic CuKα radiation and ICDD PDF-2 powder database. The average
crystallite size (coherent scattering area) was determined from X-ray diffraction lines broadening using Scherrer equa-
tion:

D =
kλ

β cos θ

where k is the crystal shape factor (assumed to be 0.94 in the isometric approximation), λ is the X-ray emission
wavelength (CuKα, λ = 0.15406 nm), β is the diffraction maximum broadening with considering instrumental error
(in radians), θ is the diffraction peak position (Bragg angle).

Absorption spectra of the samples and the presence of impurity organics were determined by FTIR spectroscopy
on Shimadzu IRTracer-100 in the range from 500 to 3800 cm−1 in absorption mode.

The state of Fe atoms in obtained compositions has been studied using Mössbauer spectrometer Wissel (Ger-
many). Measurements have been made in absorption geometry at room temperature. Isomer shift has been evaluated
with respect to α-Fe. Information about phase composition has been obtained by comparing the Mössbauer parameters
of iron atom state recorded in the experiment with the data of other studies presented within literature.

The specific surface of the obtained compositions was studied using a low-temperature nitrogen (N2) sorption-
desorption method. The isotherms of all synthesized samples were obtained at the temperature of liquid nitrogen
(77 K) using a Micrometrics ASAP 2020 analyzer after vacuum degassing at 300 ˚ C for 5 h.

3. Results and discussion

According to energy-dispersive X-ray spectroscopy data the obtained samples correspond in their chemical com-
position to terbium orthoferrite (TbFeO3) with a ratio of terbium atoms are close equal to 50%/50% (Fig. 1,a).

The largest deviation from the stoichiometric composition (≈ 1%) is observed for the samples obtained at a ratio
of G/N = 0.4 and 1.0, which lies within the error of the determination method used. The results of scanning elec-
tron microscopy demonstrate the effect of the Red/Ox ratio on the morphology of the synthesized TbFeO3 powders
(Fig. 1,b-h). The data obtained indicate that, with a slight deviation from stoichiometry (G/N = 0.4 and 0.8), agglom-
erates several microns in size consisting of nanometer-sized particles are formed. In their appearance, they resemble
agglomerates of other orthoferrites obtained by solution combustion [15]. With a significant deficiency (G/N < 0.4)
and excess glycine (G/N > 0.8), the formation of amorphous structures without pronounced differences is observed.
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FIG. 1. EDX results (a) and SEM images of glycine-nitrate combustion products, synthesized at the
following G/N ratio: 0.2 (b), 0.4 (c), 0.6 (d), 0.8 (e), 1.0 (f), 1.2 (g) and 1.4 (h)

The most unusual sample appears to be obtained with a stoichiometric ratio of glycine to nitrogen in nitrates (G/N <
0.6) in the agglomerates of which there are no large numbers of voids which are usually formed as a result of abundant
gas evolution during the self-ignition process. In addition, the obtained images clearly demonstrate that this sample
consists of loose nanostructured compositions. This feature is most likely related to the shift of the maximum point of
the real combustion temperature, which was repeatedly mentioned in a number of other works [16, 17].

The results of the X-ray powder diffraction analysis show that the formation of terbium orthoferrite begins with a
glycine-nitrate ratio of G/N = 0.4 (Fig. 2).

FIG. 2. PXRD pattern of TbFeO3-based nanopowders synthesized at different G/N ratio

It should be noted that the redox environment of the reaction solution significantly affects the phase composition
of the resulting compositions. For example, the orthorhombic modification of terbium orthoferrite o-TbFeO3 is formed
in a wide range of G/N ratios from 0.4 to 1.2. In the case of a transition to the region of a significant excess of fuel
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(G/N = 1.0–1.4), the appearance of hexagonal terbium orthoferrite h-TbFeO3 and amorphous terbium orthoferrite am-
TbFeO3 was observed. The appearance of metastable hexagonal modification is associated with the peculiarities of
the process of its formation, namely, the thickness of the inter-pore space, the size of the resulting particles, and the
combustion mode. All these factors are directly affected by the selected glycine to nitrate ratio, which was described in
detail in [10, 12]. In this case, a similar situation is observed and the formation of metastable hexagonal modification
occurs exclusively in areas of a significant excess of glycine, the conditions in which correspond to those necessary
for its formation. In the region with a significant lack of fuel (G/N = 0.2), the formation of terbium hexagonal
orthoferrite does not occur. The average crystallite sizes of orthorhombic and hexagonal TbFeO3 are 29±3 and
15± nm, respectively.

The results of Mössbauer spectroscopy indicate the presence of three main components in the spectra of the
synthesized samples – two doublets and one sextet (Fig. 3).

FIG. 3. 57Fe Mössbauer spectra of TbFeO3-based nanopowders synthesized at different G/N ratio

These components according to the value of the isomeric shift (IS = 0.306–0.349 mm/s) correspond to the presence
of iron atoms in the oxidation state of 3+. A sextet with zero quadrupole splitting refers to the position of the Fe3+

cation in the oxygen octahedron [FeO6] in the perovskite-like structure of holmium orthoferrite and, according to
the value of hyperfine magnetic splitting (Heff = 48.987 T), agrees well with the results of other studies [18–20].
The remaining two doublets have close values of the isomeric shift – 0.313 and 0.306 mm/s, but differ greatly in the
magnitude of the quadrupole splitting – 0.948 and 1.600 mm/s, correspondingly. In accordance with our previous study
[10], these two components of the Mössbauer spectra can be attributed to the amorphous (am-TbFeO3) and hexagonal
(h-TbFeO3) forms of terbium orthoferrite, correspondently. The Mössbauer characteristics of various modifications
of terbium orthoferrite are given in Table 1. Thus, the results of 57Fe Mössbauer spectroscopy fully confirm the data
of X-ray diffraction.

According to the results of FTIR spectroscopy of the synthesized samples (Fig. 4), the amount of substances
adsorbed on the surface of terbium orthoferrite directly depends on the glycine to nitrate ratio.
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TABLE 1. Mössbauer characteristics of the different TbFeO3 modifications

Terbium Isomer shift (IS), Quadrupole Effective magnetic

orthoferrite mm/s splitting (QS), mm/s field (Heff ), T

modification This work Literature This work Literature This work Literature

am-TbFeO3 0.313(19) 0.30 [19] 0.948(52) 1.18 [19] — —

h-TbFeO3 0.306(13) 0.29 [19] 1.600(86) 2.13 [19] — —

o-TbFeO3 0.349(11) 0.357 [20] ∼ 0 0.007 [20] 48.987(91) 49.9 [18]

FIG. 4. FTIR spectra of TbFeO3-based nanopowders synthesized at different G/N ratio

The samples obtained with a significant shortage and excess fuel (G/N = 0.2 and 0.4) are characterized by the
presence of a large amount of sorbed water whose absorption bands are observed in the region of 3400 cm−1 and
correspond to asymmetric vibrations of the O-H bond in H2O molecules. Besides, several absorption bands in the
region between 1500 and 1350 cm−1 correspond to symmetric and asymmetric stretching vibrations of the C–O bond
in the carbonate group CO2−

3 and are most noticeable in the samples obtained with the ratio G/N = 1.2 and 1.4,
which, in turn, corresponds to the region of the presence of the maximum percentage of hexagonal modification. The
presence of a large number of carbonate groups is most likely due to the active interaction of the obtained powders
with carbon dioxide (CO2), which is one of the main gaseous combustion products. It should also be noted the
presence of absorption bands in the region from 2190 to 2060 cm−1 correspond to vibrations of the C–O bond in
carbon monoxide, which is also a product obtained during combustion. In addition, the presence of the absorption
band peaked at 550 cm−1 that corresponds to stretching vibrations of the Fe–O bond on the octahedron [FeO6] of
terbium orthoferrite confirms X-ray diffraction data.

The most important parameter that determines the possibility of forming a metastable hexagonal modification is
the size of the inter-pore space and specific surface area. The determination of these parameters for terbium orthoferrite
samples obtained at various glycine-nitrate ratios was carried out on the basis of the results of measuring the low-
temperature (77 K) adsorption-desorption of nitrogen N2 by the surface of the sample (Fig. 5).
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FIG. 5. N2 adsorption-desorption isotherms of TbFeO3-based nanopowders synthesized at different
G/N ratio

An analysis of the data presented indicates that the obtained isotherms correspond to H2 type (with the excep-
tion of the sample synthesized at a ratio of G/N = 0.6) according to the IUPAC classification, which is typical for
substances with a porous structure.

The specific surface value determined with the multi-point BET (Brunauer – Emmett – Teller) method is shown
in Fig. 6.

FIG. 6. Surface area vs average pore size of TbFeO3-based nanopowders depending on the G/N ratio

According to the data obtained, the total porosity of the samples ranges from 0.073 cm3/g to 0.003 cm3/g and is
due to the presence of pores with diameters of 6–17 nm depending on the glycine-nitrate ratio used (Fig. 6). These val-
ues are strictly correlated with crystallite sizes of terbium hexagonal orthoferrite, which may indicate the stabilization
of this structural form due to the spatial limitations of inter-pore space. Thus the porous structure of the obtained com-
positions plays a decisive role in the formation of terbium orthoferrite nanocrystals with a hexagonal and orthorhombic
structure, which is a distinctive feature of phase formation in systems based on rare-earth orthoferrites [10].
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4. Conclusions

In the present paper, our investigation of the process for terbium orthoferrite formation under solution combustion
conditions using glycine as a fuel has been completed. It has been shown that at glycine-nitrate G/N ratios ranging
from 0.4 to 0.8, the orthorhombic terbium orthoferrite (o-TbFeO3) is formed with a particle size of 29±3 nm. Upon
reaching a point of a significant excess of glycine (G/N > 1.0) and, as a result, the appearance of a large number of
carbonate groups from the combustion products and the average pore size about 13–17 nm, the formation of amorphous
am-TbFeO3 and hexagonal h-TbFeO3 (P63/mmc) is observed. The maximum percentage of hexagonal modification
is observed for the sample obtained at a ratio of G/N = 1.2 and is equal to 27%.
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Most of the experimental biophysical and biochemical observations of proteins are in dilute solutions, while inside the cell is a crowded environ-
ment.The effect of crowding on the structure and activity of biomolecules is not completely clear. In this work, molecular dynamics simulation was
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1. Introduction

In cellular environments, a large number of compounds, such as proteins, saccharides, lipids, DNA, RNA, ions,
etc., coexist [1, 2]. The concentration range of biomolecules in the cell is between 40 and 500 gL−1 [3, 4]. This
concentration range is equivalent to occupying 20 to 40 percent of the cell volume. Therefore, inside the cell is a
crowded environment. However, most biochemical in vitro studies are carried out in dilute solution [5]. In the case of
parameters such as temperature, pressure, and pH, the change of parameters can be such as to reflect the physiological
behavior of the cell environment, but this is not true about the effect of crowding. The effect of crowding on the
structure and activity of biomolecules is not completely clear. On the other hand, the understanding of this effect
leads to a better understanding of the behavior of biomolecules in the cell’s environment. In order to mimic molecular
crowding in vitro, various materials are used in the laboratory. Alcohols [6], polymers [7], and carbon nanotubes [8]
are among the materials used in this field. Substances used as a crowding agent should have features such as chemically
inert, high solubility in water, and varied in size. Except for high solubility in water, carbon nanotubes are suitable for
other criteria. Carbon nanotubes are biocompatible because they have carbon; on the other hand, they can have a wide
variety in terms of length and diameter. Also, single-walled carbon nanotubes (SWCNT) have great applications in
drug delivery [9] and providing biosensors [10] due to their unique structural features.

H–NS are DNA-binding proteins which can cause condense DNA invivo and in vitro [11]; it does this as eukary-
otic histones. The H–NS protein has two domains, which are interacting with the DNA in the C-terminal domain.
Protein H–NS has been shown to bind to DNA with 47 residues at its C-terminus, and digest the protein during this
process [11]. The binding domain of H–NS protein has a unique three-dimensional structure that is not similar to other
DNA-binding proteins. The DNA-binding domain of H–NS protein has two beta-sheetsand two-alphahelices. Due to
the presence of six lysine residues and two arginine residues in the binding domain of H–NS, this region of the protein
has a positive charge. H–NS has a binding affinity with all types of DNA, but its binding affinity to double-stranded
DNA is more pronounced [12]. Two mechanisms for the binding of H–NS to DNA have been proposed [13]: (i) via
specific binding, in which H–NS binds to an AT-rich region of DNA; (ii) non-specific binding, in which the H–NS can
bind over the whole DNA.

Although being crowded in vivo, biomolecules maintain their structure and activity; however, crowing under
in vitro conditions causes changes in the structure and function of the biomolecules. How the structure of proteins
in the presence of crowding factors is changed is not fully understood. Here, the structure of H–NS protein and
its interaction with double-stranded DNA using molecular dynamics simulation is investigated. This is done in the
presence and absence of arm-chair single-wall carbon nanotubes.
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2. Molecular dynamics simulation details

Four different simulation boxes were designed. In the first box, the binding domain of H–NS protein with pdb
code 1HNS in the protein data bank was placed in the center of the simulation box (denoted as protein system). In the
second box,the H–NS was placed along with the four arm-chair SWCNTs (5, 5) (denoted as protein-SWCNT system).
The H–NS was placed in the center of the box and the SWCNTs were randomly placed. In the third box,the H–NS
and the DNA were placed (denoted as protein-DNA system) (see Table 1). The DNA structure was taken from the
protein databank with code 4QJU. In this structure, the protein is also existed with nucleic acid that the protein is
removed using the PyMol software [14]. In the fourth box, the H–NS, DNA and four SWCNTs were placed (denoted
as protein-SWCNT-DNA system). All designated boxes are filled with water type TIP3P [15]. Sodium and chloride
ions were used to neutralize the design systems.

TABLE 1. Overview of studied system and simulation details

System Number of water molecules Number of NA ion(s) Number of Cl ion(s)

Protein 3891 0 1

Protein-SWCNT 5064 0 1

Protein-DNA 15895 39 0

Protein-SWCNT-DNA system 15664 39 0

All molecular dynamics simulations were performed with Gromacs package version 5.1.25.2.1 [16] and OPLS-
AA/Lall atomforce field. Because the force field parameters for SWCNT are not present in the default version of
the Gromacs software,the structure of this compound was optimized by using of B3LYP density functional method
with the basis function of 6-31G*. To control the optimization, frequency calculations were performed and virtual
frequencies were not observed. All ab initio calculations were done by GAMESS software package [17]. To eliminate
the primary kinetic energy in each of the simulation boxes and inappropriate contacts between the atoms, energy
minimization was done using steepest descent method [18]. Each simulation box achieved two-stage equilibrium
in NVT and NPT ensemble. At this stage,the time of equilibration was considered 5 ns with time step 0.002 ps.
Finally, molecular dynamics was performed by solving equations of motion for 100 ns with the 2 fs time step. The
PME algorithm was used to calculate electrostatic interactions [19]. LINCS algorithm [20] was employed to fix the
chemical bonds between the atoms of the protein and SETTLE algorithm [21] in the case of water molecules. To
fix a constant temperature (298 K) and pressure (1 bar) during the simulations, systems components were coupled
with V-rescaleand Nose-Hoover thermostat [22] respectively, in each of equilibration steps and molecular dynamics
simulations.

3. Results and discussion

One way to examine the stability of a structure in molecular dynamics simulation is to calculate root mean square
deviation (RMSD). The RMSD is defined as:

RMSD(t1, t2) =

[
1

M

N∑
i=1

mi ‖ri(t1)− ri(t2)‖

]1/2
, (1)

where ri is the atomic position at time t andM =

N∑
i=1

mi. The Cα-RMSD values of the H–NS protein were calculated

in the designated systems. The result is shown in Fig/ A1 of the Appendix. The stability of H–NS structure in systems
protein and protein-SWCNT-DNA is similar,while H–NS in system protein-DNA has the lowest stability. For a better
comparison between structural stability in different systems, the probability distribution of the RMSD value was
calculated. The result is shown in Fig. 1.

According to the figure, in the protein-SWCNT-DNA system with the most crowding H–NS is similar to H–NS in
system protein. Also, SWCNT alone and nucleic acid alone cause instability of the H–NS structure. Another factor
that can determine the activity and stability of the protein structure is compression of the conformation [23]. We used
the radius of gyration (Rg)to indicate the compression of the protein structure. The Rg value of protein is calculated
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FIG. 1. The probability distribution of the RMSD in systems: protein, protein-SWCNT, protein-
DNA and protein-SWCNT-DNA

using following relation:

Rg =

∑i

∥∥∥ri ‖2mi∑
imi


1
2

, (2)

where mi is the atomic mass of i and ri the atomic position of i relative to the center of the molecule [24]. The Rg

of H–NS were calculated in the designed systems. The result is shown in Fig. A2 of the Appendix. The probability
distribution of the Rg value was calculated, also. The result is shown in Fig. 2.

FIG. 2. The probability distribution of the Rg in systems: protein, protein-SWCNT, protein-DNA
and protein-SWCNT-DNA

Regarding the figure, it can be seen that the SWCNT has caused the H–NS structure to unfold. Since the SWCNT
has a hydrophobic nature, it is expected to change the structure of the protein by changing the hydrophobic interactions.
In other systems, the average of Rg is almost equal. The similarity between H–NS in systems protein and protein-
SWCNT-DNA is significant. The root mean square fluctuation (RMSF) values of H–NS sequences are calculated in
different systems and shown in Fig. 3.

RMSF is a measure of the flexibility of protein’s residues [25]. It is observed at the N-terminal of the H–NS,
where the fluctuations are greater, especially in the case of the protein-SWCNT-DNA system. Also, in the middle
region of the H–NS, the Arg-24 residue in the protein-SWCNT-DNA system has a high flexibility. Given the fact that
this residue is in the random coil region of H–NS, and its side chain is larger than any other residue, this result is
logical. To further examine the changes in the residues in the secondary structure of the H–NS in different studied
systems, the secondary structure of the H–NS was calculated in each of the designed systems. The results are shown
in Fig. 4.

The secondary structure of the H–NS, along with solvent accessible surface area for its residue, was obtained from
polyview-2d software [26]. To determine the secondary structures shown in Fig. 4, a sample structure from molecular
trajectory is required. The free energy landscape analysis (FEL) method was used for sampling [27].

There are three steps in the free energy analysis method: first, calculate the root-mean-square-deviation (RMSD)
and the H–NS’s radius of gyration (Rg); second, calculate the probability of the presence of H–NS’s conformations
in each of the values calculated for the RMSD and Rg; third, calculate the free energy based on the probability values
calculated in the second step. The results of the FEL analysis are reported in two-dimensional form in Fig. A3 through
A6 and in 3D in Figs. A7 to A10 in the Appendix. Regarding these figures, a minimum free energy region was
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FIG. 3. Average RMSF values for each residue of H–NS during simulation in each system

FIG. 4. The secondary structure of the H–NS, along with the solvent accessible surface area for its residues.
Helix; β strand; coil; Dark: completely buried,

bright: completely exposed

sampled. Fig. 4A is obtained from the free energy sampling. As can be seen in Fig. 4A, in the secondary structure of
H–NS in systems protein and protein-SWCNT-DNA there are two helices and two sheets. In the secondary structure
of H–NS, in systems protein-SWCNT and protein-DNA, the two sheets structures have disappeared. The first sheet
consists of Ser-8, Tyr-9 and Val-10 residues. Considering the aromatic ring of Tyr-9 and the structure of two other
amino acids, this sheet has a hydrophobic nature. The second sheet is composed of Thr-16, Lys-17 and Thr-18 amino
acids. Therefore, the second sheet that is deleted in systems protein-SWCNT and protein-DNA has a polar nature. In
system protein-SWCNT-DNA, the first size of first helix is larger than the first helix in the system protein. On the other
hand, the size of the second helix in both systems is approximately equal. It is also observed that in system protein-
SWCNT-DNA, the first sheet has been folded into the H–NS interior, while in the protein system the solvent accessible
surface area of first sheet is increased. The contact map was used to check the change in the tertiary structure of the
H–NS. Fig. 5 shows the contact map and the contact difference maps of the structures of the H–NS in designed system.

In Fig. 5, in the lower triangle of the diagram the black dots indicate the common contacts and the pink dots
show the contacts that are present in the H–NS in protein system, but absent in the H–NS in protein-SWCNT system.
The green dots indicate the contacts that are present in the H–NS in protein-SWCNT system, but absent in the H–NS
in protein system. In the upper triangle of the diagram, the differences between the structures are indicated by the
intensity of the red and blue colors. The regions in blue color show the contacts that are not altered and those in the
red color show the difference between the two structures. The greater the number of red dots in Fig. 5 shows that the
SWCNT alone have had a greater effect on the tertiary structure of H–NS. On the other hand, the distribution pattern
of red spots is different in Fig. 5, which shows how the SWCNT effects on the tertiary structure differ in the presence
and absence of DNA. The Kollman et al. method was used [28,29] used to determine the contribution of each residue
of H–NS in free energy of binding between H–NS and DNA. In this method, the free energy is obtained by:

G = Ebnd + Eel + EvdW +Gpol +Gnp − TS, (3)

where Gpol and Gnp are polar and nonpolar solvation free energies, which were obtained from the generalized Born
and solvent accessible surface methods, respectively andEbnd,Eel andEvdW are the MM energies (bonding, bending,
and dihedral), electrostatic energy and van der Waals interactions, respectively. The last term in Eq. 3, in which S
is entropy and T is temperature, is obtained from the normal mode (NM) analysis. The contribution of each of the
H–NS’s residues in the free energy of binding of H–NS to the DNA in designed system is shown in Fig. 6.
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(a) (b) (c)

FIG. 5. The contact map (lower triangle) and the contact difference maps (upper triangle) of the
A) structures of the H–NS in protein system and H–NS in protein-SWCNT system B) the structures
of the H–NS in protein system and H–NS in protein-DNA system C) the structures of the H–NS in
protein system and H–NS in protein-SWCNT-DNA system. The colors used are described in the text

(a)

(b)

FIG. 6. The contribution of each of the H–NS’s residues in the free energy of binding of H–NS to
the DNA in A) protein-DNA B)protein-SWCNT-DNA

Comparison of A and B in Fig. 6 shows that in both systems eight residues have positive free energy (unfavorable
effect) in H–NS binding to DNA, and nine amino acids have negative free energy (favorable effect). In system protein-
DNA, residues that have an unfavorable effect on H–NS binding to the DNA are Lys-6, Tyr-7, Val-10, Ile-29, Lys-30,
Gln-36, Gly-37 and Asp42. Also, in this system, residues that have a favorable effect on H–NS binding to the DNA
are: Ala-1, Glu-12, Trp-19, Thr-25, Pro-26, Met-38, Asp-41, Phe-43 and Ile-45. In system protein-SWCNT-DNA,
residues that have an unfavorable effect on H–NS binding to the DNA are Asp-11, Glu-12, Glu-15, Asp-34, Glu-35,
Asp-41, Asp-42 and Gln-47. In this system, residues that have favorable effect onH–NS binding to the DNA are
Ala-1, Arg-3, Lys-6, Lys-17, Arg-24, Lys-30, Lys-31, Lys-38 and Lys-46. It is observed that the SWCNT has affected
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the interaction of H–NS with DNA by changing the position of charged residues. In the absence of a SWCNT, it
also seems that the H–NS interacts more strongly with hydrophobic interactions with DNA, while in the presence of
SWCNT the H–NS interacts with the DNA by electrostatic interactions.

4. Conclusion

The effect of single walled arm-chair carbon nanotube (5, 5) on H–NS protein was studied by molecular dynamics
simulation. The calculations were carried out in the presence and absence of double-stranded nucleic acid. In the
secondary structure of the H–NS, the beta sheets of the protein were influenced by the SWCNT more than their
helices. In a triple system that contains H–NS, DNA and SWCNT, and is more crowded, the structure of the H–NS is
more similar to that of the dilute solution. The interactions between protein and nucleic acid and the binding energies
of the residues involved were obtained. The results indicate that the nanotube has altered the interaction between
protein and nucleic acid. The results are consistent with experimental observations [30].
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Appendix

FIG. A1. The Cα-RMSD (nm) of H–NS vs. time (ps). Red: protein; blue: protein-SWCNT; green:
protein-DNA; yellow: protein-SWCNT-DNA

FIG. A2. The Rg (nm) of H–NS vs. time (ps). Red: protein; blue: protein-SWCNT; green: protein-
DNA; yellow: protein-SWCNT-DNA
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FIG. A3. 2D Free Energy Landscape
of the protein simulated system

FIG. A4. 2D Free Energy Landscape
of the protein-SWCNT simulated sys-
tem

FIG. A5. 2D Free Energy Landscape
of the protein-DNA simulated system

FIG. A6. 2D Free Energy Landscape
of the protein-SWCNT-DNA simulated
system
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FIG. A7. 3D Free Energy Landscape of the protein simulated system

FIG. A8. 3D Free Energy Landscape of the protein-SWCNT simulated system
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FIG. A9. 3D Free Energy Landscape of the protein-DNA simulated system

FIG. A10. 3D Free Energy Landscape of the protein-SWCNT-DNA simulated system
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1. Introduction

Zinc Oxide (ZnO), a wide band gap II–VI semiconductor has been a subject of extensive research owing to its
numerous interesting properties, making it a desirable material for application in conductive oxide [1], solar cell [2],
display and sensors [3, 4], and photocatalysis [5, 6]. However, pure ZnO suffers from weak photo response [7], fast
recombination of electron-hole pairs [8] and low operating speed.

GO is a layer of graphene functionalized with oxygen-containing moieties, such as hydroxyl (OH), carbonyl
(C=O) and alkoxy (C–O–C) groups. It possesses unique properties that are different from graphene due to the existence
of various oxygenated functional groups on the surface of GO. Graphene Oxide (GO) has attracted researchers due to
its high surface area, high mobility of charge carriers and excellent stability. Hybrid of GO and ZnO (nanocomposites)
can offer better prospects to enhance the photoresponsivity, stability and flexibility of ZnO for various applications
[9, 10].

ZnO can be prepared by different means, of which the sol-gel is a popular method because of its low cost,
reliability, reproducibility, simplicity. The choice of solvents used for reaction and capping the particles affects the
shape and size of the composites [11]. Although there have been several reports on the synthesis of these composites
using different solvents, a comparative study of the effect of solvents on the properties of the composites have not
been presented to date. In the present work ZnO–GO nanocomposites were prepared using two polymer solvents –
PVP and NMP. There are reports that a polymer matrix is useful in the formation of nanoparticles as it possesses the
properties of the host polymer as well as the guest nanoparticles [12]. The polymers can also help in easier shaping and
formation of the composite materials. PVP is a good surface stabilizer, growth modifier and particle disperser [13].
It also inhibits agglomeration by steric effect [14]. NMP is a 5 member ring compound containing nitrogen. It has
high dissolving power and high purity. It can dissolve organic and inorganic compounds well or even better than
chlorofluorocarbon (CFC) solvents. This paper presents the structural, morphological and optical characterization of
ZnO–GO nanocomposites prepared using PVP and NMP as capping agents.

2. Experimental techniques

2.1. Synthesis of Zinc Oxide (ZnO)

ZnO nanoparticles were synthesized by sol gel method. The appropriate quantity of Zinc acetate was dissolved in
deionized water and mixed with an equal quantity of aqueous 0.05 M NaOH solution slowly with continuous stirring
at 50 ◦C. The reaction mixture was maintained at this temperature for 2 hours and then cooled to room temperature.
The resultant precipitate was centrifuged and then washed with deionized water and dried at room temperature.
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2.2. Synthesis of Graphene Oxide (GO)

Graphene oxide (GO) was synthesized using modified Hummers method from pure graphite powder [15]. First,
108 ml of sulphuric acid (H2SO4) and 12 ml of phosphoric acid (H3PO4) (volume ratio 9:1) were mixed and stirred
using ultrasonic bath (53 KHz, 80 W) for several minutes. 0.9 g of graphite powder was added into the solution under
stirring condition. The mixture was ultrasonicated for an hour and then kept in an ice bath keeping the temperature
at approximately 5 ◦C. Then, 5.28 g of potassium permanganate (KMnO4) was then added slowly into the solution.
This mixture was stirred under ultrasonic irradiation for 6 hours until the solution became dark green and thereafter
was magnetically stirred for 1 hr after removing from the icebath. To eliminate excess of KMnO4, 2.7 ml of hydrogen
peroxide (H2O2) was dropped slowly and stirred for 10 minutes. On adding hydrogen peroxide, the residual KMnO4

and MnO2 was reduced to soluble salts. The solution was cooled and 20 ml of hydrochloric acid (HCl) and 60 ml
of deionized water (DIW) was added and centrifuged for 7 minutes.The suspension was filtered using high quality
Whatman filter paper The residue obtained after decantation w washed with HCl and DIW for 3 times to remove
the metal ions. The filtrate was again mixed with DIW several times so as to remove any other impurities and then
ultrasonicated for 1 hr to obtain dispersion of GO. The washed GO solution was dried using oven at 90 ◦C for 24 hours
to produce the GO powder.

2.3. Synthesis of ZnO–GO nanocomposites

ZnO–GO nanocomposites were synthesized with two different ratios of ZnO to GO – namely ZnO0.5–GO0.5 and
ZnO0.7–GO0.3. 0.5 g graphene oxide and 0.1 g PVP/NMP was dispersed in 500 ml deionised water to form graphene
oxide solution. 0.5 g ZnO nanoparticles were added into graphene oxide solution and the mixture was stirred at room
temperature for 2 hrs. The resultant precipitate was filtered and thoroughly washed with deionized water to remove
impurities and dried at 80 ˚ C for 5 hrs to obtain ZnO0.5–GO0.5 nanocomposites. ZnO0.7–GO0.3 nanocomposites were
also synthesized using the above method.

FIG. 1. ZnO–GO nanocomposites

2.4. Characterization Methods

XRD studies were performed at NIT Raipur using PANalytical 3KW X’pert powder – Multifunctional X-ray
diffractometer, SEM and EDX studies were also carried out at NIT Raipur using ZEISS EVO 18 Scanning Electron
Microscope and INCA 250 EDS with X-MAX 20 nm detector. Optical absorbance spectral studies were done using
ELICO-SL210 UV-VIS spectrophotometer.

3. Results and discussion

3.1. Absorbance spectra

Fig. 2(a) depicts the optical absorbance spectra of ZnO0.5–GO0.5–PVP0.1 and ZnO0.5–GO0.5–NMP0.1 while
Fig. 2(b) shows the absorbance spectra of ZnO0.7–GO0.3–PVP0.1 and ZnO0.7–GO0.3–NMP0.1 nanocomposites. The
absorption edge in these composites is around 420 nm for those prepared with PVP while in the case of composites
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FIG. 2. (a)Absorbance spectra of ZnO0.5–GO0.5–PVP0.1 and ZnO0.5–GO0.5–NMP0.1 Nanocom-
posites; (b)Absorbance spectra of ZnO0.7–GO0.3–PVP0.1 and ZnO0.7–GO0.3–NMP0.1 Nanocom-
posites

prepared with NMP, the absorption edge shifts to shorter wavelength around 400 nm. This is in agreement with other
reports on the absorption edge of GO–ZnO composites [8, 16]. Tauc’s plots (plot between (αhv)2 vs hv where α is
the absorption coefficient) were used to determine the band gap of the material from the absorbance data. Fig. 3(a)
represents the Tauc’s plot of ZnO0.5–GO0.5–PVP0.1 and ZnO0.5–GO0.5–NMP0.1 and Fig. 3(b) shows the Tauc’s plot
of ZnO0.7–GO0.3–PVP0.1 and ZnO0.7–GO0.3–NMP0.1. The corresponding values of band gap are presented in Table 1
and are found to be in the range between 2.7 and 3.0 eV. The band gap values of composites prepared with NMP are
higher than those with PVP.

FIG. 3. (a)Tauc’s plot of ZnO0.5–GO0.5–PVP0.1 and ZnO0.5–GO0.5–NMP0.1 Nanocomposites;
(b)Tauc’s plot of ZnO0.7–GO0.3–PVP0.1 and ZnO0.7–GO0.3–NMP0.1 Nanocomposites

3.2. XRD Studies

Figure 4(a) and 4(b) represent the X-ray diffractograms of ZnO0.5–GO0.5–PVP0.1 and ZnO0.5–GO0.5–NMP0.1

and the corresponding data are presented in Tables 2 and 3 respectively. The assignments of the different peaks were
made by comparison with JCPDS data of GO and JCPDS data 36-1451 of ZnO and calculation of lattice constants,
which showed agreement with the reported values. In both the cases, maximum intensity corresponds to the (100)
plane of ZnO. The other prominent planes corresponding to ZnO are (002), (101), (102), (110), (103), (200), (004)
which have been observed in both the cases. Diffraction line (002) of GO is also observed.
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TABLE 1. Band Gap values of ZnO–GO Nanocomposites

S No. Sample Band Gap (eV)
1 ZnO0.5GO0.5PVP0.1 2.7

2 ZnO0.5GO0.5NMP0.1 2.75

3 ZnO0.7GO0.3PVP0.1 2.8

4 ZnO0.7GO0.3NMP0.1 3.0

FIG. 4. (a)X-ray diffractogramof ZnO0.5–GO0.5–PVP0.1 Nanocomposites; (b)X-ray diffractogram
of ZnO0.5–GO0.5–NMP0.1 Nanocomposites

TABLE 2. XRD data of ZnO0.5–GO0.5–PV0.1 Nanocomposites

d Value(A0) Relative Intensity
hkl

Lattice Constant c (A0)
(Obs) (Rep) (Obs) (Rep) (Obs) (Rep)
3.3714 3.3608 – – (002)GO – –

2.8392 2.8143 100 57 (100)ZnO a = 3.278 a = 3.25, c = 5.207

2.6031 2.6033 70 44 (002)ZnO c = 5.206 a = 3.25, c = 5.207

2.5104 2.4759 68.24 100 (101)ZnO a = 3.308, c = 5.206 a = 3.25, c = 5.207

1.9347 1.9111 66.69 23 (102)ZnO a = 3.339, c = 5.206 a = 3.25, c = 5.207

1.6327 1.6247 55.52 32 (110)ZnO a = 3.265 a = 3.25, c = 5.207

1.5054 1.4771 57.58 29 (103)ZnO a = 3.49, c = 5.206 a = 3.25, c = 5.207

1.4125 1.4072 54.78 4 (200)ZnO a = 3.262 a = 3.25, c = 5.207

1.2941 1.3017 50.70 2 (004)ZnO c = 5.176 a = 3.25, c = 5.207

Fig. 5(a) and 5(b) represent the X-ray diffractograms of ZnO0.7–GO0.3–PVP0.1and ZnO0.7–GO0.3–NMP0.1 and
the corresponding data are presented in Tables 4 and 5 respectively. The diffraction lines observed with ZnO0.7–GO0.3

are quite different from the lines observed in the case of ZnO0.5–GO0.5. The maximum intensity peak in both ZnO0.7–
GO0.3–PVP0.1 and ZnO0.7–GO0.3–NMP0.1 composites is (002) plane of ZnO. The other planes observed are (100),
(101), (102), (110) of ZnO and (002) plane of GO. The presence of diffraction lines of both GO and ZnO confirms the
formation of the nanocomposites. The existence of only one GO peak may be due to the partial reduction of the GO
to Graphene sheet [15].

The particle sizes were calculated using the Debye–Scherrer’s formula (D=0.94λ/ß1/2 cos θ) and the correspond-
ing values are presented in Table 6. The average particle sizes were found to be in the nanometer range.
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TABLE 3. XRD data of ZnO0.5–GO0.5–NMP0.1 Nanocomposites

d Value(A0) Relative Intensity
hkl

Lattice Constant (A0)
(Obs) (Rep) (Obs) (Rep) (Obs) (Rep)
3.3846 3.3608 – – (002)GO – –

2.8462 2.8143 100 57 (100)ZnO a = 3.286 a = 3.25, c = 5.207

2.5992 2.6033 70.93 44 (002)ZnO c = 5.198 a = 3.25, c = 5.207

2.5104 2.4759 71.29 100 (101)ZnO a = 3.31, c = 5.198 a = 3.25, c = 5.207

1.9347 1.9111 65.01 23 (102)ZnO a = 3.345, c = 5.198 a = 3.25, c = 5.207

1.6168 1.6247 55.03 32 (110)ZnO a = 3.233 a = 3.25, c = 5.207

1.5008 1.4771 56.17 29 (103)ZnO a = 3.466, c = 5.198 a = 3.25, c = 5.207

1.417 1.4072 53.35 4 (200)ZnO a = 3.272 a = 3.25, c = 5.207

1.2986 1.3017 49.47 2 (004)ZnO c = 5.194 a = 3.25, c = 5.207

FIG. 5. (a)X-ray diffractogram of ZnO0.7–GO0.3–PVP0.1 Nanocomposites; (b)X-ray diffrac-
togramof ZnO0.7–GO0.3–NMP0.1 Nanocomposites

TABLE 4. XRD data of ZnO0.7–GO0.3–PVP0.1 Nanocomposites

d Value(A0) Relative Intensity
hkl

Lattice Constant (A0)
(Obs) (Rep) (Obs) (Rep) (Obs) (Rep)
3.3583 3.3608 – – (002)GO – –

2.8485 2.8143 79.52 57 (100)ZnO a = 3.289 a = 3.25, c = 5.207

2.7116 2.6033 100 44 (002)ZnO c = 5.423 a = 3.25, c = 5.207

2.554 2.4759 87.14 100 (101)ZnO a = 3.289, c = 5.768 a = 3.25, c = 5.207

1.9347 1.9111 55.58 23 (102)ZnO a = 3.289, c = 5.272 a = 3.25, c = 5.207

1.5724 1.6247 68.22 32 (110)ZnO a = 3.144 a = 3.25, c = 5.207
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TABLE 5. XRD data of ZnO0.7–GO0.3–NMP0.1 Nanocomposites

d Value(A0) Relative Intensity
hkl

Lattice Constant (A0)
(Obs) (Rep) (Obs) (Rep) (Obs) (Rep)
3.3681 3.3608 – – (002)GO – –

2.8392 2.8143 87.63 57 (100)ZnO a = 3.278 a = 3.25, c = 5.207

2.7095 2.6033 100 44 (002)ZnO c = 5.419 a = 3.25, c = 5.207

2.4804 2.4759 67.96 100 (101)ZnO a = 3.278, c = 5.099 a = 3.25, c = 5.207

1.9326 1.9111 59.97 23 (102)ZnO a = 3.278, c = 5.276 a = 3.25, c = 5.207

1.6554 1.6247 53.88 32 (110)ZnO a = 3.31 a = 3.25, c = 5.207

TABLE 6. Particle sizes of ZnO–GO Nanocomposites

S No. Sample Particle size (nm)
1 ZnO0.5GO0.5PVP0.1 9.55

2 ZnO0.5GO0.5NMP0.1 6.48

3 ZnO0.7GO0.3PVP0.1 7.6

4 ZnO0.7GO0.3NMP0.1 6.55

3.3. SEM Studies

The SEM micrographs of the ZnO0.5–GO0.5–PVP0.1, ZnO0.5–GO0.5–NMP0.1, ZnO0.7–GO0.3–PVP0.1 and
ZnO0.7–GO0.3–NMP0.1 at a magnification of 50KX are shown in Fig. 6(a), 6(b), 7(a) and 7(b) respectively. A layered
structure consisting of a mixture of sheets and rods along with small clusters of particles distributed on the surface
of GO is seen in all the cases, confirming the interaction between ZnO and GO. The distribution of sheets and rods
is on the surface of GO in the case of ZnO–GO–NMP composites in comparison to ZnO–GO–PVP composites. The
images suggest that the formation of sheets and rods of ZnO prevent the stacking of graphene sheets and contribute to
the electron transfer between ZnO rods and GO.

FIG. 6. SEM image of (a) ZnO0.5–GO0.5–PVP0.1 Nanocomposites and (b) ZnO0.5–GO0.5–NMP0.1 Nanocomposites

3.4. EDX Studies

Figures 8(a), 8(b), 9(a) and 9(b) represent the EDX spectra of ZnO0.5–GO0.5–PVP0.1, ZnO0.5–GO0.5–NMP0.1,
ZnO0.7–GO0.3–PVP0.1 and ZnO0.7–GO0.3–NMP0.1 respectively. The presence of C, Zn and O is detected in all
the cases confirming the formation of the nanocomposites. In the case of the ZnO–GO composites prepared in the
presence of NMP, the C content is higher in comparison to the composite prepared in the presence of PVP. PVP is a
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FIG. 7. SEM image of (a) ZnO0.7–GO0.3–PVP0.1 Nanocomposites and (b) ZnO0.7–GO0.3–NMP0.1 Nanocomposites

known surface stabilizing water soluble polymer effective in solubilization of Carbon materials [8], thereby resulting
in the decreased percentage of Carbon atoms in these composites.

FIG. 8. EDX spectra of (a) ZnO0.5–GO0.5–PVP0.1 Nanocomposites and (b) ZnO0.5–GO0.5–
NMP0.1 Nanocomposites
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FIG. 9. EDX spectra of (a) ZnO0.7–GO0.3–PVP0.1 Nanocomposites and (b) ZnO0.7–GO0.3–
NMP0.1 Nanocomposites

3.5. Conclusion

ZnO–GO nanocomposites were synthesized successfully using PVP and NMP as solvents by the sol-gel tech-
nique. The structural properties investigated using XRD studies showed the presence of planes of both GO and ZnO
confirming the formation of composites. The particle sizes determined from XRD were found to be in nano range. A
layered structure comprising of sheets and rods anda non-uniform distribution of agglomerating particles was observed
from SEM micrographs. EDX spectra showed reflections of Carbon, Zinc and Oxygen in the composites. ZnO–GO
synthesized using PVP showed higher absorbance in comparison toZnO–GO with NMP. A shift in absorption edge
to shorter wavelength in the presence of NMP was also observed. The band gap values were found to range from
2.7–3.0 eV with the band gap of ZnO–GO with NMP showing a higher value than ZnO–GO with PVP. It is quite clear
from our observations that the optical band gaps of the nanocomposites are affected by varying the solvents. However,
a marked difference in the structure of the composites is not observed by the presence of different solvents.
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measurement results were obtained with an error less than 15 %. It is concluded that the analysis of normalized differential tunnel current-voltage
characteristics is an effective method of express-analysis that can be used in investigation of quantum-sized objects properties.
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1. Introduction

In recent decades,semiconductor quantum dots (QDs) have caused great interest among researchers after the
discovery of their quantum-size optical and electronic properties. The practical application of QD includes nano-
electronics, optoelectronics (displays, photovoltaics, light sources), visualization of biological objects, sensors, and
etc. [1–6].

Indium antimonide (InSb) QDs causes particular interest due to the unique properties of indium antimonide:
ultra-high electron mobility (up to 78000 cm2V−1s−1), direct and narrow (0.18 eV) band gap, small effective masses
ofconduction electrons(0.013m0, m0 – mass of a free electron) [7] and large de Broglie wavelength of electrons – up
to 55 nm.

The obtaining of various technologies has allowed us to solve problems of physical modeling of electronic pro-
cesses in QD, investigate the influence of composition and structure on their properties and their interaction during
segregation. This is especially important for colloidal QD, in which the crystalline and electronic structures are deter-
mined by self-organized nucleation during chemical synthesis, not forced, as during epitaxial growth.

The aim of this work is to develop and substantiate the methodology forinvestigation of InSbquantum dots elec-
trophysical properties.

2. Samples obtaining technologies

Colloid synthesis of InSb QDs was carried out in anhydrous oleylamine using indium chloride InCl3 and anti-
mony tris [bis(trimethylsilyl)amide](Sb[N(Si–(Me)3)2]3) as precursors according to the technique [8]. An additional
modification of the technique was that a mixture of acetate and indium chloride in the ratio 4:1 was used as the indium
precursor. The halide in this system is necessary for the reaction, and the addition of acetate allows to minimize the
aggregation processes. QD were transferred from a colloidal solution to the glass substrates with indium – tin oxide
(ITO) layer by self-organization of ensembles on the surface with subsequent controlled evaporation of the solvent
and control of the layer parameters by optical constants control methods.

3. Research methods

The obtained samples were examined by scanning tunnel microscopy (STM) using SOLVER Nano, a laser particle
size analyzer using Zetasizer Nano ZS, scanning electron microscopy (SEM) using a MIRA 2 LMU autoemission
scanning electron microscope.

For more complete analysis of electrophysical properties of the obtained film samples with QD, in particular,
the electronic spectrum, the STM technique was used. The studies were carried out using an SPM SOLVER Nano
scanning probe microscope. Before measuring the tunnel I–V characteristic of an individual particle, we scanned the
film surface by STM method in the stabilized – current mode of measurements. After analyzing the STM image of
the macrosample surface, we chose no less than 10 points for recording the I–V characteristics. We automatically
recorded no less than 10 I–V characteristics per point. The measurements were carried out at currents ranging from
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10−11 to 10−9 A and at voltages from 0 to 2 V. Taking into account the reproducibility of the result of measurements,
we selected points with stable characteristics, after which we averaged the obtained characteristics.

Tunneling CVC were measured between the probe and the ITO-deposited layer of InSb QDs. The characteristic
size of the QDs was 10 – 20 nm, the distance between the probe and the QD was about 1 – 2 nm. The radius of
the probe is determined mainly not by the macroscopic radius of curvature of the tip, but by its atomic structure, i.e.
at the tip of the probe there is a high probability of one protruding atom or a small cluster of atoms (few nm) [9].
The stabilizer used in the synthesis of QDs does not allow them to aggregate among themselves and separates them.
These two facts allow us to say that the current will mainly be determined by the flow of electrons from a single
quantum-sized particle to nanoscale “protrusion” on the probe.

To analyze the experimental tunnel current-voltage characteristics, we used the method of normalized differential
current-voltage characteristics (dI/dV )/(I/V ) as the dependence on the voltage V . In addition, as shown in [6,
10], this method can be used for analysis of conductivity mechanisms of obtained structures, calculations of their
parameters and other important electronic processes.

4. Model representations and results

It is known that quantum-size effects in nanoparticles can be observed under the necessary conditions:
1) characteristic size of nanoparticle should be about the de Broglie wavelength (quantization of the energy

spectrum of QD);
2) interval between discrete levels εi+1 − εi must be at least 3÷ 4 of kT value (for example, about 4kT , which

corresponds to 0.1 eV at room temperature).
The electron energy in QD can be represented as a three-dimensional infinitely deep potential well and if we

use the QD cube-shaped model with the edge a, the position of the energy spectrum levels can be represented this
way [11]:

εi =
(π ~)2

2m∗ · 1

a2
·
(
l2 +m2 + n2

)
, (1)

here l,m, n = 1, 2, 3, . . . are natural numbers corresponding to the QD level numbers; m∗ is the electron effective
mass, and a is the characteristic size of the QD (cube edge).

The electron energies calculated by formula (1) for the first three allowed levels in an InSb QD are shown in
Fig. 1. In the calculations, we used the electron effective mass in the conduction band of InSb m∗ ∼ 0.013m0, where
m0 is the free electron mass.

FIG. 1. Calculated electron energies of the first three allowed energy levels (1,2,3) in an InSb QD
as a function of the characteristic QD size a (using the “cubic” QD model)

Realization of the necessary conditions for observing quantum-size effects is possible with characteristic sizes of
InSb nanoparticles less than 30 nm (de Broglie wavelength is about 55 nm, interval between discrete levels ε2 − ε1 is
morethan 0.1 eV). In this case, in the range of variable sizes of QD from 10 to 30 nm, the energy gap εc1−εv1 will vary
from 0.3 to 1.0 eV considering the width of the band gapof bulk material (and the position of maximum absorption
coefficient will vary from 1.2 to 4.1 µm). This allows us to reasonably assume the possibility of a significant effect of
the characteristic size of the InSb QD on their optical and electrical properties overa wide range.

In this research, the normalized differential tunnel current-voltage characteristics were examined and analyzedata
negative bias potential on the substrate relative to the probe. In this case, electrons tunnelfrom the ITO electrode to
the probe of the tunnel microscope through the discrete levels of the QD. The discrete energy spectrum of conduction
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electrons of a quantum-size object definesthe peaks on the normalized differential I–V characteristic (Fig. 2(a) they are
indicated by arrows). The experimentally obtained values of the applied voltage on the peaks were set in accordance
with the calculated values of the electron energy levels of the QD (Fig. 2(b)). That way we determined the range of
characteristic sizes of QD, which were compared with the available results. A schematic representation of the band
structure with the corresponding energy levels when the potential on the substrate changes relative to the probe is
presented in [12].

FIG. 2. (a) – typical normalized differential tunnel I–V characteristic of InSb QD samples; (b) –
accordance with calculated levels of the energy spectrum. 1,2,3 – calculated electron energies of the
first three allowed energy levels

This methodallow us to estimate the characteristic sizes of QD in the range from 16 to 20 nm with the measurement
errors of the peak positions less than 2kT .

To confirm the validity of obtained results, particle size analysis, spectral analysis and direct measurements using
SEM were performed.

Spectral analysis of the obtained QD was performed in the range of 1.5 – 5 µm. Typical dependence of the
absorption coefficient α on the wavelength is presented in Fig. 3

Size estimation of nanoparticles by the position of the maximum on the spectral dependence using the model of
the QD cubic form showed characteristic values in the range of 14 – 17 nm.

The results of particle size investigation, using a laser particle size analyzer, is shown in Fig. 4. The obtained
results were in the range of 17 – 22 nm.

To clarify the validity of these estimates, direct measurements were made using SEM. The results presented in
Fig. 5 show good agreement with the estimated QDs sizes.

5. Conclusions

Thus, it can be concluded that the analysis of normalized differential tunnel current-voltage characteristics is an
effective method of express-analysis that can be used in investigation of quantum-sized objects properties, in particular,
InSb quantum dots.

Size estimates of samples were obtained using different approaches (particle size analysis, analysis of the spectral
dependence of the absorption coefficient, analysis by the method of differential normalized tunnel current-voltage
characteristics and direct measurements using SEM) demonstrate qualitatively and quantitatively agreed results with
an error less than 15 %.
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FIG. 3. Typical spectral dependence of the absorption coefficient of InSb QD

FIG. 4. InSb QD size estimating using a laser particle size analyzer

FIG. 5. Typical SEM images of InSb QDs
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The processes taking place with a spray unit during aluminum dispersion have been analyzed. It has been shown that the major process which
occurs in a nipple during aluminum flowing is the reduction of silicon with aluminum and, also, with magnesium from the melt (in case when
aluminum-magnesium or magnesium-containing alloys are used). The reduction of silicon results in the formation of nanoscale particles with
crystalline size 20–50 nm and leads to the degradation of the nipple material, which is accompanied by its cracking and the formation of nanoscale
channels and the flow of melt into the material through these channels. This phenomenon leads to the rupture and/or blockage of the nipple.
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1. Introduction

Primary aluminum production is one of the most labor- and energy-intensive processes. Nevertheless, these
expenses are compensated by the high demand for the resulting metal, which is ensured by the convenience of using
aluminum and its alloys in aircraft and rocketry, in the production of gas blowing agents and pigments [1]. Moreover,
powders based on aluminum and its alloys obtained from primary aluminum and the relevant ligatures are widely used
in the manufacture of metallic parts by selective laser fusion [2], and the mechanical characteristics of the resulting
products are as good as of the cast parts [3]. In many cases, an intermediate technological product is the powder
consisting of particles no larger than 100 microns in size, which is produced by the dispersion of molten aluminum and
aluminum-based alloys under high pressure by a small diameter nozzle [1]. This method is notable for its simplicity
and effectiveness. However, the nozzle material (for example, ceramics based on steatite — a natural mineral based on
talc, magnesite, and chlorite [4]) is prone to a gradual loss of its initial properties due to the reaction with the flowing
melt.

2. Materials and methods

Steatite nipples were made by molding a mixture of pre-ground steatite and liquid glass. After molding, the
nipples were dried in a muffle furnace at a temperature of 270 ◦C, and then they were again immersed into liquid glass
and kept at the same temperature. Then the nipples were held at a temperature of 600 ◦C.

To study the interaction of steatite nipples with aluminum melt, the small nipple samples in an AK7ch alloy melt
were isothermally treated for 6, 12, 24, and 48 hours at temperatures of 700 ◦C and 850 ◦C. The experiments were
carried out in a Nabertherm N7/H resistance muffle furnace under air atmosphere. Then the nipple samples were taken
out of the furnace and cooled to a room temperature in the air.

In addition, to verify the possibility of interaction of the aluminum melt with the nipple material, the annealing of
the nipple material crushed in the mortar with AK7ch alloy powder was performed. The experiment was carried out
in an STA 409 PC Luxx thermal analyzer (Netzsch, Germany) under an argon flow (150 ml/min) with preliminary air
evacuation.
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The studying of the nipple after aluminum dispersion was carried out using a sample obtained from the factory
of aluminum powder production. To determine the composition of the reaction layer, the samples were poured into
Struers SpeciFix-20 epoxy resin and ground using a Struers DAP-V grinding-polishing machine (Struers, Germany)
in accordance with the guidelines [8].

X-ray phase analysis was carried out on a Rigaku D/Max-2500 instrument (Rigaku, Japan) with a mounted rotat-
ing anode. In the course of the experiment, CuKα1,2 radiation was used; the experiment was conducted in a reflection
mode. The samples were applied onto zero-background silicon cuvettes; the data was collected in the range of angles
of 5-90 ˚ 2θ with an increment of 0.02 ˚ 2θ and the signal accumulation time of 0.5 s. The obtained X-ray patterns
were analyzed using WinXPOW software with the ICDD PDF-2 database.

Thermal analysis combined with the evolved gas mass spectrometry, was conducted using STA 409 PC Luxx
thermal analyzer (Netzsch, Germany) with vertical loading of samples and an Aëolos QMS 403 C quadrupole mass
spectrometer (Netzsch, Germany) with heating of the inlet capillary system. The experiments were carried out in
alundum crucibles in the temperature range from 40 ◦C to 1200 ◦C with the heating rate of 10 ◦C/min under an air
atmosphere. The weight of the samples did not exceed 100 mg.

To obtain microscopic images, the pre-polished samples were examined using a LEO SUPRA 50 VP scanning
electron microscope (Zeiss, Germany) using an X-MAX 80 energy dispersive detector (OxfordInst., United Kingdom).
The accelerating voltage was set as 20 keV, the data was collected in the mapping mode with a signal accumulation
time of 30 minutes. To calculate the elemental composition, the INCA Oxford software package was used in semi-
automatic mode. Optical images of the specimens were obtained using an Olympus BX41 optical microscope.

3. Results and discussion

To study the change in the elemental composition during the interaction of the nipple material with the aluminum
melt, the samples obtained during isothermal treatment in the furnace were studied by EDX microanalysis. According
to the obtained data, the initial nipple contained about 3% Na, 0.6% K, 7% Al, 14% Si, 8% Mg, 0.06% Ti, and 5%
Fe (atomic %). It should be noted that the nipple is made from the natural mineral steatite with the addition of liquid
glass, and therefore its composition is significantly different from the point of the analysis.

Thermal analysis (Fig. 1) of the nipple material showed a mass loss of 11% with the release of CO2 and H2O
continuing up to 930 ◦C. The loss of water up to 200 ◦C corresponds to the removal of adsorbed water, whereas the
loss of water in the range from 400 to 930 ◦C corresponds to the decomposition of clinochlore and muscovite. The
release of CO2 may correspond to the decomposition of the same clinochlor and muscovite with substituted hydroxy
groups into carbonate ones. This substitution does not cause the change in the phase composition due to the structural
features of aluminosilicates and this is the reason why the X-ray phase analysis results show the presence of hydroxide
forms.

FIG. 1. Thermal analysis of the steatite nipple (1 – differential thermal analysis, 2 – the sample
mass loss curve, 3 – the mass spectrum of H2O+ and OH+ions, 4 – the mass spectrum of CO+

2 ions)

According to the X-ray diffraction patterns obtained from the powders of the initial nipple and the nipple an-
nealed in the presence of aluminum (Fig. 2), the steatite nipple consists of crystalline aluminosilicates: muscovite
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and clinochlore (according to the database of crystal structures, ICDD cards 7–42 and 12–242, respectively). X-ray
phase analysis of the samples after annealing at 700 ◦C for 48 hours showed that muscovite remains as the predom-
inant phase, whereas clinochlore decomposes (the intensity of its main reflections decreases markedly at 12.5 and
25.1◦2θ) without the formation of new crystalline phases. After the annealing at 850 ◦C for 48 hours, muscovite is
also present in the sample, but new phases also appear: forsterite (Mg2SiO4), nepheline (NaAlSiO4) and cristobalite
(SiO2) (according to the database of crystal structures, ICDD, cards 34-189 and 35 424 and 76-941, respectively).

FIG. 2. X-ray phase analysis of the nipple material (1 – X-ray diffraction pattern of the nipple after
isothermal treatment at 850◦C during 48 hours; 2 – X-ray diffraction pattern of the nipple after
isothermal treatment at 700◦C during 48 hours, 3 – X-ray diffraction pattern of the initial nipple;
4 – the positions of cristobalite reflections, SiO2 ICDD [76-941], 5 – the positions of nepheline
reflections NaAlSiO4 ICDD [35-424], 6 – the positions of forsterite reflections Mg2SiO4 ICDD
[34-189], 7 – the positions of clinochlore reflections (Mg,Al)6(Si,Al)4O10(OH)8 ICDD [12-242], 8
– the positions of muscovite reflections, (K,Na)(Al,Mg,Fe)2(Si,Al)4O10(OH)2 ICDD [7-42])

Thus, according to the data of thermal and X-ray phase analysis, we can conclude that during the exploitation of
steatite nipples at the melting temperatures of aluminum and its alloys (650 ◦C–900 ◦C), a noticeable degradation of
the material occurs with a change in the phase composition of the nipple.
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Fig. 3 shows the SEM image and the elements distribution maps of Al, Mg, and Si at the boundary of the nipple
sample with the melt after holding at 700 ◦C for 6 hours. Besides the region of aluminum metal (Al map) and the
nipple region (Mg and O maps), a region containing elevated concentrations of magnesium, aluminum, and oxygen
was also found at the melt boundary. Probably, this accumulation of magnesium at the melt boundary is caused by the
oxidation-reduction (redox) reactions on the surface of the nipple, which is presumably accompanied by the oxidation
of magnesium metal from the melt and the reduction of iron and silicate ions to nanosized Fe or Si impurities: 4Almelt
+ 3SiO2 = 2Al2O3 + 3Simelt

4Almelt + 3SiO2 = 2Al2O3 + 3Simelt, (1)

2Mgmelt + SiO2 → 2MgO + Simelt, (2)

2Fe3+ + 3Mgmelt → 3Mg2+ + 2Femelt. (3)

It should be noted, that these areas contain no other elements presented in the original nipple. Therefore, the
probable reaction product may be either MgO, magnesium silicate or magnesium aluminate.

FIG. 3. SEM image in backscattered electrons and the elemental distribution map in the sample
obtained during isothermal treatment of steatite in the melt at 700◦C over 6 hours

The emergence of a magnesium-containing layer is observed on all samples obtained as a result of the interaction
of the nipple with aluminum melt. According to the EDX results, the areas of aluminum penetration into the body of
the nipple appear with an increase in the isothermal treatment time to 24 hours. The sizes of these areas increase with
increasing isothermal treatment time up to 48 hours. Thus, Fig. 4 shows the SEM image of a sample obtained as a
result of the interaction of the nipple with the melt at 700 ◦C for 48 hours.

According to EDX data, aluminum presents not only in the metal layer near the boundary, but also penetrates
into the body of the nipple (the dark region in the SEM image in Fig. 4). In addition, at the boundary of the region
of aluminum penetration into the nipple body, a pronounced concentration of sodium is observed, which is caused by
the diffusion of sodium ions from the boundary with the melt. This diffusion is probably due to the negative gradient
of the chemical potential caused by the redox reactions. It is likely that the interaction of the aluminum melt with the
nipple material leads to the reduction of silicates to silicon accompanied by the oxidation of aluminum:

6Alliq + 4SiO2−
3 → 3Al2O2−

4 + 4Siliq, (4)

4Alliq + 3SiO2 → 2Al2O3 + 3Siliq. (5)

It is worth noting that an increase in the temperature and the treatment time of the nipple in the metal melt leads
to an increase in the area of aluminum penetration. This is probably caused by the lowering of the melt viscosity with
temperature increase, which results in the penetration of the melt into smaller channels, up to nanoscale ones. On the
other hand, the reduction of nanosized silicon leads to the cracking of the ceramic material causing its degradation and
an increase in the porosity of the channels.
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FIG. 4. SEM image in backscattered electrons and the elemental distribution map in the sample
obtained during isothermal treatment of steatite in the melt at 700◦C during 48 hours

In the samples obtained under isothermal treatment at 850 ◦C, the magnesium-containing layer does not form,
apparently, due to the instability of the products of the magnesium layer at the given temperature. In this case,
aluminum penetrates into the nipple to a much greater depth, which is related to an increase in the yield strength of
the AK7ch alloy.

Figure 5 shows the SEM and element distribution maps of Al, Mg, and Si at the boundary between the nipple
sample and the melt after exposure at 850 ˚ C for 24 hours. The greater penetration of aluminum into the body of the
nipple is confirmed by the intense Al signal (Al map) from the entire nipple region (Mg map). It is also worth noting
that at a given time of isothermal treatment an oxygen signal is present from the entire aluminum region indicating the
complete oxidation of aluminum under these conditions.

FIG. 5. SEM image in backscattered electrons and the elemental distribution map in the sample
obtained during isothermal treatment of steatite in the melt at 850 ◦C for 24 hours

According to the EDX data, the accumulation of individual elements (Na and Mg) and the penetration of alu-
minum into the body of the nipple can be explained by the occurrence of the redox reactions at the boundary of the
nipple with the melt: the oxidation of metallic magnesium and aluminum from the melt and the reduction of iron and
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FIG. 6. X-ray phase analysis of the nipple after interaction with the aluminum melt at 850 ◦C during
12 hours (1 – X-ray diffraction pattern of the region of Na accumulation; 2 – the positions of MgO re-
flections, ICDD [45-946]; 3 – the positions of NaAlO2 reflections, ICDD [331200]; 4 – the positions
of thermonatrite Na2CO3·H2O reflections, ICDD [8-448], 5 – the positions of Na2Al2O4·6H2O re-
flections, ICDD [29-1165], 6 – X-ray diffraction pattern of the nipple; 7 – the positions of corundum
Al2O3 reflections, ICDD [46-1212]; 8 – the positions of Al reflections, ICDD [4787], 9 – the posi-
tions of silicon reflections Si, ICDD [27-1402], 10 – the positions of SiO2 reflections, ICDD [79-
1906])

silicates. Thus, we can assume the following mechanism of slag formation: aluminum melt, when flowing through a
steatite nipple, partially reduces silicates, transforming into aluminum oxide and aluminates and settles on the walls
of the nipple. In turn, at low temperatures, in addition to aluminum oxidation, the reduction of silicates and iron ions
by magnesium occurs, leading to the formation of a magnesium-containing layer on the surface of the nipple.

Figure 6 shows the results of XRD analysis of nipple samples after interaction with aluminum melt. The following
aluminum-containing phases can be distinguished in the diffraction pattern obtained from the contact area of metallic
aluminum with a nipple: metallic aluminum and corundum, and silicon-containing phases – quartz and silicon. The
presence of these phases confirms the previously proposed slag formation mechanism (4), according to which, alu-
minum is oxidized near the surface of the nipple due to the reduction of silicates. The upper X-ray pattern (Fig. 6)
corresponds to the boundary of aluminum penetration into the nipple material. According to the results of X-ray phase
analysis, after cooling in the air, Na2Al2O4·6H2O, Na2CO3·H2O and NaAlO2 phases with a high sodium content are
present in this region of the sample confirming the enrichment of this region with sodium which was proved by EDX
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FIG. 7. X-ray phase analysis of the nipple material after grinding with aluminum powder and an-
nealing at 1200 ◦C (1 – X-ray pattern of the obtained powder; 2 – the positions of Al reflections,
ICDD [4787]; 3 – the positions of forsterite, Mg2SiO4, reflections, ICDD [34-189]; 4 – the positions
of Si reflections [27-1402], 5 – the positions of quartz, SiO2, reflections, ICDD [79-1906])

FIG. 8. SEM image in backscattered electrons and elemental distribution maps in the nipple sample
obtained from the manufacturer

microanalysis. According to X-ray diffraction data (Fig. 6), the crystallite size of formed silicon crystallites calculated
by the Scherrer formula is 21±3 nm, whereas main aluminum-containing phase corundum has characteristic sizes of
crystallites of about 44±3 nm.

XRD analysis of the sample of aluminum and steatite after annealing in argon confirmed the assumption that
silicon is reduced by magnesium and aluminum. The X-ray diffraction pattern shows peaks of pure silicon with
crystallites sizes about 100 nm, which were absent in the initial steatite (Fig. 7).

The results of EDX analysis of the nipples after experiments on the aluminum dispersion show a similar picture
(Fig. 8).

The sample contains 4 regions that differ in composition. The first region corresponds to the metallic aluminum
located near the boundary of the nipple and the melt. Aluminum and oxygen are present in the second region indicating
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that the formation of slag occurs due to the oxidation of aluminum metal on the surface of the nipple. In the third
region, Al, Si, and O are detected corresponding to the penetration of aluminum into the body of the nipple. It is
between the second and third regions where the initial boundary between the nipple and the melt passes, which is
confirmed by the even shape of the boundary and the absence of magnesium in the second region. The fourth region
corresponds to the nipple material which did not interact with aluminum. Thus, the distribution of elements in the
nipple sample confirms the previously proposed mechanism of slag formation on the surface of the nipple as a result
of its interaction with the aluminum melt.

4. Conclusions

In summary, it was shown that the most probable reason for slag formation on the surface of steatite nipples caused
by the interaction with the aluminum melt is the aluminum oxidation accompanied by the aluminum penetration into
the body of the nipple. During the reduction of silicon in the steatite by aluminum melt, the nanoscale particles with
crystalline size of 20–50 nm are formed rather than the monolithic layer of the reduction products. Thus reduction
process leads to degradation of the nipple material, which is accompanied by its cracking. In this case, the nipple
failure can be caused not only by a decrease in the effective diameter of the nipple as a result of the aluminum
oxide growth on the inner surface of the nipple, but also by the mechanical instability of the nipple caused both by
the removal of gaseous water and carbon dioxide during the nipple heating to the operating temperature and by the
degradation of the material during its chemical reduction with molten aluminum.
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1. Introduction

Currently, titanium dioxide is of significant interest, both as an object of fundamental research [1–4] and material
for various practical applications [5–23]. Nanosized powders of titanium dioxide are used in metallurgy [5, 6], elec-
tronics [7–9], polymer industry [10, 11], photovoltaics [12–15], and biomedicine [16, 17]. Another important area for
nanocrystalline titanium dioxide is photocatalysis [13,18–23]. Since the properties of TiO2 nanoparticles strongly de-
pend on phase composition, morphology and surface structure, many scientific papers focus on formation mechanism
and design of various titanium oxide nanocrystals [1, 18–29].

Despite great number of papers on the effect of formation conditions on the obtained structure and properties of
titanium dioxide nanoparticles, there is still uncertainty in the mechanisms of various modifications formation and
their stability ranges. The thermodynamically stable TiO2 modification (for macro-sized particles) is that with rutile
structure. However, nanocrystals of titanium dioxide anatase modification are predominantly formed as a result of
the soft chemistry synthesis [1, 4, 18, 24, 26, 28–31]. The transformation of anatase into rutile only takes place upon
additional thermal treatment accompanied by crystal growth [32–35].

It is also unclear, which TiO2 modification is the most active photocatalyst, how an amorphous component influ-
ences the catalytic properties of titanium oxide, which ratio of the amorphous and different crystalline phases is to be
chosen for maximum catalytic activity [22, 26, 29, 30, 35–37].

The studies [38–40] demonstrated that the structural and morphological characteristics of nanoparticles being
formed may be changed by introducing a heterogeneous impurity to act either as geometrical constraints or as crystal-
nucleating centers providing the phases’ structural continuity. Therefore, it is of interest to study the effect of a
heterogeneous impurity on the process of titanium dioxide nanoparticles formation during hydrothermal synthesis and
also on the particles’ photocatalytic properties.

2. Experimental section

Pre-formed nanocrystalline titanium dioxide particles of rutile and anatase structure were used as the nanosized
particles introduced into the reaction medium during nanocrystalline TiO2 synthesis.

The titanium dioxide nanocrystals of rutile and anatase structure were obtained under hydrothermal conditions
by dehydration of hydrated titanium dioxide (TiO2 · nH2O) derivedby precipitation from a dilute solution of titanium
tetrachloride (high pure 12-3, TU 6-09-2118-77) using an ammonium hydroxide solution (reagent-grade, GOST 3760-
79).

The effect of impurity phases on the titanium dioxide crystallization process was studied by precipitating TiO2 ·
nH2O from TiCl4 dilute solution in a suspension of pre-formed titanium dioxide nanoparticles of various structures,
using ammonium hydroxide solution, with subsequent hydrothermal treatment.
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The hydrothermal treatment was conducted at 250 ◦C and P = 70 MPa. PTFE liners with the reagents were
placed into steel autoclaves and loaded into an oven. Upon completion of isothermal exposure at specified tempera-
tures, the oven was switched off, and the autoclaves and the oven were left to cool. The accuracy of the isothermal
exposure temperature control was ±5◦. The hydrothermal treatment time was recorded by duration of the autoclaves’
isothermal exposure in the oven. The synthesis products were rinsed with distilled water and dried at a temperature of
90 ◦C. The duration of the hydrothermal treatment at the oven temperature of 250 ◦C varied from 15 min to 4 hours.
Distilled water was used as the hydrothermal fluid.

To determine the samples’ elemental composition, we carried out energy dispersive X-ray spectroscopy (EDS) on
FEI Quanta 200 scanning electron microscope with EDAX analyzer.

The phase analysis was carried out by x-ray diffraction, using Rigaku Smart Lab 3 X-ray powder diffractometer.
The phase identification was performed by comparing the obtained diffractograms with ICDD database cards. The
rutile to anatase ratio was calculated by formula proposed in [41]. The crystallites’ dimensions were assessed by X-ray
diffraction line broadening, using Scherrer formula. The crystallite size distribution was determined by XRD profile
analysis, with the use of Rigaku Smart Lab 3 and Maud software packages.

Photocatalytic activity of the obtained compositions was studied under HPX-2000-HP-DUV xenon source radia-
tion with a nominal power of 75 W. The weighed sample powder was dispersed in distilled water with ultrasonication
during 30 minutes. Then 1.9 ml of the suspension was transferred into a standard PMMA cell which then was placed
into a spectrometer compartment. The cell content was mixed throughout the experiment using a magnetic stirrer
and thermally controlled at 25 ◦C. 75 µl of 400 mg/l crystal violet water solution was added to the suspension. The
obtained mixture was held for 30 min in a dark place to take account of the possible dye adsorption, and then irradi-
ated for 2 hours. The change in the dye concentration was calculated by reduction in the absorption peak intensity.
Commercial titanium dioxide Degussa P25 powder was used as reference material.

3. Results and discussion

The titanium dioxide nanoparticles pre-formed in hydrothermal conditions were TiO2 of rutile (Fig. 1, curve 1)
and anatase (Fig. 1, curve 2) structure with a crystallite size of about 10 and 15 nm, respectively. Based on the XRD
line nature of the TiO2 rutile sample (Fig. 1, curve 1), it can be concluded that a part of titanium dioxide is in X-ray
amorphous state.

FIG. 1. X-ray diffractograms of the pre-formed nanocrystals: 1 – TiO2 (rutile); 2 – TiO2 (anatase)

According to X-ray diffraction data, the samples’ X-ray diffractograms obtained after hydrated titanium dioxide
precipitation in the suspension of nanoparticles demonstrated X-ray peaks corresponding to TiO2 crystalline phases,
in the suspension of which the hydrated titanium dioxide precipitation was carried out (Fig. 2, curves 1 and 2).

For the reference material, hydrated titanium dioxide was used, which was obtained by precipitating from titanium
tetrachloride dilute solution, in accordance with a method identical to that for obtaining the compositions. The X-ray
diffractogram shown in Fig. 2, curve 1, indicates that TiO2 · nH2O obtained as a result of the precipitation is in X-ray
amorphous state. Based on the data of X-ray diffraction analysis of hydrated titanium dioxide obtained by precipitation
with no impurities and of TiO2 · nH2O precipitated in the suspension of TiO2 nanoparticles of various modifications
(curve 1 and curves 2 and 3, respectively), it can be supposed that the latter is likely to be not all-crystalline and that a
part of the substance is likely to be in X-ray amorphous state. Based on the elemental analysis data, it can be concluded
that impurity elements, the presence of which may arise out of the precipitation method, such as Cl− ions, are absent.

Figure 3 shows x-ray diffractograms for the samples obtained as a result of hydrothermal treatment at 250 ◦C for
0.5 h, as an example.
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FIG. 2. X-ray diffractograms of the initial compositions: 1 – TiO2 · nH2O; 2 – TiO2(rutile)–
TiO2 · nH2O; 3 – TiO2(anatase)–TiO2 · nH2O

FIG. 3. X-ray diffractograms for the samples obtained as a result of hydrothermal treatment at
250 ◦C for 0.5 h. 1 – TiO2 · nH2O; 2 – TiO2(anatase)–TiO2 · nH2O; 3 – TiO2(rutile)–TiO2 · nH2O

The X-ray diffractograms both of the samples with no heterogeneous impurity (Fig. 3, curve 1) and of the sam-
ples obtained by precipitation in the suspension of titanium oxide nanoparticles of various structural modifications,
after hydrothermal treatment (Fig. 3, curves 2 and 3) demonstrated X-ray peaks corresponding to TiO2 anatase mod-
ification. The increase in the isothermal exposure period for all the samples led to increased intensity of anatase
peaks, however, for the system TiO2(rutile)–TiO2 · nH2O, the intensity of reflexes corresponding to TiO2-rutile only
changed insignificantly. Only reduction in the X-ray peak broadening was observed, which may indicate increase in
the crystallite dimensions.

Based on the X-ray diffraction data, crystallization degrees and crystallite dimensions were plotted against the
duration of isothermal exposure (Fig. 4–5).

As it is seen from Fig. 4, at the hydrothermal treatment initial stage, during the first 30 minutes, a rather intensive
anatase formation is observed: the anatase fraction in the system increases from 0.2 to ∼ 0.75 mol.%. This can likely
be explained by TiO2 (anatase) particle crystallization from the amorphous phase. In this case, the nature of change
in the crystalline modification fraction corresponds to that of crystallization of titanium dioxide with no impurities.
The size of crystallites of titanium dioxide formed is systematically smaller than that of crystallites in the system
TiO2(anatase)–TiO2 ·nH2O. Moreover, the dependence between the size of titanium dioxide crystallites obtained with
no heterogeneous impurities and the isothermal exposure duration is monotonic. While in the system “TiO2(anatase)–
TiO2 · nH2O”, the initial stage of crystallization is accompanied by reduction in the mean size of anatase crystallites
(Fig. 4(b), curve 2). It is likely that in the case of crystallization from the amorphous phase the size of particles
formed is much smaller than that of anatase particles already introduced as the heterogeneous impurity (see Fig. 4(b),
curve 1), which leads to a reduction in the crystallite mean size. During the subsequent hydrothermal treatment of
the reaction system, phase formation mechanism is changed, which leads to slowing down of the crystallization rate.
And the anatase crystallite growth is due to the processes of crystallization of the remaining amorphous phase on the
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FIG. 4. Crystalline phase (TiO2-anatase) fraction (a) and anatase crystallite dimensions (b) as a
function of the duration of TiO2 · nH2O hydrothermal treatment (curves 1) and of the composition
of TiO2(anatase)–TiO2 · nH2O (curves 2)

FIG. 5. Amorphous and crystalline phase (TiO2-anatase, rutile) fraction (a) and anatase crystallite
mean size (b) as a function of the duration of the composition TiO2(rutile)–TiO2 · nH2O hydrother-
mal treatment at a temperature of 250 ◦C: 1 – amorphous fraction; 2 – TiO2 with rutile structure;
3 – TiO2 with anatase structure

anatase particles surface, which, in its turn, leads to systematically larger crystallite sizes in the system TiO2(anatase)–
TiO2 · nH2O as compared to crystallites formed as a result of hydrothermal treatment of TiO2 · nH2O.

As a result of hydrothermal treatment of the composition obtained by precipitating TiO2 ·nH2O in the suspension
of rutile nanoparticles, peaks corresponding to anatase structure titanium dioxide appear in the X-ray diffractograms
(Fig. 3, curve 3). Increase in the hydrothermal treatment duration leads to increased anatase peak intensity. However,
increase in the fraction of rutile structure TiO2 phase is very insignificant (Fig. 5(a)).

From the relationship of anatase crystalline phase fraction and change in the mean size of anatase crystallites
formed as a result of hydrothermal treatment (Fig. 5) and also the data of TiO2 crystallization process analysis shown
in Fig. 4(a), curve 1, it is seen that in this case, anatase is also formed at the initial stage from the amorphous phase due
to the process of nucleation. And, judging by mild correlation with the change in the fraction of crystalline titanium
dioxide with rutile structure, the X-ray amorphous component probably contained in the heterogeneous impurity
(Fig. 1, curve 2) is also crystallized primarily as anatase structural modification.

Thus, it can be concluded that the use of a heterogeneous impurity of the studied composition and particle size
has almost no effect on the process of phase formation in the TiO2–H2O system. This is likely due to the fact that the
distance between the introduced nanoparticles significantly exceeds the size of TiO2 critical nucleus [42]. Thus, the
heterogeneous impurities may be considered neither as geometric constraints precluding the crystallization, as it was
the case for Al2O3 [39, 43] or Cr2O3 [44], nor as crystallization centers.

On the one hand, the absence of any effect of titanium dioxide nanoparticles of various structural modifications
on the phase composition of TiO2 · nH2O formed as a result of dehydration under hydrothermal conditions may be
associated with significant difference in the sizes of titanium dioxide critical nucleus and of crystallites introduced as
the heterogeneous impurity. On the other hand, clusters are likely to be formed during the precipitation of TiO2 ·nH2O
from the titanium tetrachloride solution, and the arrangement of titanium and oxygen atoms in the clusters is similar to
anatase structural elements [43, 44]. And at the hydrothermal treatment stage, the anatase-like clusters grow together
following the accommodative mechanism, as it was proposed in [43].
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The results of photocatalytic properties assessment for samples synthesized by hydrothermal treatment of com-
positions obtained by TiO2 · nH2O precipitation in the suspension of anatase and rutile nanoparticles are presented in
Fig. 6.

FIG. 6. Coloring agent relative concentration change as a function of UV-exposure time: 1 –
commercial material TiO2 (P25 Degussa), 2 – sample obtained by hydrothermal treatment of
TiO2(anatase)–TiO2 · nH2O, 3 – sample obtained by hydrothermal treatment of TiO2(rutile)–
TiO2 · nH2O

The analysis of relationships presented in Fig. 6 allows concluding that the sample composed only of the anatase
modification (Fig. 6, curve 2) demonstrates characteristics comparable to that of the commercial material (Fig. 6,
curve 1). While even an insignificant quantity of rutile titanium dioxide leads to remarkable reduction in the system
photocatalytic activity (Fig. 6, curve 3). On one hand, the results agree with literature data, e.g., [26, 45], indicating
that the anatase modification of titanium dioxide exhibits higher catalytic properties than rutile one. However, the
reference material P25 Degussa that, according to [36], consists of a mixture of anatase, rutile and in some cases
amorphous TiO2, demonstrates almost equal photocatalytic properties than the anatase sample. Based on the obtained
results, it can be supposed that the determining influence on titanium dioxide photocatalytic activity is produced by
an interface between various TiO2 modifications formed during the material synthesis. In case of the precipitation
method used, the particles of anatase and rutile are likely to be in pinpoint contact that has no effect on the obtained
system properties, and the method for obtaining P25 Degussa, i.e. pyrolysis of titanium tetrachloride, allows for more
active superficial contact of anatase and rutile.

4. Conclusions

Thus, based on the obtained data, it can be concluded that to control the formation process of titanium dioxide of
any structural modification, we need to vary the conditions of TiO2 · nH2O precipitation from the solution, alter the
chemical composition of precursors [25, 27–31], or precipitation procedures [47, 48].
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Requirements to illustrations

Illustrations should be submitted as separate black-and-white files. Formats of files –
jpeg, eps, tiff.
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