
Ministry of Education and Science of the Russian Federation

Saint Petersburg National Research University of Information

Technologies, Mechanics, and Optics

NANOSYSTEMS:
PHYSICS, CHEMISTRY, MATHEMATICS

2020, volume 11(1)

Наносистемы: физика, химия, математика
2020, том 11, № 1



NANOSYSTEMS:
PHYSICS, CHEMISTRY, MATHEMATICS

ADVISORY BOARD MEMBERS
Chairman: V.N. Vasiliev (St. Petersburg, Russia),
V.M. Buznik (Moscow, Russia); V.M. Ievlev (Voronezh, Russia), P.S. Kop’ev(St. Petersburg,
Russia), N.F. Morozov (St. Petersburg, Russia), V.N. Parmon (Novosibirsk, Russia), 
A.I. Rusanov (St. Petersburg, Russia),

EDITORIAL BOARD
Editor-in-Chief: I.Yu. Popov (St. Petersburg, Russia)

Section Co-Editors:
Physics – V.M. Uzdin (St. Petersburg, Russia),
Chemistry, material science –V.V. Gusarov (St. Petersburg, Russia),
Mathematics – I.Yu. Popov (St. Petersburg, Russia).

Editorial Board Members:
VV.M. Adamyan  (Odessa,  Ukraine);  O.V. Al’myasheva  (St. Petersburg,  Russia);
A.P. Alodjants (Vladimir, Russia); S. Bechta (Stockholm, Sweden); J. Behrndt (Graz, Austria);
M.B. Belonenko  (Volgograd,  Russia);  A. Chatterjee  (Hyderabad,  India);  S.A. Chivilikhin
(St. Petersburg,  Russia);  A.V. Chizhov  (Dubna,  Russia);  A.N. Enyashin  (Ekaterinburg,
Russia),  P.P. Fedorov  (Moscow,  Russia);  E.A. Gudilin  (Moscow,  Russia);  V.K. Ivanov
(Moscow,  Russia),  H. Jónsson  (Reykjavik,  Iceland);  A.A. Kiselev  (Durham,  USA);
Yu.S. Kivshar  (Canberra,  Australia);  S.A. Kozlov  (St. Petersburg,  Russia);  P.A. Kurasov
(Stockholm,  Sweden);  A.V. Lukashin  (Moscow,  Russia);  I.V. Melikhov  (Moscow,  Russia);
G.P. Miroshnichenko  (St. Petersburg,  Russia);  I.Ya. Mittova  (Voronezh,  Russia);  Nguyen
Anh Tien  (Ho Chi Minh, Vietnam);  V.V. Pankov  (Minsk, Belarus); K. Pankrashkin  (Orsay,
France);  A.V. Ragulya  (Kiev,  Ukraine);  V. Rajendran  (Tamil  Nadu,  India);  A.A. Rempel
(Ekaterinburg, Russia);  V.Ya. Rudyak  (Novosibirsk, Russia);  D Shoikhet  (Karmiel,  Israel);
P Stovicek  (Prague,  Czech  Republic);  V.M. Talanov  (Novocherkassk,  Russia);  A.Ya. Vul’
(St. Petersburg,  Russia);  A.V. Yakimansky  (St. Petersburg,  Russia),  V.A. Zagrebnov
(Marseille, France).

Editors:
I.V. Blinova; A.I. Popov; A.I. Trifanov; E.S. Trifanova (St. Petersburg, Russia),
R. Simoneaux (Philadelphia, Pennsylvania, USA).

Address: University ITMO, Kronverkskiy pr., 49, St. Petersburg 197101, Russia.
Phone: +7(812)312-61-31, Journal site: http://nanojournal.ifmo.ru/, 
E-mail: popov1955@gmail.com

AIM AND SCOPE
The scope of the journal  includes all  areas  of  nano-sciences.  Papers  devoted  to  basic problems of  physics,
chemistry,  material  science  and  mathematics  inspired  by  nanosystems  investigations  are  welcomed.  Both
theoretical  and experimental  works concerning  the properties  and behavior  of  nanosystems,  problems of its
creation and application, mathematical methods of nanosystem studies are considered. 
The  journal  publishes  scientific  reviews  (up  to  30  journal  pages),  research  papers  (up  to  15  pages)  
and letters (up to 5 pages). All manuscripts are peer-reviewed. Authors are informed about the referee opinion
and the Editorial decision.



CONTENT
MATHEMATICS 

Jyoti Kori, Pratibha, Mohammad Junaid Abbasi
A mathematical study of the flow of nanoparticles
inside periodic permeable and viscoelastic lung 5

S. Mondal, A. Bhosale, N. De, A. Pal
Topological properties of some nanostructures 14

A.S. Mikhaylov, V.S. Mikhaylov
Finite Toda lattice and classical moment problem 25

PHYSICS

W. Florek, A. Marlewski, G. Kamieniarz, M. Antkowiak
The Lagrange variety approach applied to frustrated
classical wheels 30

V. Sajfert, N. Pop, D. Popov
Geometrical analyses of nanostructures 36

F. Iacob
Electron transport through nanosystems driven
by pseudo-Gaussian well scattering 44

S. Leble
Magnetoelectric effects theory by Heisenberg method
based on permutation group symmetry of nanoparticles 50

A.V. Ivanov, P.F. Bessarab, H. Jόnsson, V.M. Uzdinnsson, V.M. Uzdin
Fully self-consistent calculations of magnetic structure
within non-collinear Alexander-Anderson model 65

CHEMISTRY AND MATERIAL SCIENCE

V. Gupta, V. Kant, A.K. Sharma, M. Sharma
Comparative assessment of antibacterial efficacy
for cobalt nanoparticles, bulk cobalt and standard
antibiotics: A concentration dependant study 78



S. Saravanan
Optical pathlength enhancement in ultrathin silicon solar cell 
using decorated silver nanoparticles on aluminium grating 86

H. Sharma, Y.C. Sharma
Synthesis and characterization of bismuth selenide thin
films by thermal evaporation technique 92

N.R. Popova, V.V. Andreeva, N.V. Khohlov,
A.L. Popov, V.K. Ivanov
Fabrication of CeO2 nanoparticles embedded
in polysaccharide hydrogel and their application
in skin wound healing 99

I.Ya. Mittova, V.F. Kostryukov, N.A. Ilyasova,
B.V. Sladkopevtsev, A.A. Samsonov
Modification of nanoscale thermal oxide films formed
on indium phosphide under the influence of tin dioxide 110

Sidheshwar G. Gaurkhede
Microwave synthesis and studies room temperature optical 
properties of LaF3: Ce3+, Pr3+, Nd3+ nanocrystals 117

Information for authors 123



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2020, 11 (1), P. 5–13

A mathematical study of the flow of nanoparticles
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Smoking and pollution are highly hazardous to human health. Most of the environmental particles are very small in size i.e. micro or nanoparticles.
When these particles are inhaled, they enter from the nose and flow with the air stream into various portions of the lungs. The alveolar region, a
porous media due to number of alveoli, serves as an internal biofilter medium to filter deposited particles. To analyze the behavior of this biofilter
medium, we considered the periodic permeability of lungs (due to periodic breathing) together with the viscoelasticity of the lung tissues. The flow
of viscous air through the porous media is modeled by using one dimensional momentum equation with Darcy’s law and the velocity of particles
by second law of Newton. To model the viscoelasticity, we used Kelvin-Voigt model. The finite difference method is used to solve the governing
equations and MATLAB is used to solve the computational problem. The effects of various parameters, such as the Darcy number, porosity, and
the breathing frequency are analyzed for flow of air, particle and viscoelasticity of lung graphically. Results show that by increasing the breathing
frequency, decreasing the porosity, and decreasing the Darcy number, the viscoelastic stress increases.
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1. Introduction

Various literature have been presented on lungs and on its parts [1, 2], few of them considered lungs as a porous
media, because there were many alveoli and multiple bifurcations and some of the literature [3, 4] considered lung
airways as a permeable tube [5, 6]. Alveoli lie at the last division of the lungs, and their work is to exchange the
oxygen and carbon dioxide from air to blood and vice-versa. They are little balloon shaped air sacs and are clustered
together throughout the lungs. Hazardous nanoparticles may get deposited in the alveoli and cause various lung
diseases.

The toxicity of nanoparticles is right now of major concern, due to fast evolution and growth of nanotechnol-
ogy [7, 8]. To date, the interactions of nanoparticles with human body are not completely understood, while an
epidemiological study noted surplus incidence from fine particles derived from air pollution affects several cities of
the United States [9]. When nanoparticles are merged or joined, their performance varies from larger particles. They
create an extraordinarily huge risk to health, as they are assumed to be more reactive and toxic as compared to larger
particles. Depending on the field of implementation, nanoparticles have various ways to enter the body, via inhalation,
dermal, oral or injection exposure. Carbon nanotubes have aspect ratios which are comparable to asbestos fibers. If
inhaled, then the nanotubes can probably move effortlessly through the airways down to the alveoli, where they might
get stuck and can commence different diseases like asthma, COPD, emphysema, fibrosis [10, 11] etc.

Biofiltration is a transpiring technology used for pollution control. It can be used for both water purification
as well as air purification, with a comprehensive range of adulterants. Biofiltration uses biological means for the
deterioration of pollutants in either air or water stream. It has been applied to rectify contaminated air with volatile
organic compounds (VOCs) and other gases [10,12–14]. This technology is favored as a pollutant removal technique,
as it has low investment and operating cost, high efficiency, reliable operating stability and low aggregate of secondary
pollution [4]. Biofilters are generally porous media, i.e., a material that contains pores or voids in it. The pores are
ordinarily filled with a fluid (liquid or gas) [11]. Generally, fluids flowing through the biofilter media can be exactly
calculated by the accustomed models, such as the Darcy’s model [7]. Darcy’s law enables the analysis of laminar
flow of a fluid through a porous media. The lower limit of sustainability of Darcy’s law is a threshold gradient that
can be required to start the flow. Darcy’s law was productively used to model the flow of gas through the various
mixtures. The media must have a high porosity for minimization of the pressure drop across the biofilter, quality
moisture holding capacity, and a sufficiently long usage life [2]. In human lung alveolar sacs can be reviewed as a
biofilter, which removes the particles from the in-breathed air.
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The objective of this study is to analyze the behavior of biofilter media (alveolar sac) with respect to Darcy
number, elasticity of lungs and breathe frequency. We considered in this study the periodic permeability of lungs (due
to periodic breathing) together with the viscoelasticity of the lung tissues.

2. Mathematical modeling

2.1. Governing equations for viscous air flowing through airway tube

We assumed the duct of alveolar region as a circular tube of radius a as shown in Fig. 1. The motion of dusty air
is along the axial direction of tube and there is no flow in radial direction. The fluid is incompressible, viscous and
flow is laminar Newtonian under the time dependent pressure gradient.

FIG. 1. Alveolar region as circular tube, where r is the radial direction and z is the axial direction
of viscous air flow

To analyze the behavior of viscous air through the alveolar region (internal biofilter and also a porous media)
Darcy law for porous media is used in one dimensional momentum equation and flow of particle is analyzed by
Newton second law of motion. In our previous work [5] we focused on the effect of periodic permeability of lung. We
extended our previous work by including viscoelastic property of human lung and aimed to analyze the flow behavior
of air and nanoparticles inside periodically permeable human lung.

To observe the effects of lung tissue viscoelasticity, we considered human lung as a Voigt body and extended
Kelvin-Voigt model by including periodic permeability of lung. So, the flow governing equations in cylindrical polar
coordinate system are defined as follows [5, 15, 16]:

∂u

∂t
+
u

ε

∂u

∂r
= − ε

ρ

∂p

∂r
+ ν

(
∂2u

∂r2
+
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)
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3

)
∂u
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(
ζ +

4η
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)(
∂2u

∂t∂r

)
, (3)

where u and v are the velocity of air flow and dust particles respectively, ρ is the air density, ε is the porosity, ν is the
kinematic viscosity parameter, p is the fluid pressure, m is the mass concentration of dust particles, k is the Stokes
resistance coefficient, which is equal to 6µa for spherical particles, µ being the coefficient of viscosity of the air and
a is the radius of the particles. B and φ are bulk compression; ζ and η are shear and bulk coefficients of viscosity.
F stands for the entire body force because of the existence of porous media and additional external force fields, and is
formulated as:

F =

(
−εν
K
u+ k

N0

ρ
(v − u)

)
, (4)

where K is the periodic permeability [17], which is different from permeability. We are using periodic permeability
because our breathe changes with time or we can say that our breath is periodic and the permeability of the porous
medium need not to be constant. Recently, Singh et al. [19] studied buoyancy-driven free convective flow through a
porous medium with periodic permeability variation. The problem becomes three-dimensional due to such a variation
of permeability. The permeability of the porous medium and the free air flow velocity are assumed to be of the
following forms respectively:

K =
K0

1− a0 cos(πr/a)
, (5)

k0 is the mean permeability of porous medium, and a0 is the amplitude of oscillation.
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2.2. Initial and boundary conditions

All the initial conditions are at t = 0:
u = 0, v = 0. (6)

The boundary conditions for the fluid are same as those for classical fluid and no particle boundary conditions are
required. The air velocity is set to be zero on the walls.

u = 0, v = 0,
∂u

∂r
= 0. (7)

2.3. Transformation of the governing equations

In order to solve the equations numerically, we choose the physical effects which are important for us and corre-
spondingly make the above equations dimensionless as follows:

x∗ =
r

a
, P ∗ =

pa2

ρu2
0

, T ∗ =
tν

a2
, U∗ =

au

ν
, V ∗ =

av

ν
, σF ∗ =

σfa
2

ρν2
.

By using above quantities, we obtained the following equations 1,
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Due to smoking a person faces a breathing problem, therefore, we assumed the pressure gradient of air as a function
of exponent:

−∂P
∂x

= P0e
−ft, (11)

where, f is the breathing frequency per minute.

3. Methodology

The governing transformed equation is solved using finite difference method and used central difference approx-
imation for the radial derivatives [14] and after discretization, we used MATLAB to solve computational problem.
The result seemed to be converged with an accuracy on the order the time step which was chosen ∆t = 0.00001 and
∆x = 0.01 along the axial directions.

4. Discretization of components

For discretization of velocity u(x, T ) or u(xi,Tj) or u(i, j), we used following step sizes:

xi = i∆x, (i = 0, 1, 2, 3, ..., N),

where
xN = 1.0, Tj = (j − 1)∆t, (j = 1, 2, ...).

Additionally, at x = 0, following approximation is applicable in equation (8), When x → 0, we found that the
denominator is also approaching to zero and make the term indeterminate, which is inappropriate for the physical state
of the respiratory system. Therefore, to remove this kind of inconsistency we used L’Hôpitals rule of limit here:

lim
x→0

1

x

∂U

∂x
= lim

x→0

∂2U

∂x2
, (12)

1For simplicity we drop the asterisk in all the dimensionless equations.
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so, the equation 8 at x = 0 becomes:
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and at 0 < x 6 1:
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The equation (9) transforms as:

Vi,j+1 =

(
1− ∆t

τ

)
Vi,j +

∆t

τ
Ui,j , (15)

(σF )i,j =
ρν3

a3

[(
B + 4

φ

3

)
−
((

ζ +
4η

3

)
1

∆t

)
Ui+1,j

2∆r

]
+

ρν3

a3

[((
ζ +

4η

3

)
1

∆t
−
(
B + 4

φ

3

))
Ui+1,j

2∆r
+

(
ζ +

4µ

3

)(
ui+1,j+1 − ui−1,j+1

2∆t∆r

)]
. (16)

The initial and boundary conditions in discretized form are as follows:

Ui,1 = Vi,1 = 0, U2,j = U0,j ; UN+1,j = 0. (17)

5. Results and Discussion

Numerical computations have been carried out using the following parameter values [1, 9, 18]:

P0 = 101.325 kPa, m = 0.0002 kg/l, dp = 100 nm, ρ = 1.185 kg/m3, ν = 1.52 s−1,

N0 = 0.02504 · 1012/m3, a = 0.5 µm, ε = 0.6, B = 3000 kg/(m sec2), φ = 400 kg/(m sec),

ζ = 10 kg/(m sec), f = 0.2 to 0.3 per sec (for diseased, 0.2 to 0.5 per sec). (18)

Velocities of air and dust particles on the wall have been represented graphically with variable axial positions, time,
and porosity and Darcy number.

5.1. Effect of porosity on internal biofilter

We defined void ratio as the ratio of free space volume in the biofilter to the total volume of biofilter. There are
voids in a biofilter which are not filled by any medium. If the void ratios are high then it reduces the clogging and
allow the air to move freely in biofilter.

From Fig. 2(a) it is clear that at porosity ε = 0.6, and Darcy number = 0.01 the velocity of the air increases with
time. It has attained maximum velocity at the center of the tube at x = 0 and occupied maximum value earlier at
t = 0.1. After that, the velocity of air decreases simultaneously as time increases and became zero on the tube wall.
Due to classical flow, initially the effects of particles are almost negligible, therefore the highest velocity is attained.
Later the particle hinders the flow and the subsequent velocity reduces:

In Fig. 2(b) at porosity ε = 0.9, the velocity of the air increases with time. It obtains maximum velocity at
t = 0.2 at the center of the tube and after that decreases as time increases. The velocity depends on the porosity. From
Figs. 2(a) and 2(b) it is quite clear that at porosity ε = 0.9, the velocity profiles for the air flow are significantly more
than that at porosity ε = 0.6. Figs. 3(a) and 3(b) show the velocities for the dust particles near the starting point of the
tube with the time at porosity (ε) 0.6 and 0.9 respectively. Velocities of the dust particles increase when radial distance
increases and increasing values of time. From the figures, we can see that the radial parameter works gradually to
exhibit its effect, i.e. velocity of the dust particles increases frequently with time. From Figs. 3(a) and 3(b) it is clear
that at porosity ε = 0.9, the velocity profiles for the dust particles increase more than that at porosity ε = 0.6.
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FIG. 2. Velocity profile at K0 = 0.1, d = 100 nm, ε = 0.6, and f = 0.2 per sec for different radial
positions of (a) air and (b) particle flows
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FIG. 3. Velocity profiles atK0 = 0.1, d = 100 nm, ε = 0.9, and f = 0.2 per sec for different radial
positions of (a) air and (b) particle flows

5.2. Effect of Darcy number on internal biofilter

Figures 4 and 5 are shown the variations of velocity for the fluid for different values of radial positions (x with
time. As x increases, the velocity decreases for the fluid. Velocity of the fluid at Darcy number 10−1 is greater than at
Darcy number 10−2 for fixed axial position: From Figs. 4(a) and 4(b), it is clear that the velocity of the air increases
regularly as value of time increases. As well as we found from Figs. 5(a) and 5(b) velocity of particle at Darcy number
10−1 is greater than at Darcy number 10−2 for fixed axial position.
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FIG. 4. Velocity profiles for different radial positions of air for (a)Da = 10−2, and (b)Da = 10−1

at K0 = 0.1, d = 100 nm, ε = 0.6, and f = 0.3 per sec.
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FIG. 5. Velocity profiles for different radial positions of particle for (a) Da = 10−2, and (b) Da =
10−1 at K0 = 0.1, d = 100 nm, ε = 0.6, and f = 0.3 per sec.

5.3. Effect of breathing frequency on viscoelastic stress

Figure 6 shows how increasing value of breathing frequency increases the viscoelastic stress, when we take Darcy
number as 0.01, porosity 0.9 and varies the breathing frequency from f = 0.2 to 0.5 per sec. At f = 0.2, value of
viscoelastic stress is very low and by increasing value of f from 0.2 to 0.5 we found increment in the viscoelastic
stress. Due to an increase in breathing frequency, which can be caused by any lung disease such as COPD or asthma,
the velocity of air as well as particles increases. Due to increment in the fluid velocity the pressure in alveolar section
increases, which causes increment in the viscoelastic stress.
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FIG. 6. Effect of breathing frequencies from 0.2 – 0.5 per sec on viscoelastic stress at Da = 10−2,
K0 = 0.1, d = 100 nm, and ε = 0.6.

5.4. Effect of porosity on viscoelastic stress

In Fig. 7, we have plotted viscoelastic stress with different values of porosity (0.6 & 0.9) at Darcy number 0.01
and breathing frequency at 0.26 per sec.

From Fig. 7, we found by increasing porosity from 0.6 to 0.9, the viscoelastic stress first decreases then increases.
By increasing the porosity from 0.6 to 0.9, the number of alveoli increases which allow flow of air very freely and
caused reduction in the stress of lung tissue in some extent.

5.5. Effect of Darcy number on viscoelastic stress

Darcy number is calculated using permeability of medium which depends on porosity of medium, so it is safe to
say that Darcy number depends on porosity of medium. So, if Darcy number increases media becomes more fluidic.
We have plotted the stress vs Darcy number varying from 0.1 to 0.001 with keeping breathing frequency at 0.26 per
sec and porosity at 0.6. From Fig. 8, we can see that as the Darcy number increases the value of viscoelastic stress
decreases. The value of stress at Darcy number 0.001 is not quite zero but it has comparatively very small value. The
minimum value is obtained for Darcy number 0.1 at x = 0.5. From that, we can see that viscoelastic stress decreases
as we increases value of Darcy number, which make the flow more fluidic.

6. Conclusion

In this study, to analyze the behavior of biofilter media, we considered the periodic permeability of lungs (due
to periodic breathing) together with the viscoelasticity of the lung tissues. Mathematical modeling is used to model
the problem and MATLAB is used to solve the problem computationally. The effects of various parameters, such
as Darcy number, porosity, and breathing frequency are calculated on flow of air and particles. Additionally, effects
of breathing frequency, porosity, Darcy number are found on viscoelastic stress for diseased lung (such as COPD,
Asthma). After performing the numerical computation we found that by increasing the media porosity velocity of air
and particle increases. By increasing the Darcy number, the velocity of air and particle increases. By increasing the
breathing frequency, decreasing the porosity and decreasing the Darcy number viscoelastic stress increases. Hence,
we can conclude from this study that Darcy number, elasticity of lungs and breathing frequency affect the flow of air
and particles inside internal biofilter media (alveolar sac) of lung.
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FIG. 7. Effect of porosity (ε = 0.6 and 0.9) of biofilter media on viscoelastic stress at Da = 10−2,
K0 = 0.1, d = 100 nm, and f = 0.26 per sec.
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FIG. 8. Effect of Darcy number for 0.1 and 0.01 on viscoelastic stress at ε = 0.6, K0 = 0.1,
d = 100 nm, and f = 0.26 per sec.
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1. Introduction

We consider only molecular graphs throughout this article. By molecular graph [1–3], we mean a simple con-
nected graph in which nodes are supposed to be atoms and edges are chemical bonds. The vertex and edge sets of a
graph G are represented here by V (G) and E(G), respectively. The degree of a vertex v on a graph G, denoted by
dG(v), is the total number of edges associated with v. Moreover, we define

δG(v) =
∑

u∈NG(v)

degG(u),

where
NG(v) = {u ∈ V (G) : uv ∈ E(G)}.

The chemical graph theory has a significant impact on the chemical science development. Chemical graph theory
is a part of mathematical chemistry that uses graph theory for mathematically modeling chemical phenomena. In this
field, a leading tool is topological index. A real valued mapping considering graphs as arguments is called a graph
invariant if it gives same value to isomorphic graphs. In chemical graph theory, the graph invariants are named as
topological indices. Topological indices play key role in QSPR/QSAR study. Topological indices interpret chemical
compound structures and help to predict certain physicochemical properties such as entropy, boiling point, acentric
factor, vaporization enthalpy, etc. Among different types of topological indices, degree based topological indices have
prominent role in this research area. For some well-known degree based topological indices, readers are referred
to [4–8]. In [9,10], some new neighborhood degree based indices are presented having good correlations with entropy
and acentric factor. They are defined as follows.

The neighborhood Zagreb index is denoted by MN (G) and is defined as:

MN (G) =
∑

v∈V (G)

δG(v)
2.

Neighborhood version of Forgotten topological index is denoted by FN (G) and is defined as:

FN (G) =
∑

v∈V (G)

δG(v)
3.

Modified neighborhood version of Forgotten topological index is denoted by F ∗N (G) and is defined as:

F ∗N (G) =
∑

uv∈E(G)

[δG(u)
2 + δG(v)

2].
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Neighborhood version of second Zagreb index is denoted by M∗2 (G) and is defined by:

M∗2 (G) =
∑

uv∈E(G)

[δG(u)δG(v)].

Neighborhood version of hyper Zagreb index is denoted by HMN (G) and is defined by:

HMN (G) =
∑

uv∈E(G)

[δG(u) + δG(v)]
2.

A nanostructure is an intermediate object between microscopic and molecular structures. It is a molecular-scale
product obtained from engineering. The most important class of such materials is the carbon nanotubes. Carbon
nanotubes (CNTs) are carbon allotropes with cylindrical molecular structures, having diameters ranging from a few
nanometers and lengths to several millimeters. Nanotubes are categorized as single-walled (SWNTs) and multi-
walled (MWNTs) nanotubes. Researchers have found topological descriptors for various nanotube and nanotori.
In [11], topological properties of TURC4C8(S) are investigated. Jiang et al. determined topological index of V-
phenylenic nanotubes and V-phenylenic nanotori in [12]. Topological properties of armchair polyhex nanotube are
discussed in [13]. For more discussion on this topic, readers are referred to [14–21]. Inspired by these works, we
have derived MN , FN , F ∗N , M∗2 , and HMN indices for TURC4C8(S), armchair polyhex nanotube TUAC6, V-
phenylenic nanotube V PHX[m,n], and V-phenylenic nanotori V PHY [m,n]. Moreover, we have compared these
indices graphically.

2. Motivation

The correlation coefficient (r) of topological indices with different physicochemical properties for a benchmark
data set is determined to check the utility of the indices in QSPR/QSAR analysis. According to the International
Academy of Mathematical chemistry, an index is considered to be useful if r2 ≥ 0.8. In [9, 10], the chemical
applicability of the indices MN , FN , F ∗N , M∗2 , and HMN are studied taking octane isomers as data set. The r2 values
of those indices with entropy are 0.907, 0.88, 0.868, 0.899 and 0.88, respectively. The r2 values of those indices with
acentric factor are 0.989, 0.989, 0.952, 0.971 and 0.961, respectively. The aforesaid indices are therefore effective in
QSPR/QSAR analysis with powerful accuracy. In addition, their isomer discrimination ability also remarkable [9, 10]
in comparison with the other degree based indices. With the help of nanotechnology, many new materials and devices
are in progress with a wide range of applications in medicine, electronics and computers. Motivated by the importance
of topological indices and the nanotechnology, we intend to compute the aforementioned indices for some nano-
structures which are described in the next section.

3. Preliminaries

The 2D and 3D lattice of TURC4C8(S) nanotube are shown in Fig. 1. We consider mn numbers of C8 and C4

cycles in the 2D lattice of TURC4C8(S) nanotube. We denote this graph by TUC4C8[m,n]. From Fig. 1, it is clear
that this graph has 8mn+ 2m nodes and 12mn+m edges.

FIG. 1. (a) The 2D and (b)the 3D lattice of TUC4C8[m,n] nanotube

We consider a class of armchair polyhex nano tubes TUAC6[m,n] having m and n numbers of hexagons in each
rows and columns, respectively. The molecular graph of TUAC6[m,n] is depicted in the Fig. 2. We can say from
Fig. 2, that m is even for all n ∈ N . This nanotube has 2mn + 2m and 3mn + 2m numbers of nodes and edges
respectively.
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FIG. 2. (a) The 2D and (b)the 3D lattice of Armchair polyhex nanotubes TUAC6

Also we consider V-phenylenic nanotube and V-phenylenic nanotori whose 2D lattices are depicted in Figs. 3 and
4. Phenylenes are polycyclic conjugated molecules, made of C4 and C6 such that every C4 is adjacent to two C6 and
lies between two C6. No two C6 are mutually adjacent. Each C6 is adjacent to only two C4 cycles.

FIG. 3. The molecular graph of V-phenylenic nanotube V PHX[m,n]

FIG. 4. The molecular graph of V-phenylenic nanotori V PHY [m,n]

4. Main results

In this section, our goal is to compute aforesaid indices for TUC4C8[m,n], armchair polyhex nanotube TUAC6,
V-phenylenic nanotube V PHX[m,n], and V-phenylenic nanotori V PHY [m,n]. Following Figs. 1, 2, 3, and 4, first
we obtain vertex and edge partitions of nanotubes and nanotori discussed above and then proceed for main theorems.

The vertex and edge partitions for TUC4C8[m,n] nanotube are given in Table 1 and 2, respectively. The vertex
and edge partitions for TUAC6[m,n] nanotube are given in Table 3 and 4, respectively. The vertex and edge partitions
for V PHX[m,n] nanotube are given in Table 5 and 6, respectively.
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TABLE 1. Vertex partition of TUC4C8[m,n]

δG(u) 5 8 9

Frequency 4m 4m 8mn− 6m

TABLE 2. Edge partition of TUC4C8[m,n]

(δG(u), δG(v)) (5, 5) (5, 8) (8, 8) (8, 9) (9, 9)

Frequency 2m 4m 2m 4m 12mn− 11m

TABLE 3. Vertex partition of TUAC6[m,n]

δG(u) 5 8 9

Frequency 2m 2m 2m(n− 1)

TABLE 4. Edge partition of TUAC6[m,n]

(δG(u), δG(v)) (5, 5) (5, 8) (8, 8) (8, 9) (9, 9)

Frequency m 2m m 2m m(3n− 4m)

TABLE 5. Vertex partition of V PHX[m,n]

δG(u) 6 8 9

Frequency 2m 4m 6mn− 6m

TABLE 6. Edge partition of V PHX[m,n]

(δG(u), δG(v)) (6, 8) (8, 8) (8, 9) (9, 9)

Frequency 4m 2m 2m 9m(n− 1)

Theorem 1. The neighborhood Zagreb indexMN of TUC4C8[m,n] (m,n ≥ 2), TUAC6[m,n], V PHX[m,n], and
V PHY [m,n] nanotubes are given by:

(i) MN (TUC4C8[m,n]) = 648mn− 130m,
(ii) MN (TUAC6[m,n]) = 162mn− 16m,

(iii) MN (V PHX[m,n]) = 486mn− 158m,
(iv) MN (V PHY [m,n]) = 486mn.

Proof. The general formula of neighborhood Zagreb index MN is given by:

MN (G) =
∑

v∈V (G)

δG(v)
2.

(i) Let G be the TUC4C8[m,n] nanotube for (m,n ≥ 2). Then applying the Table 1 on the definition of
neighborhood Zagreb index, we obtain:

MN (G) =
∑
v∈V5

δG(v)
2 +

∑
v∈V8

δG(v)
2 +

∑
v∈V9

δG(v)
2

= |V5|(52) + |V8|(82) + |V9|(92)
= 4m(52) + 4m(82) + (8mn− 6m)(92)

= 648mn− 130m.



18 S. Mondal, A. Bhosale, N. De, A. Pal

(ii) Let G be the V-phenylenic nanotube (TUAC6[m,n]). Then applying the Table 3 on the general formula of
neighborhood Zagreb index, we have:

MN (G) =
∑
v∈V5

δG(v)
2 +

∑
v∈V8

δG(v)
2 +

∑
v∈V9

δG(v)
2

= |V5|(52) + |V8|(82) + |V9|(92)
= 2m(62) + 2m(82) + 2m(n− 1)(92)

= 486mn− 158m.

(iii) Let G be the V-phenylenic nanotube (V PHX[m,n]). Then applying the Table 5 on the general formula of
neighborhood Zagreb index, we have:

MN (G) =
∑
v∈V6

δG(v)
2 +

∑
v∈V8

δG(v)
2 +

∑
v∈V9

δG(v)
2

= |V6|(62) + |V8|(82) + |V9|(92)
= 2m(62) + 4m(82) + (6mn− 6m)(92)

= 486mn− 158m.

(iv) Let G be the V-phenylenic nanotori (V PHY [m,n]). Its clear from Fig. 3 that V (G) = V9 and |V9| = 6mn.
The required result follows clearly from the definition of neighborhood Zagreb index.

�

FIG. 5. Topological indices for TUC4C8[m,n] nanotube

Theorem 2. The neighborhood version of Forgotten topological indexFN of TUC4C8[m,n] (m,n ≥ 2), TUAC6[m,n],
V PHX[m,n], and V PHY [m,n] nanotubes are given by:

(i) FN (TUC4C8[m,n]) = 5832mn− 1826m,
(ii) FN (TUAC6[m,n]) = 1458mn− 184m,

(iii) FN (V PHX[m,n]) = 4374mn− 1894m,
(iv) FN (V PHY [m,n]) = 4374mn,

Proof. The general formula of neighborhood version of Forgotten topological index FN is given by:

FN (G) =
∑

v∈V (G)

δG(v)
3.

(i) Let G be the TUC4C8[m,n] nanotube for (m,n ≥ 2). Then applying the Table 1 on the definition of
neighborhood version of Forgotten topological index, we obtain:

FN (G) =
∑
v∈V5

δG(v)
3 +

∑
v∈V8

δG(v)
3 +

∑
v∈V9

δG(v)
3

= |V5|(53) + |V8|(83) + |V9|(93)
= 4m(53) + 4m(83) + (8mn− 6m)(93)

= 5832mn− 1826m.
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(ii) Let G be the V-phenylenic nanotube (TUAC6[m,n]). Then applying the Table 3 on the general formula of
neighborhood version of Forgotten topological index, we have:

FN (G) =
∑
v∈V5

δG(v)
3 +

∑
v∈V8

δG(v)
3 +

∑
v∈V9

δG(v)
3

= |V5|(53) + |V8|(83) + |V9|(93)
= 2m(53) + 2m(83) + 2m(n− 1)(93)

= 1458mn− 184m.

(iii) Let G be the V-phenylenic nanotube (V PHX[m,n]). Then applying the Table 5 on the general formula of
neighborhood version of Forgotten topological index, we have:

FN (G) =
∑
v∈V6

δG(v)
3 +

∑
v∈V8

δG(v)
3 +

∑
v∈V9

δG(v)
3

= |V6|(63) + |V8|(83) + |V9|(93)
= 2m(63) + 4m(83) + (6mn− 6m)(93)

= 4374mn− 1894m.

(iv) Let G be the V-phenylenic nanotori (V PHY [m,n]). From Fig. 3, we have, V (G) = V9 and |V9| = 6mn.
Using the definition of neighborhood version of Forgotten topological index, the desired result can be obtained
easily.

�

FIG. 6. Topological indices for V PHX[m,n] nanotube.

Theorem 3. The modified neighborhood version of Forgotten topological index F ∗N of TUC4C8[m,n] (m,n ≥ 2),
TUAC6[m,n], V PHX[m,n], and V PHY [m,n] nanotubes are given by:

(i) F ∗N (TUC4C8[m,n]) = 1944mn− 490m,
(ii) F ∗N (TUAC6[m,n]) = 486mn− 2m,

(iii) F ∗N (V PHX[m,n]) = 1458mn− 512m,
(iv) F ∗N (V PHY [m,n]) = 1458mn.

Proof. The general formula of modified neighborhood version of Forgotten topological index F ∗N is given by:

F ∗N (G) =
∑

uv∈E(G)

[δG(u)
2 + δG(v)

2].

(i) LetG be the TUC4C8[m,n] nanotube for (m,n ≥ 2). Then applying the Table 2 on the definition of modified
neighborhood version of Forgotten topological index, we obtain:



20 S. Mondal, A. Bhosale, N. De, A. Pal

F ∗N (G) =
∑

uv∈E(5,5)

[δG(u)
2 + δG(v)

2] +
∑

uv∈E(5,8)

[δG(u)
2 + δG(v)

2] +
∑

uv∈E(8,8)

[δG(u)
2 + δG(v)

2]

+
∑

uv∈E(8,9)

[δG(u)
2 + δG(v)

2] +
∑

uv∈E(9,9)

[δG(u)
2 + δG(v)

2]

= |E(5,5)|(52 + 52) + |E(5,8)|(52 + 82) + |E(8,8)|(82 + 82) + |E(8,9)|(82 + 92)

+|E(9,9)|(92 + 92)

= 2m(52 + 52) + 4m(52 + 82) + 2m(82 + 82) + 4m(82 + 92) +m(12n− 11)(92 + 92).

After simplification the desired result can be obtained easily.
(ii) Let G be the TUAC6[m,n] nanotube. Then applying the Table 4 on the definition of modified neighborhood

version of Forgotten topological index, we obtain:

F ∗N (G) =
∑

uv∈E(5,5)

[δG(u)
2 + δG(v)

2] +
∑

uv∈E(5,8)

[δG(u)
2 + δG(v)

2] +
∑

uv∈E(8,8)

[δG(u)
2 + δG(v)

2]

+
∑

uv∈E(8,9)

[δG(u)
2 + δG(v)

2] +
∑

uv∈E(9,9)

[δG(u)
2 + δG(v)

2]

= |E(5,5)|(52 + 52) + |E(5,8)|(52 + 82) + |E(8,8)|(82 + 82) + |E(8,9)|(82 + 92)

+|E(9,9)|(92 + 92)

= m(52 + 52) + 2m(52 + 82) +m(82 + 82) + 2m(82 + 92) +m(3n− 4)(92 + 92).

After simplification the required result can be obtained easily.
(iii) Let G be the V PHX[m,n] nanotube. Then applying the Table 6 on the definition of modified neighborhood

version of Forgotten topological index, we obtain:

F ∗N (G) =
∑

uv∈E(6,8)

[δG(u)
2 + δG(v)

2] +
∑

uv∈E(8,8)

[δG(u)
2 + δG(v)

2]

+
∑

uv∈E(8,9)

[δG(u)
2 + δG(v)

2] +
∑

uv∈E(9,9)

[δG(u)
2 + δG(v)

2]

= |E(6,8)|(62 + 82) + |E(8,8)|(82 + 82) + |E(8,9)|(82 + 92) + |E(9,9)|(92 + 92)

= 4m(62 + 82) + 2m(82 + 82) + 2m(82 + 92) + 9m(n− 1)(92 + 92).

After simplification the required result can be obtained easily.
(iv) Let G be the V PHY [m,n] nanotube. From Fig. 3, it is clear that E(G) = E(9,9) and |E(9,9)| = 9mn. Thus,

we have F ∗N (G) = 9mn(92 + 92) = 1458mn

Hence the proof.
�

Theorem 4. The neighborhood version of second Zagreb index M∗2 of TUC4C8[m,n] (m,n ≥ 2), TUAC6[m,n],
V PHX[m,n], and V PHY [m,n] nanotubes are given by:

(i) M∗2 (TUC4C8[m,n]) = 972mn− 265m,
(ii) M∗2 (TUAC6[m,n]) = 243mn− 11m,

(iii) M∗2 (V PHX[m,n]) = 729mn− 265m,
(iv) M∗2 (V PHY [m,n]) = 729mn.

Proof. The general formula of neighborhood version of second Zagreb index M∗2 is given by:

M∗2 (G) =
∑

uv∈E(G)

[δG(u)δG(v)].

(i) Let G be the TUC4C8[m,n] nanotube for (m,n ≥ 2). Then applying the Table 2 on the general form of
neighborhood version of second Zagreb index, we obtain the following computation.
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M∗2 (G) =
∑

uv∈E(5,5)

[δG(u).δG(v)] +
∑

uv∈E(5,8)

[δG(u).δG(v)] +
∑

uv∈E(8,8)

[δG(u).δG(v)]

+
∑

uv∈E(8,9)

[δG(u).δG(v)] +
∑

uv∈E(9,9)

[δG(u).δG(v)]

= |E(5,5)|(5.5) + |E(5,8)|(5.8) + |E(8,8)|(8.8) + |E(8,9)|(8.9) + |E(9,9)|(9.9)
= 2m(5.5) + 4m(5.8) + 2m(8.8) + 4m(8.9) + (12mn− 11m)(9.9).

After simplification, the desired result can be easily obtained.
(ii) Let G be the TUAC6[m,n] nanotube. Then, applying the Table 4 on the definition of neighborhood version

of second Zagreb index, we get the following derivation:

M∗2 (G) =
∑

uv∈E(5,5)

[δG(u).δG(v)] +
∑

uv∈E(5,8)

[δG(u).δG(v)] +
∑

uv∈E(8,8)

[δG(u).δG(v)]

+
∑

uv∈E(8,9)

[δG(u).δG(v)] +
∑

uv∈E(9,9)

[δG(u).δG(v)]

= |E(5,5)|(5.5) + |E(5,8)|(5.8) + |E(8,8)|(8.8) + |E(8,9)|(8.9) + |E(9,9)|(9.9)
= 4m(6.8) + 2m(8.8) + 2m(8.9) + 9m(n− 1)(9.9)

= 243mn− 11m.

(iii) Let G be the V PHX[m,n] nanotube. Then, applying the Table 6 on the definition of neighborhood version
of second Zagreb index, we get the following derivation:

M∗2 (G) =
∑

uv∈E(6,8)

[δG(u).δG(v)] +
∑

uv∈E(8,8)

[δG(u).δG(v)]

+
∑

uv∈E(8,9)

[δG(u).δG(v)] +
∑

uv∈E(9,9)

[δG(u).δG(v)]

= |E(6,8)|(6.8) + |E(8,8)|(8.8) + |E(8,9)|(8.9) + |E(9,9)|(9.9)
= 4m(6.8) + 2m(8.8) + 2m(8.9) + 9m(n− 1)(9.9)

= 729mn− 265m.

(iv) Let G be the V PHY [m,n] nanotube. From Fig. 3, it is clear that E(G) = E(9,9) and |E(9,9)| = 9mn. Thus,
we have F ∗N (G) = 9mn(9.9) = 729mn.

Hence the proof. �

FIG. 7. Topological indices for V PHY [m,n] nanotori.
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Theorem 5. The neighborhood version of hyper Zagreb index HMN of TUC4C8[m,n] (m,n ≥ 2), TUAC6[m,n],
V PHX[m,n], and V PHY [m,n] nanotubes are given by:

(i) HMN (TUC4C8[m,n]) = 3888mn− 1020m,
(ii) HMN (TUAC6[m,n]) = 972mn− 24m,

(iii) HMN (V PHX[m,n]) = 2916mn− 1042m,
(iv) HMN (V PHY [m,n]) = 2916mn.

Proof. The general formula of neighborhood version of hyper Zagreb index HMN is given by:

HMN (G) =
∑

uv∈E(G)

[δG(u) + δG(v)]
2.

(i) Let G be the TUC4C8[m,n] nanotube for (m,n ≥ 2). Then applying Table 2 on the general form of
neighborhood version of hyper Zagreb index, we obtain the following computation:

HMN (G) =
∑

uv∈E(5,5)

[δG(u) + δG(v)]
2 +

∑
uv∈E(5,8)

[δG(u) + δG(v)]
2 +

∑
uv∈E(8,8)

[δG(u) +

δG(v)]
2 +

∑
uv∈E(8,9)

[δG(u) + δG(v)]
2 +

∑
uv∈E(9,9)

[δG(u) + δG(v)]
2

= |E(5,5)|(5 + 5)2 + |E(5,8)|(5 + 8)2 + |E(8,8)|(8 + 8)2 + |E(8,9)|(8 + 9)2

+|E(9,9)|(9 + 9)2

= 2m(5 + 5)2 + 4m(5 + 8)2 + 2m(8 + 8)2 + 4m(8 + 9)2 + (12mn− 11m)(9 + 9)2.

After simplification the desired result can be obtained easily.
(ii) Let G be the TUAC6[m,n] nanotube. Then applying the Table 4 on the definition of neighborhood version

of second Zagreb index, we get the following derivation:

HMN (G) =
∑

uv∈E(5,5)

[δG(u) + δG(v)]
2 +

∑
uv∈E(5,8)

[δG(u) + δG(v)]
2 +

∑
uv∈E(8,8)

[δG(u) + δG(v)]
2

+
∑

uv∈E(8,9)

[δG(u) + δG(v)]
2 +

∑
uv∈E(9,9)

[δG(u) + δG(v)]
2

= |E(5,5)|(5 + 5)2 + |E(5,8)|(5 + 8)2 + |E(8,8)|(8 + 8)2 + |E(8,9)|(8 + 9)2 + |E(9,9)|
(9 + 9)2

= 4m(5 + 5)2 + 4m(5 + 8)2 + 2m(8.8) + 2m(8 + 9)2 + 9m(n− 1)(9 + 9)2

= 972mn− 24m.

(iii) Let G be the V PHX[m,n] nanotube. Then applying the Table 6 on the definition of neighborhood version
of second Zagreb index, we get the following derivation:

HMN (G) =
∑

uv∈E(6,8)

[δG(u) + δG(v)]
2 +

∑
uv∈E(8,8)

[δG(u) + δG(v)]
2 +

∑
uv∈E(8,9)

[δG(u)

+δG(v)]
2 +

∑
uv∈E(9,9)

[δG(u) + δG(v)]
2

= |E(6,8)|(6 + 8)2 + |E(8,8)|(8 + 8)2 + |E(8,9)|(8 + 9)2 + |E(9,9)|(9 + 9)2

= 4m(6 + 8)2 + 2m(8.8) + 2m(8 + 9)2 + 9m(n− 1)(9 + 9)2

= 2916mn− 1042m.

(iv) Let G be the V PHY [m,n] nanotube. From Fig. 3, it is clear that E(G) = E(9,9) and |E(9,9)| = 9mn. Thus,
we have F ∗N (G) = 9mn(9 + 9)2 = 2916mn

Hence the proof.
�
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FIG. 8. Topological indices for TUAC6[m,n] nanotube.

The surface plotting of topological indices for the nanotubes and nanotori are shown in the Figs. 5, 6, 7, and 8.
We have built the figures using Maple 2015.1 software taking the parametric values (m,n) in [2, 50]. For different
indices, different colors are used. We put cyan, blue, green, red and gold colors for MN , FN , F ∗N , M∗2 , and HMN

indices respectively.

5. Remarks and conclusion

In this article, the structures of TURC4C8(S), armchair polyhex nanotube TUAC6, V-phenylenic nanotube
V PHX[m,n], and V-phenylenic nanotori V PHY [m,n] are discussed and explicit expressions of MN , FN , F ∗N ,
M∗2 , and HMN are derived for them. In fact, comparison among these indices for the considered nanotubes and
nanotori are shown in the Figs. 5,6,7, and 8. Clearly, the indices for different nanotubes and nanotori are growing in
the following order.

TUAC6[m,n] < V PHY [m,n] < V PHX[m,n] < TURC4C8(S),

where in each case, indices have following order.

MN < M∗2 < F ∗N < HMN < FN .

Thus, for each structure discussed above, the indices behave somewhat differently. The formulas obtained here
enable the chemical structure of nano structures to be correlated with a large amount of information about their
physicochemical characteristics.
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1. Introduction

The semi-infinite or finite Toda lattice can be written in the following way:{
ȧn(t) = an(t) (bn+1(t)− bn(t)) ,

ḃn(t) = 2
(
a2n(t)− a2n−1(t)

)
, t > 0, n = 1, 2, . . . , N,

(1)

where N ∈ N or N =∞, and one looks for a solution satisfying the initial conditions:

an(0) = a0n, bn(0) = b0n, n = 1, . . . , N, (2)

where a0n, b
0
n are real and a0n > 0. Toda lattices are used for modeling of nanosystems and macromolecules [1–3].

Methods of computing of functions an(t), bn(t) are subject of many investigations, see for example [4–6] and refer-
ences therein. In the present paper, we restrict ourselves to the case of finite N , this situation was studied in [7].

We define two operators acting in RN , f ∈ RN , f = (f1, f2, . . . , fN ) by rules:

H(t) : f 7→


a1(t)f2 + b1(t)f1,

an(t)fn+1 + an−1fn−1 + bn(t)fn, n = 2, . . . , N − 1,

aN−1(t)fN−1 + bN (t)fN ,

P (t) : f 7→


a1(t)f2,

an(t)fn+1 − an−1(t)fn−1, n = 2, . . . , N − 1,

aN−1fN−1.

Note that the operator H(t) is given by the Jacobi matrix (we keep the same notation for it):

H(t) =


b1(t) a1(t) 0 0 0

a1(t) b2(t) a2(t) 0 0

0 a2(t) b3(t) a3(t) 0

· · · · ·
0 0 0 aN−1(t) bN (t)

 . (3)

It is a well known fact [5, 6] that the system (1) is equivalent to the following operator equation:
dH

dt
= PH −HP. (4)

By dρt(λ), we denote the spectral measure of operator H(t). Being a spectral measure of a bounded operator in
RN , it has the form:

dρt(λ) =

N∑
k=1

σ2
k(t)δ(λ− λk(t)), (5)
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where λk(t), k = 1, . . . , N is a spectrum of H(t). The moments of dρt(λ) are introduced by the rule:

sk(t) =

∞∫
−∞

λk dρt(λ), k = 0, 1, 2, . . . (6)

It is well-known fact that the set of moments determines the semi-infinite Jacobi operator (but not necessarily in the
unique way!), see [8, 9] and [10, 11] for dynamic approach.

For infinite Toda lattices, people are interested in the evolution of scattering data for operator H(t) [4,5,7]. In the
finite case in [7] the author studied the evolution of σk(t) (it happens that λk do not depend on t). In the present paper,
we investigate the evolution of moments sk(t) under Toda flow. The authors are planning to use the obtained results
for studying the semi-infinite Toda lattices, which will be the subject of forthcoming publications.

In the second section, we provide the necessary information on Toda lattices and adopt and rewrite some of results
from [7] in a form, convenient for our purposes. In the last section, we remind the reader some basic facts on moment
problem and derive the evolution equation for moments under the Toda flow.

2. Finite Toda lattice, Moser formula.

Here, we adapt some of results from [7] to the convenient forms for our use. For simplicity we usually omit the
argument t.

Proposition 1. The eigenvalues of the matrix H(t) do not depend on t: λj(t) = λj(0).

This fact follows from the representation dH
dt = i (HiP − (iP )H) = {−iP,H}, and thusH(t) = ePtH(0)e−Pt.

Let (·, ·) denotes the scalar product in RN . The Weyl function [12, 13] is introduced by the rule:

m(λ) := (R(λ)e1, e1) ,

where:
R(λ) = (H(t)− λI)

−1
, ei = (0, . . . , 0, 1, 0, . . . , 0),

with 1 being at i−th place.

Proposition 2. The following relation holds:
d

dt
m(λ) = 2a1R21(λ). (7)

Proof. We can evaluate:
dR

dt
= −RdH

dt
R = −RPHR+RHPR = −RP (I + λR) + (I + λR)PR = PR−RP.

Then, using this relation, we have that:
d

dt
m(λ) = ((PR−RP ) e1, e1) = −2 (RPe1, e1) = 2a1R21.

�

We introduce the matrix:

BN = H − λI =


b1 − λ a1 0 0 0

a1 b2 − λ a2 0 0

0 a2 b3 − λ a3 0

· · · · ·
0 0 0 aN−1 bN − λ,


and minors Bk, 1 6 k < N of BN , where Bk are given by the intersection of k rows N − k + 1, . . . , N − 1, N and
k columns N − k + 1, . . . , N − 1, N . Denote ∆k := detBk. Then, simple algebra shows that:

m(λ) = R11 =
∆N−1

∆N
,

R21(λ) = R12(λ) = (R(λ)e1, e2) = −a1∆N−2

∆N
.

Using these equalities we can rewrite (7) in the following form:
d

dt
m(λ) = 2 (1− (b1 − λ)m(λ)) . (8)
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Representations of a Weyl function [12, 13] and a spectral measure (5) imply that:

m(λ) =

∫
R

1

λ− z
dρ(z) =

N∑
k=1

σ2
k(t)

λ− λk
.

Plugging the latter representation into (8) we have that:

N∑
k=1

2σ̇kσk
λ− λk

= 2

(
1− (b1 − λ)

N∑
k=1

σ2
k

λ− λk

)
,

where by dot we denote the differentiation with respect to t. Multiplying the last equality by (λ − λk) and setting
λ = λk, we come to the following system:

σ̇k(t) = −(b1 − λk)σk(t), k = 1, . . . , N. (9)

By ‖ · ‖ we denote the standard norm in RN .

Proposition 3. The coefficient b1 admits the representation:

b1 =

N∑
k=1

λkσ
2
k.

Proof. Denote by Ck the eigenvectors of H:

HCk = λkC
k, Ck =


Ck1
Ck2
. . .

CkN

 , k = 1, . . . , N,

such that ‖Ck‖ = 1, k = 1, . . . , N . Then, by the spectral theorem:

C∗HC =


λ1 0 0 . . . 0

0 λ2 0 . . . 0

. . . . . . . . . . . . . . .

0 0 0 . . . λN

 , where C =
(
C1|C2| . . . |CN

)
,

i.e., the matrix C is constructed from columns Ck, k = 1, . . . , N . Then:

H = C


λ1 0 0 . . . 0

0 λ2 0 . . . 0

. . . . . . . . . . . . . . .

0 0 0 . . . λN

C∗,

from where and (3) we have that:

b1 = H11 =

N∑
k=1

λk
(
Ck1
)2

=

N∑
k=1

λk (σk)
2
.

�

The above proposition allows us to rewrite the system (9) in a more convenient form:

σ̇k(t) = −

 N∑
j=1

λjσ
2
j (t)− λk

σk(t), k = 1, . . . , N. (10)

Solution of (10) is given by the Moser formula:

σ2
k(t) =

σ2
k(0)e2λkt∑N

j=1 σ
2
j (0)e2λjt

. (11)
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3. Moment problem. Evolution of moments under the Toda flow.

We denote by CN [X] the set of polynomials of order less than N . The set of moments {sk}2N−2k=0 determines on
CN [X] the bilinear form by the rule: for F,G ∈ CN [X], F (λ) =

∑N−1
n=0 αnλ

n, G(λ) =
∑N−1
n=0 βnλ

n, one defines:

〈F,G〉 =

N−1∑
n,m=0

sn+mαnβm. (12)

Thus this quadratic form is determined by the following Hankel matrix:

S =


s0 s1 s2 . . . sN−1
s1 s2 . . . . . . . . .

s2 . . . . . . . . . . . .

. . . . . . . . . . . . s2N−1
sN−1 . . . . . . s2N−1 s2N−2

 (13)

In [10,11] it is shown that CN [X] is in fact a de Branges space (we denote it here by BN (t)), related to the dynamical
system with discrete time associated with Jacobi matrix (3), see also [14,15]. The scalar product in BN (t) is given by
[F,G]BN (t) = 〈F,G〉.

By ‖ · ‖ we denote the standard norm in RN . We introduce the vector:

σ̃(t) =


σ̃1(t)

σ̃2(t)

. . .

σ̃N (t)

 =


σ1(0)eλ1t

σ2(0)eλ2t

. . .

σN (0)eλN t

 . (14)

Then (11) and (14) implies that:

σk(t) =
σ̃k(t)

‖σ̃(t)‖
,

where

‖σ̃(t)‖ =

√√√√ N∑
j=1

σ2
j (0)e2λjt.

For k = 1, . . . , N we have that:

sk(t) =

∫
R

λk dρt(λ) =

N∑
j=1

λkjσ
2
j (t) =

N∑
j=1

λkj
σ̃2
j (t)

‖σ̃(t)‖2
. (15)

Then on introducing the notation
s̃k(t) = sk(t)‖σ̃(t)‖2,

and using (15) we see that

˙̃sk(t) =

N∑
j=1

λkj 2 ˙̃σj(t)σ̃j(t) =

N∑
j=1

λk+1
j 2σ̃2

j (t) = 2s̃k+1(t). (16)

We take F,G ∈ CN [X], F (λ) =
∑N−1
n=0 αnλ

n, G(λ) =
∑N−1
n=0 βnλ

n, then the scalar product in BN (t) has the
form:

[F,G]BN (t) =

N−1∑
n,m=0

sn+m(t)αnβm.

We multiply both sides of the above equality by ‖σ̃(t)‖2 and differentiate:(
[F,G]BN (t) ‖σ̃(t)‖2

)′
=

N−1∑
n,m=0

(
‖σ̃(t)‖2sn+m(t)

)′
αnβm (17)

=

N−1∑
n,m=0

(s̃n+m(t))
′
αnβm =

N−1∑
n,m=0

2s̃n+m+1(t)αnβm = 2‖σ̃(t)‖2
N−1∑
n,m=0

sn+m+1(t)αnβm.
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Differentiating the left hand side of the above equality, we have that:(
[F,G]BN (t) ‖σ̃(t)‖2

)′
=
(
‖σ̃(t)‖2

)′ N−1∑
n,m=0

sn+m(t)αnβm + ‖σ̃(t)‖2
N−1∑
n,m=0

ṡn+m(t)αnβm. (18)

On equating (18) and the right and side of (17), we come to the relation:(
‖σ̃(t)‖2

)′
‖σ̃(t)‖2

N−1∑
n,m=0

sn+m(t)αnβm +

N−1∑
n,m=0

ṡn+m(t)αnβm = 2

N−1∑
n,m=0

sn+m+1(t)αnβm.

Due to the arbitrariness of F,G the last equality implies that for moments sk the following system holds:

ṡk(t) +
(
ln
{
‖σ̃(t)‖2

})′
sk(t) = 2sk+1(t), k = 0, . . . , 2N − 2. (19)

Since we know that s0(t) = 1 for all t, then (19) allows us to determine s1(t), s2(t) . . . , s2N−2(t) recursively. Then,
we use the fact that the set of moments sk(t), k = 0, . . . , 2N − 2 determines N × N Jacobi matrix (3) and thus
coefficients ak(t) , bk(t) , aN (t), k = 1, . . . , N − 1. Formulas for the reconstruction of entries of Jacobi matrix from
moments are given in [8, 14, 16]

Analysis of the solution to (19) as well as an application of the results of the present paper and of [11, 16] to the
case of semi-infinite Toda lattices will be the subject of forthcoming publications.
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The Lagrange variety approach introduced by Schmidt and Luban [J. Phys. A: Math. Gen. 36, 6351 (2003)] is applied to geometrically frustrated
wheels (centered regular polygons). It is shown that the lowest energy configurations are planar or collinear. The latter one, characteristic for non-
frustrated classical systems, is also observed in the presence of competing interactions in a well-determined range (0, αc) of the energy function
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1. Introduction

Ring-shaped magnetic molecules play an important role due to possible realization of single molecule magnets
or molecular qubits [1–6]. Moreover, these, with an odd number of spins and dominant antiferromagnetic couplings,
are interesting subjects in the study of the spin frustration [7–14]. In this work, we focus on the classical counterparts
of rings with an extra spin placed at its center (see Fig. 1) [13–18]. In general, heterometallic systems may be
considered [19], but this short paper is limited to homogeneous ones. To avoid frustration in a peripheral ring only
centered polygons XY2q (corresponding to wheel graphs W2q+1 [20]) are investigated. The aim of this paper is
to determine the lowest energy configuration (LEC) for a system of classical spin vectors coupled by the isotropic
Heisenberg interactions with two exchange integrals J and J0 for the nearest-neighbor spins sj , 1 ≤ j ≤ N , in the
peripheral ring and for their couplings with the central spin s0, respectively; competing interactions are present for
antiferromagnetic couplings J , despite the value of J0.
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FIG. 1. (a) A centered octagon (the wheel W9) and (b) a centred regular digon (the ‘wheel’ W3)
transformed to an isosceles triangle; the weight of the edge (1, 2) is doubled to mimic two pairs in the
original system. The edges correspond to couplings J and J0 (solid and dashed lines, respectively).

Such a system is another example of models in which the collinear LEC is ‘retained’ when competing interactions
are ‘turned on’ by a relatively weak antiferromagnetic coupling(s) [13, 14, 21]. This feature can be considered as the
classical counterpart of the third type frustration according to the classification scheme recently proposed [8]. To
clarify relations among the notions of ‘frustration’, ‘degeneracy’, and ‘competing interactions’, a short resume is
given in the next section.

To determine LECs one has to find the global local minimum of energy function, which is a real-valued function of
many variables. This is very challenging task and it is difficult to obtain some general results (cf. [22–24]). An efficient
method based on the Lagrange variety has been proposed [25] and extensively discussed in a series of papers [26].
This technique enables precise determination of the global minimum and the corresponding LEC considering a general
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form of the energy function for any system size [27]. Such approach has been successfully applied to heterometallic
wheels [19] and some of the results obtained are shortly presented below.

This work starts with a short discussion on the frustration and degeneracy. A model considered and solutions
obtained are presented in Sec. 3. In the last section the most important conclusions and some challenges are gathered.

2. Frustration and degeneracy

The term ‘frustration’ was introduced by Toulouse [28,29], though spin glasses and other systems with frustration
(competing interactions) had been investigated many years earlier [30, 31]. Toulouse considered the standard Ising
model, i.e., spins Sj = ±1 and exchange integrals J = ±1. He introduced the frustration function as a product of
exchange integrals over a contour c (J = 1 corresponds to antiferromagnetic couplings)

Φ(c) =
∏

contour c

(−Jj j′), (1)

where j and j′ are labels of neighbouring nodes in the contour considered – the frustration is present if Φ(c) = −1 [28].
Four obvious facts may be established:

• This property characterises a cycle (a system), not an individual spin.
• Antiferromagnetic couplings must be present. To be more precise – the considered cycle has to comprise an

odd number of them.
• The ground state (GS) of a system is degenerated.
• Competing interactions are present, i.e., not all bonds (terms in the energy function) are ‘satisfied’: The GS

energy is greater than a sum of the minimum energies of individual bonds (terms).
When more general cases of spin glasses have been considered (e.g., these with random values of Jj j′ ∈ R), another
characteristic has been introduced (cf., e.g., [32]):

P (c) = (−1)NAFM , (2)

whereNAFM denotes a number of antiferromagnetic couplings in the contour c. Its advantage is to give values restricted
to ±1, though, in general, |Jj j′ | 6= 1. However, it ‘predicts’ frustration (P (c) = −1) in the presence of competing
interactions but without the degeneracy (cf. [33]). It can be easily seen in the classical example of an antiferromagnetic
triangle (Sj = ±1) with the energy function

E = S2(S1 + S3) + αS1S3. (3)

According to the rule ‘The enemy of my enemy is my ally’, in the GS configuration there is S1 = S3 if 0 < α < 1,
though these spins are ‘enemies’ for positive α. Note, that this configuration is identical to that of the non-frustrated
system with α < 0 (when S1 and S3 are in fact ‘allies’). The GS degeneracy is present for α ≥ 1 only. Hence, in
the range 0 < α < 1 there are merely competing interactions (the term αS1S3 is not satisfied), but the degeneracy is
absent. This feature can be considered as a counterpart of the third type frustration [8, 13, 14] for the Ising model.

This phenomenon is absent in some systems. For example, considering the Ising antiferromagnetic pentagon with
the energy function (cf. Fig. 2):

E = S3(S2 + S4) + α(S1S2 + S4S5 + S1S5), (4)

one obtains that the GS configuration changes at α = 0 and α = 1 (cf. Fig. 2) and for all α > 0 the competing
interactions and the degeneracy are present simultaneously.

FIG. 2. The GS configurations for the energy functions given in Eq. (4). The exchange integrals
are J = 1 (dashed lines) or J = α (solid ones); S = ±1 are denoted by full and empty symbols,
respectively. The GS configurations for (a) α ≤ 0, (b) 0 ≤ α ≤ 1, and (c) α ≥ 1 are presented. Due
to lack of the reflection symmetry the two right-most configurations are doubly degenerate.
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3. Model and its solution

3.1. General remarks

When lengths of spin vectors are fixed (a constraint |sj | = 1 for 0 ≤ j ≤ N is assumed in this work), the energy
is a real-valued of angles determining positions of vectors sj in R3. The first two vectors (j = 0, 1) can be fixed to lie
in the xy plane, so it is assumed that

s0 = [1, 0, 0], s1 = [cosϕ1, sinϕ1, 0]. (5)

For the others (2 ≤ j ≤ N ) one may put

sj = [sinϑj cosϕj , sinϑj sinϕj , cosϑj ]. (6)

Hence, in a general case the energy depends on 2N − 1 variables.
The LEC is collinear for non-frustrated systems [34]. Hence, if the LEC is planar or even spatial then competing

interactions are certainly present [25, 34]. However, these statements do not exclude the special case when competing
interactions are present but there is no degeneracy and the LEC is collinear, what can be considered as an analog of
the third type frustration in quantum systems.

This possibility is realised in an isosceles antiferromagnetic triangle presented in Fig. 1(b) with the energy func-
tion:

E(ϕ1, ϕ2) = cosϕ1 + cosϕ2 + 2α cos(ϕ2 − ϕ1), (7)

where it is assumed that the LEC is planar (cf. [13, 14, 19, 34]). It is easy to show that:

• For α ≤ 1/4 the LEC is collinear with ϕ1 = ϕ2 = π and E1 = 2(α− 1);
• For α ≥ 1/4 the LEC is planar with ϕ2 = −ϕ1, cosϕ1 = −1/4α (so for increasing α the angle ϕ1 increases

from π to 3π/2 or decreases to π/2), and E2 = −(1 + 8α2)/(4α).

Therefore, in a range 0 < α < 1/4 the LEC is collinear in the presence of competing interactions (s1 = s2 despite
antiferromagnetic coupling).

3.2. The Lagrange variety approach

This approach has been extensively discussed in Schmidt’s works [26] and its application to heterogeneous sys-
tems have been recently presented [19], so only some important points are mentioned below. In a present version this
approach can be applied to isotropic bilinear interactions when a general form of the energy function is given as:

E =
1

2

∑
(j,k)

Jjksj ·sk, Jjj = 0. (8)

Exchange integrals Jjk, j 6= k, are considered as off-diagonal elements of the so-called ‘dressed matrix’ J(λ). Its
diagonal elements are determined by a gauge vector:

λ = [λ0, λ1, . . . , λN ], (9)

with the constraint
∑
j

λj = 0. To determine the LEC the least eigenvalue of J(λ) has to be found and expressed

as a function in N + 1 variables λj . At first glance it seems that this approach is even more difficult than standard
analytical methods. However, the gauge vector coefficients have to obey the symmetry of the original problem, so
a number of independent parameters is significantly reduced [19, 25, 26].

The lowest energy and the corresponding LEC (or LECs) of a given system are determined in three steps:

(1) Solve the eigenproblem for the matrix J.
(2) Determine the function jmin(λ): a dependence of the minimum eigenvalue with respect to the gauge vector λ.
(3) The maximum of this function, j̄ = max

λ
jmin(λ), determines the appropriate gauge vector λ̄, i.e., j̄ = jmin(λ̄).

This specific eigenvalue j̄ of J(λ) is used to calculate ELEC = (N + 1)j̄/2 [19, 25]. Some important notes have to be
made

• This solution is unique, i.e., there is only one global maximum of jmin, but the corresponding eigenvalue may
be degenerate.

• This degeneracy d determines a spatial dimension of the LEC: d = 1 means collinear one, if d = 2 then the
LEC is coplanar etc; with nonphysical solutions for d > 3 [26].

• In a simplified approach presented here eigenvectors of J are not necessary and the LECs can be determined
solving a system of linear equations [19].
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3.3. Classical wheels

The original energy function (cf. Fig. 1(a)) is given as: (N + 1 ≡ 1)

E = J

N∑
j=1

sj · sj+1 + J0s0 ·
N∑
j=1

sj , (10)

can be rewritten as:

E(α) =
E
|J0|

= α

N∑
j=1

sj · sj+1 + εs0 ·
N∑
j=1

sj , α =
J

|J0|
, ε =

J0
|J0|

= ±1. (11)

The cyclic symmetry demands λj = λ for 1 ≤ j ≤ N , so a traceless matrix is obtained if λ0 = −Nλ. Therefore, the
dressed matrix J is a regular arrow-bordered circulant one [27]:

J =



−Nλ ε ε · · · ε ε

ε λ α · · · 0 α

ε α λ · · · 0 0

· · · · · · · · · · · · · · · · · ·

ε α 0 · · · α λ


. (12)

Its eigenvalues do not depend on ε and are given as [27]:

j± =
(

2α− (N − 1)λ±
√

∆
)
/2, (13)

jk = λ+ 2α cos(kψ), k = 1, 2, ...., N − 1, (14)

where

∆ =
(
2α+ (N + 1)λ

)2
+ 4N, and ψ = 2π/N. (15)

The minimum function jmin(λ) is constructed from two of them: j−(λ) and jN/2(λ), which have the same value at

jcross(α) = jN/2(λcross) = −N(8α2 + 1)

4(N + 1)α
. (16)

Hence, one obtains that jmin(λ) = j−(λ) for λ ≤ λcross and jmin(λ) = jN/2(λ) otherwise. The maximum, max
λ

jmin(λ)

(and its abscissa) depends on relation between λcross and λmax, where j−(λ) reaches its maximum. It can be shown
that [27]:

λmax(α) = − (N − 1) + 2α

N + 1
= −1− 2(α− 1)

N + 1
, (17)

max
λ

j−(λ) =
2N

N + 1
(α− 1) = −N(λmax + 1). (18)

Simple algebra shows that λcross = λmax for α = 1/4, so the final result is

j̄ =


max
λ

j−(λ) =
2N

N + 1
(α− 1), for α ≤ 1/4,

jcross(α) = − 2N

N + 1

8α2 + 1

8α
, for α ≥ 1/4.

(19)

The corresponding abscissa is given as:

λ̄ =


λmax = −1− 2(α− 1)

N + 1
, for α ≤ 1/4,

λcross =
8α2 −N

4(N + 1)α
, for α ≥ 1/4.

(20)

It has to be emphasised that the ‘critical’ value αcrit = 1/4 is universal – it does not depend on the system size N and
a type of couplings with the central spin determined by the sign of J0, i.e., by the parameter ε.
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3.4. The lowest energy configurations

Since there are N bonds in the outer ring and the same number of couplings between the peripheral spins and
the central one (the first and the second term in Eq. (10) or (11), respectively), then it is convenient to divide ELEC
by N and to consider energy density. According to the relation between ELEC and the eigenvalue j̄ (see Sec. 3.2) one
obtains:

ELEC

N
=

α− 1, for α ≤ 1/4,

−
(
α+

1

8α

)
, for α ≥ 1/4.

(21)

The first formula immediately confirms that for α < 1/4 the peripheral spins are ordered ferromagnetically (despite
antiferromagnetic couplings for 0 < α < 1/4) and they are antiparallel (parallel) to the central spin s0 for ε =
±1, respectively. Therefore, the collinear LEC, characteristic for non-frustrated systems, retains for relatively weak
antiferromagnetic couplings which yield competing interaction, but without non-trivial degeneracy.

In the second range antiferromagnetic ordering of the peripheral spins is preferred: ELEC/(Nα) → −1 when
α → ∞. For finite α > 1/4 spin vectors with odd (even) indices are rotated by an angle ϕ (−ϕ, respectively) in the
same way as it has been given in Sec. 3.1 for N = 2, i.e., cosϕ = −ε/(4α). Exchange of spins with odd and even
indices (or, equivalently, reversing the sign of ϕ) yields another LEC for 0 < ϕ < π (see Fig. 3).

x

y

(a) (b) (c)

FIG. 3. The LECs for the centred octagon (the wheel W9) for ε = −1 and (a) α < 1/4, (b)
α = 1/

√
8, and (c) α → ∞. If ϕ is not a multiplicty of π (the later two cases) another two LECs

are obtained changing sign of the angle ϕ. In the case (b) presented LEC corresponds to α = 1/
√

8
and ϕ = ±π/4, when the nearest neighbours are orthogonal.

4. Conclusions and challenges

The systems considered in this paper reveal the classical counterpart of the third type frustration defined for
quantum systems – in the well-determined range 0 < α < 1/4 the unique collinear LEC, characteristic for non-
frustrated systems, is observed. Therefore, there exists nontrivial range of the energy function parameter α, at which
competing interactions are not accompanied by degeneracy. Note that in some approaches frustration is present only
in systems with non-trivial degeneracy of the ground state.

The second important phenomenon is universality of the critical value αcrit = 1/4 (cf. [19]) and, moreover, it is
also valid in the case of quantum systems [14, 15, 35]. Above this value, the angle ϕ is a continuous function of the
parameter α.

It should be also emphasized that such general results can be obtained owing to the powerful and efficient approach
worked out by Schmidt and Luban. It is a challenging task to apply this method to heterogeneous and/or less symmetric
systems. Some initial considerations, including classical analogs of the Ising system with energy function (4), have
indicated two facts. At first, in some systems, there is an abrupt change in the LEC, when very weak competing
interactions are ‘turned on’. Secondly, in the case of rings with antiferromagnetic couplings of the second neighbors
the LEC does not change continuously for increasing α, but a series of abrupt changes is rather observed.
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1. Introduction

Nanotechnology has had much progress recently and produces different rectangular and cylindrical structures [1,
2]. The main problem of theoretical investigations of nanostructures is correct inclusion of boundary conditions into
physical behavior of nanostructures. The importance of studying nanostructures is that their properties and behavior
are different in comparison with the bulk structures.

The geometrical form of produced nanostructures is rectangular (thin films, quantum rods and quantum paral-
lelepiped) or cylindrical (cylinders with nanocross-section and macroscopic height and cylinders having nanoheight
and nanocross-section). Mentioned geometrical forms enable correct inclusion of boundary conditions into evalua-
tions [3–10].

Taking into account of boundary conditions for the structure of lower symmetry (monoclinic, triclinic, tetragonal
and others), we will try, in the first part of this paper, to achieve statistical equivalence between rectangular cell and
lower symmetry cell. The statistical equivalence means equating of momentum volumes for the mentioned cells since
statistical averages are usually calculated in momentum space.

In the second part, the rectangular cell will be reduced to simple cubic one which has the same momentum volume
as lower symmetry one. After this, we can try to achieve the dynamical equivalence, too. In the nearest neighbors
approximation, the dynamics of simple cubic cell is defined by six nearest neighbors. For lower symmetry cell the
dynamics is defined by six or more neighbors. The last is dependent on angles between vectors of lower symmetry cell.
If some of angles are less than 90◦, then the interactions between ends of corresponding vectors have to be included
into total interactions of atoms of lower symmetry cells. The achievement of described equivalence will noticeably
accelerate theoretical investigations of nanostructures.

2. Preliminaries: Statistical equivalence

An elementary cell of triclinic crystal structure [11–13] has lattice constants: A, B and C. The lengths of these
lattice constants are different and the angles between vectors ~A, ~B and ~C are different: ∠( ~A, ~B) = α, ∠( ~B, ~C) = β

and ∠(~C, ~A) = γ. The notations used are: | ~A| = A, | ~B| = B and |~C| = C.
The lattice constant of rectangular structure will be denoted with a, b and c. Their lengths are different in general

case. The angles between vectors ~a,~b and ~c are 90◦. The notations used are |~a| = a, |~b| = b and |~c| = c.
The elementary cells introduced are presented on Fig. 1 and Fig. 2.
The phase volume Φ is the product of configuration volume V and momentum volume W and, for crystals with

simple lattice is equal to h3 [14], where h is Planck’s constant.
If configurationally, the volume of triclinic cell is denoted with VT and the momentum cell volume with WT , that

results in the following:
VTWT = ΦT = h3. (1)

For rectangular structure we have the relation:

VCWC = ΦC = h3, (2)

where VC is configurationally volume and WC is momentum cell volume.
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FIG. 1. Elementary cell of triclinic structure FIG. 2. Elementary cell of rectangular structure

In order to achieve equality:
VC = VT , (3)

the rectangular vector ~c is chosen in the direction of vector ~C of triclinic cell and both of them, into direction of z-axis:

~C = C~k; ~c = c~k. (4)

Vectors ~a and ~b of rectangular cell will be put in directions of x-axis and y-axis, respectively. In this way for
rectangular structure can be written as:

~a = a~i; ~b = b~j; ~c = c~k, (5)

where~i, ~j and ~k are vectors of Descartes coordinate system. Therefore, the expression for configurationally volume
of rectangular structure is:

VC = ~a
(
~b× ~c

)
=

∣∣∣∣∣∣∣∣∣
a 0 0

0 b 0

0 0 c

∣∣∣∣∣∣∣∣∣ = abc. (6)

On the basis of (4), the configurational volume of the triclinic structure is given by:

VT = ~A
(
~B × ~C

)
=

∣∣∣∣∣∣∣∣∣
Ax Ay Az

Bx By Bz

0 0 C

∣∣∣∣∣∣∣∣∣ = C (AxBy −AyBx) . (7)

Using (6) and (7) the equality (3) becomes:

abc = (AxBy −AyBx)C. (8)

From Fig. 3, in spherical coordinates, the projectors from (8) are:

Ax = A sin γ cosϕA; Bx = B sinβ cosϕB ;

Ay = A sin γ sinϕA; By = B sinβ sinϕB ;

Az = A cos γ; Bz = B cosβ

(9)

and obtain:
AxBy −AyBx = AB sinβ sin γ sin (ϕB − ϕA) . (10)

Since
~A ◦ ~B = AxBx +AyBy +AzBz (11)

the substitution of (9) leads to:

AB cosα = AB sinβ sin γ cos (ϕB − ϕA) +AB cosβ cos γ. (12)

Combining (12) and (10) results in the following:

cos (ϕB − ϕA) =
cosα− cosβ cos γ

sinβ sin γ
. (13)
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FIG. 3. Triclinic rectangular lattice vectors in spherical coordinates

Substituting (10) and (13) into (8), we finally obtain the connection between configurationally volumes of triclinic
and rectangular cell:

abc = XABC, (14)

where
X =

√
1 + 2 cosα cosβ cos γ − cos2 α− cos2 β − cos2 γ. (15)

The formula (14) can be applied only if X > 0. In some cases the equivalence cannot be achieved. As an
illustration if α = 90◦, β = 60◦ and γ = 30◦, in accordance with (15), one obtains X = 0. For α = 150◦, β = 90◦

and γ = 30◦ it follows from (15) that X = −0.5. In both cases the equivalence cannot be achieved. The cases when
the exposed procedure gives satisfactory result are for example α = β = γ = 1◦ with X = 6.9 · 10−8, α = 70◦,
β = 50◦ and γ = 30◦ with X = 0.312, α = 110◦, β = 100◦ and γ = 80◦ with X = 0.843 etc. For α = 125.9◦,
β = 115.3◦ and γ = 115.1◦ results X = 0.081, i.e. this has equivalent cubic cell.

It should be pointed out that transition to statistically equivalent cell is possible for all monoclinic structures [15].
In these structures, two angles are equal 90◦ and in accordance with (14) it follows X = 1− cos2 β, where β 6= 90◦,
i.e. we always have that X > 0.

It is clear, also, that the equivalence conditions are not uniquely defined.
Momentum cell volume is defined as product of reciprocal configurationally cell and factor (h/2π)3. The vectors

~ka, ~kb and ~kc are defined as follows:

~ka = 2π
~a× ~c

~a ·
(
~b× ~c

) =
2π

a
~i; ~kb = 2π

~c× ~a
~b · (~c× ~a)

=
2π

b
~j; ~kc = 2π

~a×~b

~c ·
(
~a×~b

) =
2π

c
~k. (16)

Taking into account formula (6) we easily conclude on the basis of (16) that the volume of reciprocal cell is:

R =
(2π)

3

abc
. (17)

Multiplying (17) with we obtain volume of momentum cell for rectangular structure:

WC =
h3

abc
= WT . (18)

The last equality sign follows from the fact that equality of configurationally cells VC and VT has been achieved.
If one considers:

a = XpA; b = XqB; c = XrC, (19)

where p, q and k are arbitrary constants, (14) gives

p+ q + r =
1

2
. (20)
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In order to obtain equivalent simple cubic cell, one takes

a

b
= Xp−qA

B
= 1. (21)

a

c
= Xp−rA

C
= 1. (22)

Combining (20), (21) and (22) we find

p =
1

6
− 2 lnA− lnB − lnC

3 lnX
. (23)

Taking
b

a
= Xq−pB

A
,
b

c
= Xq−rB

C
, we have:

q =
1

6
− 2 lnB − lnA− lnC

3 lnX
. (24)

Finally taking
c

a
= Xr−pC

A
,
c

b
= Xr−qC

B
, we get:

r =
1

6
− 2 lnC − lnA− lnB

3 lnX
. (25)

Substituting (23), (24) and (25) into (14) it obtain the constant of simple cubic lattice which is statistically equiv-
alent to triclinic one with lattice constants A, B and C.

d = XpA = XqB = XrC. (26)

For the angles α = 125.9◦, β = 115.3◦ and γ = 115.1◦, while the lattice constants are A = 0.942, B = 1.264
and C = 0.573 nm the value of d, is calculated by means of (23), (24) and (25) is d = 0.839 nm.

3. Results: Dynamical equivalence of triclinic cell and simple cubic cell

The achievement of this equivalence requires knowing of interactions between atoms (molecules) of triclinic cell.
Using Landau’s estimate [16] of intermolecular interactions, i.e. we assume that interaction between two atoms is of
the form:

I (l) =


ϕ

lη
; l > 1 nm;
ϕ

l−η
; l < 1 nm;

η > 0, (27)

where ϕ is interaction constant expressed in J×
(
10−9 m

)±η
, while l is distance between nearest neighbors expressed

in 10−9 m.
The total interaction energy of triclinic cell is given as:

JT = 2ϕ

(
1

A−η
+

1

B−η
+

1

C−η
+

1

(AB)
−η +

1

(AC)
−η +

1

(BC)
−η

)
, (28)

since all lengths are less than 1 nm. The formula is valid if A ≥ B, C, AB, AC, BC. If some of lengths AB, AC
and BC is higher than A, this term has to be omitted from (28).

The total interaction energy of the equivalent simple cubic cell is given by:

JSC =
6Φ

d−η
, d < 1 nm, (29)

where Φ is interaction constant of equivalent simple cubic cell.
It is obvious that the structures will be dynamically equivalent if

Φ =
ϕ

3
dη
(

1

A−η
+

1

B−η
+

1

C−η
+

1

(AB)
−η +

1

(AC)
−η +

1

(BC)
−η

)
. (30)

For calculation of some physical characteristics of simple cubic lattice, the interaction between two neighbors is

most often used. This interaction is jCE =
Φ

d−η
, i.e. in accordance with (30):

jCE =
ϕ

3

(
1

A−η
+

1

B−η
+

1

C−η
+

1

(AB)
−η +

1

(AC)
−η +

1

(BC)
−η

)
. (31)
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An illustrative example is the ideal Heisenberg ferromagnet with spin S = 1/2 in Bloch’s approximation. The
exchange interactions are, in accordance with general opinion, of exponential type [14]. It means that in formula (31)
every of terms have to be prescribed in following way

1

L−η
= eln

1

L−eta = eη lnL (l < 1).

The Hamiltonian of this system in nearest neighbour’s approximation [8] is:

H = 3jCE
∑

nx,ny,nz

B+
nx,ny,nzBnx,ny,nz −

1

2
jCE

∑
nx,ny,nz

B+
nx,ny,nz

(
Bnx+1,ny,nz +Bnx−1,ny,nz+

Bnx,ny+1,nz +Bnx,ny−1,nz +Bnx,ny,nz+1 +Bnx,ny,nz−1

)
(32)

with Bnx,ny,nz Bose operators.
The dispersion law of spin waves is:

Ekx,ky,kz = (3− cos kxd− cos kyd− cos kzd) jCE ≈
1

2
jCEk

2d2. (33)

The ordering parameter in Bloch’s approximation is given by:

σ = 1− 2〈B+B〉 = 1− 2ζ3/2τ
3/2, (34)

where

ζ3/2 =

∞∑
n=1

1

n3/2
(35)

is Riemann’s function [14], while:

τ =
kBT

2π

1

jCE
. (36)

As it is seen, the value jCE is expressed in parameters of triclinic structure (see formula (31) and, consequently,
the result (34) with τ expressed by (36) represents ordering parameter of ferromagnet with triclinic lattice which is
evaluated by means of equivalent simple cubic lattice.

The given example demonstrates the advantages of translation the lower symmetry structure into equivalent simple
cubic one. The statistical averages can be evaluated without mathematical complication and by means of standard and
well developed approaches.

The more complicated problem is determining of ordering parameter of thin film cut off from triclinic crystal. In
this case we immediately go over to thin film of statistically and dynamically equivalent simple cubic structure. The
interactions jCE are given by (31).

The Hamiltonian of equivalent film in nearest neighbor’s approximation [5] is given by:

H =
1

2

∑
nx,ny,nz

(
jnx+1,ny,nz ;nx,ny,nz + jnx−1,ny,nz ;nx,ny,nz + jnx,ny+1,nz ;nx,ny,nz + jnx,ny−1,nz ;nx,ny,nz+

jnz,ny,nz+1;nx,ny,nz + jnx,ny,nz−1;nx,ny,nz

)
B+
nx,ny,nzBnx,ny,nz − jnx,ny,nz−1;nx,ny,nzB

+
nx,ny,nzBnx,ny,nz−

1

2

∑
nx,ny,nz

B+
nx,ny,nz

(
jnx+1,ny,nz ;nx,ny,nzB

+
nx+1,ny,nz

+ jnx−1,ny,nz ;nx,ny,nzB
+
nx−1,ny,nz+

jnx,ny+1,nz ;nx,ny,nzB
+
nx,ny+1,nz

+ jnx,ny,nz+1;nx,ny,nzB
+
nx,ny,nz+1 + jnx,ny,nz−1;nx,ny,nzB

+
nx,ny,nz−1

)
. (37)

For functions j the following is valid:

jnx±1,ny,nz ;nx,ny,nz = jnx,ny±,nz+1;nx,ny,nz = jnx,ny,nz±1;nx,ny,nz = jCE . (38)

The cut off in z direction leads to the following boundary conditions:

jnx,ny,−1;nx,ny,0 = jnx,ny,Nz+1;nx,ny,Nz = 0. (39)

The film will be analysed by means of Green’s function:

Gnx,ny,nz ;mx,my,mz (t) =
〈〈
Bnx,ny,nz (t)

∣∣∣B+
nx,ny,nz (0)

〉〉
= Θ (t)

〈[
Bnx,ny,nz (t) , B+

nx,ny,nz (0)
]〉

; (40)
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where Θ (t) =

{
1, t > 0;

0, t < 0;
is the Heaviside step function.

Fourier transformations are:

Gnx,ny,nz ;mx,my,mz (t) =

+∞∫
−∞

dωe−iωtGnx,ny,nz ;mx,my,mz (ω) ; δ (t) =
1

2π

+∞∫
−∞

dωe−iωt. (41)

In order to use translational invariance in x, y planes the following transformation is used [17, 18]

Gnx,ny,nz ;mx,my,mz (ω) =
1

NxNy

∑
kx,ky

eidkx(nx−mx)+idky(ny−my)Γ (kx, ky, ω) . (42)

The quoted procedure gives the system of three different equations:
1

2
jCE (Γnz+1,mz + Γnz−1,mz ) + ρΓnz,mz =

i~
2π
δnz,mz ; 1 ≤ nz ≤ Nz − 1, (43)

1

2
jCEΓ1,mz +

(
ρ+

1

2
jCE

)
Γ0,mz =

i~
2π
δ0,mz , (44)

1

2
jCEΓNz−1,mz +

(
ρ+

1

2
jCE

)
ΓNz,mz =

i~
2π
δNz,mz ; nz = Nz, (45)

where
ρ = E − 3jCE + jCE (cos dkx + cos dky) . (46)

It can be easily shown that by the substitution:

Γnz ;mz (ω) =

Nz∑
λ=1

g (kx, ky, λ;ω) Ωλ (mz)Fλ (nz) , (47)

where Ω are undetermined functions and F is given by:

Fλ (nz) = sin (nz + 1)
πλ

Nz + 1
− sinnz

πλ

Nz + 1
; λ = 1, 2, 3, ..., Nz, (48)

the system of equations (43), (44) and (45) reduces into one equation of the form
Nz∑
λ=1

g (kx, ky, λ;ω)

(
jCEcos

πλ

Nz + 1
+ ρ

)
Ωλ (mz)Fλ (nz) =

i~
2π
δnz,mz ; nz = 0, 1, 2, ..., Nz. (49)

Kronecker symbol will be taken in the form

δnz,mz =

Nz∑
λ=1

Ωλ (mz)Fλ (nz) . (50)

Using the properties of Kronecker symbol δnz,nz = 1 and δnz,mz = 0, nz 6= mz , we obtain the system of n2z
algebraic equations determining unknown functions Ω.

g (kx, ky, λ;ω) =
i~
2π

1

jCEcos πλ
Nz+1 + ρ

=
i~
2π

1

E − Ekx,ky
, (51)

where

Ekx,ky,λ = 3jCE − jCE
(

cos kxd+ cos kyd+ cos
πλ

Nz + 1

)
. (52)

Substituting (51) into (47) and including obtained result into (42) we get final result for Green’s function:

Gnx,ny,nz ;mx,my,mz (ω) =
i

2π

1

NxNy

∑
kx,ky

eidkx(nx−mx)+idky(ny−my)
Nz∑
λ=1

Ωλ (mz)Fλ (nz)

ω − ωkx,ky,λ
, (53)

where

ω =
E

~
, ωkx,ky,λ =

Ekx,ky,λ

~
. (54)

The expression for concentration is:〈
B+
nx,ny,nz (0)Bnx,ny,nz (t)

〉
=

1

NxNy

∑
kx,ky

Nz∑
λ=1

Ωλ (mz)Fλ (nz)

ω − ωkx,ky,λ
. (55)
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It is very important to note that the transformation from configurational space to momentum space is not isomor-
phic one. It is transition of the type n→ n− 1 [8]. It is seen that for Nz + 1 values of index nz the momentum index
λ takes Nz values. It practically means that in one of layers of the film there are not spin waves. In further we shall
consider three layer films. Due to the mentioned reduction it goes over to three subfilms containing two layers.

For subfilm 0–1 from Fig. 4, the solutions of the equation:

δmz,nz =

2∑
λ=1

Ωλ (mz)Fλ (mz) ; nz,mz ∈ (0, 1) , (56)

are

Ω1 (0) = 2

√
3

3
; Ω2 (0) = 0; Ω1 (1) =

√
3

3
; Ω2 (1) = −

√
3

3
. (57)

FIG. 4. The Autoreduction in three layer film

Substituting (57) into (55) it obtain concentrations:

〈B+B〉nz=0 =
1

4
√
π

θ

jCE

∞∑
n=1

1

n
e−

jCE
2θ n; 〈B+B〉nz=1 =

1

4
√
π

θ

jCE

∞∑
n=1

1

n
e−

3jCE
2θ n, (58)

where θ = kBT .
It is seen that concentration of the layers 0 and 1 differ. It is the consequence of broken symmetry. The corre-

sponding ordering parameters are:

σnz=0 = 1− 1

2
√
π

θ

jCE

∞∑
n=1

1

n
e−

jCE
2θ n; σnz=1 = 1− 1

2
√
π

θ

jCE

∞∑
n=1

1

n
e−

3jCE
2θ n. (59)

The last result shows that the layer nz = 1 is better ordered. It is physically understandable since to spin in layer
nz = 1 act exchange forces from two sides, while to spins of layer nz = 0 act exchange forces from one side, only. In
the same way for subfilm 1–2 we have:

〈B+B〉nz=2 =
1

4
√
π

θ

jCE

∞∑
n=1

1

n
e−

jCE
2θ n; 〈B+B〉nz=1 =

1

4
√
π

θ

jCE

∞∑
n=1

1

n
e−

3jCE
2θ n, (60)

σnz=2 = 1− 1

2
√
π

θ

jCE

∞∑
n=1

1

n
e−

jCE
2θ n; σnz=1 = 1− 1

2
√
π

θ

jCE

∞∑
n=1

1

n
e−

3jCE
2θ n. (61)

Finally for subfilm 0–2 we have:

〈B+B〉nz=0 = 〈B+B〉nz=2 =
1

8
√
π

θ

jCE

( ∞∑
n=1

1

n
e−

jCE
2θ n +

∞∑
n=1

1

n
e−

3jCE
2θ n

)
; (62)

σnz=0 = σnz=2 = 1− 1

4
√
π

θ

jCE

( ∞∑
n=1

1

n
e−

jCE
2θ n +

∞∑
n=1

1

n
e−

3jCE
2θ n

)
. (63)

The obtained results are in full accordance with symmetry of structure.
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4. Conclusions

The recovery of equivalence between rectangular structures and the structures of lower symmetry (triclinic, mon-
oclinic, etc.) is one of the most important necessities the theory of nanostructures. The theoretical analysis of nanos-
tructures is developed for rectangular and cylindrical ones. In this work, the concept of statistical and dynamical
equivalence between structures of higher and lower symmetry was introduced.

The proposed method is not universal, unfortunately. As it was seen for some triclinic structures the equivalent
rectangular one does not exist. Nevertheless, in many actual cases method of equivalence can be applied. Concerning
the monoclinic structure this method is always successful.

Acknowledgements

This work was supported by a grant of the Romanian Ministry of Research and Innovation, project number
10PFE/16.10.2018, PERFORM-TECH-UPT – The increasing of the institutional performance of the Polytechnic Uni-
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[8] Backović D., Sajfert V., Šetrajčić J., Tošić B. Magnetic Nanorod in the Transition Temperature Vicinity. Journal of Computational and

Theoretical Nanoscience, 2005, 2 (3), P. 448–455.
[9] Popov D., Dong S.H., et al. Construction of the Barut-Girardello quasi coherent states for the Morse potential. Annals of Physics, 2013, 339,

P. 122–134.
[10] Smolkina M.O., Popov I.Y. , Blinova I.V., Milakis E. On the metric graph model for flows in tubular nanostructures. Nanosystems: Physics,

Chemistry, Mathematics, 2019, 10 (1), P. 6–11.
[11] Ziman J.M. Principles of the Theory of Solids, Cambridge University Press, 1972.
[12] Puta M., Iacob F. Geometric prequantization of the symmetric rigid body. Differential Geometry and Its Applications, 2001, 39, P. 385–390.
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Electron transmission through nanosystems encounter different scattering processes. We focus on the scattering by impurities, which were imple-
mented by considering a model based on the pseudo-Gaussian well. We discuss typical signatures of this phenomenon.
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1. Introduction

Particle scattering outside the target has been one of the most important applications of quantum mechanics.
Probably, it is the most efficient way to study the structure of matter at short distances. A high-momentum scattering
is required, by uncertainty principle, in order to achieve better resolutions. However, a low energy study reveals the
excitation spectrum of a system, the resonances. Particle scattering is of great interest in disruptive technologies,
as it critically depends on the dissipationless transport of electrons. It is of great interests about electron mobility
calculation as well as the specific equations for the different scattering mechanisms [1]. This allows the evaluation
of properties at the macro level, as well as the evaluation of measure at the nanoscale voltage drop caused by the
scattering was previously reported [2].

In this work we, investigate the electrons coming in and getting scattered by a short-ranged potential, namely, the
pseudo-Gaussian potential [3–5] considered to be located around the origin. Nanosystems having size approaching the
fundamental scale of microscopic length have fundamentally demonstrated new physical phenomena. New advances
have been made in many basic and modified fields of nanophysics, including diluted cold gases, carbon nanotubes,
graphene, magnetic nanostructures, composite nanoparticles, transport through coupled quantum dots, spin-dependent
electron transport phenomena, optical arrays with doped nanoparticles, and electronic, molecular, and quantum infor-
mation processing. The pseudo-Gaussian potential proves to be a reliable model for defects in nanostructures or a bulk
material itself. It can easily model the vibrational levels of such a nanostructure based on the fact it has a finite levels
of energies, as shown in different papers as [6,7], despite of harmonic oscillator with an infinite one. Moreover, change
of number of levels is possible by manipulation of some parameters, and also it permits dissociation with the energy
in the continuum. Heterostructures can be used for advanced electronic devices (for example, modulated field effect
transistors, heterojunction bipolar transistors, and resonant tunneling devices), optical components (e.g., waveguides,
mirrors) and optoelectronic devices and structures (for example, laser diodes, photodetectors). These are also crucial
in many optoelectronic devices (e.g., lasers). Perhaps their most important technological aspect may be that they can
be used for all these electronic, optical and optoelectronic purposes and, therefore, can allow the integration of all of
them. The scattering method of investigation can be found in any area of physics even in astrophysics [8].

2. Pseudo-Gaussian oscillator model

The computation of the scattering data for a given potential requires the construction of the regular solution of the
radial equation. We, shortly, introduce some aspects of the pseudo-Gaussian oscillator (PGO) model. The central real
valued potential:

V sλ,µ(r) =

(
λ+

s∑
k=1

Ckr
2k

)
exp(−µr2) , (1)

is fixed by the coefficients Ck:

Ck =
(λ+ k)µk

k!
, (2)

and its properties are completely determined by the dimensionless parameters λ ∈ R, µ ∈ R+ and the positive integer
s = 1, 2, ..., named the order of PGO. The potentials defined by the Eqs. (1) and (2) have the property to approach to
the HO potential when r → 0 together with Gaussian asymptotic behavior, i.e. limr→∞ V sλ,µ(r) = 0. The plot from
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Fig. 1, shows the shape of PGO poyential. A last observation on the potential is that the Taylor expansion does not
have terms proportional with r4, r6, ..., r2s, for a fixed s,

V sλ,µ(r) = λ+ µr2 +
∑
k=s+1

Ĉkr
2k. (3)

FIG. 1. The pseudo-Gaussian oscillator potential graph (s = 3) compared with harmonic oscillator
potential one

The evolution in this potential is given by Schrödinger equation:[
d2

dr2
+ (E − V (r))− l(l + 1)

r2

]
R(r, t) = − i~

2π

∂R(r, t)

∂t
, (4)

where ψ(r, t) ≡ r−1R(r, t) eliminates the first derivative. It was shown [4] that the time independent equation of (4)
generates a stationary states in the pseudo-Gaussian well,

R(r) = exp[p(r)]
∑
n=0

anr
2n+τ , (5)

the polynomial p(r) has the form:

p(r) =

s+1∑
n=1

1

2n
α2nr

2n, (6)

where α2n are parameters. The analytic expression of ground state looks like:

ψ0(r) = a0 exp[0.638r2 − 0.039r4 + 0.0034r6 − 0.0029r8]. (7)

A plot of wave eigenfunctions for n ∈ {0, 1, 2, 3} is shown in Fig. 2.
To evaluate the transport of electron through a nanostructure where impurities are supposed to be modeled with

PG potential, we notice that it is independent on the polar and azimuth coordinate (θ, φ). The probability of current
J(r, t):

J(r, t) =
i

2m

(
ψ
∂ψ∗

∂r
− ψ∗ ∂ψ

∂r

)
, (8)

is defined:
dPab(t)

dt
= J(a, t)− J(b, t), (9)

such that describes the change in the probability of finding a particle in the region bordered by a and b at the time t. In
order to overcome the problems caused due to the centrifugal barrier we organize ourselves completing a procedure
regarding the scattering amplitude. The scattering amplitude f(k, k′) solution of the time independent equation (4),
corresponding to the particle incident on the scattering centre in the solid angle Ω(θ, φ), has the form, [9]:

f(k, k′) = − m√
2π

∫
dr′ e−ikr

′
V(r′)ψn(r′) (10)

where a Born approximation is not required, due to the wave function which has the known expression (5).
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FIG. 2. The first four eigenfunctions for pseudo-Gaussian oscillator, N = 7, λ = −5.6, µ = 0.2 and l = 0

The current (8) has the form:

Jscat =
r2

2mi(2π)3
|f(k, k′)|2

[
e−ikr

r
∂r

eikr

r
+ c.c.

]
(11)

Finally, we get that the cross section has the expression,
dσ

dΩ
= |f(k, k′)|2 , (12)

knowing that the probability flux associated with the incident wavefunction is jinc = ~
m(2π)3 k [13].

3. Results of calculations and discussion

Based on the previous section were performed calculations of electron scattered on the PGO structure, which
simulates conduction resistivity in nanostructure. The explicit formulae calculation ia given in Appendix (A). The
main difficulties that had to be overcome were due to centrifugal barrier and the fact that even if equation (4) is
solvable the potential is an infinite series, thus just an formal solution of (4) can be given. In order to obtain specific
computation firstly the potential have to be finite, i.e. to specify the depth of the well. We performed our computation
with the potential (13), by setting s = 4 , similar computation can be made for any s, as was shown [4]. This is
straightforward due to the Gaussian integrals, (17), that are generated by the infinite series of potential and which can
be solved for each term taken as a sum of integrals. This observation facilitates a direct calculation of the scattering
amplitude, the cross-section and so on. The calculation considers the following constant values: Planck constant
h = 4.13566766 eV·s, electron mass m = 0.511 MeV, and provides a treatment for an electron collisions with PGO
scattering potential. Fig. 3, schematically represents the associated plane wave, the free particle wave function can

FIG. 3. Plan wave scatter on pseudo-Gaussian oscillator, N = 4, λ = −4, µ = 0.2
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be represented by a superposition of momentum eigenfunctions, with coefficients given by the Fourier transform of
the plane wave, representing the wave packet. The interaction in the potential region is given by a series of Gaussian
integrals. The work is facilitated by the fact that the PGO potential has the Taylor expansion simplified by the fact that
the terms proportional with r4, r6, ..., r2s, are missing for a given s, as (3) shows. Making use of Gaussian integral
properties, appendix relations (16) and (17), the scattering amplitude, (10), was obtained as it is given in the appendix
expression (14). With the use of latter mentioned expression, it was given the expression to the cross section (15).

In the Fig. 4, one can see different cross sections calculated for certain particular cases of potentials. In all cases,
it can be observed a resonant state given by the oscillatory structure. As one can compare with the resonance disposal
in works like ( [10–12]), it not belongs to the outer-well resonances. For a shallow deep potential endowed with high
barriers, Fig. 4(b), extra resonances can be observed with a low probability, Fig. 4(a). As the potential gets deeper and
barriers decrease, Fig. 4(d), the extra resonances reduces, Fig. 4(c). Finally, for a well without barrier, Fig. 4(f), the
cross section, Fig. 4(e), does not exhibit resonant states. In this way, a model with a barriers can be used to explain the
electronic conductance through nanostructure. The resistive transition is caused due to the resonant capture of passing

(A) cross section, λ = −4, µ = 0.1 (B) potential

(C) cross section, λ = −4, µ = 0.5 (D) potential

(E) cross section, λ = −4, µ = 0.9 (F) potential

FIG. 4. The cross section, on left, vs. shape of potential corresponds to, on right
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electron along the impurity described by the PGO. Our calculation shows that Rydberg states cannot be formed, being
in the case of Fig. 4(e).

In conclusion the PGO model applied to electronic transport in nanostructure confirm that a part of resistivity is
given by scattering on impurity centers, described by PGO potential, caused by capture of electron in a resonant state.
The resonant state is confirmed on a narrow potential center, µ = 0.1, and barriers whose size is comparable to the
wavelength of the electron and disappears with increasing of the potential size.
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Appendix

A. The scattered amplitude and cross section expressions

In our calculations we consider the potential (1) having the depth given by the chosen value of s = 4,

V (r) =[
λ+ (λµ+ 1) r2 + (1/2λµ+ 1)µ r4+

(1/6λµ+ 1/2)µ2r6 + (1/24λµ+ 1/6)µ3r8
]

e−µ r
2 ′
,

(13)

which gives the scattered amplitude,

f(q) = −7.76× 1020
√

2π

q

(
e1/4

q2

µ

)−1
[

1/4
λ
√

2q√
πµ

√
π

µ
− 1/16

λ
√

2q
(
q2 − 6µ

)
µ5/2

1/16

√
2q
(
q2 − 6µ

)
µ7/2

+
λ
√

2q
(
q4 − 20µ q2 + 60µ2

)
128µ7/2

+

√
2q
(
q4 − 20µ q2 + 60µ2

)
64µ9/2

−
λ
√

2q
(
q6 − 42µ q4 + 420mu2q2 − 840µ3

)
1536µ9/2

−
√

2q
(
q6 − 42µ q4 + 420µ2q2 − 840µ3

)
512µ11/2

+
λ
√

2q
(
q8 − 72µ q6 + 1512µ2q4 − 10080µ3q2 + 15120µ4

)
24576µ11/2

+

√
2q
(
q8 − 72µ q6 + 1512µ2q4 − 10080µ3q2 + 15120µ4

)
6144µ13/2

]

(14)
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conversion to wave vectors
√

2 k2 (1− cos (θ)) cross section (|(f (q))|)2 gives

dσ

dΩ
=3.21× 1036

1

µ13

(
e1/2

k2(−1+cos(θ))
µ

)−2
C2
∣∣∣− 8712.0 k2µ3 − 168.0 k6µ+ 2112.0 k4µ2 + 4.0 k8(cos(θ))4

− 16.0 k8(cos(θ))3 + 24.0 k8(cos(θ))2 − 16.0 k8 cos(θ) + 3465.0λµ5

+ 168.0 k6(cos(θ))3µ− 504.0 k6(cos(θ))2µ+ 2112.0 k4(cos(θ))2µ2

+ 504.0 k6 cos(θ)µ− 4224.0 k4 cos(θ)µ2 + 8712.0 k2 cos(θ)µ3 + k8λµ

− 2772.0λ k2µ4 + 594.0λ k4µ3 − 44.0λ k6µ2 + λ k8(cos(θ))4µ

− 4.0λ k8(cos(θ))3µ+ 44.0λ k6(cos(θ))3µ2 + 6.0λ k8(cos(θ))2µ

− 132.0λ k6(cos(θ))2µ2 − 4.0λ k8 cos(θ)µ+ 594.0λ k4(cos(θ))2µ3

+ 132.0λ k6 cos(θ)µ2 − 1188.0λ k4 cos(θ)µ3 + 2772.0λ k2 cos(θ)µ4

+ 4.0 k8 + 8316.0µ4
∣∣∣2

(15)

substitution
(
λ = −4, µ = 0.5, C = 1.5× 10−44, k = 2

)
.

B. Gaussian integrals

∞∫
0

r sin(qr)
(
r2 e−µ r

2
)

dr (16)

gives

−1/16

√
πq3

mu7/2

1

4

√
e
q2

mu

+ 3/8

√
πq

mu5/2

1

4

√
e
q2

mu

. (17)

The influence of the centrifugal barrier:

lim
n→∞

n∫
0

sin (q r) l (l + 1) e−0.5 r
2

r
dr (18)

is an amortized oscillation as increasing the integration domain.

FIG. 5. The dependence on centrifugal barrier. As n, the domain, extends upwards the sinusoids
become dense



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2020, 11 (1), P. 50–64

Magnetoelectric effects theory by Heisenberg method based on permutation
group symmetry of nanoparticles

S. Leble

Immanuel Kant Baltic Federal University, Institute of Physics,
Mathematics and Informational Technology, Russia, Kaliningrad 236000

lebleu@mail.ru

PACS 75.70.Cn, 05.30.d, 02.20.a DOI 10.17586/2220-8054-2020-11-1-50-64

The Heisenberg theory of ferromagnetism is widened to include external electric field action. The material relations are derived by means of
differentiation of logarithm of partition function with respect to the magnetic and electric fields. The mean energy coefficients as the exchange
integrals combinations are expressed via characters of irreducible representations of corresponding permutation groups by the Heitler method. The
thermodynamic equations of state for polarization and magnetization, as functions of the electric and magnetic fields, are derived and illustrated
by figures. The magnetization and hysteresis curves in magnetization – magnetic field components plane are built. The theory is applied to
nanoparticles, the particle partition function is modeled as the product of the surface and bulk parts. The statistical sum is constructed having
explicit expressions for the mean energy in terms of exchange integrals and number of closest neighbors for surface and bulk atoms. The relative
contribution of the surface and bulk terms is evaluated.

Keywords: multielectron states, permutation group symmetry, mean energy, Gauss distribution, Heisenberg chain, electric field, nanoparticles,
multiferroics.

Received: 20 January 2020

Revised: 10 February 2020

1. Introduction

1.1. General remarks

An exchange integral for electron pair interaction enters the theory of magnetic phenomena as a basic notion
from times of pioneer paper of Heisenberg [1]. In majority of papers on magnetic phenomena applications it is used
as a unique parameter, conventionally established by experiments for a given class of matter [2]. A main result of
the Heisenberg work is the relation that includes the matter parameters, temperature and magnetic field. It contains
information of the distribution of atoms in space via number of closest neighbors z. This relation is an transcen-
dental equation for the magnetization vector component, that, dependent on the matter parameters values, has one
or two solutions. The last is identified with ferro-magnetism existence. Its estimation by the Heitler-London model
approximation, as it is made in [1] can be improved by Fockian eigenfunctions [3], which, however, is a complicated
numerical task.

This seminal paper [1] theory exhibits the next important ingredient of the multi-electrons’ system natural sym-
metry, with respect to the permutation group. Following [4], it uses evaluation of mean energy for a given irreducible
representation of this group, expressing it explicitly via exchange integrals. On same platform, explicit formulas for
mean quadratic deviations of the energy is derived by Heisenberg [1] and used for energy distribution modeling in
Gaussian form. Some natural critics of this theory is published in [5] with respect to its applicability to the case of 8
nearest neighbors case (Fe), but exhibits a good physical realization for a 12 neighbors matter (Ni,Co), illustrated by
comparison with experiments [6, 7].

The ab initio models such as Brillouin or Langevin ones developed by Weiss either in a framework of molecu-
lar theory, or in combination with the phenomenology of Landau, improves paramagnetic domain description for a
ferromagnetic matter, but not so good in a hysteresis curves production [8, 9]. It also do not take into account the
fundamental permutation group symmetry.

In [10] Nakano represents the results with the lower (compared to Heisenbergs’) minimal number of closest
neighbors z = 6, that opens a possibility of using this model for Iron. Next, W. Heisenberg [11] develops the theory
with the domain walls account. The whole story of the ferromagnetism theory, related to Heisenberg contributions, is
outlined in [12].

According to Kondorsky classification [13], there are three main causes of hysteresis: 1) Hysteresis due to a delay
in the displacement of boundaries between domains. 2) Hysteresis due to growth retardation of the magnetization
reversal of nucleation. 3) Hysteresis due to irreversible rotation.
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It is known that the continuous version of Heisenberg chain equation with Gilbert term account [14] may explain
existence of domain walls (DW). An energy of a DW and conditions of its creation may be estimated in terms of
exchange integral and anisotropy coefficient. The first is proportional to the so-called exchange stiffness and the
second is related to a distribution of atoms in space [15].

The hysteresis curve for nanocrystallized soft magnetic systems was extracted from the intrinsic switching field
distribution of the sample, as it is simulated with a combination of a Gaussian distributions [16], that has an intersection
of ideas with [11]; other approach is based on the solid base of Landau-Lifshitz-Gilbert equations [17].

The model we presented recently is a generalization of Heitler-Heisenberg method of energy mean values and
mean quadratic deviations of the energy derivation by explicit formulas via characters of irreducible representation
of permutation group. The generalizations widen the symmetry group including space transformation and external
electric field [3]. As a consequence of a difference between the nearest neighbors relative distance, fixed by positions
in an atomic net, two kinds of the exchange integrals were introduced.

In this work, going down with dimension of objects under consideration from macroscopic to mesoscopic such as
“fine particles” or “nanoparticles”, we should take into account a relative weight of surface atoms in the whole object
description [18]. There is important direction of the Barium titanate (BTO) nanoparticles investigations [19] related
to the ferroelectricity phenomenon, known from times of [20].

The magnetoelectric effect has tremendous potential applications. Transition metal oxides provide a fertile play-
ground for such phenomena. First-principles methods to study magnetoelectric phenomena are reviewed in the present
text.

The search for materials displaying a large magnetoelectric effect has occupied researchers for many decades [21].
The rewards could include not only advanced electronics technologies, but also fundamental insights concerning
the dielectric and magnetic properties of condensed matter. In this article, we focus on the magnetoelectric effect
(e.g. in transition metal oxides) and review the manner in which first-principles calculations have helped guide the
search for (and increasingly, predicted) new materials and shed light on the microscopic mechanisms responsible for
magnetoelectric phenomena [22].

In this paper, we plan to go by the second way, introducing three kinds of the parameters (integrals) that link
atoms as 1) bulk-bulk; 2) surface-surface; 3) bulk-surface.

The Heisenberg sum by atoms in such division would be shared to three subsums, with corresponding factors
J1, J2, J3. The statistical sum is correspondingly factorized. In this note, to show the principle, we restrict ourselves
by two terms, unifying the last two parts, deriving and illustrating matter relations, including hysteresis curves for the
simplest bulk case and bulk-surface.

1.2. Notations. Partition function. Thermodynamics

Let a Hamiltonian Ĥ be a function of external thermodynamic parameter a, which is conjugate to the internal
parameterB, so that the elementary work is equal toBda.Within the framework of the equilibrium quantum statistical
physics, for given Boltzmann constant k and temperature T , the Gibbs operator [23]

f̂ =
1

Z
exp[− Ĥ

kT
],

contains the normalization constant,

Z = Tr
[

exp[
−Ĥ
kT

]
]
, (1)

called a statistical sum (partition function). Then

B = −kT ∂ lnZ

∂a
. (2)

In this text we shall consider two pairs of the parameters: a,B → H,M ; E,P , these are the component of magnetic
field versus component of magnetization vector; the component of electric field versus component of polarization
vector. For the sake of clarity, we act in a projection of all fields to one direction, so the Hamiltonian is a function of
the magnetic and electric fields components along the marked direction Ĥ = Ĥ(H,E). If the Hamiltonian is divided
in few terms as Ĥ = Ĥ1 + Ĥ2, the partition function is factorized as Z = Z1Z2, hence the thermodynamic variable

− B

kT
=
∂ lnZ1Z2

∂a
=
∂ lnZ1

∂a
+
∂ lnZ2

∂a
(3)

correspondingly splits.
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2. Heisenberg relation and hysteresis existence condition

2.1. Origin of the Heisenberg relation

We start with the bulk case. After transformations, described in [24] (some explanations are given in subsequent
sections) the partition function Z, defined by (1), is the following function of most probable magnetization M per
electron:

Z = F
[
2 cosh ω

2

]2n
, (4)

where:

ω = α+ βM − β2M

z
+ β2M

3

2z
, α =

e~
mkT

H, β =
zJ

kT
, (5)

z – number of closest neighbors, e, m – electron charge and mass, n – number of electrons, ~ – Plank constant, J –
exchange integral.

The value of magnetization as thermodynamic variable is determined by (2) and (4) as [23]:

M =
1

n

∂ lnZ

∂α
= tanh

ω

2
. (6)

Finally, the Heisenberg relation appears as:

M = tanh
α+ (1− β

z )βM + β2M3

2z

2
, (7)

the l.h.s. of (7) we would note as y1(M) = M and the r.h.s. as y2(M,α).

2.2. On Heisenberg relation solution

The number of intersections of the straight line y1 = M and the curve y2 = y2(M,α) for given α depends on the
curve inclination in the origin. Let us illustrate it by plots, taking the closest neighbors number z = 12 as for nickel
and cobalt. At the Fig. 1 plots of the y1 and three curves y2 with different values of α are shown for the paramagnetic
case β = 1.

FIG. 1. β = 1. The straight line (red) is y1=M. The curves from lower to upper y2(M, 0) – black –
4, y2(M, 0.5) – green – 3, y2(M, 1.0) – brown – 2, y2(M, 2.0) – navy – 1, with numbers at left

The intersection points for a sequence of unique values of α (proportional to the magnetic field, see (5)) lie on the
magnetization curve, the phenomenon of saturation is quite visible. So, the intersection points form the magnetization
curve.
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2.3. Critical curve of ferromagnetizm existence

As it is seen from the graphical view, for the ferro-magnetism in the present condition, the curve y2(M,α)
inclination at M = 0 is less than one for y1, or

β(1− β

z
) ≥ 2. (8)

At critical point of transition from unique to double solution, the inclinations at origin for both y1,2 coincide, whence
the derivative of the function y2(M, 0) should be equal to 1:

∂y2(M, 0)

∂M

∣∣∣
M=0

=
1

2
(1− β

z
)β = z

J

2kT
(1− J

2kT
) = 1. (9)

The curve of critical values of nearest neighbors z(
kT

J
) as the inverse function of exchange integral per electron in

kT units is shown at the Fig. 2.

FIG. 2. The plot of the function z =
2x2

x− 1
, x =

kT

J
. The straight horizontal line marks z = 12.

The Boltzmann constant is marked as k at the abscissa label

The solution of the quadratic equation (1− β

z
)β = 2 gives the roots:

β1,2 =
z

2
±
√
z2

4
− 2z, (10)

the minimal temperature yields for the case:

βmax =
zJ

kTmin
, Tmin =

zJ

kβmax
, (11)

and the maximum is equal to:

βmin =
zJ

kTmax
, Tmax =

zJ

kβmin
. (12)

For the minimal case of z = 8, (iron) a direct application of the theory is impossible, because of the ferromagnetic
range is restricted by one point, look e.g. [5,6]. Outside the range, the magnetization curve shows the behavior typical
for a paramagnetic material.

For the case, marked at the Fig. 2, z = 12, we obtain β = 6± 2
√

3, hence the minimal temperature yields for the
case:

Tmin =
12J12

k(6 + 2
√

3)
, (13)

and the maximum

Tmax =
12J12

k(6− 2
√

3)
. (14)
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We would estimate the exchange integral from (15) for Ni, having:

JNi =
TmaxNik(6− 2

√
3)

12
. (15)

Plugging the result into (16) we compute the critical temperature:

Tmin =
12JNi

k(6 + 2
√

3)
, (16)

This case, valid for Ni, Co, is described in [5], where the curve of magnetization as function of temperature is shown
and close to experiments of [6, 7].

Then, the hysteresis phenomenon exists at z ≥ 8. For a simulation of the effect we take β = 10, see Fig. 3.

FIG. 3. The straight line (red) is y1 = M . The curves from upper to lower, numbers at the top:
y2(M,−1) – green – 1, y2(M, 0) – navy – 2, y2(M, 1) – sienna – 3

The double intersection of the curves y1 = M and y2(M,α) are demonstrated by Fig. 4.

FIG. 4. The straight line (red) is y1 = M . The curves from upper to lower y2(M,−0.2) – green –
1, y2(M, 0) – navy – 2, y2(M, 0.2) – sienna – 3
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Generally, it is convenient to use the inverse to M = tanh
x

2
function:

x = ln
1 +M

1−M
, M ∈ (−1, 1), (17)

which has double intersections with the curve (see (7))

ω = α+ βM − β2M

z
+ β2M

3

2z
, (18)

giving the hysteresis curve, as it is shown at the Fig. 5.

FIG. 5. The black curve shows the function marked at the ordinate. The colored curves shows the
r.h.s. of the function (56) with β = 10, α = 0 (red – 1), α = −1 (green – 2), α = −1.5 (navy – 3),
numbers mark the curves

3. Fine particles case

3.1. Back to partition function, surface-bulk division

Figure 6 presents a nanoparticle cross-section schematically, that allows to estimate the number of atoms at the
surface layer and under the surface (bulk) layers.

Let the nanoparticle radius be Nd, with N – number of layers and d is the atom diameter, then the number of
“surface” particles is estimated as:

na =
4

3
π(N3 − (N − 1)3) = 4π(3N2 − 3N + 1), (19)

the number of “bulk” particles is equal to:

nb =
4

3
π(N − 1)3. (20)

Let m be the spin projection quantum number. The partition function of states is built as in [1], taking as density
of states the product of Gauss distribution and the distribution with mean energy for given spin s via evaluation for
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FIG. 6. The plot represents the cross-section of a nanoparticle, approximated by a sphere of radius
Nd, whereN is the number of layers and d is the atom diameter. E.g. for Ni it is d = 1.49·10−10[m].
The space between black curve (2) with radius (N−1)d and the red curve (1) with radiusNd shows
the surface monoatomic layer. Numbers of curves are in the parenthesis

irreducible representation (nν its dimension) for electrons’ permutations group; we keep the author’s notations:

n,s∑
s=0,m=−s

∞∫
−∞

d∆E
nν√

2π(∆Eν)2
exp

{
αm+ β

s2

2n
− ∆E

kT
− ∆E2

2(∆Eν)2

}
=

n∑
s=0

s∑
m=−s

nν exp
{
αm+ β

s2

2n
+

∆(Eν)2

2k2T 2

}
.

(21)

After the principal bulk model simplification Jg = J and some algebra we arrive at (4).

3.2. Energy distribution for a tiny particle

Now, let us take into account the difference between exchange integrals for surface and bulk atoms. Such division
is stressed in [18]. We take, that the values of Ja,b are the same for pairs bulk-bulk (Jb); while surface-surface; and
bulk-surface are denoted as Ja.The energy Eν and the Gauss distribution parameter ∆Eν , that is also expressed in
terms of the symmetry group characters [3]. The result of Heitler for the energy is expressed as the sum by n-particle
permutation group g ∈ P [4], the exchange integrals are marked by group elements:

Eν =
1

nν

∑
g∈P

χν(g)Jg. (22)

Here, χν(g) = Dν
ii(g) is the character of the symmetry group irreducible representation (number ν, the representation

dimension is nν), that numerates the energy terms of multielectron system. The characters of the permutation group
are listed in [4], corrected in [1].

For the case with absence of space symmetry, as e.g. for amorphous matter, one has only the mentioned surface-
bulk division of exchange integrals and the subgroups Ga ∈ P that contains only permutations between electrons
of surface-surface and bulk-surface atoms, while Gb ∈ P contains the permutations only between bulk-bulk atoms,
electrons. Both groups are the permutation ones of the corresponding orders. For clarity, we left only two different
exchange integrals, marked by indices a, b; b for bulk and a for surface. Then the mean energy reads:

Eν,ν
′

=
Ja
nν′

∑
g∈Ga

χν
′
(g) +

Jb
nν

∑
g′∈Gb

χν(g′), (23)
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we keep the number ν for the irreducible representation of the “bulk” subgroup Gb ∈ P . To explain the modification
of the statistical sum with the surface-bulk subdivision we return to its origin.The sum by Heisenberg includes the
terms with an energy and its Gauss distribution parameter, i.e. the mean square deviation of energy distribution.

The
∑

∆En = 0, as well as due to χν(e) = nν , again in terms of the characters, we derive, finally the mean
square deviation from the mean value Eν with more details compared with one from [3]:

(∆En)2 =
J2
a

n2ν′

∑
g′,g∈Ga

(χν
′
(gg′)− χν

′
(g)χν

′
(g′)) +

J2
b

n2ν

∑
g′,g∈Gb

(χν(gg′)− χν(g)χν(g′)), (24)

where the sums run the subgroups of the complete permutation group.
The energy (23) and the distribution parameter (24) enter the partition function exponent (21) linearly, hence the

exponential property admits that the statistical may be factorized as in (3).

3.3. Partition functions for a tiny particle

The modification of he whole construction could be similarly done for Za and Zb partition functions:

Ma+b =
∂ ln(ZaZb)

∂α
=
∂ ln(Za)

∂α
+
∂ ln(Zb)

∂α
= (25)

∂ ln([2 cosh ωa

2 ]2na)

∂α
+
∂ ln([2 cosh ωb

2 ]2nb)

∂α
= (26)

na
n

tanh
ωa
2

+
nb
n

tanh
ωb
2
. (27)

where na is given by (19) and nb by (20) correspondingly, so that:

na
n

=
4π(3N2 − 3N + 1)

4πN3
=

3N2 − 3N + 1

N3
, (28)

similarly, the relative number of “bulk” particles is equal to:

nb
n

=
(N − 1)3

N3
. (29)

Look the plots at Fig. 7

FIG. 7. The relative number of atoms in bulk (black – 1) and surface (red – 2) layers as the function
of atomic layers N

Ma+b = Ma +Mb is a most probable value of magnetic quantum number projection per electron for a joint bulk
and a surface parts. The functions ωa,b are described by:

ωa = α+ βaMa − β2
a

Ma

za
(1− M2

a

2
). (30)

similarily for b case. The parameters βa,b =
za,bJa,b
kT

depend on exchange integrals. The bulk one may be defined via
Curie point temperature.
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3.4. Numerical experiments

For the numeric estimations let us choose the number of layers N = 5 for Ni nanoparticle. For such layers
number we have equal number of atoms. The parameters we have chosen are the following: the bulk exchange integral,

evaluated via Curie temperature value (θNi = 627K) JNi = 1.8 · 10−21J [25]. The parameter βb =
12JNi
kBT

= 2 for

T = 795K outside the ferromagnetic range. For the surface condition we take z = 8, βa =
8 · 1, 15JNi

kBT
= 1.53; the

exchange integral corrected up 15%, for the minor distance between the surface and bulk atoms.
The magnetization of the surface layer is presented at Fig. 8. The corresponding bulk magnetization is superposed

at the Fig. 9.

FIG. 8. The surface layer contribution to magnetization of a nanoparticle model. The three
points of intersections of the inverse tanh function (red line) and ωa black lines are shown for
α = 0.5, 1.0, 3.0 growth up (0.5 – 1, 0.3 – 2). The last point α = 3 (3) stands close to mag-
netization saturation

4. Electric field action

4.1. Polarisation, Stark effect

A theory of perturbation of atoms by the external electric field ~E is based on the perturbed Fockian action [3]:

Hφ = (HF + V )φ. (31)

There are two possibilities for the field account: if a medium unit, e.g. – molecule, has constant dipole momentum
~p = e~d, where V = eE(x + dx), ~E applied along x, reads as the conventional expansion by small parameter ε,
ε = eE:

φ = φ0 + εφ(1) + .... (32)

In the first order it gives the following expression for an eigen function perturbation, evaluated as sum by m 6= n

φ(1)p =
′∑
m

xmp + (dx)mp
Em − Ep

φ0m, (33)

where xmn are matrix elements of the Cartesian coordinate x and (dx)mn are proportional to the matrix elements
projection of the constant dipole momentum ~p/e in non-perturbed states, between the eigenfunctions φ0m of the
Fockian HF . Note, that a stability of similar perturbations is studied in [26].
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FIG. 9. The superposed layers contribution to magnetization of a nanoparticle model. The points of
intersections of the inverse tanh function (red line) and ωa,b black lines – 1, 2 for surface and green –
3, 4 for bulk are shown for α = 0.5, 1.0. For α = 0.5, the curves 1,3. The sum of magnetization
contributions of the same order is quite visible with both values of α with the natural bulk prevails

4.2. Exchange integrals perturbation

Plugging (32) into exchange integrals Jik, defined for the electrons coupled to the centers i, k, by the expression:

Jik =
e2

2

∫∫
ρik(~r, ~r′)

|~r − ~r′|
d~rd~r′, (34)

where, in a spirit of he Fock paper [27], it may include all interacting electrons of the closest neighbors, as equal ones,
hence indices omitted, reproducing [3]:

ρ(~r, ~r′) =
∑
p

φ∗p(~r)φp(~r
′) =

∑
p

(
φ∗0p(~r) + εφ(1)∗p (~r)

)(
φ0p(~r

′) + εφ(1)p (~r′)

)
=

∑
p

φ∗0p(~r)φ0p(~r
′) + ε

∑
p

[
φ(1)∗p (~r)φ0p(~r

′) + φ∗0p(~r)φ
(1)
p (~r′)

]
+ o(ε2) = ρ0(~r, ~r′) + ερ1(~r, ~r′) + ....

(35)

The electric field perturbs the exchange integral as it is prescribed by (35) with:

J0 =
e2

2

∫∫
ρ0(~r, ~r′)

|~r − ~r′|
d~rd~r′, (36)

J1 =
e2

2

∫∫
ρ1(~r, ~r′)

|~r − ~r′|
d~rd~r′, (37)

whence:

β =
z(J0 + εJ1)

kT
= β0 + εβ1. (38)

More details for J1 gives:

J1 =
e2

2

′∑
p,m

(xmp + (dx)mp)J
0
mp

Em − Ep
, (39)

with the notation for J0
pm =

∫
φ∗0m(~r)φ0p(~r

′)

|~r − ~r′|
d~rd~r′.

The matrix elements J0
pm are evaluated between the unperturbed Fockian eigenfunction, that yields (39). In the

phenomenologic theory we consider J0 and J1 as parameters.
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5. Magneto-electric effect

5.1. Material equation of state

First-principles methods to study magnetoelectric phenomena are reviewed as follows. Plugging (38) into (4)
yields:

Z

F
=

[
2 cosh

(
α+ β0M − β2

0
M
z + β2

0
M3

2z + εβ1M(1− 2
zβ0 + M2

2z β0) + ε2β2
1(M

3

2z −
M
z )

2

)]2n
, (40)

being the base for the partition function expression with the electric field account.
The mean (most probable) value of the magnetization per electron is defined by the Heisenberg relation (7):

M(α, ε) = tanh
α+ (1− β(ε)

z )β(ε)M + β(ε)2M
3

2z

2
, (41)

that now includes not only magnetic field H as the parameter, but also the electric field E via ε. It constitutes the
magnetic material relation in implicit form.

Let us illustrate the solution of the transcendent equation (41) by the Fig. 10. It shows that there is a minimal
value of ε for a solution existence.

FIG. 10. The points of intersections of the inverse tanh function (black line) and ω(M), green line –
1 for ε = 0.1, the red one – 2 for ε = 1 and the sienna – 3 for ε = 2 are shown for α = 0. The case
of ε = 0.1 is out of a solution range

The derivative of lnZ by ε gives the polarization on electron as:

P =
p0
n

= e
∂ lnZ

n∂ε
= e

∂ω

∂ε
tanh

ω

2
,

∂ω

∂ε
= β1M − 2β

β1
z
M + 2ββ1

M3

2z
+ β

[
(1− β

z
) +

3M2

2z
β

]
∂M

∂ε
, (42)

or, in alternative form,

P = e

(
β1M(1− 2

z
β0 +

M2

2z
β0) + 2εβ2

1

M

z
(
1

2
M2− 1)

)
tanh

(
α+ β0M − β2

0
M
z + β2

0
M3

2z

2
+A

)
+ e

∂ lnZ

n∂M

∂M

∂ε
,

(43)
where

A =

(
1

2

M3

z
β2
1 −

M

z
β2
1

)
ε2 +

(
Mβ1 +

M3

z
β0β1 − 2

M

z
β0β1

)
ε. (44)

The second term in (42),
∂M

∂ε
should be evaluated along the solution of (41) path. The condition of a solution existence

repeats the inequality (8) but now it should be solved with respect to ε, or for the boundary,

−1

z
(β0 + εβ1) (β0 − z + εβ1) = β0 −

1

z
β2
0 + εβ1 −

1

z
ε2β2

1 −
2

z
εβ0β1 = 2.
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The range of interest lies between the roots of this equations:

− 1

2β1

(
−z + 2β0 + z

√
1

z
(z − 8)

)
,

1

2β1

(
z − 2β0 + z

√
1

z
(z − 8)

)
,

for z = 12 it gives
1

2β1

(
4
√

3− 2β0 + 12
)
, − 1

2β1

(
2β0 + 4

√
3− 12

)
.

To evaluate the derivative
∂M

∂ε
, we use the approximate expansion of the both sides of (41), as is demonstrated

by the plot Fig. 11. Algebraically it appears as:

FIG. 11. The small variation of a solution of (41) by the change of β, for z = 12, β0 = 5.3, red –
1, εβ1 = 0.3, β = 5.6 – green – 2

for the r.h.s. α+ (β + x) (M + y)− (β + x)
2 M + y

z
+ (β + x)

2 (M + y)
3

2z
and for the left one,

ln
1 + (M + y)

1− (M + y)
= ln

(
− 1

M − 1
(M + 1)

)
− y

(
1

(M − 1)
2 (M + 1)− 1

M − 1

)
M − 1

M + 1
+O

(
y2
)
.

The linear in y term is equal to:

1

2
y

4z − 5M2β2 + 3M4β2 − 2zβ + 2β2 + 2M2zβ

z (M − 1) (M + 1)
,

It contains the factor 4z − 5M2β2 + 3M4β2 − 2zβ + 2β2 + 2M2zβ, that can be zero when:

M2
r = ± 1

6β

(
5β +

√
β2 + 48β − 24

)
. (45)

In such points a solution of the equation for y does not exist. Hence, far enough of these points, equalizing the linear
in x, y parts with α = 0, we arrive at:

∂M

∂ε
≈ y

x
=

2M
(
z − 2β +M2β

)
(M − 1) (M + 1)

4z − 5M2β2 + 3M4β2 − 2zβ + 2β2 + 2M2zβ
. (46)

Plugging it into (43) yields:

∂ω

∂ε
= β1M−2β

β1
z
M+2ββ1

M3

2z
+β

[
(1− β

z
) +

3M2

2z
β

]
2M

(
z − 2β +M2β

)
(M − 1) (M + 1)

4z − 5M2β2 + 3M4β2 − 2zβ + 2β2 + 2M2zβ
. (47)

That gives explicit form for the polarization P (E) as function of electric field, see the Fig. 12.
If to write the material relations in approximation of Taylor expansion of both P , M in αε plane up to the first

order, we arrive at:
P = P0 + εP1 + αP 1, M = M0 + αM1 + εM1, (48)
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where:

P0 = e
∂ω

∂ε
tanh

ω

2

∣∣∣
ε,α=0

= e

(
β1M − 2β0

β1
z
M + 2β0β1

M3

2z
+ β0

[
(1− β0

z
) +

3M2

2z
β0

]
∂M

∂ε

∣∣∣
ε=0

)
T ,

P1 =
∂P

∂ε

∣∣∣
α,ε=0

= e

[
∂2ω

∂ε2
tanh

ω

2
+ (

∂ω

∂ε
)2

1

2
(1− T 2)

] ∣∣∣
ε=0

, P 1 =
∂P

∂α

∣∣∣
α,ε=0

=
e

2

∂ω

∂ε
(1− T 2),

M0 = T , M1 =
1

2

(
1− T 2

)
, M1 =

∂M

∂ε

∣∣∣
α,ε=0

,

(49)

with T = tanh
β0M

4z

(
M2β0 − 2β0 + 2z

)
. u = −1

2
M2β2

1

(
z − 2β0 +M2β0

)2
z2

, v = −M
z
β2
1

(
2−M2

)
, that

demonstrates magneto-electric effects as in [28].

FIG. 12. The dependence the polarization P on field E – curve 1. The range of a solution of (41)
existence lies between the red parabola (curve 2) roots, for z = 12, β0 = 5, β1 = 1

As we see, the argument of the hyperbolic tangent function in the r.h.s. of (42), contains the quadratic polynomial
in the electric field ε. We observe the nonlinear dependence of P (ε). The key cross-terms of the polarization P 1

and magnetization M1 material equations expansion coefficients in (49) are shown at the Fig. 13 as function of the
background magnetization.

FIG. 13. The M1(M) – black – 1 and P 1(M) – red – 2 are plotted within the range restricted by (45)
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5.2. Magnetoelectric phenomena for nanoparticles

The consideration of magnetoelectric effects may be done along the lines of the Sec. 3.3. We base on the equation
(25) while the functions (56) contain the parameters, βa,b, “splitted” by the electric field action as, for example
βa = β0

a + εβ1
a in direct analogy with (38). So, the basic equations for magnetization and polarization are

Ma+b =
∂ ln(Za)

∂α
+
∂ ln(Zb)

∂α
= (50)

∂ ln([2 cosh
ωe

a

2 ]2na)

∂α
+
∂ ln([2 cosh

ωe
b

2 ]2nb)

∂α
= (51)

na
n

tanh
ωea
2

+
nb
n

tanh
ωeb
2
, (52)

and, for the polarization:

P a+b = e
∂ ln(Za)

∂ε
+ e

∂ ln(Zb)

∂ε
= (53)

e
∂ ln([2 cosh

ωe
a

2 ]2na)

∂ε
+ e

∂ ln([2 cosh
ωe

b

2 ]2nb)

∂ε
= (54)

e
na
n

∂ωea
∂ε

tanh
ωea
2

+ e
nb
n

∂ωeb
∂ε

tanh
ωeb
2
. (55)

where, plugging βa = β0
a + εβ1

a, we write:

ωea = α+ (β0
a + εβ1

a)Ma

(
1− βa

(1− M2
a

2 )

za

)
, (56)

and, quite similar for ωeb .
Let us plot the scheme of the equations (50) solution, again for the case, as for the Nickel, for magnetic properties

see [29]. Taking the same values for the bulk contribution as at Fig. 14, and for the surface as in the Table 1:

TABLE 1. Nanoparticle parameters

Atom place β0 β1 z

surface(a) 1.53 1 8

bulk(b) 2 1 12

FIG. 14. The superposed layers contribution to magnetisation of a nanoparticle in the field with

ε = 1. The points of intersections of the inverse tanh function (black line) x = ln
1 +M

1−M
and ωa,b

red – 1 line for surface and green – 2 for bulk are shown for α = 0. The sum of magnetization
contributions of the same order is quite visible with both values of βa, za and βb, zb with the natural
bulk prevails
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6. Conclusion

We do understand, that the theory has model restrictions that are discussed in the Heisenberg papers, that do not
allow literal application of the model, for example to Fe-based magnetics.

However, the use of a generalized Heisenberg theory allows one to classify matters in respect to matter relations
and existence of ferro- properties of nanoparticles at least for the number of closest neighbors z > 8. It also allows
one to construct the hysteresis curves for given values of the structure and electron states parameters. Modifications
for nanotubes naturally introduce the closest neighbors exchange integrals defined by the nano-object symmetry and
position of them in bulk or surface of it. This gives a model thermodynamic description on the basis of the Heisenberg
model of the partition function, which allows natural modifications.
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1. Introduction

A model for the description of a magnetic impurity in a non-magnetic metal was presented by Anderson [1] and
later extended to describe the interaction between two magnetic atoms by Alexander and Anderson [2]. A multi-
impurity extension of this model, allowing for arbitrary orientation of the spins and referred to as non-collinear
Alexander–Anderson (NCAA) model [3–5] has been developed and used in studies of various systems of first row
transition metals, for example spin-density waves [6, 7], magnetic nano-islands [8], and tip/surface interactions [9].
The calculations involve iterative self-consistency evaluations of the number of d-electrons and the magnetic moments.

An adiabatic separation of slow and fast degrees of freedom is assumed in NCAA calculations: the angles defining
the orientation of the magnetic moments are treated as slow degrees of freedom, while the longitudinal components
of the magnetic moments are treated as fast degrees of freedom [10–12]. This means that for a given set of angles, the
length of the magnetic moments is found in a self-consistent manner. This adiabatic approximation is typically also
used in density functional theory (DFT) [13] and tight binding calculations [14] of magnetic systems. It is analogous
to the Born–Oppenheimer approximation in electronic structure calculations, where the electronic wave function is
calculated for a fixed position of the nuclei. When stationary states are found, such as local minima corresponding
to (meta)stable states or first order saddle points corresponding to transition states of magnetic transitions, some
optimization algorithm is used to find orientations where the gradient of energy vanishes with respect to angles. Full
self-consistency is then reached at the stationary points. However, when calculations of dynamics are carried out or
the energy surface characterising the system explored in regions of non-stationary points, then the self-consistency
calculation should be formulated in such a way as to keep the desired values of the angular variables fixed. This has,
for example been emphasised in the context of the evaluation of exchange parameters [15].

Several methods for finding self-consistent solutions of non-stable magnetic states using tight-binding Hamilto-
nians or DFT have been presented [16–18]. These methods are based on the introduction of local magnetic fields to
force the local magnetic moments to be pointing in the desired directions. Dederichs et al. [16] developed a general
formalism for such constrained self-consistency calculations based on Lagrange multipliers. Various implementations
of this general approach have been used [19–23] involving different algorithms for finding the optimal values of the
Lagrange multipliers. A rigorous formulation based on a variational principle for such self-consistency calculations
has been presented in the context of constrained DFT, primarily in the context of excited state electronic structure
calculations [24–26]. A formulation in terms of a variational principle has the advantage that efficient and systematic
optimisation methods can be employed to enforce the constraints and the optimisation can be carried out with respect
to all degrees of freedom on an equal footing.
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In this article, an implementation of the NCAA model is presented where constraints on the directions of the
magnetic moments are included in the self-consistency calculations by use of a variational principle and the perfor-
mance of various direct optimization algorithms tested. The article is organised as follows: In section 2, the NCAA
model is reviewed and the inclusion of angular constraints presented. Numerical tests are presented in section 3 and
the performance of the limited memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) [27], conjugate gradient and
fixed point mixing methods compared. Section 4 presents applications of the method to calculations of spin dynamics
and curvature of the energy surface for Cr crystal.

2. Methodology

2.1. NCAA model

The NCAA model is based on the separation of electrons into conduction 4s(p)-electrons and quasi-localised
3d-electrons. The basic Hamiltonian is [2]:

Ĥ =
∑
iα

ε0i n̂iα +
∑
i 6=j,α

vij d̂
†
iαd̂jα +

1

2

∑
i,α6=β

Uin̂iαn̂iβ+

∑
kα

εkn̂kα +
∑
k,i,α

(
vikd̂

†
iαĉkα + vkiĉ

†
kαd̂iα

)
, (1)

where: d̂iα, d̂
†
iα are annihilation and creation operators for d-electrons with spin α on i-th site, respectively, ĉkα, ĉ

†
kα

are annihilation and creation operators of s(p)-electrons with spin α and momentum k, respectively, n̂iα = d̂†iαd̂iα
and n̂kα = ĉ†kαĉkα are number operators, ε0i energy level of quasi-localised d-electrons at site i, εk energy of s(p)
states with momentum k, vij are hopping parameters for d-electrons on sites i and j, vik are parameters corresponding
to hybridisation of d- and s(p) electrons, Ui Coulomb repulsion between quasi-localised electrons on site i. The first
three terms describe the subsystem of quasi-localised electrons. A Hamiltonian consisting only of these three terms is
referred to as the single-band Hubbard model [28]. The fourth term in Eq. (1) describes the conduction band, and the
last term describes coupling between electrons in quasi-localised states and electrons in the conduction band.

Many magnetic systems can be modelled accurately enough within the mean field approximation. The mean field
approximation of Coulomb interaction is applied to each site in the local coordinate frame chosen in such a way that
the z-axis points in the same direction as the expectation value of the magnetic moment operator [3]. The procedure
is illustrated in Fig. 1. Within this approximation, the Coulomb interaction is approximated according to following
equation in the laboratory coordinate frame:

Uin̂iαn̂iβ →
UiNi

2
(n̂iα + n̂iβ)− UiMi

2
M̂i · ei −

1

4
Ui(N

2
i −M2

i ), (2)

where Ni is the average number of d-electrons at site i, Mi the magnitude of the magnetic moment of spins at site
i, and ei = (sin θi cosφi, cos θi sinφi, cos θi) the unit vector defining the direction of the magnetic moment at site i.
The magnetic moment operator is:

M̂i =
(
M̂ix, M̂iy, M̂iz

)T
, (3)

M̂iq =
∑
αβ

d̂†iασ
q
αβ d̂
†
iβ , q = x, y, z (4)

where σq denotes the Pauli matrices.
In order to describe magnetic properties of itinerant magnets, the s(p)-electrons are taken into account through the

renormalisation of the parameters in the Hamiltonian and hybridisation of the d-level [1]. The effective Hamiltonian
for non-collinear magnetism can be written as [5]:

ĤNCAA =
∑
iα

(
E0
i +

UiNi
2

+ iΓ

)
n̂iα +

∑
i

−UiMi

2
M̂i · ei+

∑
i

−1

4
Ui(N

2
i −M2

i ) +
∑
i6=j,α

Vij d̂
†
iαd̂jα, (5)

where:
E0
i = ε0i + Re

∑
k

vikvki
ω − εk

, (6)

Γ = Im
∑
k

vikvki
ω − εk

, (7)
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U ̂ni↑ ̂ni↓

ith

ith

ith

̂̃ni↑ ̂̃ni↓ → ⟨ ̂̃ni↑⟩ ̂̃ni↓ + ̂̃ni↑ ⟨ ̂̃ni↓⟩ − ⟨ ̂̃ni↑⟩ ⟨ ̂̃ni↓⟩
Ni = ⟨ ̂̃ni↑⟩ + ⟨ ̂̃ni↓⟩, Mi = ⟨ ̂̃ni↑⟩ − ⟨ ̂̃ni↓⟩

x y

z

x y

z

x y

z 1
2 UNi ( ̂ni↑ + ̂ni↑) − 1

2 UMi (M̂i ⋅ ei) − 1
4 (N2

i − M2
i )

ei = (sin ϕi sin θi, cos ϕi sin θi, cos θi)

Rotation

Rotation

FIG. 1. Illustration of the implementation of the mean field approximation for non-collinear mag-
netism. Atoms i is denoted by the blue disk and the arrow indicates its average magnetic moment.
First, the laboratory coordinate frame is rotated into the local coordinate frame so that the z axis
points along the magnetic moment of the atom. Then, the mean field approximation for ˆ̃niα ˆ̃niβ is
applied in this local coordinate frame, and the number of d-electrons Ni and magnetic moment Mi

evaluated. Then, the local coordinate frame is rotated back into the laboratory coordinate frame.
This two step procedure is applied to all atoms in the system.

Vij = vij +
∑
k

vikvkj
ω − εk

. (8)

This Hamiltonian is reminiscent of the Hubbard model with renormalised parameters ε0i and vij within a mean field
approximation, generalised for non-collinear alignment of the magnetic moments. For a more detailed discussion of
the NCAA Hamiltonian, see Ref. [4, 5].

In order to calculate the expectation values of operators, the Green function formalism is used. As the NCAA
model in the mean field approximation is quadratic with respect to fermion operators, the Green function is a resolvent
of the NCAA Hamiltonian: (

ω − ĤNCAA
)
Ĝ = I. (9)

In previous implementations, the Green function was calculated iteratively using the continued fraction ap-
proach [5]. However, we find that for small enough systems a direct solution in terms of eigenvalue decomposition of
the NCAA Hamiltonian is a more efficient way to calculate the Green function. After the eigenvalues and eigenvectors
has been found, the expectation values of interest can be calculated as shown in Appendix A.

The unit vectors {ei} in the NCAA Hamiltonian should by definition point in the same direction as the magnetic
moment operators. However, this will in general not be the case at a non-stationary point because there will, by
definition, be a non-zero toque acting on the magnetic moments

TNCAA
i = −Mi ×Heff

i = ei ×
∂ENCAA

∂ei
=
Ui
2

Mi ×
〈
M̂i

〉
. (10)

Therefore, Mi ∦
〈
M̂i

〉
, where Mi = Miei. In order to enforce the expectation value of a magnetic moment to be

aligned along the direction ei, the following constraint needs to be added: A projection of the expectation value of the
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magnetic moment on the tangent space to the direction ei equals to zero, i.e.:〈
M̂i

〉
· eθi = 0 (11)〈

M̂i

〉
· eφi = 0. (12)

Here, eφi
= (− sinφi, cosφi, 0)T , eθi = (cos θi cosφi, cos θi sinφi,− sin θi)

T are the local orthogonal unit vectors

in the tangent space of ei. These constraints can be written formally in various forms, for example:
[ 〈

M̂i

〉
, ei

]
=

0 [19] or:
〈
M̂i

〉
−
(〈

M̂i

〉
· ei
)
ei = 0 [20]. In either case, the constraint ensures that the projection of the magnetic

moment on the local tangent space equals zero. We will proceed with Eqs. (11) and (12). The algorithm described in
the following sections can be generalised to other formulations of the constraints in a straight-forward way.

The constraints can be satisfied by means of Lagrange multipliers [16]:

Ĥ = ĤNCAA −
∑
i=1..P λ

i
1M̂i · eθi −

∑
i=1..P λ

i
2M̂i · eφi

=

= ĤNCAA −
∑
i=1..P M̂i · hci , (13)

The last term describes the interaction of a magnetic moment with a local magnetic field acting perpendicular to
the magnetic moment. As a result, a revised torque acting on the magnetic moment in such a way as to satisfy the
constraints is:

Ti = −Mi ×Heff
i = ei × hci . (14)

The energy of the system given by the NCAA model is a function of Ni, Mi, λ
i
1 and λi2. The optimal values

of these parameters correspond to an extremum of the energy and can be determined through the implementation of
a variation principle [26]. Energy gradients with respect to Ni, Mi, λ

i
1 and λi2, as well as optimisation algorithms

for finding the optimal values are given below. First, the case of a non-stationary state where the orientation of the
magnetic moments is fixed is discussed. Then, the case of a stationary state is discussed, where an optimisation of the
energy with respect to angles is carried out.

2.2. Calculation of non-stationary states

In order to find a self-consistent solution at a non-stationary configuration of the magnetic moments, one needs to
find the extremum of the energy with respect to Ni, Mi, λ

i
1 and λi2. Analysis of constrained DFT has shown that the

extremum with respect to λi1 and λi2 corresponds to a maximum of the energy [26]. The same is true for the NCAA
model. Also, the extremum of the energy with respect to Ni corresponds to a maximum of the energy within the mean
filed approximation. The non-zero magnetic moment can be considered as an additional constraint on the occupation
numbers. The partial derivatives can be evaluated analytically:

∂E

∂Ni
=
Ui
2

[〈n̂i〉 −Ni] , (15)

∂E

∂Mi
=
Ui
2

[
Mi −

〈
M̂i

〉
· ei
]
, (16)

∂E

∂λi1
= −

〈
M̂i

〉
· eθi , (17)

∂E

∂λi2
= −

〈
M̂i

〉
· eφi , ∀i = 1 . . . P. (18)

When the gradient given by the first expression is zero, a self-consistent value for the number of d-electrons
has been reached. The second gradient vanishes when a self-consistent value has been obtained for the longitudinal
component of the magnetic moments. The last two gradients give self-consistent equations for Lagrange multipliers
that adjust the perpendicular component of magnetic moments. When they are zero, the expectation values of the
magnetic moment operators point in the predefined directions, i.e. 〈M̂i〉 ‖ ei.

The most commonly used and simplest method for solving self-consistency equations is the fixed point iteration
method with simple mixing:

M (k) = α
〈
M̂(k−1)

〉
· e + (1− α)M (k−1), (19)

N (k) = α
〈
n̂(k−1)

〉
+ (1− α)N (k−1), (20)

λ
(k)
1 = α

[
λk−1

1 −
〈
M̂(k−1)

〉
· eθ
]

+ (1− α)λ
(k−1)
1 (21)
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where k is an iteration counter and α is a mixing parameter chosen in such a way as to give a balance between stability
and rate of convergence. However, by formulating the equations in terms of partial derivatives and a variational prin-
ciple, more efficient optimisation methods, such as the conjugate gradient algorithms and quasi-Newton algorithms,
can be used. The fixed point iteration method Eq. (19) is effectively a steepest-descent algorithm:

M (k) = M (k−1) + α
[〈

M̂(k−1)
〉
· e−M (k−1)

]
=

= M (k−1) − α 2

U

(
∂E

∂M

)(k−1)

, (22)

N (k) = N (k−1) + α
[〈
n̂(k−1)

〉
−N (k−1)

]
=

= N (k−1) + α
2

U

(
∂E

∂N

)(k−1)

, (23)

λ(k) = λ(k−1) + α

(
∂E

∂λ

)(k−1)

(24)

Note that a descent direction is used for Mi and an ascent direction for ni, λ1
i and λ2

i . This is due to the fact that the
self-consistent solution for the NCAA model correspond to a saddle point in the parameter space.

In order to find the extremum of energy one can carry out optimisation with respect to all degrees of freedom. The
algorithm is presented below:

Algorithm for Non-stationary States:
(1) Given initial values of the variables that need to be determined self-consistently

~x (0) =
(
N1 . . . NP ,M1 . . .MP , λ

1
1 . . . λ

P
1 , λ

1
2 . . . λ

P
2

)T
, (25)

the corresponding scaled derivatives of the energy

~g (0) = α

(
− 2

U

∂E

∂N1
. . . ,

2

U

∂E

∂M1
,− ∂E

∂λ1
1

. . . ,− ∂E
∂λ1

2

· · · − ∂E

∂λP2

)T
(26)

and a value of the scaling parameter α
(2) Let Θ = maxi

{∣∣∣ 2
U
∂E
∂Ni

∣∣∣ , ∣∣∣ 2
U

∂E
∂Mi

∣∣∣}, ∆ = maxi
∣∣TNCAA

i

∣∣; ε, δ are convergence tolerance, l is a parameter
which controls the size of the step along the search direction and k = 0 is iteration counter

(3) Calculate the search direction according to a given minimisation algorithm.
For example, ~p (k) = −~g (k) for gradient descent

(4) While Θ > ε and ∆ > δ:
(a) d = ‖~p (k)‖inf . If d > l then ~p (k) ← ~p (k)l/d
(b) ~x (k+1) = ~x (k) + ~p (k)

(c) Calculate new gradient ~g (k+1) and new search direction ~p (k+1)

(d) k ← k + 1
(5) End.

Typical values of the parameters are α = 0.7, ε = 10−7, δ = 10−7 Γ, l = 0.04. If the algorithm does not converge,
then the values of the parameters α and/or l should be reduced. As the extremum of energy that corresponds to the
solution is not a minimum, a line search procedure cannot be applied in this case.

2.3. Calculations of stationary states

In order to find stationary states, i.e. configurations of the magnetic moments that correspond to a local minimum
or a saddle point on the energy surface, the function that gives the energy of the system with respect to all the degrees
of freedom, one can use the NCAA Hamiltonian without constraints because the Lagrange multipliers vanish at these
points. Therefore, one needs to find the extremum of the energy with respect to Ni, Mi and ei. In order to find energy
minima, the energy minimisation can be carried out in two different ways: Either the degrees of freedom are separated
into fast and slow variables and the minimisation performed with an inner loop for the former and an outer loop for
the latter or all degrees of freedom are treated on an equal footing. We will refer to the first option as algorithm M1,
and the second option as algorithm M2. The motivation for M1 is that a deviation of Ni orMi from the optimal values
leads to larger change in the energy than a deviation in the angular variables, θi and φi. This, for example, leads to
the separation of the dynamics into fast and slow degrees of freedom [12]: slow degrees of freedom are directions
of magnetic moments obeying classical Landau–Lifshitz equations of motion while the fast degrees of freedom are
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the longitudinal components of the magnetic moments found using self-consistency calculations for given directions.
Similarly, one can separate the minimisation into two nested loops, where for each value of the slow degrees of
freedom, the fast degrees of freedom are adjusted according to the self-consistency equations. The orthogonal spin
optimisation (OSO) method [29] is used here for the slow degrees of freedom,ei. The inner loop finds optimal values
of Ni and Mi, and the outer loop performs rotations of the magnetic moments towards the energy minimum:

Algorithm M1:

Inner loop for finding optimal values of Ni and Mi.

(1) Let
~x = (N1 . . . NP ,M1 . . .MP )

T (27)

be the vector consisting of variables that need to be found self-consistently,

~g = α

(
− 2

U

∂E

∂N1
. . . ,

2

U

∂E

∂M1

)T
(28)

the vector consisting of the corresponding energy derivatives, and α a scaling parameter.
(2) Let Θ = maxi

{∣∣∣ 2
U
∂E
∂Ni

∣∣∣ , ∣∣∣ 2
U

∂E
∂Mi

∣∣∣} be convergence tolerances, l a parameter controlling the size of the step
along the search direction and kin = 0 an iteration counter.

(3) Calculate the search direction according to a given minimisation algorithm. For example, ~p (kin) = −~g (kin)

for gradient descent algorithm.
(4) While Θ > ε:

(a) d = ‖~p (kin)‖inf . If d > l then ~p (kin) ← ~p (kin)l/d.
(b) ~x (kin+1) = ~x (kin) + ~p (kin)

(c) Calculate new gradient ~g (kin+1) and new search direction ~p (kin+1).
(d) kin ← kin + 1.

End of inner loop.
Outer loop:
(1) Let k = 0 be iteration counter. Let δ be a convergence tolerance for the maximum torque in the system.

Call Inner loop to calculate optimal values N (k)
i , M (k)

i for given initial directions of the magnetic moments:
{e(k)
i }i=1..N . Using this optimal values calculate the torques

T
(k)
i =

UiM
(k)
i

2
ei ×

〈
M̂i

〉(k)

.

(2) While maxi

∣∣∣T(k)
i

∣∣∣〉δ repeat the the following steps:
(a) Perform rotation of the magnetic moments towards the minimum of energy:

e
(k+1)
i = exp (−Pi) e(k)

i , i = 1...N (29)

where P is a skew-symmetric matrix. For gradient descent algorithm it is:

Pi =

 0 −tiz tiy
tiz 0 −tix
−tiy tix 0

 , ti ≡ T
(k)
i . (30)

(b) Call Inner loop to calculate optimal values N (k+1)
i , M (k+1)

i for a new directions of magnetic moments
{e(k+1)
i }i=1..N .

(c) Calculate the torques,

T
(k)
i =

UiM
(k)
i

2
ei ×

〈
M̂i

〉(k)

.

using the optimal values N (k+1)
i , M (k+1)

i .
(d) Set k ← k + 1.

End of outer loop

End of M1
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While the expression given here for the matrices Pi in Eq. (30) are for gradient descent algorithm, it is more
efficient to use the L-BFGS in the outer loop, as shown below. The relevant expressions for the Pi matrices in that
case and detail on the implementation of the L-BFGS can be found in Ref. [29].

The second algorithm, M2, where all degrees of freedom are treated on an equal footing is given below.

Algorithm M2:
(1) Let

~x = (N1 . . . NP ,M1 . . .MP , θ1, . . . , θP , φ1, . . . , φP , )
T (31)

be a vector consisting of the variables that need to be found self-consistently,

~g = α

(
− 2

U

∂E

∂N1
. . . ,

2

U

∂E

∂M1
. . . ,

2

UMi

∂E

∂θ1
. . . ,

2

UMi

∂E

sin θi∂φ1
. . . ,

)T
(32)

the vector consisting of corresponding derivatives of the energy, and α the scaling parameter.
(2) Let Θ = maxi

{∣∣∣ 2
U
∂E
∂Ni

∣∣∣ , ∣∣∣ 2
U

∂E
∂Mi

∣∣∣}, ∆ = maxi
∣∣TNCAA

i

∣∣; ε, δ be convergence tolerances, l a parameter
controling the size of steps along the search direction and k = 0 an iteration counter.

(3) Calculate the search direction according to the given minimisation algorithm. For example, ~p (k) = −~g (k) for
a gradient descent algorithm.

(4) While Θ > ε and ∆ > δ:
(a) d = ‖~p (k)‖inf . If d > l then ~p (k) ← ~p (k)l/d.
(b) ~x (k+1) = ~x (k) + ~p (k)

(c) Calculate new gradient ~g (k+1) and new search direction ~p (k+1).
(d) k ← k + 1.

End of M2
Algorithm M2 is efficient when the system is far from the energy minimum and the gradients for all degrees of

freedom are large. But, near a minimum it can be unstable. The reason is that it mixes slow and fast degrees of
freedom. If one needs to converge Ni and Mi to a small tolerance then it is difficult to converge angles φi, θi to the
same accuracy. Changes in Mi and Ni have large effect on the energy while changes in the angular variables do not
affect the energy as strongly. In practice, it is better to use algorithm M2 in the beginning and start with relatively
large tolerances for Ni and Mi, for example ε = 10−3, and then reduce ε to a smaller number so that the error in the
torque due to deviations from self-consistency are smaller than the magnitude of the torque. Near the minimum it is
usually enough to perform 1 to 3 iteration steps for Ni and Mi to reach good convergence.

Saddle points on the energy surface can be found using the geodesic nudged elastic band method [30] where a
climbing image converges onto the saddle point. While constraints on the orientation of the magnetic moments should
in principle be applied to images that are in between the endpoint minima and the climbing image, this turns out not to
be important for convergence onto the saddle point. The intermediate images are needed to estimate the tangent along
the path, and they can reveal the presence of intermediate minima, but it is not so critical that they lie exactly on the
minimum energy path.

3. Numerical tests

The performance of three different optimisation algorithms: L-BFGS, Fletcher–Revere conjugate gradients (FR)
and steepest-descent (SD) was tested in calculations of non-stationary states. Then, algorithms M1 and M2 as well as
mixed M1+M2 algorithms were tested and compared in calculations of stationary states. The test system consists of
either 400 or 196 atoms in a hexagonal two-dimensional lattice subject to periodic boundary conditions. The NCAA
model parameters are E0 = −12 Γ, U = 13 Γ, and V = 0.5 Γ.

The most demanding computational part of NCAA calculations is the diagonalisation of the Hamiltonian. The
comparison of the performance of the various optimisation algorithms is, therefore, measured in terms of the number
of diagonalisations which in the present case, equals the number of iterations needed in order to reach convergence.

3.1. Calculations of non-stationary states

The non-stationary states are a tilted spin spirals:

ei =

sin(ψ) cos(q · ri)
sin(ψ) sin(q · ri)

cos(ψ)

 (33)
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Sy- 0

-0.7-

- 0.7(a) (b) (c)

FIG. 2. Spin states corresponding to Eq. 33 for ψ = π/4 when q lies along ΓM direction. (a)
q = π/10a, (b) q = π/5a, (c) q = π/2a. a is a lattice constant. The color corresponds to y
component of the spins. The visualisation was done with OVITO software [36].

TABLE 1. Number of iterations needed in order to reach convergence using three different optimi-
sation algorithms: L-BFGS, Fletcher–Revere conjugate gradients (FR), and steepest descent (SD).
Calculations are carried out for different values of the wave number q. The convergence tolerances
are ε = 10−8, (ε = 10−14 in brackets) and δ = 10−8. The initial values of Ni and Mi are 1.4 and
0.44, respectively, and the converged values of Ni and Mi are given in the last two columns.

q SD FR L-BFGS Ni Mi

0 30 (58) 52 (401) 24 (29) 1.4271 0.4555
π/10a 55 (84) 127 (375) 30 (43) 1.4268 0.4556
π/5a 64 (101) 158 (206) 50 (66) 1.4259 0.4558

3π/10a 69 (110) 84 (108) 47 (66) 1.4245 0.4562
4π/10a 73 (119) 43 (536) 25 (38) 1.4225 0.4568
π/2a 75 (125) 54 (79) 20 (142) 1.4200 0.4581

6π/10a 77 (128) 372 (174) 26 (39) 1.4170 0.4599
7π/10a 77 (129) 188 (302) 28 (61) 1.4138 0.4622
8π/10a 78 (131) 244 (185) 21 (53) 1.4108 0.4646
9π/10a 78 (134) 140 (211) 32 (41) 1.4086 0.4665
π/a 77 (132) 102 (140) 26 (43) 1.4078 0.4672

average: 68 (113) 142 (247) 30 (56)

with ψ chosen to be π/4. If ψ = π/2, the corresponding spin spirals are stationary states in the NCAA model. The
wave vector q is chosen to lie along ΓM direction in the irreducible two-dimensional Brillouin zone. Different states
correspond to different values of q. Three examples are shown in Fig. 2.

The performance of the three minimisation algorithms is summarised in Table 1. Each of the algorithms gives a
different search direction during the optimization.

As can be seen from Table 1, the number of iterations needed in the SD calculations systematically grows as the
wave number, q is increased. The reason is that the torque acting on the magnetic moments in the initial configuration
increases with q and the expectation values of the magnetic moments deviate more from the reference direction.
Overall, L-BFGS requires fewer iteration than either SD or FR conjugate gradients algorithm. On average, it requires
half as many iterations as SD and 1/5 as many as FR. For one value of q, however, q = π/2a, and the tight convergence
criterion, ε = 10−14, L=BFGS requires more iterations than FR and SD (142 vs. 79 and 125).

The poor performance of FR is surprising, but can probably be explained by the fact that the SCF solution does
not correspond to a minimum of the NCAA energy, but rather a saddle point. The energy needs to be maximised with
respect to Ni and the Lagrange multipliers while being minimised with respect to Mi. Conjugate gradient algorithms
require an efficient line search procedure to find the minimum of energy along the search direction. As the extremum
is a saddle point in the present case, no line search can be applied and the step taken along the search direction not
optimal, thereby reducing the efficiency of the algorithm. This can be the reason why the FR algorithm performs even
worse than the SD algorithm in the present case.
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TABLE 2. Number of iterations needed in order to obtain the ferromagnetic ground state starting
from various initial spiral states with wave vector q and ψ = π/4. A magnetic field is applied along
the y-direction, H = 10−4 Γ. The simulation cell consists of 196 atoms. The first two columns
correspond to algorithm M1 involving inner and outer loop iterations, with tolerances ε = 10−3

and ε = 10−7. In both cases δ = 10−7. The third column corresponds to calculations using a
hybrid algorithm where M2 is first used to obtain convergence to a tolerance of δ = 10−4, and then
algorithm M1 is used until with tolerances ε = 10−7 and δ = 10−7

q M1(ε = 10−3) M1(ε = 10−7) M2+M1 (ε = 10−7)
0 46 135 110

π/7a 165 1353 186
4π/14a 108 1456 153
6π/14a 197 1459 108
8π/14a 160 1041 112
10π/14a 169 894 100
12π/14a 138 1067 105
π/a 122 750 91

average: 138 1200 120

3.2. Calculations of stationary states

In calculations of energy minima or saddle points on the energy surface, the constraint fields can be set to zero at
each iteration during the optimisation as these fields vanish at stationary points. Performance tests were carried out
for a 196 atom system where the initial state corresponds to one of the titled spiral states with ψ = π/4 described in
the previous subsection, and the final state corresponds to the uniform, ferromagnetic ground state. A magnetic field
of H = 10−4 Γ is applied along the y-direction. The search direction is calculated using the L-BFGS algorithm.

The results are shown in Table 2. The performance of the M1 algorithm where fast and slow degrees of freedom
are treated separately in an inner and outer loop is given for two values of the inner loop convergence tolerance, ε. For
the outer loop, the tolerance is δ = 10−7 in both cases. In the calculations corresponding to the first column ε = 10−3,
but since at least one inner loop iteration is taken for each outer loop iteration, the convergence ofN andM is actually
better than 10−3.

The results in the second column correspond to inner loop tolerance of ε = 10−7 and the outer loop tolerance is
again δ = 10−7. The number of iterations is significantly larger compared with the results in the first column. The
difference in the energy of the system when ε = 10−3 and ε = 10−7 is around 10−4 Γ.

The third column gives results for a hybrid algorithm, where all degrees of freedom are first treated on the same
footing using algorithm M2, until convergence corresponding to δ = 10−4 has been reached and then algorithm M1
is used with a tolerance of ε = 10−7 in the inner loop and δ = 10−7 in the outer loop. This turns out to be the optimal
algorithm, especially when the initial state is far from the minimum energy configuration and the initial values of the
gradients are large.

4. Application

The NCAA model has previously been applied in studies of spin density waves and the antiferromagnetic state
of BCC Cr [6] and the same approached is used here. A pair of neighboring atoms are included explicitly in order
to represent the antiferromagnetic state, but the effect of neighboring atoms in the crystal is included implicitly. The
NCAA model parameter values are: E0 = −3.37 Γ, U = 6.745 Γ and v = 0.9 Γ. The effective hopping parameter
is V =

√
8v corresponding to the d-d hopping to the eight nearest neighbors in the BCC lattice. The self-consistent

NCAA calculations for the antiferromagnetic ground state give magnetic moment of 0.6µB and 5.0 d-electrons.
The angle between the prescribed directions of the magnetic moments is denoted by θ, as illustrated in Fig. 3. The

deviation from the antiferromagnetic order is φ = π−θ. The angle between the prescribed direction and the calculated
magnetic moment and the angle obtained from the self-consistency calculation without constraints is denoted by α.
This represents the error due to the lack of constraints on the transverse component of the magnetic moments. A
comparison is made between fully self-consistent calculations where constraints are applied and calculations where
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FIG. 3. Illustration of the simulation of a BCC crystal of Cr. Two atoms are included explicitly
in the calculations in order to represent the antiferromagnetic order, but the effect of neighbors is
included implicitly. The prescribed directions of the magnetic moments are e1 and e2. M1 is a
calculated magnetic moment of atom 1. α is the angle between M1 and e1 and represents the error
in the direction when constraints on the transverse components of the magnetic moments are not
included.
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FIG. 4. Magnitude of the magnetic moments as a function of the angle φ (see Fig. 3). The blue
curve represents calculations including the constraints and the black curve represents the calculations
without constraints. Inset: The deviation of the direction of calculated magnetic moment from
prescribed directions as functions of angle φ when constraints are not included.

the self-consistency calculations only include the average number of d-electrons and the longitudinal component of
magnetic moments.

As one of the magnetic moments is rotated with respect to the other, the magnitude of the magnetic moments
is reduced as shown in Fig. 4. At a certain angle the magnetic moment vanishes. When the angular constraints are
included, the magnitude drops to zero at φ ≈ 7◦, while it drops to zero at φ ≈ 13◦. when the constraints are not
included. The error that occurs when the contstraints are neglected is, therefore, large in this case. The qualitative
shape of the curve is similar, but the magnetic moment vanishes at an angle that is nearly twice as large when the
constraints are not included.

The inset in Fig. 4 shows the maximum deviation of the direction of the calculated magnetic moments from the
prescribed direction when constraints are not included, i.e. the dependence of α on φ. The maximum deviation is
about 5◦ obtained right when the magnetic moment vanishes.

The Fig. 5(a) shows the variation of the torques acting on magnetic moments as a function of the angle φ. The
torques are evaluated using Eq. (14) when the constraints are included, but from Eq. (10) when the constraints are
neglected. The torques differ by up to a factor of three in magnitude and the maximum is obtained at different values



NCAA 75

(a) (b)

FIG. 5. Comparison of results obtained for Cr crystal with (blue curves) and without (black curves)
constraints on the transverse components of the magnetic moments. (a) Torque as a function of φ.
(b) Projection of the magnetic moment on the x-axis as a function of time in units of the oscillation
period obtained without constraints. Here, φ = 4◦.

of the angle φ. When constraints are not included, the torque rises and falls more gradually than when constraints are
included. Both curves level out at zero, corresponding to a non-magnetic solution.

Spin dynamics were simulated by solving numerically the classical Landau-Lifshitz equation of motion for the
slow degrees of freedom

dei
dt

= −γ ei ×Heff
i . (34)

The Eq. 14 for torques coincides with what is used in tight-binding and DFT simulations of the spin-dynamics with
constraints [17, 19]. Indeed, substitution of Eq. 14 into Eq. 34 gives:

dei
dt

= γ ei × hc
⊥(i). (35)

We have used the two step numerical method of Mentink et al. [31] to numerically integrate the equation of
motion. As the calculated torques are so different, the spin dynamics are also very different. The two sublattices
oscillate around a common axis with a frequency that depends directly on the magnitude of the torques. Since the
torques differ by almost a factor of three depending on whether the constraints are applied or not, the frequencies in
the dynamical motion differ by the same amount, as can be seen from Fig. 5. When the constraints are applied, the
frequency is about three times larger.

Effective exchange coupling parameters [15, 32, 33] and pre-exponential factors for estimates of the lifetime of
magnetic states [34,35] can be obtained from the curvature of the energy surface at the minimum. When the curvature
is calculated by finite differences, the energy needs to be evaluated at non-stationary points corresponding to small tilts
of the magnetic moments away from the ground state, local minimum configurations. Constraints need to be included
in order for the angular deviations to be well defined. The second derivative of the energy, ∂2E/∂θ0∂θ1, at φ = 0 is
calculated with the NCAA model to be 290× 10−3 Γ for the Cr crystal when the constraints are included. When the
constraints are neglected a significantly smaller curvature is deduced, 87× 10−3 Γ. This shows the importance of the
constraints when the pre-exponential factors and effective exchange parameters are calculated using self-consistency
calculations.
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Appendix A. Calculation of expectation values

The Green function method is used to calculate expectation values of the number of d-electrons, magnetic mo-
ments and the energy of the system. Since the Hamiltonian is quadratic with respect to creation and annihilation
operators, the Green function is the resolvent: (

ω − ĤNCAA
)
Ĝ = I (36)

In the case of non-collinear magnetism, the density of states is a matrix:

ρij(ε) =

(
ρααij ραβij
ραβij
∗

ρββij

)
(37)

which can be calculated using the imaginary part of the Green function

ραβij (ε) =
1

π
lim
s→0

ImGαβij (ε− is) (38)

where i, j refer to the atomic sites and α, β refer the spin projection.
The expectation values can be calculated as:

〈n̂i〉 =
εf∫
−∞

dεTrs ρii(ε) (39)

〈
M̂i

〉
=

εf∫
−∞

dεTrs σ ρii, (ε), (40)

where the trace operation is carried out with respect to spin degrees of freedom, and σ = (σx, σy, σz)
T are the Pauli

matrices. To calculate matrix elements of the Green function, an eigendecomposition of the Hamiltonian is used. Let
{εi}, {~yi} be the eigenvalues and eigenvectors of the NCAA Hamiltonian. Using the eigenvectors as a basis, the Green
function is diagonal:

Gkm =
δkm

ω − εk − iΓ
, k,m = 1..2P (41)

where P number of atoms. The Green function in the laboratory basis set can be obtained using the similarity trans-
formation:

Gαβij =

2P∑
k=1

〈xαi |yk〉Gdkk〈yk|x
β
j 〉 i, j = 1..P, (42)

where |xαi 〉 corresponds to the state on site i with the spin projection α. Using the equation above, one can find
expectation values of the operators in terms of eigenvalues and eigenvectors:

〈n̂i〉 =

2P∑
k=1

(
|〈x↑i |yk〉|

2 + |〈x↓i |yk〉|
2
)
Rkk (43)

〈
M̂i

〉
x

=

2P∑
k=1

2Re
(
〈x↑i |yk〉〈yk|x

↓
i 〉
)
Rkk (44)

〈
M̂i

〉
y

=

2P∑
k=1

−2Im
(
〈x↑i |yk〉〈yk|x

↓
i 〉
)
Rkk (45)

〈
M̂i

〉
z

=

2P∑
k=1

(
|〈x↑i |yk〉|

2 − |〈x↓i |yk〉|
2
)
Rkk, (46)

where

Rkk =
1

π
lim
s→0

ImGdkk =
1

π
arccot

εk
Γ
. (47)

and the energy is [5]:

E =
1

π

∑
i

εiarccot
(εi

Γ

)
+

Γ

2
ln

(
1 +

ε2i
Γ2

)
− Ui

4

(
N2
i −M2

i

)
. (48)
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Synthesis of compounds that can prevent bacterial resistance is of huge interest and gaining immense popularity. Cobalt (Co) is one of the cheaper
transition metals and its nano form has not been studied in details for antibacterial actions. Comparative analysis of Co nanoparticles with bulk
Co and standard antibacterials are also lacking. In our study, concentration dependent action of Co nanoparticles was observed from 0.125 to
128.0 µg/ml against S. aureus and E. coli. Zone of inhibition of Co nanoparticles was better against E. coli than S. aureus. Co nanoparticles
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Keywords: Cobalt nanoparticles, S. aureus, E. coli, antibacterial activity, activity index, fold increase.

Received: 6 November 2019

Revised: 10 December 2019

1. Introduction

There is a continuous battle throughout history between humans and multiple microorganisms. Major discoveries
and developmentsfor antibacterial drugs and other ways of infection control during the middle of the 20th century have
occurred, which helped significantly for human being and animals. However, rapid emergence of bacterial resistance
become as one of the major concerns of the 21st century. Antimicrobial resistance has become a global problem
with the fast increase in multidrug-resistant bacteria. Staphylococcus aureus (S. aureus) and Escherichia coli (E. coli)
are two common bacteria to which almost every human being and animal has been exposed. Some earlier treatable
microorganisms are currently becoming untreatable such as methicillin-resistant Staphylococcus aureus (MRSA) and
vancomycin-resistant enterococcus (VRE) [1]. Different strategies to address this challenge include the designing of
improved version of existing antibacterial classes, combinations therapy etc. have been attempted. These strategies can
be quite effective, but a high risk of rapid development of bacterial resistance still remains. Bacteria have the genetic
capability to transmit and acquire resistance to antimicrobial drugs. In the last three decades, different pharmaceutical
industries have produced a lot of new antibiotics, but the bacterial resistance to these drugs has also increased [2].
In view of the increase of bacterial resistance, synthesis of compounds that may prevent bacterial growth with least
cytotoxicity are of huge interest and gaining immense popularity in the area of drug development.

During past decades, applications of nanotechnology have brought many breakthroughs. In recent years, much
attention has been given to the applications of nanotechnology in various metals and metal oxides for their different
uses. Metal nanoparticles are exceptionally appealing better applications in contrast to mass materials due to their high
surface-to-volume proportion. There are many nano metals (such as silver, gold, copper, zinc etc.), which exhibit their
own structural properties and important biological activities [3, 4]. Metals have been used in the therapy of several
diseases of humans and animals since ancient times. Copper and cobalt (Co) ions have been used for centuries by
people to inhibit the growth of harmful microbes. Further, transition metals and their complexes are of current interest
from numerous point of view, like their use as antioxidant, antibacterial, antifungal, anticancer, anti-inflammatory
agent etc. [5, 6].

Co is one of the cheaper transition metals which have wide applications and also possesses antimicrobial proper-
ties. Co nanoparticles are of significant interests due to their exceptional magnetic and catalytic properties, and can be
used in super alloys, magnetic fluids, computer hard disks, magnetic sensor, catalyst etc [7]. Moreover, Co nanopar-
ticles are also more focused in healthcare system now days due to its antiseptic action. The concentration dependent
studies demonstrating antibacterial potentials of Co nanoparticles are very limited, and the studies on concentration
dependent comparative efficacy for antibacterial actions of Co nanoparticles with respect to its bulk form as well as
standard antibiotics are completely lacking to the best of our knowledge. In this context, we focused the attention
on the synthesis of Co nanoparticles to determine their antibacterial efficacy against S. aureus and E. coli at different
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concentrations, and their comparative analysis of antibacterial potentials with respect to bulk Co, oxytetracycline and
gentamicin at different concentrations.

2. Materials and methods

2.1. Materials used

The different chemicals of analytical grade were used for this investigation. Cobalt chloride hexahydrate (CoCl2 ·
6H2O), hydrazine hydrate, sodium hydroxide and ethylene glycol were used for the synthesis of Co nanoparti-
cles/nanofluids and purchased from Sigma Aldrich, USA. Dimethyl sulfoxide (DMSO) was purchased from SRL.
Bulk Co powder was purchased from Central Drug House (CDH), New Delhi, India. Oxytetracycline and gentamicin
were procured from Hi-media, Mumbai. The Muller-Hinton Agar (MHA), Muller-Hinton Broth (MHB) and nutrient
broth (NB) were purchased from Hi-media, Mumbai, India and used for antibacterial studies. The S. aureus (MTCC
1430) and E. coli (MTCC 2127) were two bacterial strains in used in this study. These were gifted from the Department
of Biotechnology, University of Jammu and revived by using the nutrient broth (NB).

2.2. Synthesis and characterization of Co nanoparticles

The synthesis of cobalt nanoparticles was carried out by reducing a cobalt(II) salt using hydrazine hydrate as
reducing agent according to the method of Zhu et al. [8] with some modifications. In a typical procedure, cobalt
chloride (10 g) was dissolved into 150 ml ethylene glycol and water mixture (2:1). The solution was stirred vigorously
until it completely dissolves. The pH of the solution was adjusted to 12 using aqueous NaOH solution. The solution
of CoCl2 was then treated with the mixture of hydrazine hydrate (50 %). After about 30 min, black solid particles
appeared. After the completion of reaction, the reaction mixture was centrifuged. The black particles collected were
washed several times with triply distilled water and absolute ethanol to remove hydrazine, sodium, and chlorine ions.
The final product was then dried in an oven at 60 ◦C.

The reduction reaction can be expressed as:

2Co2+ +N2H4 + 4OH− → 2Co + N2 + 4H2O.

The characterization studies of synthesized nanoparticles were conducted by using various standard techniques
like particle size analyzer (PSA), transmission electron microscopy (TEM) and scanning electron microscopy (SEM).
The particle size distribution (PSD) study of the synthesized nanoparticles was conducted by using Malvern Instru-
ments Zetasizer Nano-ZS instrument. The evaluation of the size and morphology of Co nanoparticles was done by
using transmission electron microscope (Hitachi H-7500). The scanning electron microscope (SEM-EDS) using SEM
(JEOL JSM – 6390LV) was used for the analysis of surface morphology of the Co nanoparticles.

2.3. Assessment of antibacterial efficacy

All the antimicrobial activity assays were performed in triplicate and confirmed by three independent experiments.
The antimicrobial activity of synthesized Co nanoparticles and its comparison with oxytetracycline, gentamicin and
bulk Co was investigated against the gram-positive i.e. S. aureus and gram-negative i.e. E. coli bacterial strains. The in
vitro antibacterial activity was conducted as per agar well diffusion method by using Muller-Hinton agar.The overnight
bacterial cultures (108 cfu/ml) were used for seeding of the autoclaved (at 121 ◦C and 15 lbs) Mueller Hinton agar
medium. Seeded agar was later on poured in glass petri plates(30 ml) and allowed for its solidification. Six wells
of 6 mm diameter were created into the agar plates and sealed with one drop of 0.8 % melted agar to prevent the
leakage of tested compounds. Oxytetracycline, gentamicin, bulk Co and Co nanoparticles were poured (30 µl of each
dilution) in the different wells and incubated at 37 ◦C for 24 hrs. The sensitivities of the bacterial strains to the different
concentrations of tested compounds were indicated by clear zone around the wells. Diameters of zone of inhibition
produced by of different concentrations of tested compounds were measured to quantify the antibacterial potentials.
In present study, DMSO was used as negative control (NC), and oxytetracycline and gentamicin were used as positive
control to compare the efficacy of the nanoparticles. Activity index (AI) and fold increase for the comparison of
antibacterial potentials of Co nanoparticles with bulk Co, oxytetracycline and gentamicin was also calculated by using
the values of zone of inhibition.

Activity Index (AI) =
Inhibition zone of the Co nanoparticles

Inhibition zone of the bulk Co or oxytetracycline or gentamicin
,

Fold increase (%) =

(
b− a
a

)
100,

where, a and b refer to the inhibition zones of oxytetracycline/gentamicin/bulk Co and Co nanoparticles, respectively.
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3. Results and discussion

Figure 1A is representing the PSD of Co nanoparticles. Sample of Co nanoparticles gives an overall z-average
size of 145.6 nm with polydispersity index of 0.372, which revealed that the distribution consists of a single size mode
without aggregates. TEM (Fig. 1B) and SEM (Fig. 1C) micrographs of Co nanoparticles showed that synthesized Co
nanoparticles have spherical morphology and average size of 13 – 25 nm. SEM image also indicated that the prepared
nanoparticles are of spherical shape. SEM picture specifies that individual nanoparticles are aggregated and give large
sphere like cumulative structure.

(A)

(B) (C)

FIG. 1. (A) The particle size distribution (PSD) of Co nanoparticles. Micrograph of TEM (B) and
SEM (C) of Co nanoparticles

In this study the synthesis of cobalt nanoparticles was followed as per the Zhu et al. method [8] with some
modifications. But, the size of Co nanoparticles in our study was very smaller than the size observed in the study of
Zhu et al. [8]i.e. 1 to 2 µm. This variation in size in our and study of Zhu et al. [8] was might be due to the variations in
the reaction media. The pure ethylene glycol was used as solvent in the study of Zhu et al. [8], where as ethylene glycol
and water mixture (2:1) was used in our study. Previous studies have also reported that solvents usually influence the
growth and the morphologies of crystals, and even the formation and the structure of crystals [9–11], because the
solvents can selectively control the surface energy of different crystallographic faces [12, 13].

Figure 2 is showing the representative images of bacterial culture plates with zone of inhibition produced by
different concentrations ofoxytetracycline, gentamicin, bulk Co and Co nanoparticles against S. aureus and E. coli.
Table 1 shows the mean value of diameters of zone of inhibition for oxytetracycline, gentamicin, bulk Co and Co
nanoparticles at different concentrations against both bacteria. In many of the earlier studies, both S. aureus and E.
coli are routinely used to evaluate the antimicrobial activities of diverse nanoparticles [14, 15]. We also selected these
two bacterial strains and found that synthesized Co nanoparticles produced larger zone of inhibition against E. coli
than S. aureus at the same concentration. This indicated that action of Co nanoparticles is stronger against E. coli than
S. aureus.
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FIG. 2. Zone of inhibitions of oxytetracycline (A & E), gentamicin (B & F), bulk Co (C & G) and
Co nanoparticles (D & H) against S. aureus (A–D) and E. coli (E–H) at different concentrations i.e.
(1) 128.0 µg/ml, (2) 32.0 µg/ml, (3) 8.0 µg/ml, (4) 2.0 µg/ml, and (5) 0.5 µg/ml. NC represents
negative control i.e. DMSO

TABLE 1. Zone of inhibition for oxytetracycline, gentamicin, bulk Co and Co nanoparticles (NPs)
against S. aureus and E. coli at different concentrations

Conc.
(µg/ml)

Zone of inhibition (mm) against S. aureus Zone of inhibition (mm) against E. coli

Oxytetracycline Gentamicin Bulk Co Co NPs Oxytetracycline Gentamicin Bulk Co Co NPs

128.0 20.92 17.33 9.50 20.17 19.33 16.83 11.33 21.50

64.0 19.17 14.17 9.33 18.00 18.50 13.83 10.67 19.33

32.0 17.17 13.17 9.25 17.00 16.67 12.67 9.83 18.17

16.0 16.17 11.83 9.00 15.83 15.33 11.33 9.50 17.00

8.0 15.42 10.92 8.92 15.33 14.42 10.33 9.33 15.75

4.0 14.17 10.58 8.67 13.67 12.83 9.17 9.25 15.00

2.0 13.00 10.08 8.50 12.83 12.17 8.17 9.00 14.17

1.0 8.50 8.17 8.33 11.75 8.17 7.17 8.92 13.33

0.5 0.00 0.00 8.08 10.67 0.00 0.00 8.67 11.92

0.25 0.00 0.00 7.92 9.33 0.00 0.00 8.50 11.17

0.125 0.00 0.00 7.50 8.50 0.00 0.00 8.25 9.67

Growth and survival of bacteria is also affected by size, morphology and concentration of nanoparticles. Pre-
vious studies have suggested that metal and metal oxide nanoparticles having 1 - 100 nm size and different shapes
might have promising antimicrobial actions [16]. Thus, size of 13 – 25 nm and spherical shape of our synthesized Co
nanoparticles revealed that our Co nanoparticles might be considered a promising antimicrobial candidate. The smaller
size of the metal nanoparticles than the pores of bacterial cell membrane helps the easy transmission of nanoparticles
across the cell wall to the cytoplasm, which further causes cell death [17]. Thus, the potent antibacterial potentials of
Co nanoparticles might be attributed to their relatively smaller sizes and high amount of surface-area-to-volume ratio
which facilitated close interaction with the bacterial membranes [18]. Earlier, it has been also reported that inhibition
of bacterial growth increases with the increase in concentration of nanoparticles [19]. In our study, concentration
dependent increase in diameter of zone of inhibition for Co nanoparticles was observed only up to 128.0 µg/ml against
both bacteria, and beyond this concentration, the size of the zone started to decrease. This might be due to the agglom-
eration of nanoparticles beyond these concentrations. Previously, it has been reported that optimum concentration
exist for nanoparticles at which higher effects are noticed in comparison to more or less concentration [20]. Thus, in



82 V. Gupta, V. Kant, A. K. Sharma, M. Sharma

this study, 128.0 µg/ml was the optimum concentrations for Co nanoparticles against S. aureus and E. coli. Oxyte-
tracycline, gentamicin and bulk Co showed increases in diameters of zones of inhibition in concentration dependent
manners against both bacteria at all the tested concentrations. Oxytetracycline and gentamicin did not show zone of
inhibitions at lower concentrations, i.e., below 1.0 µg/ml against S. aureus and E. coli (Table 1). Thus, oxytetracycline
and gentamicin were considered ineffective at lower concentrations. However, synthesized Co nanoparticles of present
study were effective below these concentrations and produced marked zone of inhibition up to 0.125 µg/ml. The bulk
Co also showed some antibacterial activity at all the tested concentrations, but the sizes of the zones of inhibition
produced by it were of smaller size in comparison to it nano form. These results suggested that the range of inhibitory
concentration for nano Co was broader with respect to oxytetracycline and gentamicin. Nano form of Co possesses
much better antibacterial efficacy in comparison to its bulk form. The markedly better antibacterial effects of nano
form of Co particularly at lower concentrations than other tested compounds of present study also revealed that Co
nanoparticles may provide antibacterial action for longer duration with less frequency of applications. In the coming
years, Co nanoparticles may be considered as a substitute for oxytetracycline, gentamicin and bulk Co in different
fields in relation to reduce the occurrence of antibacterial resistance.

Earlier studies have also shown the antibacterial actions of Co nanoparticles prepared by different methods.
Environmentally-benign synthesis of Co nanoparticles by using secondary metabolites from Celosia argentea plant
extract have showed antibacterial activity against E. coli and Bacillus subtilis (B. subtilis) [21]. Studies have revealed
that Co nanoparticles possesses potential for the development of antiamoebic nanomedicine. In a recent study, differ-
ent varieties of Co nanoparticles synthesized by hydrothermal and ultrasonication methods have been found effective
against amoeba species like Acanthamoeba castellanii (causative agent for threatening Acanthamoeba keratitis and
granulomatous amoebic encephalitis) [22]. The results of this study revealed that cobalt phosphate Co3(PO4)2 hexag-
onal microflakes, and 100 nm large cobalt hydroxide (Co(OH)2) nanoflakes showed potent amoebicidal activity as
compared to granular cobalt oxide (Co3O4). Further, other types of Co based nonmaterials have also shown the
antimicrobial actions. Cobalt oxide (Co2O4) nanoparticles have revealed the concentration (1, 50 and 100 mg/ml) de-
pendent antibacterial activity against different bacterial strains like E.coli, Pseudomonas aeruginosa (P. aeruginosa)
and B. subtilis [23]. Cobalt ferrite (CoFe204) nanoparticles have shown antibacterial activity against E. coli and its
minimum inhibitory concentration was found at 50 mg/L [24]. A comparative study of cobalt ferrite (CoFe2O4) and
silver-cobalt ferrite (Ag–CoFe2O4) nanoparticles, synthesized by wet ferritization and self-combustion methods using
Hibiscus rosa-sinensis flower/leaf extracts, showed inhibitory actions against the different strains of bacteria and fun-
gus, and the Ag–CoFe2O4 nanoparticles revealed better inhibitory potentials than CoFe2O4 nanoparticles obtained by
either of the two methods [25].

The surface of the nanoparticles has a significant effect in their bioactivity and materials made up of nanoparticles
have a much greater surface area per unit volume as compared to the materials made up of bigger particles (bulk mate-
rials). This makes nanoparticles more reactive and interactive to cell wall/membrane, which leads to their impairment
and results in leakage of cellular contents [26]. Previous study has revealed that the antibacterial activity of the nano-
materials increased with an increase in the surface-to-volume ratio due to the decrease in size of nanoparticles, and the
size of the nanoparticles might play a role in the antibacterial activity [17]. Although, the exact mechanisms by which
the metallic nanoparticles produce antibacterial actions are not clear and still under debate. Some possible mecha-
nisms are supposed by which they produce actions include, interaction of nanoparticles with the cell wall/membrane,
formation of reactive oxygen species (ROS), release of metal ions etc. Electrostatic attraction, vander waals forces,
receptor – ligand interactions and hydrophobic interactions are considered different ways which promote nanoparticles
and bacterial contact [27–30]. Nanoparticles can cross microbe membranes after making contact and interfere with
different bacterial metabolic pathways, and also induce changes in membrane shape and permeability. Nanoparticles
inside cells interact with the different microbial components and cause inhibition of enzymes, deactivation of pro-
teins, production of oxidative stress, modulate the gene expression and electrolyte imbalance [31]. Previous studies
have revealed that different metal nanoparticles produce various types of ROS, which resulted in their antibacterial
actions [32]. Different types of ROS are observed to inhibit transcription, translation, enzymatic activity, and the elec-
tron transport chain in bacteria [33, 34]. Metal ions also have tendency to attach and destroythe DNA molecule after
entry into the bacterial cell [26]. It has been observed that metallic nanoparticles have enhanced potential to combat
bacterial infections as compared to their salts, and the size of nanoparticles mostly influences the antibacterial mech-
anism [33, 35–37]. The fact that small sized nanoparticles tend to be more toxic to bacteria than large nanoparticles
and their bulk form is due to the larger surface area to volume ratio of small nanoparticles [38]. So, the antibacterial
actions by Co metal nanoparticles in this study might be due through different ways, which could be the reason for its
better effects as compared to standard antimicrobials.

The calculated values of activity index (AI) as well as fold increase (%) are used to analyze the comparative
antimicrobial efficacy of testedcompound with respect to other compound [39]. The tested drug/compound can be
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considered better against a particular bacterial strain, if its AI value is more than one. In our study, the AI for Co
nanoparticles with respect to (w.r.t.) oxytetracycline, gentamicin and bulk Co against S. aureus and E. coli were
calculated at various concentrations, and the values are presented in Table 2. The AI of Co nanoparticles was higher
than 1 w.r.t. oxytetracycline upto 1.0 µg/ml against S. aureus and at all the tested concentrations against E. coli.
The AI of Co nanoparticles w.r.t. gentamicin and bulk Co was higher than 1 at all the tested concentrations against
both bacterial strains. The calculation of fold increase (%) is another approach to determine the relative effect of
the tested compound in contrast to other compounds. The positive value of fold increase reveals the better potentials
of tested compound. However, negative value of fold increase reveals lesser efficacy of the tested compound than
other compound against a particular bacterial strain at the same concentration. The Tables 3 presents the values of
fold increase for Co nanoparticles w.r.t. oxytetracycline, gentamicin and bulk Co against S. aureus and E. coli at
different concentrations. We observed in this study that the positive values of fold increase of Co nanoparticles w.r.t.
other tested compounds against both bacterial strains supported the observations of AI. These findings are suggesting
that Co nanoparticles may have better antibacterial potentials, particularly at lower concentrations, than other tested
compounds of present study. So, Co nanoparticles may be used for applications/coating of different larger surface
area, cellulose bandages, uniforms, bed linen, medical equipment, different utensils of medical fields etc., which may
be useful as preventive approach to control microbial infections. This will make a substantial impact to reduce the
hospitalized bacterial contamination, mortality, costs of treatment etc.

TABLE 2. Activity index of Co nanoparticles with respect to (w.r.t.) oxytetracycline, gentamicin
and bulk Co against S. aureus and E. coli at different concentrations

Conc.
(µg/ml)

Activity Index
w.r.t. Oxytetracycline

Activity Index
w.r.t. Gentamicin

Activity Index
w.r.t. bulk Co

S. aureus E. coli S. aureus E. coli S. aureus E. coli

128.0 0.96 1.11 1.16 1.28 2.12 1.90

64.0 0.94 1.05 1.27 1.40 1.93 1.81

32.0 0.99 1.09 1.29 1.43 1.84 1.85

16.0 0.98 1.11 1.34 1.50 1.76 1.79

8.0 0.99 1.09 1.40 1.52 1.72 1.69

4.0 0.96 1.17 1.29 1.64 1.58 1.62

2.0 0.99 1.16 1.27 1.73 1.51 1.57

1.0 1.38 1.63 1.44 1.86 1.41 1.50

0.5 – – – – 1.32 1.38

0.25 – – – – 1.18 1.31

0.125 – – – – 1.13 1.17

Studies of last few years have showed that the applications of nanoforms of various metals like Ag, Cu,Tior Zn
etc has been augmented due to their bactericidal action against different bacterial strains. Nanoparticles of Ag, Cu,
Zn etc. are commonly and widely employed for different purposes like bactericides in catheters, burn wound care,
dental practices, antibacterial soaps etc. [40]. However, use of Ag nanoparticles has started to decline due to biologi-
cal safety of Ag nanoparticles, pigmentation effect of Ag nanoparticles on teeth etc [41]. The Co, metal used in this
study, is considered cheaper than silver. In the future, Co nanoparticles may replace the silver nanoparticles for vari-
ous applications. Additionally, metal nanoparticles are considered better antimicrobial pharmaceuticals in comparison
to organic nanoparticles due to their durability, high stability, lower mammalian cell toxicity etc. [42]. The promis-
ing antimicrobial efficacy revealed by Co nanoparticles might be very useful for several therapeutic applications in
biomedical sciences. Applications of Co nanoparticles may also be extended to food industry, textile industry, nursing
homes, water purification, air purifications, paint industry, sewage treatment, etc. There may also be new construction
of numerous materials such as antibacterial plastics, antibacterial ceramics, antibacterial clothes, antibacterial stain-
less steels etc. by using Co nanoparticles. Moreover, applications of Co nanoparticles coated materials in hospitals
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TABLE 3. Fold increase (%) of Co nanoparticles with respect to (w.r.t.) oxytetracycline, gentamicin
and bulk Co against S. aureus and E. coli at different concentrations

Conc.
(µg/ml)

Fold increase (%)
w.r.t. Oxytetracycline

Fold increase (%)
w.r.t. Gentamicin

Fold increase (%)
w.r.t. bulk Co

S. aureus E. coli S. aureus E. coli S. aureus E. coli

128.0 -3.59 11.21 16.35 27.72 112.28 89.71

64.0 -6.09 4.50 27.06 39.76 92.86 81.25

32.0 -0.97 9.00 29.11 43.42 83.78 84.75

16.0 -2.06 10.87 33.80 50.00 75.93 78.95

8.0 -0.54 9.25 40.46 52.42 71.96 68.75

4.0 -3.53 16.88 29.13 63.64 57.69 62.16

2.0 -1.28 16.44 27.27 73.47 50.98 57.41

1.0 38.24 63.27 43.88 86.05 41.00 49.53

0.5 – – – – 31.96 37.50

0.25 – – – – 17.89 31.37

0.125 – – – – 13.33 17.17

may help reduce the prevalence of nosocomial infections. The utilization of Co nanoparticles coated materials in
many industries may also be beneficial to check bacterial deterioration of material. Combination therapy of metal
nanoparticles with antibiotics has showed some synergistic effects [43, 44]. Therefore, use of combination therapy of
Co nanoparticles with standard antibiotics against simple or mixed type microbial infections may be extended for the
formulations of more efficacious preparations.

4. Conclusion

In conclusion, the Co nanoparticles possess much better antibacterial efficacy than its bulk form and are also
better than standard antibacterials, particularly at lower concentrations, against S. aureus and E. coli. In future, the
strong antibacterial potentials of Co nanoparticles may extend its applications in different fields and could create a
great revolution in the field of health care.
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In this work, ultrathin silicon solar cell design employed with the aid of periodic silver (Ag) nanoparticles substituted on an aluminium (Al) grating
to improve the optical performance by using rigorous coupled-wave analysis (RCWA) method. The enhanced light absorption was observed in the
silicon absorber region, due to the photonic and plasmonic modes between the metal and dielectric surface. With the optimal structure, maximum
short-circuit current densities were observed at transverse magnetic (∼ 36.13 mA/cm2) and electric (31.59 mA/cm2) modes. Further, we have
demonstrated the effectiveness of the different ultrathin silicon solar cells with plasmonic structures and compared.
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1. Introduction

Nowadays, photovoltaic (PV) industries have been drawn great interest in silicon-based materials due to their
natural abundance, low cost, long-term stability with well-equipped technology. These advanced technologies have
the capability to yield higher conversion cell efficiency with better stability and researchers are continuously work-
ing in that area. Particularly, the nanostructure or thin-film material is appropriate and holding promises to enhance
optical performance in PV devices [1]. However, the light trapping mechanism plays a crucial role in the solar cells
and improving optical properties due to the various nanostructure such as a nanoparticle, nanorod, distributed Bragg
reflector (DBR), nanograting (metal/dielectric) and different refractive indexed nanostructures [2–6]. Among these,
noble metal nanoparticles and nanogratings are evidenced by the strong absorption enhancement in the visible and
IR spectral region. It can change the optical properties easily by inducing the charge carrier generation. Past few
decades, researchers are concentrating on the noble metal nanoparticles (Au, Ag, Al, Cu) in solar cells and excessively
studied their performance [7–9]. Sidharthan and Murugesan explored the improved light absorption in the thin-film
solar cell using an aluminium (Al) grating and silver (Ag) nanoparticles. The significant improvement noticed in
the light absorption due to the combination of metal nanostructures. They have reported ∼ 5.4 % enhanced absorp-
tion noticed when compared to the planar metal structure [10]. Zhang and Gu numerically explained the plasmonic
light trapping effect in the ultrathin silicon solar cell with metal back reflectors using the finite difference time do-
main (FDTD) method. The maximum light absorption achieved at longer wavelengths due to the surface excitation
and plasmon-coupled guided-mode resonance. The reference cell yields a current density of ∼ 3.55 mA/cm2 and
the silver integrated thin-film silicon solar cells achieved ∼ 6.8 mA/cm2 within 100 nm thin silicon absorber lay-
ers. This investigation generated a significant effect on the plasmonic light-trapping structure-based solar cells [11].
Sathyamoorthy et al. studied the localized surface plasmon on a gold nanoparticles and found optimum thickness.
The enhanced plasmonic effects were observed due to the size and shape of the dielectric medium around the gold
nanoparticles. They demonstrated the gold nanoparticles were exhibited maximum plasmonic enhancement at 532 nm
wavelength range with 60 nm size of the nanoparticles. Further, the Rayleigh scattering study was carried out with
their experimental results [12]. Kakavelakis et al. investigated the efficiency and stability of perovskite solar cells by
the addition of noble metal nanoparticles. They demonstrated the Ag and Au nanoparticles were providing their maxi-
mum power conversion efficiency. Similarly, the Al nanoparticles based solar cell device shown remarkably improved
stability as compared others and achieved efficiency up to 13.5 % [13]. Enrichi et al. explored the various plasmonic
enhanced solar cells with possible strategies with the results. They reported that the performance of solar cell was
determined by the limiting factors, for example, reducing size (layers/particles), acceptance angle of active region,
active materials, adopting light trapping schemes and exploiting spectral modification. Furthermore, the plasmonic
nanostructure has been boosting by scattering and concentrating the electromagnetic field towards the active region in
the device. The different plasmonic approaches were discussed and compared, also provided a few key conclusions



Optical pathlength enhancement in ultrathin silicon solar cell ... 87

to understand the goal and future perspective of the field [14]. Morawiec et al. investigated the optical properties
of localized surface plasmon resonance using self-assembled Ag nanoparticles (NPs) for photovoltaic applications.
They fabricated Ag NPs on various substrates by the solid-state dewetting method and demonstrated the structural
and optical properties of prepared nanostructures. The obtained spherical and uniform NPs were integrated as plas-
monic backside reflector. The parasitic absorption in thin absorber deposited on the backside reflector measured using
optoelectronic spectroscopic techniques [15].

In the proposed work, the ultrathin silicon solar cell performance was studied by using plasmonic backside reflec-
tors. In section second, explained the designing approach of the complete solar cell. The current density, absorption
spectrum, transverse electric (TE) and magnetic (TM) field analysis of optimal solar cell results were studied in section
third. Finally, section fourth concludes the paper.

2. Designing approach

Figure 1 shows the illustration of ultrathin silicon solar cell and investigated using the RCWA method. In this
simulation, the work was performed using the RCWA method, which is also known as a simple and fast technique.
Initially, 50 nm thick layer of indium-tin-oxide (ITO) acting as an antireflection coating (ARC), silicon absorber with
50 and 100 nm thick aluminium (Al) layer acting as a substrate. On the metal substrate, Al grating added with
50 nm height (Gh) and 100 nm width (Gw) to scatter light at a larger angle. Because the metal nanogratings offer an
opportunity for improving the electromagnetic (EM) fields near the surfaces by surface plasmon polariton [16].

FIG. 1. The schematic diagram of ultrathin silicon solar cell

Furthermore, the 20 nm diameters silver (Ag) nanoparticles periodically substituted on the Al gratings to enhance
light trapping mechanism. Shilpa et al. reported the nano-sized (or nanoparticles) structure enhanced the conversion
efficiency of silicon thin-film solar cells. They demonstrated the highest absorption achieved by optimal geometri-
cal parameters of Ag nanoparticles than the Au nanoparticles [17]. Probably, the silver nanoparticle is the suitable
material to scatter the incident light into the absorber region as compared to other noble metals like gold (Au) and
aluminum (Al). The light absorption was expected to be improved due to Al grating and Ag nanoparticles within
the solar cell. Recently, various methods are available in the market to study the enhancing optical absorption and
the conversion efficiency of PV devices [18]. Our simulation structure was terminated by two boundary conditions,
first periodic boundary condition (PBC) is employed (parallel) in x- and y-axis, another perfect matched layer (PML)
condition at z-axis and it has perpendicular to the light propagation direction. Here, the smallest spatial grid size
(10 nm), harmonics (5) used throughout the simulation to maintain the accuracy of the RCWA calculations. Further,
the designed solar cell structure extended and comparative studies are carried out using four different ultrathin film
cells.
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3. Results and discussion

To compare the performance of various solar cell structures, hereafter named as solar cell A: ARC only, B: ARC+
Substrate, C: ARC+ NPs+ Substrate, D: ARC+ GRA+ Substrate and E: ARC+NPs+GRA+Substrate. Figure 2 depicted
the short-circuit current density (Jsc) of the different ultrathin film silicon solar cell.

FIG. 2. The types of solar cell vs. short-circuit current density (mA/cm2)

The short-circuit current density (Jsc) associated with the number of light photons absorbed by the silicon ab-
sorber which could be generating the electron-hole pair combination and the charge carriers contributing the enhance-
ment of current density [19]. Here, the improvement of different solar cell performance noticed with respect to simu-
lated structure. First, solar cell ‘A’ shows less current density as compared to the other designed cell structure. From
the result, cell ‘E’ reveals the highest current density in both modes such as transverse electric (∼ 31.59 mA/cm2) and
transverse magnetic (36.13 mA/cm2) fields due to the combination of Ag NPs and Al grating. The incorporation of
metal nanostructures, the significant optical performance was noticed by inducing charge carrier generation and acts
as a light scattering source [20–23].

Figure 3(a,b) shows the absorption spectrum plotted in both polarizations (TE & TM) conditions against the inci-
dent wavelength for five different ultrathin film solar cells. In TE case, Fig. 3(a) represents increased light absorption
spectrum in the ascending order like cell A, B, C, D and E. The solar cell ‘A’ composed of anti-reflection coating
(ARC) with absorber shows better absorption from 370 to 400 nm. Solar cell ‘B’ shows one sharp peak at 390 nm
and enhanced broader curve noticed from 670 to 1110 nm due to planar Al substrate. Solar cell ‘C’ shows shifted the
highest peak from 430 to 520 nm and the broader curve obtained significantly from 590 to 900 nm due to added Ag
nanoparticles on the planar Al substrate. Similarly, the Ag nanoparticle replaced with Al grating and observed sharp
or highest peak shifted at 520 nm but failed to prove a broader curve in longer wavelength region as shown in cell
‘D’. Finally, cell ‘E’ depicts the sharp peak between the cells ‘C’ and ‘D’ because of the combined effect of metallic
(grating & nanoparticles) nanostructure.

Figure 3(b) depicts various solar cell absorption spectrum under TM polarization. In cell ‘A’ and ‘B’ absorption
curve not enhanced considerably. However, metal nanoparticle (Cell C) and grating (cell D) based designed structure
reveals sharp and broader peaks in visible and infrared wavelength due to plasmonic effects such as LSP and guided-
mode resonance (GMR). Solar cell ‘E’ remarkably enhanced the collection of the photon and observed broader curve
in the visible range due to metal grating and nanoparticle, but infrared region reduced the plasmonic effect as compared
previous (C and D) two designed solar cell where there is a need for more optimization.

Overall, both polarization causes a significant decrease in the absorption into three modes such as 760, 930 and
1120 nm. Stuart and Hall have demonstrated a smaller number of modes available in absorption spectra because of
that enhanced absorption reduced significantly due to some circumstances [1]. However, the required light absorption
to be enhanced due to suitable light trapping mechanism within ultrathin materials and it can improve beyond the 4n2

limits [12].
Figure 4(a–c) shows the electric field distributions in the designed ultrathin silicon solar cells using the RCWA

method. The field has a normal incident angle (0◦) and light is parallel to the grating and nanoparticles. Here, the
optical concept such as diffraction, scattering, reflection and interference of the light provoked the intensity modula-
tion. The Fabry-Perot resonance and strong guided modes observed at the different incident wavelength (420, 510 &
1160 nm) as shown in Fig. 4(a–c).
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(a) (b)

FIG. 3. Light absorption spectrum for TE (a), TM (b) polarization at different cell and comparison
with standard solar spectrum (Wm−2nm−1) on the earths surface (c)

(a) (b) (c)

FIG. 4. Electric field intensity distributions with the guided modes at the wavelength (a) 420 nm,
(b) 510 nm and (c) 1160 nm with the normal incident

Figure 5 depicts the light interference between the ultrathin silicon solar cells and compared various incident
center wavelengths. Here, the metal forces vanishing of the electric field within the tiny distance. For a conductor,
the electric field should have a node (grating) with that the coherent (superposition) monochromatic light described
as standing wave above the absorber [24]. Fig. 5(a–e) shows the magnetic field distribution of difference shorter and
longer wavelength. Fig. 5(a) shows the guided modes in the absorber region and localized surface plasmon on the Ag
nanoparticles which generated the maximum number of charge carrier at 420 nm incident wavelength. The visible
wavelengths are 460 and 670 nm shows the strongly localized surface plasmon (LSP) appeared on the Al grating and
Ag nanoparticles as revealed in Fig. 5(b,c). Remarkably, infrared wavelength (990 and 1120 nm) indicates the strong
LSP observed in Fig. 5(d) due to metallic nanostructures. Overall, the strong plasmonic effect shows through bright
(red color) regions corresponding to the field intensity. The silver nanoparticles were supporting and boosting the
collection of charge carrier absorption within the solar cells [9].

4. Conclusion

In conclusion, we have investigated the light trapping ability of Ag nanoparticle functionalized Al grating as back
reflector in ultrathin silicon solar cell using RCWA method. The results shown enhanced optical performance in the
visible and infrared region by accompanying the standing wave with in the absorber region. Finally, the optimized
ultrathin silicon solar cell yielded the highest current density ∼ 31.59 mA/cm2 (TE) and ∼ 36.13 mA/cm2 (TM) within
50 nm silicon absorber region. Further, this work addressing the improved plasmonic effect in ultrathin film solar cells
by using metal nanostructures with perfect forward scattering while getting rid of backward scattering.
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(a) (b) (c)

(d) (e)

FIG. 5. The magnetic field intensity profiles at (a) 420 nm, (b) 460 nm, (c) 670 nm, (d) 990 nm and (e) 1120 nm
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In recent years, bismuth selenide has attracted a good deal of attention due to its unique properties. Bismuth selenide is a topological insulator which
has surface conductivity that makes it an attractive compound for practical applications. Employing the solid state reaction, bulk bismuth selenide
compounds in four different stoichiometric ratios of Bi/Se have been prepared at 850 ◦C in a muffle furnace. The synthesized bismuth selenide
compounds were characterized using XRD. Two most intense peaks were identified, corresponding to the (006) and (0015) planes which conform
with the formation of bismuth selenide. Thin films of these compounds were deposited on Soda lime glass substrate by thermal evaporation method.
Thin films were characterized by EDAX, SEM and RAMAN. Two clear vibration modes are observed corresponding to E2

g and A2
1g modes. Optical

properties of thin films were also studied. Electrical band gap is found to increase with the increment in the amount of Bismuth in thin films.
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1. Introduction

At present, thermoelectric materials (TE) are considered in many applications such as solid state power generating
devices and refrigerating devices [1]. Bi2Se3 is a hot area of research because it is topological insulator which is an
insulator but has surface conductivity. Bi2Se3 is a semiconductor belong to group V-VI [2]. Bismuth Selenide is
environmentally friendly because ozone depleting elements like chlorofluorocarbons (CFCs) are not produced by
it [3]. Recently by calculations and photoemission spectroscopy measurements on bismuth Selenide it is observed
that it is a three dimension topological insulator with nondegenarate spins that makes it a perfect option in electronic
and spintronics applications [4]. It is a well-known compound for its unusual anisotropic layered crystal structure,
which increases the electrical conductivity of bismuth selenide [5, 6]. Bi2Se3 is a compound which has rhombohedral
crystal structure. Bi2Se3 possess stacked layers of Bismuth and selenium that are held together by weak Van der Waals
interactions. Each layer of bismuth selenide is one quintuple layer (QL) and five atoms are covalently bonded with each
other along Z axis in the order of Se-Bi-Se-Bi-Se [7]. Bi2Se3 have applications in photosensitivity, photoconductivity
and thermoelectric power devices because of their fantastic electrical and optical properties [8]. Therefore it is essential
to determine the optical properties of bismuth selenide such as light absorption. According to R H Bari, Bi2Se3 is a
narrow band semiconductor [9]. Band gap of Bi2Se3 lies between 0.2–0.3 eV in early report [10, 11]. Thin films of
Bismuth Selnide have wide technological applications in solar devices, optoelectronic chemical devices [12], optical
recording system and decorating coatings [13]. There are various methods to synthesize thin films including: chemical
deposition [14], Magnetron sputtering [15], Successive ionic layer adsorption (SILAR) method [16], Molecular beam
epitaxy [17,18], Thermal evaporation [19] etc. In this communication, we report the synthesis of bulk bismuth selenide
of different stoichiometries (0.123 to 0.309) by solid state reaction of bismuth and selenium. The aim of preparing four
different samples is to investigate the effect of composition ratio on the structural and optical properties and to find
out the best stoichiometry out of four different samples, which could be more applicable in field of photoelectronic
and solar application. As in earlier literature only bi-layer thin films of Bi2Se3 having elemental ratio of 0.66 have
been discussed. But in the present work, bulk bismuth selenide compounds and their thin films deposition by thermal
evaporation process have been discussed. Achieved band gap values have been compared with previous literature to
determine the best thin film which has lowest band gap, could be used in solar applications.Various characterizations
techniques such as EDAX, RAMAN, SEM and optical microscopy were employed to study the films.
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2. Experimental Analysis

2.1. Synthesis of Bismuth Selenide solid sample

Elemental precursors of Bi and Se of 99% purity were taken in quartz ampoules. After that ampoules were sealed
maintaining the vacuum pressure of 10−6 torr. These ampoules were allowed to heat in muffle furnace at 850 ◦C for
15 minutes and then they were allowed to cool at room temperature. Finally, these ampoules were broken and samples
were taken out and chunks were prepared for the preparation of thin films.

2.2. Synthesis of bismuth Selenide thin films

Thermal evaporation method is used for deposition of thin films from the prepared chunks. Thin films have
been fabricated on Soda Lime Glass substrates. Prior to the deposition, all the substrates were rinsed in acetone and
ultrasonically cleaned to remove the contamination from the surface of the substrates. Then hot bath were given at
hot plate at the temperature of 70 ◦C with 80 rpm and lastly were rinsed in distilled water and were dried. Chunks
of bismuth selenide prepared by solid state reaction method were used as a target for the preparation of thin films,
employing the thermal evaporation method. The deposition chamber was evacuated to the vacuum of 10−6 torr and
for uniform deposition substrates were rotated at constant rate of 8 rpm. Deposition has been done at constant rate
of ∼2Å/s. Four different thin films of bismuth selenide with the thickness of 100 nm has been synthesized by using
the four solid state reacted compounds. Further these thin films have been annealed at the temperature of 200◦C. The
phase and crystallography structure of solid samples of bismuth selenide have been studied by XRD. RAMAN spectra
of thin films were also analysed. SEM and EDX were characterization have been performed to study morphological
features and elemental composition respectively. Optical properties of thin films also have been analysed.

3. Result and discussion

3.1. X-Ray diffraction

To identify the crystallography of four solid samples of bismuth selenide, X-ray diffraction technique was used.
Fig. 1 shows the XRD pattern of four solid compounds of bismuth selenide. From the XRD data it is clearly seen that
two peaks are observed strongly along (006) and (0015) planes.

It means that bismuth selenide nanoparticles have the prominent growth in the direction of (006) and (0015)
planes. The observed peaks are approximately matching with standard JCPDS data. The planes (006), (0015) corre-
spond to theoretical data of Bi2Se3 (JCPDS file no. 33-214). Researchers observed peak corresponding to (006) plane
and found that as bismuth increases in composition ratio, peaks shift towards high theta.

FIG. 1. XRD pattern of four solid compounds of bismuth selenide
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3.2. Elemental analysis by EDX (ENERGY DISPERSIVE X-RAY SPECTROSCOPY) of as deposited
bismuth selenide thin films

The elemental compositions of thin films were analyzed by energy X-ray spectroscopy (EDAX). Table 1 repre-
sents the results of elemental composition of bismuth and selenium present in as-deposited thin films (TF).

TABLE 1. Atomic percent and weight percent of Bismuth and Selenium in thin films

Sample Name Wt% At% Bi/Se

Element Bi Se Bi Se Atomic Ratio

TF–1 24.5 75.5 11.02 88.98 0.123

TF–2 31.57 68.3 14.85 84.15 0.176

TF–3 32.55 67.5 15.42 84.58 0.182

TF–4 45.1 54.9 23.63 76.37 0.309

The EDX results indicate the presence of bismuth and selenium in thin films of different stoichiometry. The ratio
of Bi/Se is increases from TF–1 to TF–4.

3.3. SEM (Scanning Electron Microscopy)

The surface morphology of synthesized and annealed thin films of bismuth selenide have been studied against the
SEM images. Fig. 2 shows the SEM images of as deposited thin film and annealed thin films. The data is extracted of
grain size of five to six particles and presented the mean data of these values.

FIG. 2. SEM images of Bismuth Selenide thin films

From the SEM images it is clearly observed that annealing treatment affects the size of particle. It is profound that
the grain size of thin films increased with the annealing treatment. A comparative analysis of grain size as a function
of stoichiometric variation and annealing treatment has been disclosed in Table 2. The average grain size calculated
using of different particle in single film. TF–1 to TF–3 the average grain size goes on decreasing. For films with
higher concentration of bismuth ions, the growth occurs with multiple nucleation centers resulting in lower grain size,
while for lower concentration of bismuth ions, comparatively lower nucleation centers gives higher grain size (20).
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TABLE 2. Average grain size of particle in thin films for as-deposited and annealed thin films

Average grain size Average grain size

Thin film (TF) RT thin films annealed thin films

(nm) (nm)

(1) 41 100

(2) 60 97

(3) 28 54

(4) 124 137

This phenomenon is fully followed for TF–1, 2, 3. But TF–4 showed the higher grain size in comparison to other thin
films and which may be due to some the formation of some other phases.

3.4. Raman Spectroscopy

Raman spectrometer is employed to study the vibration modes in thin films with wavelength of 532 nm (diode-
pumped frequency doubled Nd:V) with better resolution. Theoretically there are four Raman active modes in bismuth
selenide (Bi2Se3). There are two A1g modes and two Eg modes in bismuth selenide (Bi2Se3). A1g modes represent
the atomic vibration along perpendicular to the layer and Eg modes are atomic vibration in plain [21].

Figure 3 shows the Raman spectrum of different four thin films of bismuth selenide. Clear Raman modes were
observed at 131 cm−1 and 170 cm−1 corresponding to E2

g and A2
1g modes of Bi2Se3 [22]. The peaks result indicates

that annealed thin films of bismuth selenide have better vibration modes than room temperature thin films. In annealed
thin films A1g mode is activated but in room temperature thin films it is not observed sharply. The low frequency
modes E1

g and A1
1g not observed due to high Rayleigh background. The intense peaks of E2

g and A2
1g in bismuth

selenide thin films reveal information of good quality.

FIG. 3. Raman spectrum for thin films at RT and annealing temperature 200 ◦C for different four samples
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4. Optical Studies

Optical features of bismuth selenide thin films have been investigated by using UV-VIS spectrophotometer [LAMBDA
750 (Perkin Elmer)]. Optical absorption spectra has been recorded at room temperature within the spectral range of
400 to 1600 nm for as- deposited and annealed thin films.

The variation in optical absorbance with wavelength is delineated in Fig. 4. The absorption coefficient (α) is a
function of photon energy. The absorption coefficient (α) is calculated using Lambert law [23] as:

α = (2.303A)/t,

whereA is the optical absorbance and t is the thickness of the thin films. Thickness of all thin films is same of 100 nm.
Absorption coefficient (α) provides the information about the type of optical transition occurred between conduction
band and valence band of the sample.

FIG. 4. Optical absorption of bismuth selenide thin films (a) as-deposited (b) annealed at 200 ◦C

The Tauc’s equation for the calculation of direct band gap is given as:

αhν = A(hν − Eg)
n,

where A is a constant which is related to the effective masses associated with the bands and Eg is band gap between
conduction band and valance band. The index n is depends on the type of electronic transitions, for direct transition
has n=1/2 or 3/2 while for indirect transition n=2 or 3, whether the transition are allowed or forbidden [24].

Tauc’s plot for thin films have been presented in Fig. 5. The optical absorption coefficient is found to be in order
of 10−6 m supporting the allowed direct band transition of the material. Allowed optical band gap is calculated by
extrapolating the edge on energy axis (hν). The calculated band gap values are found within the range of 1.79–1.94 eV
for as-deposited thin films and 1.33–1.4 eV for annealed thin films. The band gap values obtained for fabricated thin
films in this work exhibited the lower values in comparison to the earlier data presented by researchers [25, 26].
Annealing treatment caused the decrement in the value of band gap. Further, the effect of stoichiometry variations is
also detected in the values of band gap as it goes on decreasing with the increase in at% of Bi in the film composition.
It may be due to smaller at% of Se; smaller would be the possibility of formation of localized levels in the forbidden
gap. When the dislocation density is fairly high there is an increase in band gap of semiconductor material [27].
TF-1 to TF-3 band gap value decreases. Elemental value of Se in TF-4 is very low in amount in comparison to other.
Because selenium is a semiconductor and very low amount of Selenium increase the band gap of TF-4.

The obtained values of band gap of bismuth selenide thin films are near the optimum value for photovoltaic
conversion, which suggests that Bismuth Selenide thin films have promising applications in the field of solar energy
and photoelectronics [28].

5. Conclusions

In previous work, researchers synthesized Bi2Se3 thin films having elemental ratio of 0.66, but in the present work,
different thin films with different stoichiometric ratios (0.123 to 0.309) of Bi/Se have been prepared on glass substrate
by thermal evaporation method. The foremost aim of the preparation of four different samples is to investigate the
effect of compositional variation on the structural and optical properties and to find out the best stoichiometry out of
four different samples, which could be more applicable in field of photoelectric and solar application. The EDAX of
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FIG. 5. Variation of (αhν)2 Vs hν for as-deposited and annealed thin films

thin films indicated that the films were non-stoichiometric. The process of agglomeration becomes more prominent
with the increment in of Bi/Se ratio. TF-1 which has elemental ratio 0.123 showed band gap 1.79, further insertion of
Selenium in thin films caused a decrement in the band gap of thin films. But TF-4 which has high value of elemental
ratio (0.309) of Bi/Se showed higher band gap value because of very low concentration of selenium. Out of four thin
films, TF-3 which has elemental ratio 0.182 showed good optical results. Obtained band gap values of thin film reflect
that these thin films used in field of solar energy. So that in many applications TF-3 could be used in place of Bi2Se3
thin film.
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Nanocrystalline cerium oxide (CeO2) is considered as one of the most promising inorganic materials for biomedical purposes. The unique redox-
activity, high biocompatibility and low toxicity of CeO2 nanoparticles open great prospects in their biomedical usage as a therapeutic agent,
including acceleration of skin regeneration processes after injuries of various etiologies. As part of this work, a hydrogel based on natural polysac-
charides modified with CeO2 nanoparticles was synthesized and its therapeutic efficacy in the treatment of planar full thickness and linear skin
wounds in rats was shown. Basing on wound surface area measurements, results of skin wounds tensiometry and histological analysis it was found
that polysaccharide hydrogel significantly reduces planar and linear wound healing times. Polysaccharide hydrogel modified with CeO2 nanopar-
ticles facilitates rapid reduction of wound defect area and the scar formation with complete tissue regeneration in the wound area. Additionally,
composite hydrogels reduce the manifestations of non-specific signs of inflammation and intoxication. Thus, polysaccharide hydrogel modified
with CeO2 nanoparticles can be regarded as an effective wound healing substance in the therapy of skin injuries of various etiologies.

Keywords: wound healing, hydrogel, cerium oxide nanoparticles, cutaneous application, regeneration, cell proliferation.

Received: 1 November 2019

Revised: 15 January 2020

1. Introduction

One of the most promising nanomaterials for biomedical applications is nanocrystalline cerium dioxide (i.e.,
CeO2 nanoparticles). The unique redox activity of CeO2 nanoparticles provides its specific activity in a biological
microenvironment [1–4] that drastically distinguishes cerium from the other elements of the lanthanides family. CeO2

nanoparticles are able to inactivate a wide range of reactive oxygen species (ROS), even at nanomolar concentrations,
effectively preventing intracellular oxidative stress [5, 6]. The physico-chemical and biological behavior of CeO2

nanoparticles in the cell is dictated by many factors. To explain the bioactivity of CeO2 nanoparticles, most authors
extrapolate existing data on their activity in catalytic processes (cracking, exhaust gas after burning, organic oxidation)
to biological processes, describing CeO2 nanoparticles as a “biological catalyst”, nanozyme [7, 8]. It is generally
accepted that the unique biological activity of CeO2 nanoparticles is affected by several factors, including the shape,
size, crystallinity and surface charge of the particles [9]. The above characteristics depend on the synthesis conditions,
the nature of the precursors and surfactants, etc [10].

Earlier, we showed the possibility of using CeO2 nanoparticles to accelerate the proliferation of human mes-
enchymal stem cells (MSC) isolated from dental pulp and human Wartan jelly, as well as mouse embryonic stem
cell culture [11–13]. CeO2 nanoparticles inhibited intracellular oxidative stress directly by inactivation of ROS and
indirectly via modulation of gene expression, which provided natural and microenvironment for cell proliferation and
migration. Additionally, it has been shown that polylactide scaffolds modified with CeO2 nanoparticles can be used
as unique material for effective growth and proliferation of human mesenchymal stem cells [14]. Moreover, CeO2

nanoparticles are capable of enhancing the viability of neuronal cell cultures, including astrocytes, neurons, oligoden-
drocytes and microglial cells [15, 16]. CeO2 nanoparticles application into neuronal cell culture leads to prolongation
of their life span up to 280 days. Thus, CeO2 nanoparticles are able to stimulate the growth and proliferation of various
types of cell cultures in vitro [17]. Meanwhile, all previous studies demonstrate its efficacy in various models only,
skipping over the detailed research of the molecular mechanisms of its activity.
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In this work, a polysaccharide hydrogel based on carboxymethyl cellulose, chitosan, fucoidan and carrageenan
modified with citrate-stabilized CeO2 nanoparticles was synthesized and its therapeutic efficacy was shown in the
treatment of model planar and linear skin wounds in rats.

2. Materials and methods

2.1. Laboratory animals. Animal care and maintenance

Experimental procedures were performed on Wistar white rats. Rats weighing 180 – 190 g at the age of 12 –
13 weeks were used. Animal maintenance was carried out in accordance with the rules adopted by the European
Convention for the Protection of Vertebrate Animals (Strasbourg, 1986). The animals were fed twice a day. Animal
maintenance was in accordance with the rules of Good Laboratory Practice (GLP) and the Order of the Ministry of
Health of the Russian Federation No. 199n “Rules of Good Laboratory Practice”. Animals had unlimited access to wa-
ter using special drinking bottles for rodents. Preliminary bacteriological analysis and sanitary chemical examination
of water was performed. There was no contamination of the bedding, feed and water that could affect the results of the
study. During the study each animal was examined daily. The examination included an assessment of overall behavior
and systemic condition of animals. When applying test preparations, the examination was carried out approximately
2 hours after the application. Visual characteristics were recorded by photographing the wound on the 2nd, 7th, 14th
and 28th days. Wound sizes were recorded by metric methods.

2.2. Vital signs monitoring in laboratory animals

Animal weighing was carried out immediately prior to wound simulation on the 2nd, 7th days, and then once a
week to control body weight dynamics and immediately prior to euthanasia to calculate the percentage of organ weight
to body weight. Blood samples were collected from animals before the start of the experiment, on the 2nd day after the
wound simulation (puncture of the tail vein) and immediately before euthanasia. On the day before blood sampling
feed-troughs with food were withdrawn from rat cages. The next day, the animals were sacrificed in a CO2 chamber
and blood samples were collected to analyze the following parameters: hemoglobin, erythrocyte count, leukocyte
count, leukogram, platelets, lymphocytes, monocytes, neutrophils. Finally, pathomorphological studies were also
performed. The pathomorphological study included necropsy, macroscopic examination, weighing of internal organs,
and histological examination of the wound surface of the skin.

2.3. Simulation of skin integument injury

2.3.1. Formation of a planar full-thickness wound. A day prior to the experiment, hair-coat of rats was trimmed
at the site of the intended wound infliction. Animals were immobilized by means of ether inhalation anesthesia, a
circular flap of skin of 60.0 ± 1.0 mm2 was cut off with rounded-end surgical scissors from cervico-occipital region
using a stencil. Wounds remained open until the end of the experiment. Levomecol ointment was used as a control
medication. Animals were divided into 4 groups of 6 test subjects in each. The first group was intact without wound
infliction. The second one was a control group without drug application onto the wound, with spontaneous wound
healing. In the third group, Levomecol ointment was applied onto the wound. In the fourth group, a CeO2 containing
hydrogel was applied onto the wound. Immediately after the operation and then daily for 14 days experimental groups
of animals were treated with hydrogels in an amount of 0.2 g. The hydrogel was preheated in a water bath to 38 –
40 ◦C and then applied with a glass rod onto the wound surface. Thereafter, the animals were placed for 2 hours
into special individual plastic containers to restrict locomotor activity and to prevent gel licking. After releasing of
rats from the containers, the excess of the gel was removed from the skin with filter paper. The change in wound
surface area was recorded once a day by measuring the wound diameter using the vernier caliper (length = 125 mm,
accuracy = 0.01 mm). The wound surface area was then calculated:

S =
π ×D2

4
,

where S is the wound area, D is the wound diameter, π = 3.14.

2.4. Formation of a linear wound

A day prior to the experiment, hair-coat of rats was trimmed at the dorso-lumbar area. The animals were anes-
thetized with diethyl ether by inhalation. A linear full-thickness skin wound 5.0 cm long was created in the skin of the
depilated rat’s back applying the stencil using a surgical scalpel, the wound edges were brought together and sutures
were applied at an equal distance. Sutures were applied so that the epithelium of the lateral edges of the wound did
not come into contact, and the epithelization took place from the terminal edges of the wound. The suture material
used was sterilized silk filament #0, which was removed on the 5th day of the experiment. Wounds remained open
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until the end of the experiment. During the experiment the body temperature of the animals was measured. Blood
samples were collected prior to the experiment, on the 2nd and 7th days after linear wound formation, morphological
parameters of blood and leukocyte formula were determined. The total duration of observations was 7 days. The effi-
cacy of pharmaceutical agents used was evaluated basing on the observations of linear wounds healing dynamics, the
performance status of the animals was assessed as well as the presence or absence of an inflammatory process. On the
7th day after wound formation animals were euthanized by sacrificing in a CO2 chamber followed by the withdrawal
of wound area full-thickness skin flap of 2 cm × 3 cm. According to the recommendations of the guide to preclinical
trials of pharmaceutical agents the scar-breaking strength was determined using wound tensiometer [18].

2.5. Polysaccharide hydrogel synthesis and modification

The hydrogels were made from citrate-stabilized cerium oxide nanoparticles prepared according to [19], pectin,
fucoidan, sodium alginate, water-soluble derivatives of cellulose (carboxymethyl cellulose) and purified water. Briefly,
1.0 g fucoidan, 1.0 g sodium alginate, 8.0 g carboxymethyl cellulose were dissolved in 100 ml distilled water. The
solution was mixed at 25 ◦C and then left at 4 ◦C for 96 h until the formation of a homogeneous gel. Then 100 µl of
the CeO2 sol (CeO2 concentration in the sol was 10−2 M) was added and the mixture was vigorously homogenized.
Before application, the gel was sterilized in an autoclave.

2.6. Statistical data treatment

Statistical treatment of the results was performed using STATISTICA 8.0 software to evaluate the Student’s t-
criterion. Data are presented as the sample mean M , the standard error of the mean m, and the achieved level of
significance p. Accepted minimum significance level of differences was taken as p ≤ 0.05. In some cases, especially
when there is a natural trend of indicators (e.g. animal body weight gain over the observation period, etc.), the methods
of dispersion analysis were used.

3. Results

Data obtained indicate that CeO2-containing hydrogel is well tolerated by the animals, has no irritating effect,
does not cause hyperemia and skin edema, and does not affect the level of physical activity in test animals. During the
observation period, no cases of death, wound abscess or complicated course of wound process were registered. The
gel could easily be applied onto the wounds, adsorbing wound excretions, not drying wound bottom, and maintaining
a wet environment in the wound. The results of comparative assessment of wound healing activity of hydrogel and
Levomecol ointment on a model planar full-thickness wound are presented in Table 1.

Analysis of the experimental study results showed that throughout the test period a gradual decrease in the wound
surface area at all stages of the wound process was observed in the control group. In the group of animals treated with
Levomecol ointment, the wound area is reduced on the 9th day by 16.38 % relative to the control (p < 0.05).

In the experimental group, where wounds were treated with hydrogel, there was an acceleration in wound healing
by 3 days; on the 8th and 11th days wound surface area decreased by 40.51 % and 39.99 %, respectively, relative to
the control (p < 0.05).

The maximum effect is observed in a group of animals treated with hydrogel at all stages of wound healing
process (Fig. 1).

In histological sections of the skin of the intact group of animals, the epidermis is characterized by a classical
histological structure (Fig. 2(a1)). Cells of epithelial tissue of ectodermal origin of basal layer have a regular cubic
shape and are arranged in line abreast, there are very few mitotic cells. In the depth of the spinous layer, the cells
are cubic, while near the next layer, they become flatter (Fig. 2(a2)). The corneum layer is formed by several layers
of corneal cells comprising keratin. The papillary layer is formed by a loose fibrous connective tissue consisting of
collagen, elastin and reticulin fibers randomly interconnected with each other (Fig. 2(a3)). Up to seven hair follicles
fall within one field of vision, forming complexes together with sebaceous glands (Fig. 2(a3)). In histological sections,
the identified dermal papillae are very few, being randomly arranged. Fibroblasts are located mainly in subepidermal
layers. The vessels are few, small and well evident.

In the control group of animals, a thin scar is formed with complete recovery of the epidermis in the wound region.
On day 14, the epidermis is significantly enlarged, cells of all skin layers have a variety of sizes and shapes (Fig. 2(b1)).
Cellular vacuolization is observed in the spinous layer of the epidermis (Fig. 2(b2)). The papillary layer of dermis is
poorly resolved (Fig. 2(b1, b2)). Vascular blood filling is uneven, some blood vessels are collapsed, in the form of
“cellular chorda”, the other ones are moderately filled with blood together with weak leukocyte infiltration. Epithelium
growth occurs across the surface of the granulation tissue and loose connective tissue that is formed during dermal
regeneration. Granulation tissue cells proliferate around the blood vessels in the form of small clusters. Proliferative
processes are dominated in regenerating tissue resulting in formation of focal cell infiltrates with the proliferation of
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TABLE 1. Wound healing activity of ceria-containing hydrogel and levomecol ointment on planar
full thickness skin wound model in rats

Day
Surface area of planar full-thickness wound, cm2

Control Levomecol ointment CeO2 Hydrogel

0 0.65± 0.03 0.62± 0.03 0.63± 0.05

1 0.58± 0.07 0.57± 0.05 0.58± 0.08

2 0.58± 0.07 0.58± 0.04 0.56± 0.08

3 0.56± 0.07 0.54± 0.06 0.48± 0.03*

4 0.57± 0.05 0.54± 0.07 0.43± 0.05* **

5 0.56± 0.05 0.54± 0.07 0.36± 0.03* **

6 0.53± 0.07 0.52± 0.06 0.37± 0.04* **

7 0.49± 0.07 0.47± 0.06 0.33± 0.03* **

8 0.48± 0.07 0.43± 0.05 0.21± 0.06* **

9 0.40± 0.06 0.28± 0.08* 0.16± 0.08* **

10 0.34± 0.07 0.21± 0.04* 0.10± 0.05* **

11 0.26± 0.04 0.17± 0.04* 0.01± 0.01* **

12 0.14± 0.04 0.07± 0.05* 0

13 0.09± 0.07 0.03± 0.04* 0

14 0.09± 0.07 0.01± 0.05* 0

* – significant difference of parameters from control (p < 0.05)
** – significant difference of parameters from reference preparation (at p < 0.05)

FIG. 1. Appearance of planar full-thickness wound in rats
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FIG. 2. Histological analysis of the epidermis of the skin of rats treated with various substances

granulation tissue and fibrous connective tissue (Fig. 2(b3)). Strands of collagen fibers are located in parallel to skin
surface. Neither hair follicles nor sebaceous glands were found.

In the group of animals treated with Levomecol ointment, the epidermis is moderately or significantly thickened,
elongated cell nuclei are horizontally oriented (Fig. 2(c1)). In the underlying dermis, macrofocal profound homoge-
nization is registered, moderate basophilia of dermal collagen fibers could be observed, the blood vessels of the dermis
are congested with blood (Fig. 2(c2)). In adjacent skin, there is microfocal weakly expressed epidermal cell swelling
in the form of translucent perinuclear spaces. Newly formed blood vessels of different diameters with expanded lumen
could be distinguished, they are congested with blood with erythrostases, diapedetic microhemorrhages (Fig. 2(c3)),
the formation of sporadic hair follicles is observed (Fig. 2(c3)), and sebaceous glands were not found.

In the group of animals where the wounds were treated with CeO2-containing hydrogel, scar formation occurs
with complete recovery of the epidermis in the wound region. The scarring zone is visually smaller in area as compared
to control groups. There is a proliferation of granulation tissue that fills the entire wound defect region and has a typical
structure (Fig. 2(d1)). Among cells of developing tissue, cells of circulatory bed as well as of tissular origin were
revealed, including fibroblasts located around small capillaries (Fig. 2(d2)). Epithelial sheets of regenerating tissue
are formed from the edges of wound defect as two arrays towards each other and cover the wound. In the animals, on
day 14 after wound infliction, the epithelium is almost completely restored in the region of skin injury. The epithelial
cells of the basal layer proliferate deep into the dermis, forming intergrowths. As the wound heals, a cornea layer of the
epidermis is formed (Fig. 2(d3)). Collagenization processes occur at the site of the tissue defect. Mature connective
tissue is formed, and the generation of hair follicles and sebaceous glands take place inside it (Fig. 2(d1)).

Thus, the use of the hydrogel reduces inflammatory changes, activates macrophagal response, restores impaired
intercellular interactions, enhances angiogenesis, proliferation and differentiation of fibroblasts, synthesis and secre-
tion of collagen, fibrillogenesis processes, maturation, and remodeling of granulation tissue and its epithelization.

Our studies indicate that treatment with cerium-containing hydrogel accelerates regeneration of the planar full-
thickness wound of rat skin that is expressed in the formation of hair follicles and sebaceous glands in the wound area,
as well as in remarkable reduction in the scarring area, without causing reorganization of the scarring structure.

Animals were observed within 14 days after wound simulation. Observation of the overall condition and behavior,
weighing, monitoring of feed and water consumption were carried out daily. After 14 days, all animals in the test
groups were euthanized in a CO2 chamber and dissected. Hematological studies, macroscopic description and the
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evaluation of mass coefficients of internal organs, histological studies were carried out. The results of animal body
weight measurements are shown in Table 2.

Table 2 shows that the body weight of animals is reduced after injury. Subsequently, the weight growth rates
of control animals and Levomecol-treated animals are lower than the results of the intact group. When the hydrogel
is used, these body weight values are not significantly different from intact control. The revealed changes are not
statistically significant. No significant differences in body weight dynamics were found in the groups of animals
treated with Levomecol and CeO2-containing hydrogel.

2 hours after drug epicutaneous application, rats were relocated into exchange cages for 24 hours to evaluate water
and food consumption. The results are shown in Tables 3, 4.

TABLE 2. Body weight dynamics of male white rats (g, M ± m) during the treatment of planar
full-thickness skin wound

Test group

Intact animals Control Levomecol ointment CeO2 Hydrogel

Initially 189.0± 4.8 187.2± 2.1 185.1± 4.4 180.7± 3.0

2-nd day 191.3± 3.6 180.2± 3.1 182.4± 4.7 178.0± 3.8

7-th day 196.2± 4.3 182.7± 2.9 187.4± 5.5 195.7± 3.3

14-th day 204.4± 4.3 188.4± 3.8 192.6± 5.1 201.5± 2.8

TABLE 3. Water consumption dynamics (ml/day) by rats during the treatment of planar full-
thickness skin wound (M ±m)

Test group

Intact animals Control Levomecol ointment CeO2 Hydrogel

Initially 20.2± 1.5 19.0± 0.3 19.8± 1.3 21.7± 0.5

2-nd da y 19.0± 0.4 14.1± 1.5* 15.2± 0.9* 13.7± 0.2*

7-th day 19.4± 1.2 19.4± 0.3 21.1± 1.0 17.9± 0.7

14-th day 19.7± 0.9 18.9± 0.6 18.3± 0.3 18.5± 0.2

* – Significant differences from initial values and results of the intact group (p < 0.05)

TABLE 4. Food consumption dynamics (g/day) by rats during the treatment of planar full-thickness
skin wound (M ±m)

Test group

Intact animals Control Levomecol ointment CeO2 Hydrogel

Initially 19.2± 2.2 19.9± 0.8 20.1± 2.3 19.6± 2.3

2-nd day 20.9± 2.8 10.2± 3.0* 11.8± 2.5* 10.4± 3.5*

7-th day 21.4± 1.3 18.9± 2.1 21.5± 1.4 22.1± 1.2

14-th day 20.2± 2.4 23.7± 1.7 21.7± 1.4 20.9± 1.8

* – Significant differences from initial values and results of the intact group (p < 0.05)
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As it could be seen from Tables 3 and 4, in the control group and the groups of animals treated with the tested
preparations, on the 2nd day after administration the amount of water consumed is statistically reduced and the food
consumption is reduced considerably in comparison with the initial level and with the intact group. Subsequently, the
results of the evaluation of water and food consumption in the control and intact groups did not vary. There were no
significant differences in these values in the groups of animals receiving the tested preparations.

As a non-specific sign of inflammation during the treatment of planar full-thickness skin wound using Levomecol
ointment and CeO2-containing hydrogel, the body temperature of rats was determined. Rectal temperatures were mea-
sured using an electronical medical thermometer (permissible intrinsic error for the range of measured temperatures
±1 %) 2 hours after drug epicutaneous application. The data obtained are shown in Table 5.

TABLE 5. Rectal temperature of rats during the treatment of planar full-thickness skin wound
(◦C, M ±m)

Test group

Intact animals Control Levomecol ointment CeO2 Hydrogel

Initially 37.6± 0.2 37.3± 0.3 37.3± 0.2 36.9± 0.4

2-nd day 36.8± 0.3 38.9± 0.4* 38.9± 0.4* 38.1± 0.3*

7-th day 36.8± 0.2 38.1± 0.3* 38.0± 0.2* 37.1± 0.6

14-th day 36.8± 0.3 38.0± 0.3* 37.6± 0.3 37.3± 0.4

* – Significant differences from initial values and results of the intact group (p < 0.05)

It was found that on the 2nd day after planar full-thickness wound infliction the body temperature in animals of
the control group is increased relative to the initial values. On the 7th and 14th days of observation, body temperature
remains elevated. In the Levomecol ointment treated group, the results are not significantly different from the control
(p < 0.05). In the CeO2-containing hydrogel treated group, a reduction in rectal temperature to the initial level was
observed on day 7 after the wound infliction.

Hematological studies were carried out prior to wound simulation and after 2 and 14 days of daily drug application
in all groups. Blood samples were collected by puncture of the tail vein, and at the end of the experiment – after
euthanasia of the animals.

The data obtained are shown in Tables 6, 7.
On the 2nd and 14th day, the control group showed an increase in ESR by 166.3 and 77.2 % as well as in

leukocytes by 43.6 and 21.0 %, respectively, compared to the initial values (p < 0.05) that indicates an inflammatory
process in animals. Levomecol ointment showed a significant decrease in ESR and number of leukocytes on day 2.
In the group of animals treated with CeO2-containing hydrogel, on day 2 there was a significant decrease in ESR and
a decrease in leukocytosis relative to control, on day 14 there was a decrease in ESR and the number of leukocytes
returns to the initial level.

No statistically significant differences were found in the values of other indicators
The ratio of leukocyte forms (Table 7) in animals in the intact group prior to the start of the experiment corresponds

to the normal values typical to the healthy rats. Initial values in the control and all test groups are within normal limits
and indicate the absence of inflammatory processes in animals prior to the start of the experiment.

In the control group, on the 2nd and 14th days after the wound simulation there was a decrease in the percentage
of lymphocytes by 5.0 and 3.3 %, respectively, compared to initial values. On day 2, an increase in the number of
segmentonuclear and banded neutrophils compared to intact group and initial values was observed, indicating the
presence of neutrophilic leukocytosis and an inflammatory process.

Application of Levomecol ointment onto a linear wound for 14 days resulted in a slight increase in the relative
number of lymphocytes compared to the control. The number of segmentonuclear and banded neutrophils did not
differ significantly from the control, which indicated the inability of Levomecol ointment to prevent the leucogram
deviation. When using CeO2-containing hydrogel, on day 14 there was an increase in lymphocyte count compared
to the data for the control group, as well as a decrease in the number of segmentonuclear and banded neutrophils
compared to the control. These values did not differ statistically from the initial ones. This indicates the ability of
CeO2-containing hydrogel to reduce the severity of the inflammatory process. No statistically significant changes in
other leucogram parameters were found. At the end of the experiment, all the animals of control and test groups, as
well as intact animals, were subjected to pathomorphological studies. Animals were withdrawn from the experiment
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TABLE 6. The effect of drug epicutaneous application on peripheral blood morphological compo-
sition of white rats during the treatment of planar full-thickness wound (M ±m)

Test group

Intact animals Control Levomecol ointment CeO2 Hydrogel

Hemoglobin, g/dl

Initially 13.9± 0.2 13.2± 0.1 13.1± 0.2 14.7± 0.1

2-nd day 12.7± 0.1 12.2± 0.3 12.2± 0.4 12.8± 0.4

14-th day 13.8± 0.2 12.7± 0.2 12.4± 0.3 13.7± 0.2

Hematocrit, %

Initially 53.0± 2.6 51.4± 1.5 53.8± 1.0 51.9± 2.0

2-nd day 49.1± 1.3 58.7± 2.6 48.0± 1.5 49.4± 1.5

14-th day 50.7± 2.6 54.8± 1.3 52.3± 1.6 51.7± 2.1

Erythrocytes, ×1012/l

Initially 6.6± 0.2 6.6± 0.2 7.2± 0.2 7.3± 0.3

2-nd day 6.9± 0.1 7.3± 0.1 6.4± 0.3 6.5± 0.2

14-th day 7.2± 0.1 6.4± 0.2 6.8± 0.3 6.9± 0.2

Blood colour index, pg

Initially 18.9± 0.4 17.5± 0.4 17.9± 0.1 17.9± 0.4

2-nd day 17.9± 0.5 18.2± 0.6 18.6± 0.7 18.5± 0.5

14-th day 18.7± 0.6 17.5± 0.5 18.0± 0.4 17.3± 0.8

Leucocytes, ×109/l

Initially 9.2± 0.2 9.5± 0.4 10.1± 0.2 10.2± 0.3

2-nd day 10.3± 0.3 13.6± 0.2* 11.9± 0.5* 11.2± 0.4*

14-th day 9.7± 0.4 11.5± 0.7* 10.3± 0.4 10.3± 0.3

Thrombocytes, ×109/l

Initially 759± 47 721± 30 752± 75 725± 44

2-nd day 770± 34 748± 40 736± 38 715± 26

14-th day 783± 31 783± 70 749± 21 785± 34

ESR, mm/h

Initially 4.5± 0.2 4.8± 0.4 4.5± 0.1 4.2± 0.1

2-nd day 4.0± 0.3 12.7± 1.2* 9.4± 2.6* ** 7.9± 1.2* **

14-th day 5.2± 0.2 8.5± 1.1* 4.8± 3.7** 4.9± 3.6**

* – Significant difference from initial values (at p < 0.05)
** – Significant difference from the results of the control group (at p < 0.05)
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TABLE 7. The effect of drug epicutaneous application on peripheral blood leucogram of white rats
during the treatment of planar full-thickness wound (M ±m)

Test group

Intact animals Control Levomecol ointment CeO2 Hydrogel

Banded neutrophils, %

Initially 2.4± 0.2 2.1± 0.1 2.2± 0.2 2.3± 0.2

2-nd day 2.2± 0.1 3.7± 0.4* 3.4± 0.2* 3.1± 0.1*

14-th day 2.4± 0.1 3.0± 0.2* 3.1± 0.1* 2.2± 0.1

Segmentonuclear neutrophils, %

Initially 35.4± 1.0 35.0± 0.6 32.5± 1.1 35.6± 0.8

2-nd day 34.1± 0.6 41.4± 0.6* 39.5± 0.9* 40.6± 1.1*

14-th day 33.4± 0.4 40.9± 0.4* 36.1± 0.3** 31.5± 0.8**

Basophils, %

Initially 0 0 0 0

2-nd day 0 0 0 0

14-th day 0 0 0 0

Eosinophils, %

Initially 4.4± 0.1 2.6± 0.1 3.0± 0.2 2.9± 0.1

2-nd day 3.9± 0.1 2.7± 0.4 3.8± 0.2 3.3± 0.1

14-th day 4.6± 0.1 4.7± 0.1 3.8± 0.2 4.0± 0.2

Monocytes, %

Initially 5.3± 0.1 5.1± 0.2 6.3± 0.2 5.7± 0.2

2-nd day 5.5± 0.4 5.9± 0.7 5.2± 0.1 6.8± 0.4

14-th day 5.7± 0.1 5.4± 0.4 5.4± 0.1 5.6± 0.3

Lymphocytes, %

Initially 52.4± 1.1 57.3± 1.1 56.1± 0.7 53.3± 1.2

2-nd day 54.3± 0.7 46.4± 1.2* 48.1± 0.3 46.2± 0.8*

14-th day 53.9± 0.7 46.1± 0.5* 51.4± 0.7* 56.6± 0.5**

Plasmacytes, %

Initially 0.1± 0.1 0.1± 0.1 0.1± 0.1 0.1± 0.1

2-nd day 0.1± 0.1 0.1± 0.1 0.2± 0.1 0.2± 0.1

14-th day 0.2± 0.1 0.1± 0.1 0.1± 0.1 0.1± 0.1

* – Significant difference from initial values (at p < 0.05)
** – Significant difference from the results of the control group (at p < 0.05)
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by sacrificing in a CO2 chamber. Pathomorphological study included necropsy, macroscopic examination, internal
organ weighing, and histological examination of the wound skin.

Table 8 shows the mass coefficients of organs of white rats from all experimental groups. It has been found
that thymus mass coefficients in all experimental groups are significantly lower than the results of the intact group.
The greatest differences with intact animals have been revealed in the case of Levomecol ointment use. The use of
CeO2-containing hydrogel partially normalizes these values, but the difference with control is unreliable.

TABLE 8. Mass coefficients of rat’s internal organs during the treatment of planar full-thickness
skin wound (M ±m)

Organ
Test group

Intact animals Control Levomecol ointment CeO2 Hydrogel

Heart 4.2± 0.2 3.1± 0.1* 3.2± 0.3* 3.4± 0.3*

Lungs with a trachea 6.8± 0.2 6.9± 0.3 7.1± 0.2 7.0± 0.4

Timus 1.30± 0.12 1.03± 0.06* 1.01± 0.21* 1.18± 0.09*

Liver 36.0± 1.4 31.0± 1.4 36.3± 2.0 36.5± 2.5

Spleen 4.7± 0.2 4.2± 0.3 4.3± 0.2 4.5± 0.4

Kidney (left) 6.1± 0.3 6.0± 0.5 5.9± 0.5 5.9± 0.2

Adrenal gland (left) 0.11± 0.01 0.10± 0.01 0.09± 0.02 0.09± 0.01

Brain 7.5± 0.2 7.7± 0.2 7.6± 0.1 7.8± 0.1

Testicles 12.14± 0.36 12.30± 0.25 12.26± 0.35 11.98± 0.33

* – Significant differences from the results for the intact group (p < 0.05)

The heart mass coefficient is significantly reduced in all types of traumatic exposure relative to intact control,
although there are no significant differences in this indicator among the test groups.

Traumatic exposure itself and traumatic exposure with further Levomecol treatment reduce the spleen mass coef-
ficient; however, differences with the results for the intact group are not statistically significant at p < 0.05. The use
of CeO2-containing hydrogel restores the indicators to values that are not statistically distinguishable from those of
the intact group.

The liver mass coefficient in different groups did not give reliable differences. The mass distribution of the
remaining internal organs in the groups was consistent with the normal values for intact animals.

Analysis of the mass coefficient values did not reveal any significant differences both between the groups of
animals treated with Levomecol ointment or CeO2-containing hydrogel as well as with respect to the control group.

4. Conclusions

Thus, the experimental data obtained show that CeO2-containing hydrogel reduces the healing time of a planar
full-thickness skin wound in rats in comparison with control and reference preparation, provides rapid reduction
of wound defect area and formation of a complete scar. The CeO2-containing hydrogel has a greater effect than
Levomecol ointment on non-specific signs of the inflammatory process. Thus, CeO2-containing hydrogel normalizes
body temperature, improves morphological composition of peripheral blood, leukocyte formula, and mass coefficients
of internal organs of experimental animals.
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The kinetic parameters and the limiting stage of the defining process were established by studying the thermal oxidation of SnO2/InP heterostruc-
tures (thickness of SnO2 layer ∼ 50 nm). It was established that SnO2 does not have a chemical stimulating effect on the film growth rate; however,
it is effective as a modifier of their structure and properties. SnO2 provides the formation of nanoscale films with semiconductor properties.
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1. Introduction

The high transparency and conductivity of tin dioxide films allows them to be used as transparent conductive
layers, and the sensitivity of their properties to surface conditions – as resistive sensors in gas sensors [1–3]. However,
the application of SnO2 as a material for gas sensors is limited by low selectivity due to a large number of active
centers on the surface that can interact with the molecules of many gases [4]. On the other hand, doping SnO2 with
various elements, for example, antimony, allows one to increase the selectivity [5]. The chemical nature of the dopant
and its acid-base and redox properties play key roles in determining the response to a detected gas. The selection
of a suitable dopant modifier is based on an analysis of the chemical properties of detectable gases and the eventual
interactions of the gas with a surface.

Pure stoichiometric SnO2 is an insulator, however pure but nonstoichiometric SnO2 is oxygen deficient and it is
an n-type semiconductor with high conductivity at room temperature [6]. Although there are two stable tetragonal
modification oxides, in the tin-oxygen system, SnO and SnO2, SnO does not find such widespread application due to
its lower thermodynamic stability than SnO2 [7].

Due to its combination with InP components, the mixed indium-tin oxide (ITO structure) has several outstanding
properties: almost metallic conductivity, good transparency in the visible range of electromagnetic radiation and the
simplicity for formation of a nanoscale thin film. The optical and electrical properties are explained by the following:
replacing the indium atom, tin supplies an additional electron to the conduction band, and such doping effectively
increases the electron concentration [8].

ITO is widely used as transparent conductive coatings in the production of liquid crystal displays, laptop monitors,
electroluminescent lamps, electrodes of photoconductive cells, fuel cells (including high-temperature ones), etc. [9,
10].

ITO are most often obtained by sputtering from ceramic targets, but since target regeneration is a rather complex
and lengthy process, there are both traditional, reagent processing methods and methods based on cathode and anode
processing [11].

It is known that by controlling the content of tin dioxide, it is possible to obtain ITO films with crystalline and
amorphous structures and certain electrical and optical properties [12].

The deposition of metals such as Mo and Ni on the ITO structure can improve the mechanical properties and
increase its corrosion resistance [13], while the deposition of copper-based conductive pastes on the ITO surface can
increase the lifetime of electronic devices [14].

ITO structures are widely used as elements of recording devices. In particular, organic recording devices with
an active layer located between two electrodes are becoming more popular. The use of ITO is determined by the low
power consumption of these devices and simplicity of its production [15]. Today, there are recording devices, the basis
of which is amorphous ITO, allowing extending the lifetime of such devices [16].

The thermodynamic calculation of the corresponding reactions using data [17] shows that SnO2 can theoretically
transfer oxygen to the InP components, in other words it is a chemical stimulator of the semiconductor thermal oxida-
tion [18]. Good reconcilability of oxide components, in particular, during the formation of ITO films, can serve as the
basis for the modifying effect of tin dioxide [19] on the structure and electrophysical properties of thermal oxide films
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on InP. Accordingly, the purpose of this study was establishment of the effect of SnO2 as a possible chemostimulator
and modifier of the structure and properties of nanoscale films grown by InP thermal oxidation.

2. Experimental

Nanoscale thin films grown on two-sided polished single-crystal (100)-oriented indium phosphide, doped with
tin, the concentration of the main charge carriers at 300 K is more than 5 · 1016 cm−3, intrinsic n-type conductivity,
pretreated with an etchant of H2SO4 composition (chemical grade GOST-4204-77, 92.80 %): H2O2 (OSCh TU 6-
02-570-750, 56 %): H2O = 2:1:1 for 10 min were studied. After repeated washing in distilled water and air-drying
the plates, SnO2/InP heterostructures were formed in a Covap II vacuum ion sputter by the magnetron sputtering.
The sputtering process was performed in a chamber with a pressure of 2 · 10−5 mm Hg. The source material was
Sn with a purity of 99.99 %, and the ion source was O2 + Ar gases with a purity of 99.99 %. In order to obtain
the SnO2 crystal structure on the InP surface, the semiconductor substrate was heated to 200◦C during magnetron
sputtering [20]. According to laser ellipsometry (LE), the thickness of the SnO2 layer on the InP surface was 50 nm.

Thermal oxidation of SnO2/InP samples was carried out in an MTP-2M-50-500 resistance heating furnace. The
volumetric oxygen flow rate was 30 L/h (the corresponding linear speed is 10 cm/min) at 475, 500, 530, and 550 ◦C.
The total thermal oxidation time was 60 min. The sample was perpendicular to the oxygen flow. The temperature
in the reactor was maintained constant (±1 ◦C) by a TRM-10 PID controller. The thickness of the formed film was
determined by laser ellipsometry (LEF-754, λ = 632.8 nm, absolute error ±1 nm) and spectral ellipsometry (SE)
(Ellipse-1891, operating in a range of wave lengths from 250 to 1100 nm) every 10 minutes before the process time
limit of 60 minutes was reached.

The need to use two methods for measuring the film thickness is due to the fact that only their combination allows
obtaining the most accurate result [21–23], which is especially important when studying the considered nanoscale
systems.

The composition of the films grown by thermal oxidation was determined by the XRD method on an ARL X’TRA
X-ray diffractometer. The X-ray diffraction patterns were recorded in the geometry of a sliding beam (with a fixed
position of the arm of the X-ray tube). The several samples were studied by this method: SnO2/InP (oxidation at
475 ◦C), SnO2/InP (oxidation at 500 ◦C) and SnO2/InP (oxidation at 530 ◦C). The starting angle for the samples
oxidized at 475 and 530 ◦C was – 2θ = 10◦, the last – 2θ = 70◦ scan step – 0.05◦. The starting angle for the samples
oxidized at 500 ◦C was – 2θ = 20◦, the last – 2θ = 80◦ scan step – 0.06◦.

The surface morphology of the samples was examined by scanning tunnelling microscopy (STM) using the
complex of nanotechnological equipment UMKA in direct current mode and atomic force microscopy (AFM) on
an SolverP47 Pro scanning probe microscope.

According to the value of resistivity, it is possible to draw the corresponding conclusions about the properties of
the formed films: whether they have the ohmic conductivity, possess semiconductor or dielectric properties [24]. For
this, aluminium contacts were magnetron sputtered on the surface of the synthesized samples in vacuum through a
mask with holes with an area of 5 · 10−3 cm2 and the resistivity ρ (Ohm·cm) of the formed structures was determined
using an Agilent 344 10A universal multimeter. In the process of measuring ρ, the thickness of the formed film was
taken into account.

3. Results and discussion

Figure 1 shows kinetic curves (LE) for the thermal oxidation in double logarithmic coordinates of SnO2/InP
heterostructures at 475 – 550 ◦C for 60 minutes.

The kinetic data were analysed using the power law equation:

d = (k · t)n, (1)

where d (nm) is the film thickness, τ (min) is the oxidation time, n is a formal kinetic parameter, and k (nm1/n/min)
is the rate constant of the process [20].

The value of the effective activation energy (EAE) was determined from the Arrhenius dependence of the averaged
process rate constant ln kcp = f(103/RT ). The exponent n, considered together with the EAE, gives information
about the nature of the determining process and its limiting stage [26].

The calculated value of nav , 0.05, indicates that in the temperature range 475 – 550 ◦C the determining process
is the mutual diffusion of the film components [18]. The value of the EAE is 48 kJ/mol, and even taking into account
an error (of the order of 10 %), it cannot be equal to the EAE of the indium phosphide oxidation (∼ 170 kJ/mol), for
which the limiting stage of the process is a solid-phase reaction limited by diffusion of the substrate components (In) to
the outer interface [24]. Such a low value of the EAE of the thermal oxidation process of SnO2/InP heterostructures,
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FIG. 1. Loglog plots of kinetic isotherms for the SnO2/InP heterostructures thermal oxidation pro-
cess at 475 – 550 ◦C during 60 minutes

as well as a very small value of nav , just confirms the “diffusion mixing” as a limiting stage of the whole process
(Table 1).

TABLE 1. Kinetic parameters of the thermal oxidation process of the SnO2/InP heterostructures at
475 – 550◦C

Kinetic parameters
n± ∆n, nm1/n min−1 EAE, kJ/mol

T , ◦C ln kcp.

475 91.39 0.03 ± 0.023

48
500 92.23 0.03 ± 0.021

530 91.56 0.05 ± 0.013

550 92.47 0.07 ± 0.014

nav 0.045 ± 0.018

In order to evaluate the chemical stimulating effect of the nanosized SnO2 layer on the InP thermal oxidation
process, we calculated the values of the relative change in the film thickness b compared to the reference using the
formula (2)

b =
dSnO2/InP − d∗SnO2/InP

∆dInP
, (2)

where ∆dInP is the change in the thickness of the oxide film during oxidation of indium phosphide (reference stan-
dard), dSnO2/InP is the value of the thickness of the oxide film during oxidation of SnO2 at a certain oxidation time,
and d∗SnO2/InP

is the thickness of deposited layer (without oxidation) [25].
However, the film thickness values obtained by the LE method (80 nm), even taking into account the error, do

not coincide with the SE data (60 nm). This may be due to the fact that the Cauchy model allows one to obtain only
an approximate film thickness [26]. In this regard, the results obtained by laser ellipsometry can be considered more
reliable.
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At all temperatures (475 – 550 ◦C) (see Table 2), there is no acceleration of film growth over the entire time.
Small values of the corresponding Gibbs free energies of reactions (∆G = −273 – −211 kJ/mol) of oxygen transfer
from tin dioxide to the substrate components in combination with the data of Table 2, indicate a slowing effect of tin
dioxide on the InP oxidation rate and the certain barrier function of the deposited layer, serving as an obstacle for the
oxidation of the components of the substrate.

TABLE 2. The values of the relative change of the film thickness formed in the process of thermal
oxidation of SnO2/InP heterostructures at 475 – 550 ◦C, calculated by the formula (2)

Relative change of film thickness, times

T , ◦C/τ , min. 10 20 30 40 50 60

475 0.18 0.26 0.32 0.3 0.32 0.32

500 0.94 0.76 0.68 0.61 0.58 0.59

530 0.14 0.21 0.26 0.25 0.22 0.38

550 0.48 0.55 0.53 0.48 0.54 0.71

We can now make a conclusion that SnO2 is not a chemical stimulator of the InP thermal oxidation process.
According to the results of X-ray phase analysis (Fig. 2), we can conclude that the thermal oxidation of SnO2/InP

heterostructures at 475 – 530 ◦C, metal tin does not form, as in the process of a transit interaction.

FIG. 2. X-ray diffraction patterns of the SnO2/InP heterostructures after thermal oxidation for
60 minutes at 475 – 530 ◦C, where 1 – In(PO3)3, 2 – P2O5, 3 – In2O3, 4 – SnO2, 5 – Sn3(PO4)2

Based on the presented diffractograms, we can conclude that the thermal oxidation of SnO2/InP heterostructures
requires a relatively high temperature, from which SnO2 will interact with the substrate components. The presence of
peaks corresponding to the compound Sn3(PO4)2 indicates the interaction of the SnO2 layer deposited on the surface
with the oxidation products of the substrate components, in particular phosphorus, and, therefore, a change in the
composition of the film and its surface. Thus, we can speak about the modifying properties of SnO2. In this case, it is
necessary to take into account the fact that the modification of nanoscale films with a thickness not exceeding 100 nm
can ultimately lead to a noticeable change in the surface topography. For a number of practical applications, this is
unacceptable, therefore, the study of the surface morphology of nanoscale films formed by the thermal oxidation of
SnO2/InP heterostructures is a necessary task.

Films, formed during thermal oxidation of SnO2/InP heterostructures, have a fairly smooth surface (Figs. 3 and
4) at all oxidation temperatures, which is confirmed by AFM and STM methods. A feature of the InP surface is
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the presence of vacancy defects and a residual oxide phase, which leads to the formation of active centers. The
growth of an oxide film during the oxidation of indium phosphide without chemical stimulators begins at these active
centers [29].

(a) (b)

FIG. 3. STM images of SnO2/InP samples and their surface profile after oxidation at 500 (a) and at
550 ◦C (b) for 60 minutes. The scanning area was 1.8 × 1.8 and 1.5 × 1.5 µm2, respectively

According to the AFM data, the average roughness of the film is Sa = 1.065 nm, that also confirms the smooth-
ness of the films formed during the thermal oxidation process.

The resistivity of pure film SnO2 is 3.4·103 Ohm·cm [30]. The investigations of the electrophysical characteristics
showed that films synthesized as a result of thermal oxidation of SnO2/InP heterostructures have a higher electrical
resistivity (ρ = 9 ·106 Ohm·cm), indicating an improvement electrophysical properties. The semiconductor properties
can be explained by the fact that no metal indium is released during the oxidation of SnO2/InP heterostructures; SnO2

promotes its chemical binding to phosphorus, as a result the formation of the corresponding phosphates occur. As a
result, the suppression of ohmic conductivity was observed.

4. Conclusion

Thus, it was found that SnO2 is not a chemical stimulator of the InP thermal oxidation process. This was confirmed
by the LE method that correlate with the data of thermodynamic calculations of the corresponding reactions. At the
same time, SnO2 has a modifying effect on the composition and properties of nanoscale (thickness not more than
80 – 90 nm) films synthesized by thermal oxidation, as evidenced by the presence of Sn3(PO4)2 (XRD) phases in
the films. When InP is thermally oxidized, conductive films, enriched with metallic indium and characterized by
a very developed surface relief are formed. At the same time, during the oxidation of SnO2/InP heterostructures,
semiconductor films are formed (the specific electrical resistance is 9 · 106 Ohm·cm), the average roughness of which
is 1.065 nm.
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FIG. 4. FM image of the SnO2/InP heterostructure after thermal oxidation for 60 min at 530 ◦C.
The scan area was 2 × 2 µm2
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Lanthanum fluoride (LaF3:Ce3+, Pr3+, Nd3+) was synthesized by water soluble LaCl3 + CeCl3+ PrCl3 + NdCl3 and NH4F as starting materials
in de-ionized water as solvent using microwave assisted technique. The structure of LaF3:Ce3+, Pr3+, Nd3+ nanocrystals analyzed by XRD and
TEM analysis is found to be in hexagonal structure and average crystalline particle size is 20 nm (JCPDS standard card (32-0483) of pure hexagonal
LaF3 crystals). The absorption edge in UV spectra is found at 250 nm corresponding to energy of 4.9 eV. It further shows a wide transparent window
lying between 200 nm–800 nm. For LaF3; Ce3+, Pr3+, Nd3+ nanocrystals emission of blue color (458 nm) has been observed with at an excitation
wavelength of 254 nm. The measured relative second harmonic generation (SHG) efficiency of LaF3: Ce3+, Pr3+, Nd3+ in de-ionized water with
respect to KDP crystal is 0.186.
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1. Introduction

LaF3 is an ideal host material for various phosphors to its low phonon energy and the consequent minimal multi
phonon relaxation of its excited states [1, 2]. Lanthanum fluoride is an excellent F- ionic conductor among other rare
earth fluorides [3]. Lanthanum fluoride based chemical sensors widely used in potential application in sensing the
fluorine, oxygen, and carbon monoxide due to its high chemical stability and ionic conductivity [4]. Ion conducting
nature of the rare earth fluorides (solid electrolyte) is exploited as sensor materials to construct various electrochemical
sensors like gas sensor, biosensor, and ion selective electrode [5]. Miura et al. reported the use of lanthanum fluoride
film in biosensor and room-temperature oxygen sensor based on its high F- ion-conducting property. The working
principle of LaF3 based biosensor and oxygen sensors is explained as the movement of F-ion conduction [6, 7]. Fe-
dorov P.P. [8] et al. review the major aspects of inorganic chemistry of nanofluorides, methods of synthesis including
nanochemical effects, preparation of 1D, 2D, and 3D nanostructures, surface modification of the nanoparticles, fluo-
ride nanocomposites and applications of nanofluorides. The orthorhombic β-YF3 structure and ionic conductivity of
rare earth fluorides and of tysonite-structured were investigated by Trnovcova et al. [9, 10].

Hai Guo et al. [11] have reported water-soluble LaF3; Ce3+, Tb3+ nanodiskettes having particle size of 25 nm syn-
thesized by ionic liquid-based hydrothermal process. The luminescent properties of LaF3; Ce3+, Tb3+ nanodiskettes
show intense green emission (541 nm) at 254 nm excited wavelength both in solid state and dispersed in solution. A
simple and straightforward method was developed by Yong Zhang et al. [12, 13] to produce water-dispersible LaF3;
Ce3+, Tb3+ nanocrystals and to grow these nanocrystals on silica microspheres which show a raspberry-like structure
with LaF3 nanocrystals. The nanocrystals were 25 nm in size and exhibited strong green fluorescence for excited
wavelength of 254 nm. There is a report by Cong-Cong Mi et al. [14] on Polyethyleneimine (PEI) functionalized mul-
ticolor luminescent LaF3; Ce3+, Tb3+ nanoparticles which were synthesized via a novel microwave-assisted method
and nanoparticles possessed a pure hexagonal structure with an average size of was 12 nm and green fluorescence
was observed when sample was excited with 252 nm wavelength. The lanthanide series of trivalent ions is Ce3+,
Pr3+, Nd3+ having ultra violet (UV) and visible luminescence spectra consisting of many narrow lines whose half-
widths reach only several cm−1. It was found that the in Nd3+ UV and visible luminescence depend on the excitation
wavelength [15].

The synthesized LaF3:Ce3+, Pr3+, Nd3+ nanoparticles exhibit hexagonal shape and exhibit blue luminescence.
In the present case LaF3:Ce3+, Pr3+, Nd3+ nanoparticles have been synthesized using a conventional microwave
radiation technique for first time.
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2. Experimental

2.1. Synthesis of nanocrystals

Synthesis of LaF3:Ce3+, Pr3+, Nd3+ nanocrystals follows an aqueous route and uses a microwave heating at low
power range. The method is simple and cost effective. Water soluble LaCl3 + CeCl3+ PrCl3 + NdCl3 and NH4F are
mixed to obtain a solution in 1:3 molar proportions [16]. A 10 ml homogenous mixture (in the ionized water) in a
100 ml beaker using 0.064 mol of each LaCl3 + CeCl3 + PrCl3 + NdCl3 allowed a 10 ml solution of 0.768 mol NH4F
to drip into this solution uniformly through a funnel attached with a stopper to facilitate control of dripping, and placed
the whole set up inside a conventional microwave set at low power range (in on-off mode set at 30 sec) for around
30 min. The low power range setting largely helped us avoid spill off of the solution. A white crystalline precipitate
identified as doped LaF3 nanocrystals appears almost instantly having settled down to the bottom of the beaker. White
precipitate is then washed several times with de-ionized water and then drying it in microwave oven for about 15 min.
The dried sample was then stored in sealed ampoules for further characterization and analysis.

3. Characterization

Powder X-ray diffraction (XRD) measurements have been performed using a PANALYTICAL X’PERT PROMPD
diffractometer model using CuKα radiation λ = 1.5405 A.U with a scanning rate of 20 per min in the 2◦ range from
0◦ to 80◦. Transmission electron microscope (TEM) analysis has been carried out for different magnification by
PHILIPS (CM 200) 0.24 nm resolution, operating at 200 kV. The UV-visible spectrum of the samples was recorded in
the spectral range of 200 nm–800 nm using a double beam (Perkin Elmer Corp.) spectrophotometer. The fluorescence
spectrum was measured on LS 45 luminescence spectrometer (Perkin Elmer Corp.) using a high energy pulsed Xenon
source for excitation and FL Win Lab software. NLO studies for the measurements of SHG efficiency are obtained
through the crystalline powder sample by using Kurtz and Perry technique.

4. Result and discussion

The XRD pattern obtained from the LaF3:Ce3+, Pr3+, Nd3+ nanocrystals shown in Fig. 1. The results of the
XRD are in good agreement with the hexagonal LaF3 structure as described in the reports LaF3 (JCPDS card No.
32-0483) [17]. The average crystallite size estimated from the Scherrer equation, D = 0.90λ/β cos θ, where D is the
average crystallite size, λ is the x-ray wavelength (0.15405 nm), θ and β being the diffraction angle and full width at
half maximum of an observed peak, respectively. The strongest peak (111) at 2θ=27.84◦ for LaF3:Ce3+, Pr3+, Nd3+

samples have been used to calculate the average crystallite size (D) of the nanoparticles [18].The average crystallite
sizes of LaF3:Ce3+, Pr3+, Nd3+ nanoparticles are in the range of 15 nm–20 nm, which is in agreement with the TEM
and SEM results. The XRD pattern of the LaF3 nanoparticles is nearly similar to that of LaF3: Ce3+, Tb3+ [19]. No
XRD signals are observed for impurity phases.

FIG. 1. X-ray diffraction pattern of LaF3:Ce3+, Pr3+, Nd3+ nanocrystals
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Figure 2 shows the transmission electron microscopy (TEM) image of LaF3:Ce3+, Pr3+, Nd3+ nanocrystals. It
is seen that most of the nanocrystals are in the form of hexagon, sphere and nanorods. Most of the nanorods of LaF3:
Ce3+, Pr3+, Nd3+ are found to be well separated with some instances of agglomeration with average particle size of
20 nm are found. Fig. 3 shows the selected area electron diffraction (SAED) pattern. Three strong diffraction rings
corresponding to the (002), (111) and (300) reflections, have been observed which is in close agreement with the
hexagonal LaF3 structure [20]. This shows that the original structure of LaF3 may be retained even after modification.

FIG. 2. TEM image of LaF3:Ce3+, Pr3+, Nd3+ nanocrystals

FIG. 3. Selected area electron diffraction (SAED) pattern image of LaF3:Ce3+, Pr3+, Nd3+ nanocrystals

Figure 4 shows the optical absorption spectrum of the nanocrystallites with an absorption edge at 250 nm in the
UV region, with corresponding energy band gap lying at 4.9 eV. Absorption against wavelength values was used to
determine the band gap energy. The band gap energy was calculated by determining the ’hν’ value. A wide transparent
window is present between 200 – 800 nm suggesting its use in optoelectronics devices.

The emission spectra of synthesized LaF3: Ce3+, Pr3+, and Nd3+ ion is shown in Fig. 5. The emission spectra
was obtained by monitoring (254 nm) 4f to 5d transition of Ce3+ ions. The broadband emission is located at 458 nm
due to the electronic transitions from 5d to 4f state of Ce3+ ions [21]. The sharp emission peaks originates from the
4f5d - 4f2 transitions of Pr3+ ions [3H4 →3P2 (458 nm), 3H4 →3P0 (497 nm), 3H4 →1D2 (608 nm)]. The quenching
of Ce3+ emissions and the enhancement of Pr3+ emissions is strong evidence of efficient energy transfer from Ce3+

to Pr3+ and Nd3+. The emission spectrum is mainly located in the region corresponding to blue colour. Here, the
doping Ce3+ ions act as sensitizers and the doping ions Pr3+, Nd3+ can be considered as luminescent centers. It is
well known fact that the luminescent spectra of trivalent lanthanide ions in crystals come mainly from two types of
electronic transitions: 4f-4f transition and 5d-4f transition. The excited electronic configuration of Ce3+ is 5D1. The
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FIG. 4. UV-VIS absorption spectra of LaF3 doped Ce3+, Pr3+ Nd3+ nanocrystals in ionized water

FIG. 5. Excitation (λem=458 nm) and Emission (λex=254 nm) spectra of LaF3 nanocrystals doped
Ce3+, Pr3+, Nd3+ ions in deionized water

5d electron has a strong interaction with the neighboring anion ligands in the compounds and results in broadband
emissions. The 4f orbital is shielded from the surroundings by the filled 5s2 and 5p6 orbital. Therefore, the influence
of the host lattice on the optical transitions within the 4fn configuration is small [15, 22].

Figure 6 shows the energy level scheme of LaF3; Ce3+, Pr3+ Nd3+, with optical transitions and energy transfer
processes. The Ce3+ ion excited at 254 nm absorbs one photon and is pumped to the 5d level. Then, it relaxes to the
ground state by radiative process with emission of photons; and transfers its energy to a nearby Pr3+ ion in the ground
state, promoting this Pr3+ ion to excited state. Then, the excited Pr3+ ion relaxes to the 3P2, 3P0, and 1D2 levels by
non-radiative process. The Pr3+ ion excited by 254 nm is pumped to the 3P2, 3P0, and 1D2 states. As mentioned
above, 3H4 →3P2 (458 nm), 3H4 →3P0 (497 nm), 3H4 →1D2 (608 nm) transitions have been observed only for
low Pr3+ doped samples. Blue fluorescence from the higher energy 3P2 level has been observed for high Pr3+ doped
samples [23].
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FIG. 6. Energy level scheme for LaF3: Ce3+, Pr3+, Nd3+ nanocrystals

The nonlinear optical property of LaF3:Ce3+, Pr3+, Nd3+ in de-ionized water was tested by passing the output
of Nd: YAG Quanta ray laser emitting 1064 nm, generating about 6mJ / pulse through the samples. SHG is a key
technology as frequency doublers of laser light. The SHG efficiency of LaF3: Ce3+, Pr3+, Nd3+ nanocrystals were
determined in de-ionized water by modified Kurtz and Perry technique [24]. Crystalline powder of Potassium dihy-
drogen phosphate (KDP) taken as the reference material. The measured relative SHG efficiency of LaF3: Ce3+, Pr3+,
Nd3+ in de-ionized water with respect to KDP crystal is 0.186.

5. Conclusions

LaF3 nanocrystals successfully have been synthesized using LaCl3+CeCl3+PrCl3+NdCl3 and NH4F in deionized
water. Elongated and assorted size hexagonal geometry of LaF3 nanocrystals has been observed. XRD and TEM
studies indicate that the average particle size is 20 nm. The conductivity at room temperature for LaF3 sample prepared
in deionized water is found to be in close agreement with reported values. The absorption edge in UV spectra is found
at 250 nm corresponding to energy of 4.9 eV. It further shows a wide transparent window lying between 200 nm–
800 nm. For LaF3; Ce3+, Pr3+, Nd3+ nanocrystals emission of blue color (458 nm) has been observed with at an
excitation wavelength of 254 nm. The SHG property was tested by using Nd: YAG laser. The second harmonic
efficiency of LaF3; Ce3+, Pr3+, Nd3+ nanocrystals is found to be 0.186 in deionized water using KDP as standard
material.
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2. Files with illustrations, files with tables.
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Recommendations for text in LaTex:
Please,  use  standard  LaTex  without  macros  and  additional  style  files.  The  list  of

references should be included in the main LaTex file. Source LaTex file of the paper with the
corresponding pdf file and files of figures should be submitted.

References in the article text are given in square brackets. The list of references should
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