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In the field of chemical graph theory, a topological index is a real number which is correlated with the various physical properties, biological activities and chemical reactivities of molecular graphs. In recent trends, M-polynomials are used to compute numerous degree-based topological indices. Hex-derived networks have a wide range of applications in pharmaceutical sciences, electronics and communication networks. In this paper, we would like to determine a general form of M-polynomial for the third type of hex-derived network of dimension \( n \) and hence generate the related degree-based topological indices. Additionally, we plot the M-polynomial and all the related degree-based topological indices for several \( n \).
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1. Introduction

Let \( G = (V, E) \) be a simple connected graph, where \( V = V(G) \) and \( E = E(G) \) respectively denote the vertex set and the edge set which contains unordered pairs of vertices. The degree of a vertex \( u \in V(G) \) in \( G \) is the number of vertices that are adjacent to \( u \) and is denoted by \( d(u) \) [1].

1.1. A brief review on topological indices and M-polynomials

Mathematical aspects of chemical compounds and their behaviors are being investigated in the area of Chemical Graph Theory (CGT). For a given chemical compound, each atom is represented by a vertex and each chemical bond between the atoms is represented by an edge to form a graph. Several chemical applications of graphs and the connection between graph theory and chemistry have been reported in [2–5]. In the graph-theoretical representation of a molecule, we can study various biological activities, physical properties, chemical reactivities and other properties of chemical compounds. In the area of CGT, a topological index (also known as a graph-theoretic index or connectivity index) specifies the properties of a molecular structure. Generally, it is a numerical representation of a molecule, which is used in the development of Quantitative Structure Activity Relationships (QSARs) and Quantitative Structure Property Relationships (QSPRs). For more details please refer to [6, 7].

The topological indices are usually partitioned into degree-based topological indices [8], distance-based topological indices [9], degree and distance-based topological indices [10] and counting related topological indices [11]. These indices describe the physical, biological, chemical and other properties of various structures. Generally, by the definitions of the respective topological indices, we can calculate their numeric values. Instead, a general method can be found to directly produce the different topological indices of a particular class. Keeping this idea in mind, the concept of polynomials [12] is introduced in graph theory. By constructing a general polynomial corresponding to a given structure, one can derive several topological indices by differentiating or integrating (or a different combination of both) the corresponding polynomial.

In literature, several such polynomials are proposed. Some of which are the matching polynomial [13], the Clar covering polynomial (also known as the Zhang-Zhang polynomial) [14], the Schultz polynomial [15], the Tutte polynomial [16], the Hosoya polynomial [17], etc. Among all of these polynomials, the Hosoya polynomial is used for finding the distance-based topological indices such as the Wiener index [18].

The degree-based topological indices play a major role to understand various properties of a molecular structure. In the recent studies, the idea of M-polynomial is proposed by Deutsch and Klavžar [19] and determined how to evaluate several degree-based topological indices. Please refer to the papers [20–24], in each of which the M-polynomial corresponding to a chemical network is derived and henceforth their related degree-based topological indices are evaluated.
**Definition 1** ([19]). For a simple connected graph $G$, the expression

$$M(G; x, y) = \sum_{\delta \leq i, j \leq \Delta} m_{i,j}(G) x^i y^j$$

is known as the $M$-polynomial of a graph $G$, where $\delta = \min\{d(u) | u \in V(G)\}$, $\Delta = \max\{d(u) | u \in V(G)\}$ and $m_{i,j}(G)$ is the number of edges $uv \in E(G)$ such that $d(u) = i$, $d(v) = j$ ($i, j \geq 1$).

A degree-based topological index of a graph $G$ is one of a kind of graph invariants, which is denoted as $I(G)$ and as discussed in [25], it can be written as:

$$I(G) = \sum_{i \leq j} m_{i,j}(G)f(i, j).$$

**Theorem 2** ([19], Theorems 2.1, 2.2). Let $G$ be a simple connected graph.

1. If $I(G) = \sum_{e=uv \in E(G)} f(d(u), d(v))$, where $f(x, y)$ is a polynomial in $x$ and $y$, then
   $$I(G) = f(D_x, D_y)(M(G; x, y))|_{x=y=1}.$$

2. If $I(G) = \sum_{e=uv \in E(G)} f(d(u), d(v))$, where $f(x, y) = \sum_{i,j \in \mathbb{Z}} \alpha_{i,j} x^i y^j$, then $I(G)$ can be obtained from $M(G; x, y)$ using the operators $D_x, D_y, S_x$, and $S_y$.

3. If $I(G) = \sum_{e=uv \in E(G)} f(d(u), d(v))$, where $f(x, y) = \frac{x^r y^s}{(x + y + \alpha)^t}$, where $r, s \geq 0$, $t \geq 1$ and $\alpha \in \mathbb{Z}$, then
   $$I(G) = S_x^t Q_\alpha J D_x^r D_y^s(M(G; x, y))|_{x=y=1}.$$

1.2. Associated degree-based topological indices

In this section, we discuss a brief about certain degree-based topological indices that can be derived from the M-polynomial of our considered network. Gutman and Trinajstić [26] proposed the Zagreb indices in 1972. These indices help in determining the total $\pi$-electron energy which is related to the thermodynamic stability of a molecule. The Zagreb indices give higher weightage to the inner edges and vertices rather than the outer edges and vertices. With the opposite intuition, the definitions of modified Zagreb indices are proposed in [27].

**Table 1.** Formula for degree-based topological indices of a graph $G$

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Topological Index</th>
<th>Notation</th>
<th>Formula of Topological Indices</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>First Zagreb Index [26]</td>
<td>$M_1(G)$</td>
<td>$M_1(G) = \sum_{uv \in E(G)} (d(u) + d(v))$</td>
</tr>
<tr>
<td>2.</td>
<td>Second Zagreb Index [26]</td>
<td>$M_2(G)$</td>
<td>$M_2(G) = \sum_{uv \in E(G)} (d(u)d(v))$</td>
</tr>
<tr>
<td>3.</td>
<td>Modified Second Zagreb Index [27]</td>
<td>$mM_2(G)$</td>
<td>$mM_2(G) = \sum_{uv \in E(G)} \frac{1}{d(u)d(v)}$</td>
</tr>
<tr>
<td>4.</td>
<td>General Randić Index [28]</td>
<td>$R_\alpha(G)$</td>
<td>$R_\alpha(G) = \sum_{uv \in E(G)} (d(u)d(v))^{\alpha}$</td>
</tr>
<tr>
<td>5.</td>
<td>Inverse Randić Index [29]</td>
<td>$RR_\alpha(G)$</td>
<td>$RR_\alpha(G) = \sum_{uv \in E(G)} \frac{1}{d(u)d(v)^{\alpha}}$</td>
</tr>
<tr>
<td>6.</td>
<td>Symmetric Division (Deg) Index [30]</td>
<td>$SD(G)$</td>
<td>$SD(G) = \sum_{uv \in E(G)} \left{ \min(d(u),d(v)) \left[ \frac{d(u)d(v)}{\min(d(u),d(v))} \right] + \max(d(u),d(v)) \left[ \frac{d(u)d(v)}{\max(d(u),d(v))} \right] \right}$</td>
</tr>
<tr>
<td>7.</td>
<td>Harmonic Index [31]</td>
<td>$H(G)$</td>
<td>$H(G) = \sum_{uv \in E(G)} \frac{2}{d(u)+d(v)}$</td>
</tr>
<tr>
<td>8.</td>
<td>Inverse Sum (Indeg) Index [30]</td>
<td>$ISI(G)$</td>
<td>$ISI(G) = \sum_{uv \in E(G)} \frac{d(u)d(v)}{d(u)+d(v)}$</td>
</tr>
<tr>
<td>9.</td>
<td>Augmented Zagreb Index [32]</td>
<td>$AZ(G)$</td>
<td>$AZ(G) = \sum_{uv \in E(G)} \left{ \frac{d(u)d(v)}{d(u)+d(v)-2} \right}^3$</td>
</tr>
</tbody>
</table>
Another very well-known degree-based topological index is the Randić index. It is introduced by Milan Randić [33] in 1975. It is also known as a connectivity index or branching index. This index has wide applications in the field of drug design. Two decades later, observing the advancement of Randić index, the mathematicians Bollobás and Erdős [28], and Amić et al. [29] introduced the generalized version of the Randić index (for an arbitrary real number $\alpha$) in 1998, which is known as general Randić index. For $\alpha = \frac{-1}{2}$, $R_{\alpha}$ becomes a Randić index [33]; for $\alpha = 1$, $R_{\alpha}$ becomes a second Zagreb index; and for $\alpha = -1$, $R_{\alpha}$ turns out to be a modified second Zagreb index. Around 2010, the symmetric division index is proposed in [30] to determine the total surface area of polychlorobiphenyls. Whereas, the inverse sum index [30, 34] predicts the total surface area of octane isomers. For the study of the heat of formation of alkanes, the augmented Zagreb index [32] is beneficial. Table 1 lists the formulas of the different degree-based topological indices (of a graph $G$) which are associated with M-polynomial.

1.3. The hex-derived network of type 3 of dimension $n$

The Hexagonal network of dimension $n$ is introduced in [35] and is denoted by $HX[n]$. It has several applications in the image processing to model the benzenoid hydrocarbons in the field of chemistry, wireless sensor networks and computer graphics. Later in 2008, the hex-derived network of type 1 ($HDN_1$) and hex-derived network of type 2 ($HDN_2$) of dimension $n$ (where $n$ denotes the number of vertices in a side of the HDN structure) are constructed from the $HX[n]$ [36]. Again in 2017, based on the structure of the $HX[n]$, Raj and George [37] have derived a new network called hex-derived network of type 3 of dimension $n$ (denoted as $HDN_3[n]$). Fig. 1 depicts the pictorial representation of the third type of hex-derived network of dimension 4 (that is, $HDN_3[4]$). The metric dimension of $HDN_3[n]$ has a wide range of applications in robotics, networking etc.

![Fig. 1. Type 3 hex-derived network of dimension 4 ($HDN_3[4]$)](image)

1.4. Our contribution and roadmap

Recently, Wei et. al. [38] computed several degree-based topological indices of $HDN_3[n]$. The indices are calculated separately as well as directly by using their degree-based formulas mentioned in Table 1. As an alternative of the above, we derive a closed-form of M-polynomial for the $HDN_3[n]$ in Section 2. Henceforward, we calculate the related degree-based topological indices of the network (for different values of $n$) via using the M-polynomial. Moreover, the graphical representation of the M-polynomial and related topological indices for different dimensions of the network are plotted in Section 3.

2. Deriving a M-polynomial for $HDN_3[n]$ network

**Theorem 3.** Let $HDN_3[n]$ be the third type of hex-derived network of dimension $n$ ($\geq 4$). Then a M-polynomial of $HDN_3[n]$ is

$$M(HDN_3[n]; x, y) = (18n^2 - 36n + 18)x^4y^4 + 24x^4y^7 + (36n - 72)x^4y^{10} + (36n^2 - 108n + 84)x^7y^{10} + 12x^7y^{18} + 6x^7y^{18} + (6n - 18)x^{10}y^{10} + (12n - 24)x^{10}y^{18} + (9n^2 - 33n + 30)x^{18}y^{18}.$$
Proof. Let us first enumerate the cardinality of the vertex set and the edge set of the HDN3[\(n\)] by observing the Fig. 1 of HDN3[\(n\)].

\[ |V(HDN3[n])| = 21n^2 - 39n + 19, \]
\[ |E(HDN3[n])| = 63n^2 - 123n + 60. \]

Observe that, based on the degree of vertices of HDN3[\(n\)], the network consists of 4, 7, 10 and 18 degrees vertices only, and each of whose cardinality is \(18(n-1)^2\), 6, 6\((n-2)\) and 3\(n^2 - 9n + 7\), respectively. Also, we partition the edge set \(E(HDN3[n])\) of HDN3[\(n\)] into nine disjoint sub-classes depending on the degrees of the end vertices of each edge, as: \(E_{i,j} = \{e = uv \in E(HDN3[n]) : d(u) = i, d(v) = j\} \) where \(i, j \in \{4, 7, 10, 18\}\). And the cardinality of each of the above edge sets is given by \(|E_{4,4}| = 18n^2 - 36n + 18, |E_{4,7}| = 24, |E_{4,10}| = 36n - 72, |E_{4,18}| = 36n^2 - 108n + 84, |E_{7,10}| = 12, |E_{7,18}| = 6, |E_{10,10}| = 6n - 18, |E_{10,18}| = 12n - 24, |E_{18,18}| = 9n^2 - 33n + 30. Observe that the hex-derivative network structure does not have any edge \(uv\) such that \(d(u) = 7 = d(v)\) and as a consequence \(|E_{7,7}| = 0\). Therefore, by the basic definition of M-polynomial, the M-polynomial of HDN3[\(n\)] is

\[
M(HDN3[n]; x, y) = \sum_{i,j} m_{i,j} x^i y^j, \quad \text{where} \quad i, j \in \{4, 7, 10, 18\}\]

\[
= |E_{4,4}| x^4 y^4 + |E_{4,7}| x^4 y^7 + |E_{4,10}| x^4 y^{10} + |E_{4,18}| x^4 y^{18} + |E_{7,10}| x^7 y^{10} + |E_{7,18}| x^7 y^{18} + |E_{10,10}| x^{10} y^{10} + |E_{10,18}| x^{10} y^{18} + |E_{18,18}| x^{18} y^{18}\]

\[
= (18n^2 - 36n + 18) x^4 y^4 + 24x^4 y^7 + (36n - 72) x^4 y^{10} + (36n^2 - 108n + 84) x^4 y^{18} + 12 x^7 y^{10} + 6 x^7 y^{18} + (6n - 18) x^{10} y^{10} + (12n - 24) x^{10} y^{18} + (9n^2 - 33n + 30) x^{18} y^{18}.
\]

\[
\square
\]

Table 2. Formulas for degree-based topological indices derived from the M-polynomial of a graph

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Topological Index</th>
<th>Notation</th>
<th>f(x, y)</th>
<th>Derivation from ((M(G; x, y)))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>First Zagreb Index</td>
<td>(M_1(G))</td>
<td>(x + y)</td>
<td>((D_x + D_y)(M(G; x, y)))</td>
</tr>
<tr>
<td>2.</td>
<td>Second Zagreb Index</td>
<td>(M_2(G))</td>
<td>(xy)</td>
<td>((D_x D_y)(M(G; x, y)))</td>
</tr>
<tr>
<td>3.</td>
<td>Modified Second Zagreb Index</td>
<td>(mM_2(G))</td>
<td>(\frac{1}{xy})</td>
<td>((S_x S_y)(M(G; x, y)))</td>
</tr>
<tr>
<td>4.</td>
<td>General Randić Index</td>
<td>(R_\alpha(G))</td>
<td>((xy)^\alpha)</td>
<td>((D_x^\alpha D_y^\alpha)(M(G; x, y)))</td>
</tr>
<tr>
<td>5.</td>
<td>Inverse Randić Index</td>
<td>(RR_\alpha(G))</td>
<td>(\frac{1}{(xy)^\alpha})</td>
<td>((S_x^\alpha S_y^\alpha)(M(G; x, y)))</td>
</tr>
<tr>
<td>6.</td>
<td>Symmetric Division (Deg) Index</td>
<td>(SDD(G))</td>
<td>(\frac{x+y}{xy})</td>
<td>((D_x S_y + D_y S_x)(M(G; x, y)))</td>
</tr>
<tr>
<td>7.</td>
<td>Harmonic Index</td>
<td>(H(G))</td>
<td>(\frac{2}{x+y})</td>
<td>(2S_x J(M(G; x, y)))</td>
</tr>
<tr>
<td>8.</td>
<td>Inverse Sum (Indeg) Index</td>
<td>(ISI(G))</td>
<td>(\frac{x+y}{xy})</td>
<td>(S_x J D_x D_y (M(G; x, y)))</td>
</tr>
<tr>
<td>9.</td>
<td>Augmented Zagreb Index</td>
<td>(AZ(G))</td>
<td>((\frac{x+y}{x+y-2})^3)</td>
<td>(S_x^2 Q_x - 2 J D_x^3 D_y^3 (M(G; x, y)))</td>
</tr>
</tbody>
</table>

To calculate the concerned topological indices (as mentioned in Table 1) of a given graph \(G\) from the \((M(G; x, y))\), the formulas of derivations in terms of integral or derivative (or both integral and derivative) are listed in Table 2 [19], where \(D_x = x \frac{\partial (f(x, y))}{\partial x}, D_y = y \frac{\partial (f(x, y))}{\partial y}\), \(S_x = \int_0^x f(t, y) dt, S_y = \int_0^y \frac{f(x, t)}{t} dt, J(f(x, y)) = f(x, y), \) and \(Q_\alpha(f(x, y)) = x^\alpha f(x, y), \alpha \neq 0\).

The following theorem determines the values of the related degree-based topological indices of the HDN3[\(n\)] from the above proposed M-polynomial \((M(HDN3[n]; x, y))\).

Theorem 4. Let HDN3[\(n\)] be the third type of hex-derived network of dimension \(n\) \((\geq 4)\). Then

1. \(M_1(HDN3[n]) = 6(210n^2 - 482n + 275).\)
(2) \( M_2(HDN3[n]) = 12(483n^2 - 1237n + 777). \)

(3) \( m^2 M_2(HDN3[n]) = \frac{1}{16}(18n^2 - 36n + 18) + \frac{24}{28} + \frac{1}{40}(36n - 72) + \frac{1}{72}(36n^2 - 108n + 84) + \frac{12}{70} + \frac{6}{126} + \frac{1}{100}(6n - 18) + \frac{1}{180}(12n - 24) + \frac{1}{324}(9n^2 - 33n + 30) = \frac{119}{72}n^2 - \frac{1907}{675}n + \frac{50921}{37800}. \)

(4) \( R_\alpha(HDN3[n]) = 4^{2n}(18n^2 - 36n + 18) + 24 \times 28^\alpha + 46^\alpha(36n - 72) + 72^\alpha(36n^2 - 108n + 84) + 12 \times 70^\alpha + 6 \times 126^\alpha + 10^{2n}(6n - 18) + 180^\alpha(12n - 24) + 15^{2n}(9n^2 - 33n + 30). \)

(5) \( RR_\alpha(HDN3[n]) = \frac{(18n^2 - 36n + 18)}{28^{\alpha}} + \frac{24}{40^{\alpha}} + \frac{(36n - 72)}{72^{\alpha}} + \frac{(36n^2 - 108n + 84)}{70^{\alpha}} + \frac{6}{126^{\alpha}} + \frac{(6n - 18)}{10^{2n}} + \frac{(12n - 24)}{180^{\alpha}} + \frac{(9n^2 - 33n + 30)}{324^{\alpha}}. \)

(6) \( SDD(HDN3[n]) = 224n^2 - \frac{1510}{3}n + 30487. \)

(7) \( H(HDN3[n]) = 2 \times \left[ \frac{1}{3}(18n^2 - 36n + 18) + \frac{24}{11} + \frac{1}{14}(36n - 72) + \frac{1}{22}(36n^2 - 108n + 84) + \frac{12}{17} + \frac{6}{25} + \frac{1}{20}(6n - 18) + \frac{1}{28}(12n - 24) + \frac{1}{30}(9n^2 - 33n + 30) \right] = \frac{91}{11}n^2 - \frac{4638}{330}n + \frac{15059}{2550}. \)

(8) \( ISI(HDN3[n]) = 2(18n^2 - 36n + 18) + \frac{672}{11} + \frac{40}{14}(36n - 72) + \frac{72}{22}(36n^2 - 108n + 84) + \frac{840}{17} + \frac{756}{25} + 5(6n - 18) + \frac{180}{28}(12n - 24) + \frac{324}{36}(9n^2 - 33n + 30) = \frac{2583}{11}n^2 - \frac{5637}{11}n + \frac{115452}{425}. \)

(9) \( AZ(HDN3[n]) = \frac{4}{64}(18n^2 - 36n + 18) + \frac{24 \times 28^3}{9^4} + \frac{40^3}{12^3}(36n - 72) + \frac{72^3}{20^3}(36n^2 - 108n + 84) + \frac{12 \times 70^3}{15^4} + \frac{6 \times 126^3}{23^4} + \frac{10^6}{18^7}(6n - 18) + \frac{180^3}{26^4}(12n - 24) + \frac{18^6}{34^7}(9n^2 - 33n + 30). \)

**Proof.** One can directly derive the above topological indices by applying the respective derivation formulas over the proposed M-polynomial \( M(HDN3[n]; x, y) \) as directed in the fifth column of Table 2. These calculations are trivial and hence they are left to the ambitious reader. \( \square \)

**Remark 5.** In the paper [38], the general Randić index is calculated for the HDN3[n] for different values of \( \alpha \). Instead of calculating this index individually, we can simply put these values of \( \alpha \) in the above formula of \( R_\alpha(HDN3[n]) \) to generate the respective values of the general Randić index.

![Fig. 2. The plot of the M-polynomial of HDN3[4] in region -0.5 ≤ x, y ≤ 0.5](image-url)
3. Experimental results related to the M-polynomial

Fig. 2 pictorially models the M-polynomial \( M(HDN3[4]; x, y) \) of the hex-derived network of type 3 of dimension 4 \( (HDN3[4]) \) in the domain \(-0.5 \leq x, y \leq 0.5\), by using Maple\textsuperscript{TM} 13 software.

Additionally, by observing the broad range of values of the degree-based topological indices of \( HDN3[n] \) for different dimensional values of \( n \) \((4 \leq n \leq 8)\), we plot the values of the first Zagreb, second Zagreb, general Randić \((\alpha = 1/2)\), symmetric division (deg), inverse sum (indeg) and augmented Zagreb indices in Fig. 3, and the values of the modified second Zagreb, inverse Randić \((\alpha = 1/2)\) and Harmonic indices in Fig. 5. The curves plotted in the Fig. 3 for the symmetric division (deg) and inverse sum (indeg) indices are almost overlapping and hence separately redrawn in Fig. 4. It is evident from the figures that the values of each of the topological indices are increasing when the dimensions are in increasing order.
4. Conclusion

In this paper, we have considered the third type of hex-derived network of dimension \( n \ (HDN_3[n]) \) which has several applications in pharmaceutical sciences, electronics and communication networks. Instead of calculating the various degree-based topological indices separately, we have determined a general and closed-form of M-polynomial and thus directly derived the related degree-based topological indices of \( HDN_3[n] \). Also, we have graphically represented the M-polynomial, and all the associated topological indices for different dimensions.
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1. Introduction

Advances of nanotechnologies make it possible to design and create microelectromechanical systems (MEMS) and nanoelectromechanical systems (NEMS). These systems find use as primary converters in miniature sensors of physical quantities [1].

Characteristic dimensions of used systems elements: hundreds of nanometers for MEMS with operating frequencies of sensors up to 10 GHz and tens of nanometers for NEMS with operating frequencies of sensors up to tens of GHz [2, 3].

High-quality electromechanical resonators are used as primary converters to provide sensor sensitivities and measurement accuracy of physical quantities. Various aspects of these devices research, technological developments and their various applications are presented in the reviews [4–12].

The simplest resonators in MEMS and NEMS are one-dimensional distributed elastic structures (strings, rods, beams loaded with sensitive elements - masses). Technologies for making such resonators are presented, for example, in [13, 14].

The mathematical model of time harmonic elastic oscillations of resonators is the Sturm-Liouville boundary problem. The Sturm-Liouville problem is a boundary problem on a segment for an ordinary linear homogeneous differential equation with homogeneous boundary conditions at the ends of the segment [15].

To describe the motion of an MEMS or NEMS element, a generalized boundary condition of the third kind is used, containing eigenvalues [15–17]. A generalized boundary condition is a linear combination of the sought function and its first-order derivative, wherein the coefficients of the linear combination are polynomials with respect to the sought eigenvalue of the problem. The mathematical theory such of problems is built in the works [18, 19], where a generalization of the classical Sturm-Liouville problem theory is given [20, 21].

2. Statement of the Sturm-Liouville problem with generalized boundary conditions of the third kind

We consider the Sturm-Liouville boundary problem for a linear homogeneous ordinary second-order differential equation

\[ y'' = -\mu y, \] (1)

where \( y = y(x) \) at \(-1 \leq x \leq 1\), \( \mu \) is an eigenvalue of the problem, \( \mu > 0 \). Taking into account the positivity \( \mu \) we will accept \( \mu = \lambda^2 \), where \( \lambda > 0 \).

As boundary conditions for the differential equation, we have generalized homogeneous conditions of the third kind [15–17]:

\[ \alpha_1(\mu)y(1) + \beta_1(\mu)y'(1) = 0, \] (2)
\[ \alpha_2(\mu)y(-1) + \beta_2(\mu)y'(-1) = 0. \] (3)

Multipliers \( \alpha_k = \alpha_k(\mu) \) and \( \beta_k = \beta_k(\mu) \) \((k=1,2)\) are polynomials with respect to \( \mu \). Polynomials coefficients are parameters of the problem. Parameters depend on characteristics of physical models in application problems. If the
total number of such parameters under conditions (2) and (3) is equal to the number $S$, then we will call the boundary problem $S$-parametric. We will denote problem parameters by $\gamma_1, \gamma_2, \ldots, \gamma_S$.

If the homogeneous boundary problem (1)–(3) has a non-zero solution $y_0(x)$ at a value $\mu = \mu_0$, then the value $\mu_0$ is called an eigenvalue, and the corresponding solution $y_0(x)$ is called an eigenfunction of the boundary problem.

3. Sturm-Liouville problem eigenvalues calculation algorithm

To solve the Sturm-Liouville problem means to find all the problem eigenvalues and eigenfunctions.

Eigenvalues are analytically calculated for the simplest boundary conditions of the first and second kind. In cases of boundary conditions of the third kind, eigenvalues are calculated as the roots of a transcendental equation lacking an exact analytical solution. Therefore, various approximate methods are used to find eigenvalues. These methods produce only an asymptotic estimate of an eigenvalue without discussing the accuracy of the result obtained, which is important in applied research.

The proposed new method makes it possible to calculate a set of boundary problem eigenvalues and to evaluate effectively the accuracy of their calculation.

Consider the problem of finding all eigenvalues and eigenfunctions of the Sturm-Liouville problem (1)–(3).

To solve the problem, we find the general solution of the differential equation (1)

$$y = C_1 \cos \lambda x + C_2 \sin \lambda x,$$

where $C_1$ and $C_2$ depend on the value of $\lambda$.

Satisfying the boundary conditions (2) and (3), we obtain a homogeneous system of linear algebraic equations for finding quantities $C_1$ and $C_2$ in the general solution (4):

$$\begin{cases}
    C_1 p_1^-(\lambda) + C_2 q_1^-(\lambda) = 0, \\
    C_1 p_2^-(\lambda) + C_2 q_2^-(\lambda) = 0,
\end{cases}$$

where

$$p_k^\pm(\lambda) = \alpha_k(\lambda^2) \cos \lambda \pm \beta_k(\lambda^2) \sin \lambda,$$

$$q_k^\pm(\lambda) = \pm \alpha_k(\lambda^2) \sin \lambda + \lambda \beta_k(\lambda^2) \cos \lambda$$

at $k=1,2$. We take upper or lower symbol in formulas for $p_k^\pm(\lambda)$ and $q_k^\pm(\lambda)$ simultaneously.

The principal determinant of the homogeneous system of algebraic equations (5) is in the form of

$$\Delta(\lambda, \gamma_1, \gamma_2, \ldots, \gamma_S) = p_1^-(\lambda) q_2^+(\lambda) - p_2^-(\lambda) q_1^+(\lambda).$$

The arguments of the determinant are a sought value $\lambda$ and parameters $\gamma_1, \gamma_2, \ldots, \gamma_S$ included in the conditions (2) and (3).

In order to find a non-zero solution to the homogeneous system of linear algebraic equations (5), we will require that the principal determinant of this system to be zero:

$$\Delta(\lambda, \gamma_1, \gamma_2, \ldots, \gamma_S) = 0.$$  

Equation (7) is called a characteristic equation. To find an eigenvalues $\mu$ of the Sturm-Liouville problem, we look for the positive roots $\lambda$ of characteristic equation (7), and then look for the eigenvalue $\mu = \lambda^2 > 0$.

As can be seen from equality (6), the principal determinant is the sum of the components consisting of the works of the polynomial and trigonometric functions that depend on a sought $\lambda$ value. Thus, equation (7) is transcendental and does not allow an analytic solution of the form of

$$\lambda = \varphi(\gamma_1, \gamma_2, \ldots, \gamma_S),$$

which would allow to calculate an eigenvalue from known problem parameter values.

The proposed approximate method provides an approximate representation of the view (8) and estimates the accuracy of this representation.

Let us give an algorithm of the proposed method of obtaining an approximate solution of the characteristic equation.

In the first step we will make a table of function values $\lambda = \varphi(\gamma_1, \gamma_2, \ldots, \gamma_S)$ on some set of variable $\gamma_1, \gamma_2, \ldots, \gamma_S$ values. To do this, we record the determinant $\Delta(\lambda, \gamma_1, \gamma_2, \ldots, \gamma_S)$ as a linear combination of trigonometric functions with multipliers representing some polynomials with respect to $\lambda$ value. Coefficients of these polynomials are calculated through parameter $\gamma_1, \gamma_2, \ldots, \gamma_S$ values.

The dependence of the determinant on each parameter is not more than quadratic, since the problem parameters are coefficients of the polynomials and enter in the polynomials linearly, and the polynomials themselves are only multiplied according to formula (6).
Using this circumstance, we solve equation (7) with respect to some arbitrarily chosen parameter $\gamma_i$ with the $i$ number. We get a functional dependence of the form of

$$\gamma_i = \varphi_i(\lambda, \gamma_1, \gamma_2, \ldots, \gamma_{i-1}, \gamma_{i+1}, \ldots, \gamma_S).$$  \hspace{1cm} (9)

We now arbitrarily set argument values of the function $\varphi_i$ and calculate the value $\gamma_i$. For example, we can select arguments values of the function $\varphi_i$ on a uniform grid of the $\lambda, \gamma_1, \gamma_2, \ldots, \gamma_{i-1}, \gamma_{i+1}, \ldots, \gamma_S$ arguments. Values of the parameter $\gamma_i$ are then calculated. If necessary, if the values obtained for the parameter $\gamma_i$ are not sufficient, the relation (9) can be recorded with another selection of the parameter on the left hand side of the equality (9). We can now choose additional values for the $\gamma_i$ parameter. As a result, we create a table of function $\varphi_i$ values.

In the second step of solving characteristic equation we have a sufficient number of function $\varphi_i$ values. We find an approximating function $\Gamma_i = \Phi_i(\lambda, \gamma_1, \gamma_2, \ldots, \gamma_{i-1}, \gamma_{i+1}, \ldots, \gamma_S)$ using the obtained set of the function values $\varphi_i$ given by formula (9). We will select the approximation function $\Phi_i$ so that it has an inverse function $\Phi_i^{-1}$ with respect to the variable $\lambda$ at fixed values of the $\gamma_2, \ldots, \gamma_{i-1}, \gamma_{i+1}, \ldots, \gamma_S$ arguments:

$$\lambda = \Phi_i^{-1}(\gamma_1, \gamma_2, \ldots, \gamma_{i-1}, \gamma_{i+1}, \ldots, \gamma_S).$$

In order to calculate the approximate value of the sought $\lambda$, value, we set in this formula $\Gamma_i = \gamma_i$:

$$\lambda_i = \Phi_i^{-1}(\gamma_1, \gamma_2, \ldots, \gamma_{i-1}, \gamma_{i+1}, \ldots, \gamma_S).$$  \hspace{1cm} (10)

Then we calculate our eigenvalue $\mu_i = \lambda_i^2$.

As an example of the implementation of the method, we consider the problem of finding eigen frequencies of a longitudinally oscillating rod loaded with masses at the ends.

4. Statement of eigen frequencies problem for a longitudinally oscillating rod loaded at the ends with masses

We have an elastic uniform rod: the rod length is $2l$, the constant cross-sectional area is $F$, the rod material has Young’s modulus $E$, linear density is $\rho$. Body 1 with mass $M_1$ and body 2 with mass $M_2$ are fixed at the rod ends. The placement of rod (R) and bodies 1 and 2 in the coordinate system is shown in Fig. 1.

![Fig. 1. Longitudinally oscillating rod (R) loaded at the ends with bodies 1 and 2. Choice of the coordinate system is shown](image)

Small longitudinal displacements $U = U(X, t)$ of rod cross section with coordinate $X$ from equilibrium position at moment of time $t$ satisfy to the equation

$$\rho F \frac{\partial^2 U(X, t)}{\partial t^2} = EF \frac{\partial^2 U(X, t)}{\partial X^2}$$  \hspace{1cm} (11)

at $-l < X < l$.

Boundary conditions describe masses oscillations under the action of the elastic rod: we have on the right end of the rod if $X = l$

$$M_1 \frac{\partial^2 U(l, t)}{\partial t^2} = -EF \frac{\partial U(l, t)}{\partial X},$$  \hspace{1cm} (12)

we have on the left end of the rod if $X = -l$

$$M_2 \frac{\partial^2 U(-l, t)}{\partial t^2} = EF \frac{\partial U(-l, t)}{\partial X}.$$  \hspace{1cm} (13)

In order to find eigen frequencies of rod oscillations it is considered that dependence of longitudinal displacement of rod cross-section on time is harmonic with circular frequency $\omega$: $U(X, t) = Y(X) e^{-i \omega t}$, $Y = Y(X)$ is the amplitude of longitudinal displacement of rod cross-section at the point with coordinate $X$.

Let us pass in equations (11)–(13) to dimensionless values. We introduce the dimensionless coordinate $x = X/l$, then $-1 \leq x \leq 1$, and introduce the dimensionless amplitude of the longitudinal displacement of rod cross-section $y(x) = Y(X)/l$. 
We introduce also dimensionless quantities: dimensionless eigenvalue \( \mu = \rho \omega^2 l^2 / E \), dimensionless eigenfrequency \( \lambda = \sqrt{\mu} \), and two dimensionless parameters of the problem: \( \gamma_1 = M_1/M_0 \) and \( \gamma_2 = M_2/M_1 \), where the mass \( M_0 \) is equal to half the mass of the rod: \( M_0 = \rho Fl \). Note that problem parameters have the properties: \( \gamma_1 > 0, \gamma_2 \geq 0 \).

Taking into account the introduced dimensionless quantities problem (11)–(13) takes the form of boundary problem (1)–(3)

\[
y'' = -\lambda^2 y, \quad \text{at} \quad -1 \leq x \leq 1, \quad \text{with edge conditions of type (2) and (3)}
\]

\[
\gamma_1 \lambda^2 y(1) - y'(1) = 0, \quad \gamma_1 \gamma_2 \lambda^2 y(-1) + y'(-1) = 0.
\]

We have a two-parametric boundary problem with parameters \( \gamma_1 \) and \( \gamma_2 \).

A simpler single-parameter problem is discussed in [22], when the masses attached to the rod ends are the same: \( M_1 = M_2 \) or \( \gamma_2 = 1 \).

The general solution of equation (14) has the form (4). We obtain from the boundary conditions (15) and (16) a system of linear algebraic equations of the form of (5), where

\[
p_k^\pm(\lambda) = \alpha_k(\lambda^2) \cos \lambda \pm \lambda \sin \lambda, \quad q_k^\pm(\lambda) = \pm \alpha_k(\lambda^2) \sin \lambda \mp \lambda \cos \lambda
\]

at \( k = 1, 2 \).

The characteristic equation (7) for finding non-zero eigen frequencies is converted to the form of

\[
\gamma_1^2 \gamma_2 \lambda^2 \sin 2\lambda - \gamma_1(1 + \gamma_2) \lambda \cos 2\lambda - \sin 2\lambda = 0.
\]

The obtained equation defines the implicit dependence of the dimensionless frequency \( \lambda \) on the problem parameters \( \gamma_1 \) and \( \gamma_2 \). As shown in item 3 and seen from equation (17), it is not possible to obtain an analytical solution of the characteristic equation with respect to a sought value \( \lambda \).

The proposed method of solving the characteristic equation makes it possible to obtain an approximate analytical \( \lambda = \lambda(\gamma_1, \gamma_2) \) dependence.

Note that the characteristic equation (17) was obtained in 6.2 [23] in solving the problem of a substance diffusion through a permeable wall. The equation was solved graphically for the particular \( \gamma_2 = 1 \) case, when this equation is converted to the form of \( \cot 2\lambda = (\gamma_1^2 \lambda^2 - 1)/2\gamma_1 \lambda \). The graphs of functions from the right and left hand sides of the equation were drawn at a fixed value of the \( \gamma_1 \) parameter. The sought frequency values \( \lambda \) were obtained as abscissas of the intersections points of these graphs.

As a result, in [23] there is a table of values of five first sought eigen frequency values \( \lambda_{i} \) for three parameter \( \gamma_1 \) values. It is difficult to use the obtained results in practice: first, the number of frequencies found is insufficient for the qualitative numerical simulation of a physical problem, second, modeling may require a different parameter value \( \gamma_1 \) than the table value, third, the case \( \gamma_2 \neq 1 \) will be interesting.

5. Approximate solution of characteristic equation for the problem of longitudinal oscillations of elastic rod loaded with masses

In computer simulation of practical problems it is convenient to have an approximate analytical solution of the characteristic equation for all roots of this equation and at any values of problem parameters.

Approximate methods used to solve equations of type (17) give analytical estimates for eigenvalues sufficient for large eigenvalues [24]. Obtaining approximate formulas for the first eigenvalues near zero causes difficulties. Estimates of the accuracy of approximate formulas for eigenvalues near zero are not usually considered. The proposed method of solving the characteristic equation allows for solve these problems.

5.1. Finding dependencies of eigen frequency \( \lambda \) on Sturm-Liouville problem parameters \( \gamma_1 \) and \( \gamma_2 \) in tabular and graphical view

Let’s take advantage of the fact that the characteristic equation (17) cannot be solved in elementary functions relative to the eigen frequency \( \lambda \), but can be resolved relative to the parameters \( \gamma_1 \) or \( \gamma_2 \).

Consider the values \( \lambda \) and \( \gamma_2 \) in the characteristic equation as independent variables (0 < \( \lambda \) < +\( \infty \), \( \gamma_2 \geq 0 \)), and consider the parameter \( \gamma_1 > 0 \) as dependent variable. The left hand side of equation (17) is a quadratic function relative to the \( \gamma_1 \) variable. We find the dependence of the value \( \gamma_1 \) on the variables \( \lambda \) and \( \gamma_2 \), if we calculate the roots of quadratic equation (17):

\[
\gamma_1^\pm = \gamma_1^\pm(\lambda, \gamma_2) = \frac{1}{2\gamma_2 \lambda^2} \left( W(\lambda, \gamma_2) \pm \sqrt{W^2(\lambda, \gamma_2) + 4\gamma_2 \lambda^2} \right),
\]

where \( W(\lambda, \gamma_2) = \gamma_1 \lambda^2 \).
where the function \( W(\lambda, \gamma_2) = (1 + \gamma_2)\lambda \cot 2\lambda \) is used. In formula (18), either the upper or lower signs are taken at the same time.

Denote the functions \( \gamma_{1}^{\pm} = \gamma_{1}^{\pm}(\lambda, \gamma_2) \) by \( \gamma_{1n}^{\pm} = \gamma_{1n}^{\pm}(\lambda, \gamma_2) \) if argument \( \lambda \) belongs to the interval \((\nu_{n-1}, \nu_{n}]\) with the number \( n \):
\[
\gamma_{1n}^{\pm}(\lambda, \gamma_2) = \gamma_{1n}^{\pm}(\lambda, \gamma_2) \text{ at } \lambda \in (\nu_{n-1}, \nu_{n}].
\]

5.2. Properties of \( \gamma_{1n}^{\pm}(\lambda, \gamma_2) \) functions

1. Functions \( \gamma_{1n}^{\pm}(\lambda, \gamma_2) \) are defined for all \( \lambda > 0 \) but values \( \nu_n = \pm \pi n/2 \) at \( n = 1, 2, \ldots \). Direct substitution of values \( \lambda \neq \nu_n \) into equation (17) proves that relations (17) and (18) are equivalent.

2. Functions \( \gamma_{1n}^{\pm}(\lambda, \gamma_2) \) are even relative to the \( \lambda \) variable, since the function \( W(\lambda, \gamma_2) \) in equality (18) is even, and the degrees of \( \lambda \) are even.

3. Functions \( \gamma_{1n}^{\pm}(\lambda, \gamma_2) \) are continuous on each \([\nu_{n-1}, \nu_n]\) interval.

4. Functions \( \gamma_{1n}^{\pm}(\lambda, \gamma_2) \) of constant signs: \( \gamma_{1n}^{+}(\lambda, \gamma_2) \geq 0, \gamma_{1n}^{-}(\lambda, \gamma_2) \leq 0 \). Taking into account the positivity of possible parameter \( \gamma_1 \) values we will study further only the functions \( \gamma_{1n}^{+}(\lambda, \gamma_2) \).

5. We have the equality \( \gamma_{1n}^{+}(\nu_{n+1}, \gamma_2) = 0 \) and the limit value \( \gamma_{1n}^{+}(\lambda, \gamma_2) \rightarrow +\infty \) as \( \lambda \rightarrow \nu_n + 0 \).

6. The graphs of functions \( \gamma_{1n}^{+}(\lambda) = \gamma_{1n}^{+}(\lambda, \gamma_2) \) at \( n = 1, 2, 3 \) are shown in Fig. 2(a) for three fixed values of the \( \gamma_2 \). One can see that functions \( \gamma_{1n}^{+}(\lambda, \gamma_2) \) decrease monotonically. Function graphs with different values of the parameter \( \gamma_2 \) do not intersect. A function graph with a larger parameter \( \gamma_2 \) value is below a function graph with a smaller parameter \( \gamma_2 \) value. This follows from the comparison of function values \( \gamma_{1n}^{+} = \gamma_{1n}^{+}(\lambda, \gamma_2) \) in the middle of the \( n \) interval at \( \lambda_n^* = \nu_{n-1} + \pi/2 \). We have according to formula (18) \( W(\lambda_n^*, \gamma_2) = 0 \), and we get the value of the function \( \gamma_{1n}^{+}(\lambda_n^*, \gamma_2) = 1/(\lambda_n^* \sqrt{2}) \). Comparing two such values for two curves with different parameter values \( \gamma_2^{(1)} > \gamma_2^{(2)} \) gives
\[
\frac{\gamma_{1n}^{+}(\lambda_n^*, \gamma_2^{(1)})}{\gamma_{1n}^{+}(\lambda_n^*, \gamma_2^{(2)})} = \sqrt{\frac{\gamma_2^{(2)}}{\gamma_2^{(1)}}} < 1.
\]

7. Functions \( \lambda_n = \lambda_n^*(\gamma_1, \gamma_2) \) for \( n = 1, 2, 3 \) are graphs of the exact solution of the problem at fixed values of the \( \gamma_2 \) parameter. We find the sought values \( \lambda_n \) of the Sturm-Liouville problem at the value of the parameter \( \gamma_1 = \gamma_1^{(0)} \) as ordinates of intersection points of the straight line (vertical straight line in Fig. 2(b)) with function graphs \( \lambda = \lambda_n^*(\gamma_1, \gamma_2) \) at \( n = 1, 2, \ldots \).

5.3. Approximation functional dependencies between eigenvalues and parameters of the Sturm-Liouville problem

The result of the first step of the proposed method was obtaining functional dependencies \( \gamma_{1n}^{+} = \gamma_{1n}^{+}(\lambda, \gamma_2) \) and graphs of the exact \( \lambda_n = \lambda_n^*(\gamma_1, \gamma_2) \) solutions. The disadvantage of the graphical solution of the characteristic equation is the difficulty of using its results in computer modeling of a physical problem.

In the second step, we approximate the functions \( \gamma_{1n}^{+} = \gamma_{1n}^{+}(\lambda, \gamma_2) \) with elementary functions \( \Gamma_{1n} = \Gamma_{1n}(\lambda, \gamma_2) \), where the first index 1 coincides with the index of the parameter \( \gamma_1 \), and the second index \( n \) is the number of interval \((\nu_{n-1}, \nu_n]\) at which the functions are defined.

Let’s choose functions \( \Gamma_{1n}(\lambda, \gamma_2) \) so that they have the properties 1–7 of the \( \gamma_{1n}^{+}(\lambda, \gamma_2) \) functions. Let interpolation-approximation functions \( \Gamma_{1n}(\lambda, \gamma_2) \) interpolate the values of the functions \( \gamma_{1n}^{+} = \gamma_{1n}^{+}(\lambda, \gamma_2) \) at \( \lambda = \nu_n \) and provide their limit values as \( \lambda \rightarrow \nu_{n-1} + 0 \); let \( \Gamma_{1n}(\lambda, \gamma_2) \) approximate the values of the functions \( \gamma_{1n}^{+} = \gamma_{1n}^{+}(\lambda, \gamma_2) \) at internal points of interval \((\nu_{n-1}, \nu_n]\) [25].

Taking into account properties 5 and 7 of the \( \gamma_{1n}^{+} = \gamma_{1n}^{+}(\lambda, \gamma_2) \) functions, select functions \( \Gamma_{1n} = \Gamma_{1n}(\lambda, \gamma_2) \) in the form of
\[
\gamma_{1n}^{+} \approx \Gamma_{1n} = \Gamma_{1n}(\lambda, \gamma_2) = A_n s_n \left( \frac{\nu_{n+1} - \lambda^2}{\nu_n^2 - \lambda^2} \right)^{r_n},
\]
where parameters \( A_n, s_n \) and \( r_n \) are introduced. The additional condition \( r_n > 0 \) provides the required function values at the ends of the \((\nu_{n-1}, \nu_n]\) interval. By verifying directly, one can find out that the functions selected in the form (20) satisfy the 1–4 properties. The additional condition \( s_n < 0 \) ensures that property 6 is met.
5.4. Finding of approximation parameters

To find approximation parameters \( A_n, s_n \) and \( r_n \) we set \( J \) of values for the problem parameter \( \gamma_2 \); \( \gamma_2^{(j)} \), where \( j = 1, 2, \ldots, J \). We will also select \( M_n \) of values for the argument \( \lambda_{nm} \), where \( m = 1, 2, \ldots, M_n \) on each interval \((\nu_{n-1}, \nu_n)\). The values of the arguments \( \gamma_2^{(j)} \in (0, T) \) and \( \lambda_{nm} \in (\nu_{n-1}, \nu_n) \) must cover uniformly the domain of the function \( \gamma_1^+ = \gamma_1^+(\lambda, \gamma_2) \) definition, the quantity \( T \) being determined by the largest value the parameter \( \gamma_2 \) can take.

Let’s calculate \( M \) of values of the \( \gamma_1^{+1} = \gamma_1^{+1}(\lambda, \gamma_2) \) function: \( \gamma_{1nmj}^{+1} = \gamma_{1nmj}^{+1}(\lambda_{nm}, \gamma_2^{(j)}) \).

To apply the least squares method, take the logarithm of both sides of equation (20)

\[
\ln (\Gamma_{1n}(\lambda, \gamma_2)) = q_n + s_n \ln \gamma_2 + r_n R_n(\lambda),
\]

where

\[
q_n = \ln (A_n),
\]

\[
R_n(\lambda) = \ln \left( \frac{\nu_{n+1}^2 - \lambda^2}{\lambda^2 - \nu_n^2} \right).
\]
We will look for the $q_n$, $s_n$ and $r_n$ values from the condition of ensuring the minimum value of the function $F_n(q_n, s_n, r_n)$. The function $F_n(q_n, s_n, r_n)$ is the average value of the sum of the difference squares for values $\ln(\gamma_{1nmj}^+)$ and $\ln(\Gamma_{1n}(\lambda_{nm}, \gamma_{2}^j))$:

$$F_n(q_n, s_n, r_n) = \frac{1}{Mn} \sum_{j=1}^J \sum_{m=1}^{M_n} \left( \ln(\gamma_{1nmj}^+) - q_n - s_n \ln(\gamma_{2}^j) - r_n \ln(\Gamma_{1n}(\lambda_{nm})) \right)^2.$$  

Here and elsewhere, we use the symbol of averaging to calculate the average value of some variable value $Z$ if $Z$ takes the $z_{11}, z_{12}, \ldots, z_{M,J}$ values:

$$Z = \frac{1}{M,J} \sum_{m=1}^{M} \sum_{j=1}^J z_{mj}.$$  

The condition of the minimum for function $F_n(q_n, s_n, r_n)$ is the equality to zero of its partial derivatives regarding the arguments $q_n$, $s_n$ and $r_n$. This condition results in a system of linear algebraic equations regarding the quantities $q_n, r_n, s_n$:

$$A_n X_n = B_n,$$  

where the elements of the third order matrix are: $A_{11} = 1$, $A_{12} = A_{21} = \ln(\gamma_2)$, $A_{13} = A_{31} = R_n$, $A_{22} = (\ln(\gamma_2))^2$, $A_{23} = A_{32} = R_n \ln(\gamma_2)$, $A_{33} = (R_n)^2$; $X_n = (q_n, s_n, r_n)^T$ is matrix column of the required values, sign $T$ means transposition of matrix;

$$B_n = (\ln(\gamma_{1nmj}^+), \ln(\gamma_{1nmj}^+) \ln(\gamma_2), \ln(\gamma_{1nmj}^+) R_n)^T$$

is the free member column.

The solution of system (26) gives values

$$X_n = A_n^{-1} B_n.$$  

We find the approximation parameter $A_n$ from the relation (23)

$$A_n = e^{\nu_n}. $$  

### 5.5. Results of numerical calculations of eigen frequencies

To calculate the values of the function $\Gamma_{1n} = \Gamma_{1n}(\lambda, \gamma_2)$ at each $n$ interval ($\nu_{n-1}, \nu_n$, $n = 1, 2, \ldots, N$, we select the values of the first argument as $\lambda_{nm} = \lambda_{n0} + \Delta \lambda (m - 1)$, $m = 1, 2, \ldots, M$, where $\lambda_{n0}$ is the initial value, and $\Delta \lambda$ is the step of changing the argument $\lambda$. We select the values of the second argument $\gamma_{2j} = \gamma_0 + \Delta \gamma (j - 1)$, $j = 1, 2, \ldots, J$, where $\gamma_0$ is the initial value, and $\Delta \gamma$ is the step of changing the argument $\gamma_2$. It was accepted for calculations: $M = 8$, $J = 5$, $\lambda_{n0} = \nu_n + 0.001$, $\Delta \lambda = \nu_l / (M + 1) - 0.01$, $\gamma_0 = 0.5$, $\Delta \gamma = 0.5$.

The results of calculations for the approximation constants $A_n$ and $r_n$, by formulas (27) and (28) for the first ten intervals ($\nu_{n-1}, \nu_n$), $n = 1, 2, \ldots, 10$ are shown by points in Figs. 3, 4.

![Fig. 3. Dependencies $y_n = A_n$ and $y_n = A_n$ on interval number $n$ are shown by points and crosses respectively](image1)

![Fig. 4. Dependencies $y_n = r_n$ and $y_n = r_n$ on interval number $n$ are shown by points and crosses respectively](image2)

Calculations showed also that the third approximation constant $s_n$ does not depend on the problem parameters $\gamma_1$ and $\gamma_2$. The value $s_n$ is equal to $-0.5$ for any $n$ with relative error not more than 0.1%, which is in full compliance with the property 6 and the relation (19), of item 5.2.
For numerical calculations of eigen frequency with any number \( n \) according to formula (21), we use the found numerical values for parameters \( A_n \) and \( r_n \) at \( n = 1, 2, \ldots, N \) to obtain their interpolation-approximation values \( \hat{A}_n \) and \( \hat{r}_n \) [25].

We find dependencies of the parameters \( \hat{A}_n \) and \( \hat{r}_n \) on interval number \( n \) in the form:

\[
\hat{A}_n = \varphi_n(p_A) = A_N + (A_1 - A_N) e^{-p_A(n-1)};
\]

\[
\hat{r}_n = \psi_n(p_r) = r_N + (r_1 - r_N) e^{-p_r(n-1)},
\]

where we distinguish interpolation nodes \( n = 1, n = N \) and approximation nodes \( 2 \leq n \leq N - 1 \). You have introduced parameters \( p_A \) and \( p_r \) to approximate dependencies.

We find the parameter \( p_A \) so that approximate equalities \( \hat{A}_n \approx A_n \) at \( n = 1, 2, \ldots, N \) are performed in the best way.

According to equation (29) we have the exact equality \( \hat{A}_1 = A_1 \) at \( n = 1 \), and we have the approximate equality \( \hat{A}_N \approx A_N \), where \( N \) is large enough.

We find values \( p_n \) providing the equalities \( A_n = \varphi_n(p_n) \) for other values \( n = 2, \ldots, N - 1 \):

\[
p_n = \varphi_n^{-1}(A_n) = \frac{1}{n - 1} \ln \left( \frac{A_1 - A_N}{A_n - A_N} \right).
\]

Using the least squares method, we calculate the optimal value of the parameter \( p_A \), which provides the minimum of the value \( d \). This value is average squared displacement of the value \( p_A \) from all calculated values \( p_n \) at \( n = 2, \ldots, N - 1 \)

\[
d = d(p_A) = \frac{1}{N - 2} \sum_{n=2}^{N-1} (p_n - p_A)^2.
\]

From the minimum condition of the function \( d = d(p_A) \) we get the optimal value of the approximation parameter as the average value of all calculated \( p_n \)

\[
p_A = \frac{1}{N - 2} \sum_{n=2}^{N-1} p_n,
\]

where averaging is performed without taking into account edge values \( A_1 \) and \( A_N \).

Similar reasoning for parameter \( p_r \) leads to the formula

\[
p_r = \frac{1}{N - 2} \sum_{n=2}^{N-1} \frac{1}{n - 1} \ln \left( \frac{r_1 - r_{10}}{r_n - r_{10}} \right).
\]

The calculation of parameters \( p_A \) and \( p_r \) by formulas (31) and (32) using the data given in Figs. 3,4 gave values \( p_A = 0.48 \) and \( p_r = 0.42 \). Having obtained the optimal value of approximation parameters \( p_A \) and \( p_r \) we calculate values \( \hat{A}_n \) and \( \hat{r}_n \) for \( n = 1, 2, \ldots, N \) by formulas (29) and (30).

The calculation results \( \hat{A}_n \) and \( \hat{r}_n \) at \( N = 10 \) are shown by crosses in Figs. 3,4.

Fig. 5 shows the graphs of the exact dependencies of the first two eigen frequencies \( \lambda_1 = \lambda_1(\gamma_1, \gamma_2) \) and \( \lambda_2 = \lambda_2(\gamma_1, \gamma_2) \) on the parameter \( \gamma_1 \) for three fixed values of the parameter \( \gamma_2 \). These dependencies are represented by solid lines. The exact frequencies values were plotted using the technique shown in Fig. 2(b). The dependencies of approximate values of eigen frequencies \( \hat{\lambda}_1 = \hat{\lambda}_1(\gamma_1, \gamma_2) \) and \( \hat{\lambda}_2 = \hat{\lambda}_2(\gamma_1, \gamma_2) \) on the parameter \( \gamma_1 \) are shown in Fig. 5 by dashed lines. Approximate frequencies values were calculated using formulas (21), (31) and (32).

5.6. About error of eigen frequencies calculation

We calculate relative error of found eigen frequency value on \( n \) interval for estimation of accuracy of approximate formula (21)

\[
\delta_n = \left| \frac{\lambda_n - \hat{\lambda}_n}{\lambda_n} \right| = \left| 1 - \frac{\hat{\lambda}_n}{\lambda_n} \right|.
\]

We have the previously obtained analytical dependence \( \gamma_1 = \gamma_1(\lambda, \gamma_2) \) given by formula (18). Approximation of this dependence \( \Gamma_{1n} = \Gamma_{1n}(\lambda, \gamma_2) \) is introduced by formula (20). The function \( \Gamma_{1n} = \Gamma_{1n}(\lambda, \gamma_2) \) has the inverse function \( \lambda_n = \Gamma_{1n}^{-1}(\gamma_1, \gamma_2) \).
We get a parametric functional dependence $\delta_n = \delta_n(\gamma_1, \gamma_2)$ if we consider the quantity $\lambda$ as a parameter. Indeed, if the value $\lambda_n$ is set, we have the following values:

$$\gamma_{1n}^+(\lambda_n) = \gamma_{1n}^+(\lambda_n, \gamma_2)$$

and

$$\hat{\lambda}_n = \Gamma^{-1}_1(\gamma_{1n}^+(\lambda_n, \gamma_2)) = \Gamma^{-1}_1(\gamma_{1n}^+(\lambda_n, \gamma_2), \gamma_2).$$

Then, taking into account equality (33), we give the function $\delta_n = \delta_n(\gamma_1, \gamma_2)$ parametrically:

$$\begin{cases} 
\delta_n(\lambda_n) = \left|1 - \frac{1}{\lambda_n} \Gamma^{-1}_1(\gamma_{1n}^+(\lambda_n, \gamma_2))\right|, \\
\gamma_{1n}^+(\lambda_n) = \gamma_{1n}^+(\lambda_n, \gamma_2). 
\end{cases}$$

Relative errors of eigen frequency calculations at the first ten intervals were obtained by formulas (34) for case $\gamma_2 = 1$.

It can be seen from the table that relative errors of eigen frequency calculations, starting from the third, monotonically decrease.

6. Conclusion

The presence of approximate analytical dependencies for the eigenvalues of the Sturm-Liouville problem on the problem parameters makes it possible to carry out a comprehensive mathematical study of the physical phenomenon from which the Sturm-Liouville problem is derived.

For example, it may be recommended to use the proposed method of solving characteristic equations to solve inverse problems, such as identification of boundary conditions of spectral problems by eigenvalues [26], identification of local defects in mechanical objects (rods, beams, pipelines) [27].

Use of the proposed method in solving inverse problems of oscillations of micro- and nano-objects, in particular MEMS and NEMS, will allow expanding the possibilities of nanometrology.
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1. Introduction

Transport processes determine characteristics of all natural and industrial flows of liquids and gases. The description of these processes requires knowledge of the corresponding transport coefficients: diffusivity, viscosity, thermal conductivity, etc. Of course, there are fairly reliable experimental methods for measuring them, however, the necessity of their theoretical calculations or simulations is also understandable. In rarefied gases, this problem is solved using kinetic theory of gases (see, for example, [1]). However, calculation of these coefficients is generally a non-trivial task. It is necessary to solve complex integral equations. The solution of these equations is a rather cumbersome and complicated procedure [2, 3]. In addition, so-called Ω-integrals have to be calculated. There are the sufficiently detailed tables of the values of these integrals for the Lennard-Jones potential only.

Molecular modeling is single alternative of the experimental determination of the transport coefficients of liquid and gases. Practically, the molecular dynamics (MD) method is the only consistent method for such modeling. However this method is not applicable to simulation of the rarefied gases because the corresponding simulation cell should have a characteristic linear dimension much larger than the mean free path of molecules and it is therefore necessary to use a huge number of molecules. On the other hand, systematic studies of the MD method have shown that it does not provide true phase trajectories of molecular systems (see [4–6]). Adequate results of MD simulations can be obtained only by averaging the corresponding dynamical variables over an ensemble of independent phase trajectories.

In our papers [7, 8], a stochastic algorithm to model the transport coefficients of the rarefied gases has been developed. In this algorithm the phase trajectories of the molecular system are simulated stochastically. In the present paper, the given algorithm is generalized for modeling the transport coefficients of rarefied polyatomic gases and rarefied gas nanosuspensions.

2. Simulation of the molecules phase trajectories

In rarefied gases, only binary collisions of molecules take place and the molecules themselves are material points. The spatiotemporal scales of the order of the time of the molecules interaction and their size are indistinguishable. This implies that the intermolecular interactions do not contribute to the transport coefficients and the equation of state. Such contributions appear only in the next approximation for density (for moderately dense gas) [9,10]. For this reason, the transport coefficients of a rarefied gas are only functions of the velocities of molecules [1–3,10]. Therefore, to model the transport coefficients of the rarefied gas, it is sufficient to study its evolution in the space of velocities.

Let us consider the system of gas molecules with numerical density \( n \). At the initial time, the velocities of the molecules are distributed according to the Maxwell distribution function at a given temperature \( T \). Simulation of the gas dynamics starts with generating a list of velocities of the molecules at the initial time \( t \). Thus, at time \( t \), the
molecules have velocities \((\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_N)\). It is necessary to obtain the values of the molecules’ velocities at successive times in the simulation interval \((t, t_s)\).

The dynamics of the molecules are determined by their interactions. Below these interactions are described by the Lennard-Jones potential:

\[
U(r) = 4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right].
\]

(1)

Here, \(\sigma\) is the effective radius of the molecule and \(\varepsilon\) is the maximum value of the attraction energy. In this paper, the gas mixtures are considered; therefore, in addition to the interaction of their molecules, which are described by the potential parameters \((\sigma_{ii}, \varepsilon_{ii})\) for molecules of type \(i\), \((\sigma_{ij}, \varepsilon_{ij})\) for molecules of type \(i\) with molecules of type \(j\). These parameters were determined using the simplest combination relations: \(\varepsilon_{ij} = \sqrt{\varepsilon_{ii} \varepsilon_{jj}}, \sigma_{ij} = (\sigma_{ii} + \sigma_{jj})/2\). Since the potentials have an infinite radius of action, they should be truncated in the course of simulation. The truncation radii are equal to \(2.5\sigma\).

As the first step of the algorithm constructing the time interval \(\tau_1 = \sigma/\varepsilon_{\text{max}}\) is determined. Here, \(\varepsilon_{\text{max}}\) is the maximum magnitude of the velocity of the molecules in the system at the given time. The generation of a list of the velocities of the molecules at the time \(t\) and its velocity does not change. If it collides, the velocities of molecules 1 and \(j\) change according to the laws of elastic collision:

\[
\mathbf{v}'_1 = \mathbf{v}_1 + (\mathbf{v}_{1j} \cdot \mathbf{e}_{1j}) \mathbf{e}_{1j}, \quad \mathbf{v}'_j = \mathbf{v}_j - (\mathbf{v}_{1j} \cdot \mathbf{e}_{1j}) \mathbf{e}_{1j},
\]

(2)

where \(\mathbf{v}_{1j} = (\mathbf{v}_1 - \mathbf{v}_j)\) is the vector of relative velocity and \(\mathbf{e}_{1j}\) is the unit vector from center of molecule \(j\) to molecule 1. The actual mechanisms of the molecules’ interaction are described in detail in paper [8].

If the generated number \(P\) is greater than the average probability of collision, molecule 1 does not collide in this time interval and its velocity does not change. If it collides, the velocities of molecules 1 and \(j\) in the initial list change. The remaining molecules are treated similarly. As a result, the velocities of the colliding molecules change according to the laws of elastic collision.

After the generation of the list for the time \(t + \tau_1\), the next time interval is selected as \(\tau_2 = \sigma/\varepsilon_{\text{max}}\), where \(\varepsilon_{\text{max}}\) is the maximum magnitude of the velocity of the molecules of the system at the time \(t + \tau_1\) and the procedure is repeated. This procedure is repeated until the given simulation time \(t_s\) equal to \(t_s = \tau_1 + \tau_2 + \ldots + \tau_k\) is reached. The calculation result is the full set of the velocities of all the molecules of the simulated system at successive times.

For mixers of the gases this algorithm is slightly modified. Consider, for example, the binary mixer. In this case, the time step \(\tau_1\) is determined by the following relation \(\tau_1 = \sigma_{\text{min}}/\varepsilon_{\text{max}}, \text{where } \sigma_{\text{min}} = \min(\sigma_{11}, \sigma_{22})\). Now the molecule of sort 1 can collide with molecule of the same type or molecule of sort 2. Let us consider for definiteness, a particle of the first sort (for the second the formulas are similar). In this case, the collision probability is equal to:

\[
P_{\tau_1} = 4\pi r_{c11}^2 \rho_{\text{cl}}^2 \sqrt{\frac{\pi kT}{m_1}} + 2\pi r_{c22}^2 \sqrt{\frac{2\pi kT}{x_1 m_2}} = P_{11} + P_{12}.
\]

Here, \(r_{cij}\) is the cut-off intermolecular radius of the potential \(1\) for molecules of sort \(i\) and \(x_1\) is the molar fraction of the molecules of the first sort.

So, if the generated number \(P\) is smaller than \(P_{\tau_1}\), the collision will occur and for molecule 1 of sort 1, randomly from the \(N-1\) remaining molecules, the particle \(j\) is selected with which this collision will be realized. Moreover, if \(P < P_{11}\), a molecule of the first sort is selected, and if \(P_{11} < P\) then it is of the second sort molecule. In addition, the velocities of the molecules after collision are determined by the following relation (compare with equation (2)):

\[
\mathbf{v}'_1 = \mathbf{v}_1 + 2M_j (\mathbf{v}_{1j} \cdot \mathbf{e}_{1j}) \mathbf{e}_{1j}, \quad \mathbf{v}'_j = \mathbf{v}_j - 2M_j (\mathbf{v}_{1j} \cdot \mathbf{e}_{1j}) \mathbf{e}_{1j},
\]

where \(M_i = m_i/(m_1 + m_j)\).

3. Diffusion and viscosity coefficients of rarefied gases

The described algorithm permits one to model transport processes in rarefied gases. In particular, using this algorithm it may be used to calculate the transport coefficients. The transport coefficients of the molecular system considered are calculated using fluctuation-dissipation theorems, which relate transport coefficients to the evolution of the corresponding correlation functions. In the literature, these relations are called the Green-Kubo formulas [4, 10–12]. The identity of these formulas and relations of the kinetic theories [1–3] was studied and established in paper [13, 14].
According to the fluctuation-dissipation theorem the binary diffusion coefficient is described by the following formulas [15]:

\[ D = \frac{1 - x_1}{x_1} L_{11} + \frac{x_1}{1 - x_1} L_{22} - L_{12} - L_{21}, \]  

(3)

where

\[ L_{\alpha\beta} = \frac{1}{3N} \int_0^{t_p} dt \chi_{\alpha\beta}(0, \tau), \]

\[ \chi_{\alpha\beta}(0, t) = \sum_{N_\alpha} v_{k\alpha}(0) - v(0) \cdot \sum_{N_\beta} v_{l\beta}(0) - v(0), \]

\[ v(t) = \frac{x_1}{N_1} \sum_{N_\alpha} v_{k\alpha}(t) + \frac{1 - x_1}{N_2} \sum_{N_\beta} v_{l\beta}(t). \]

Here, \( t_p \) is so named plateau time of the calculation of the integral (3) [16].

In the formulas (3), the integrand defines the correlation functions of the molecular velocities, the time integrals of which give the value of the diffusion coefficient. The autocorrelation velocity function (ACVF) of the rarefied gas should decay exponentially [4]. As an example in Fig. 1 (left), the evolution of the ACVF \( \chi_{11} \) for the Kr-Ar mixture is given. Here, \( t' = t/\tau \), where \( \tau \) is the mean free path time of Kr molecules. In actuality, ACVF decays exponentially. Therefore, the plateau value of the diffusion coefficient is reached within 10–15 mean free path times (see Fig. 1 right).

The accuracy of the simulation was evaluated by comparison with experimental data. Firstly, the diffusion coefficients for mixtures of rarefied noble gases Kr-Ar, Xe-Ar, Xe-Kr at atmospheric pressure and temperature of 295 K were analyzed. The following intermolecular potential parameters (see (1)) were used: \( \sigma = 0.311 \, \text{nm}, \frac{\varepsilon}{k} = 116 \, \text{K} \) for argon, \( \sigma = 0.351 \, \text{nm}, \frac{\varepsilon}{k} = 190 \, \text{K} \) for krypton and \( \sigma = 0.386 \, \text{nm}, \frac{\varepsilon}{k} = 190 \, \text{K} \) for xenon [2]. Calculation of each phase trajectory was performed for 50 mean free paths time. The diffusion coefficient \( D \) was calculated by averaging over 1000 independent phase trajectories. 3500 molecules were used in the calculations. Comparison of simulated and experimental data for the three mixtures is presented in Table 1. Here the second line corresponds to the experimental data \( D_e \) [17] and the relative error of the simulation is given in the last line.

<table>
<thead>
<tr>
<th>( T )</th>
<th>Kr-Ar</th>
<th>Xe-Ar</th>
<th>Xe-Kr</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_e ), sm(^2)/s</td>
<td>13.58</td>
<td>11.1</td>
<td>7.43</td>
</tr>
<tr>
<td>( D ), sm(^2)/s</td>
<td>13.22</td>
<td>11.42</td>
<td>7.19</td>
</tr>
<tr>
<td>( \Delta ), %</td>
<td>2.63</td>
<td>2.88</td>
<td>3.28</td>
</tr>
</tbody>
</table>

The simulation error of the diffusion coefficients was about 3% (see Table 1). It should be noted that the accuracy of measuring the diffusion coefficient also usually lies in the range of 1–3%. So the accuracy of modeling, even with the use of this relatively small number of molecules, is quite acceptable. However, the accuracy of the simulation using the presented algorithm increases with the number of molecules used and/or the number of phase trajectories used for averaging. It will be discussed later.

One of the main problems of the kinetic theory of gases is the modeling transport processes of polyatomic gases. Different approaches are used here, including the use of various semi-classical or quantum methods (see, for example, [2, 3, 18, 19]). Nevertheless, even in the simplest case of a single-component gas, the calculation of the transport coefficients of a rarefied polyatomic gas has not completely solved. Therefore, it would be of utility to understand...
the applicability of the algorithm described above for modeling transport coefficients of polyatomic gases. Below this problem is analyzed on example of modeling the viscosity coefficient both monatomic (Ar, Kr, Ne, Xe) and polyatomic gases (CH₄, CO, CO₂, O₂).

The calculation of the viscosity coefficient, as using MD method, is based on the fluctuation-dissipation theorem, which has the form for the viscosity coefficient [4, 10–12]:

\[ \eta = \frac{1}{3VKT} \int_0^{t_f} dt \, \chi_n(0, t) = \frac{1}{3VKT} \int_0^{t_f} dt \, \langle \sigma_{xy}(0)\sigma_{xy}(t) \rangle, \]

where \( V \) is the volume of the system. The components of the stress tensor for a rarefied gas are calculated as:

\[ \sigma_{xy}(0, t) = \frac{1}{N} \sum_j \sum_k m \left[ v_{xk}(j \Delta t)v_{yk}(t + j \Delta t) \right]. \]

Here \( \Delta t \) is the time interval of the calculation of the velocities.

To simulate the viscosity of the gases the following intermolecular potential parameters were used: \( \sigma = 0.382 \, \text{nm} \), \( \varepsilon/k = 137 \, \text{K} \) for CH₄, \( \sigma = 0.359 \, \text{nm} \), \( \varepsilon/k = 110 \, \text{K} \) for CO, \( \sigma = 0.448 \, \text{nm} \), \( \varepsilon/k = 189 \, \text{K} \) for CO₂, \( \sigma = 0.343 \, \text{nm} \), \( \varepsilon/k = 113 \, \text{K} \) for O₂, \( \sigma = 0.178 \, \text{nm} \), \( \varepsilon/k = 35.7 \, \text{K} \) for Ne. The viscosity coefficients were calculated at a temperature of 273 K and atmospheric pressure. In all cases 3200 molecules were used in the calculations, and the obtained data were averaged over 1000 independent phase trajectories.

The correlation of the stress tensor \( \chi_n(t) \) decays exponentially also. The obtained values of the viscosity coefficient are presented in Table 2 (second line). The corresponding experimental values of \( \eta_e \) taken from the reference book [20] are also shown here. The relative error of the simulation is given in the last line again.

**Table 2.** Comparison of simulated and experimental data of the viscosity coefficients of the rarefied gases

<table>
<thead>
<tr>
<th></th>
<th>CH₄</th>
<th>CO</th>
<th>CO₂</th>
<th>O₂</th>
<th>Ar</th>
<th>Kr</th>
<th>Ne</th>
<th>Xe</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta \cdot 10^6 ) (Pa·s)</td>
<td>10.48</td>
<td>15.95</td>
<td>13.0</td>
<td>18.91</td>
<td>22.25</td>
<td>25.87</td>
<td>32.28</td>
<td>23.78</td>
</tr>
<tr>
<td>( \eta_e \cdot 10^6 ) (Pa·s)</td>
<td>10.37</td>
<td>16.6</td>
<td>13.8</td>
<td>19.3</td>
<td>22.7</td>
<td>25.5</td>
<td>31.7</td>
<td>23.3</td>
</tr>
<tr>
<td>( \Delta, % )</td>
<td>1.06</td>
<td>3.94</td>
<td>5.84</td>
<td>2.02</td>
<td>1.97</td>
<td>1.46</td>
<td>1.84</td>
<td>2.05</td>
</tr>
</tbody>
</table>

Comparison of simulation and experimental data shows that the simulation accuracy is within the accuracy of obtaining experimental data for monoatomic gases and oxygen (about 2%). At the same time, the situation for polyatomic gases is more complicated. Good data are obtained for methane, whose molecules are spherically symmetric and for oxygen. On the other hand, for non-spherical molecules, of course, more adequate potentials should be applied. Although here, the accuracy of modeling the viscosity coefficient is not bad. In addition, it can also be increased by using a larger number of molecules (see the next section).

4. Accuracy of the modeling

The calculations presented in previous section showed that the proposed algorithm for modeling gas transport coefficients allows one, using a relatively small number of molecules, to obtain data comparable in accuracy with experimental results. However, the dependence of the simulation results on the molecules number used is a very important feature of the algorithm. The dependence of the accuracy of the number of particles was studied in modeling different transport coefficients. Below, the obtained results will be shown for calculating the diffusion and viscosity coefficients of a few rarefied gases. In all cases, the simulation results were compared with the corresponding experimental ones.

Let us consider the diffusion of Ar-Kr mixture. The number of the used molecules \( N \) was varied from 850 to 6800. The obtained relative error ranges from 4.9% to 1.9%. These data indicate that the accuracy of the simulation increases with an increasing number of molecules. One can show that the resulting relative errors \( \Delta \) are well described by the dependence \( \Delta \sim 1/\sqrt{N} \).

A similar result is obtained when modelling the viscosity coefficient. As an example, the dependence of the accuracy of the number of particles was studied in modeling the viscosity coefficient of argon. The data obtained in simulations of 10, 100, 500, 1600, and 3200 molecules are analyzed. The obtained relative error is changed from 9.7% to 0.8% and again, \( \Delta \sim 1/\sqrt{N} \).

Another important factor determining the simulation’s accuracy is the number of ensemble members over which the averaging is performed. The ensemble of the phase trajectories for averaging is a typical Gibbs ensemble characterized by different initial phase states of molecules with given mean values of macroscopic observables (temperature,
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压力，密度）。为了研究模拟精度随系统成员数目 L（独立相轨迹的数目）变化的依赖关系，使用稀薄气体扩散系数的蒙特卡洛模拟中，分子数目从125增加到1000，分子数目保持不变。稀薄气体中距离的相对精度从5.8%变化到2.6%。这些（和其他）测试计算表明，模拟精度差Δr ∼ 1/√L。这个估计结果是合理的。然而，清楚的是当值Δr ∼ 10−2并不意味着精度的百分比减少。精度也取决于分子在计算单元中的数量。

平均化模拟的观测结果在足够大的独立相轨迹数量上，分子不发生碰撞。在稀薄气体中，碰撞分子在将来不会相撞。碰撞概率是如此之小，以至于它们是稀薄气体的特征。在有限数目的分子系统中，这些随机性可能相当大。因此，用较大的数量的相轨迹是必要的。因此，需要相当大的相轨迹数量来实现高精度的模拟。

另一方面，需要重复实验，以研究这种碰撞的模拟精度，当然，取决于分子数量。在稀薄气体中，碰撞分子在将来不会相撞。碰撞概率是如此之小，以至于它们是稀薄气体的特征。在有限数目的分子系统中，这些随机性可能相当大。因此，用较大的数量的相轨迹是必要的。因此，需要相当大的相轨迹数量来实现高精度的模拟。

On the other hand, one needs to repeat that the simulation accuracy, of course, depends on the number of molecules used. For a very small number of particles, sufficiently accurate results were not obtained. The reason in the rarefied gas is clear: in a rarefied gas, the collided molecules do not collide in future. The probability of such collisions is negligible, and they are a characteristic feature of the dynamics of dense gases [9, 10]. On the other hand, in a system of a small number of molecules, modeling the rarefied gas during the time τ there are a significant number of repeated collisions involving the same molecules [23, 24]. The simulation’s accuracy can be substantially increased by eliminating such collisions. In the Bird method [25] of direct statistical Monte-Carlo method, this was done in paper [26]. Elimination of repeated collisions made it possible to achieve the same accuracy for ten particles as when using the standard method for one thousand particles. A similar procedure was realized in the algorithm we describe here. The procedure of eliminating repeated collisions is extremely simple. If, in the selection of the collision of the i-th molecule, it is to collide with molecule k, and this collision has already occurred in the given time interval, then a different pair for collision is selected. The example of the calculations of the viscosity coefficients of CH4 gas with (second line) and without (third line) repeated collisions are presented in Table 3. In all presented calculations the averaging of the data were fulfilled over thousand independent phase trajectories. The result is excellent, the acceptable accuracy is obtained when using only ten molecules.

Using the described algorithm for eliminating repeated collisions it is possible to reduce by one or even several orders of magnitude the number of molecules used for modeling. Naturally, eliminating repeated collisions the simulation time may be considerably reduced. On the other hand, it is clear that the effectiveness of the procedure for excluding repeated collisions decreases with an increasing the number of molecules used in the simulation.

### 5. Modeling the transport processes in rarefied gas nanosuspensions

A gas nanosuspension is a two-phase medium in which the carrier medium is a rarefied gas and dispersed particles are nanoparticles having the size from 1 to 100 nm. For considering gas nanosuspensions, the mean free path of the molecules is more than size of dispersed particles, as a rule. The key point for modeling the dynamics of gas nanosuspensions is the interaction potentials of the nanoparticles with molecules of the carrier gas and nanoparticles with each other. In MD modeling of transport processes of nanofluids, the nanoparticles are often simulated by the clusters of different size (see review [27] and references therein). But molecular cluster is not nanoparticle because in gas and liquid it may change (and change!) its size and shape. In addition, the atoms of such cluster can be replaced by the base fluid molecules. On the other hand, in real physical experiment we have stable nanoparticles, these particles have constant shape and size. In order to simulate the transport processes in such nanofluids, it is necessary to determine correctly the interaction potentials of nanoparticles with base fluid molecules and between each other. Such potentials were constructed early in papers [28, 29]. Later the use of this potential was experimentally checked [30].

The interaction of molecules of the carrier medium with a nanoparticle was determined by the Rudyak-Krasnolutskii (RK) potential as follows [28, 29]:

\[
\Psi (r) = \Psi_9 (r) - \Psi_3 (r).
\]  (5)
carbon nanotubes have already been successfully used or are proposed for use in various applications (see for example

V. Ya. Rudyak, E. V. Lezhnev)

de the interaction potential for nanoparticles, we are using the potential [31], which has the following form for monodisperse particles:

\[
U_7(r) = \frac{\pi^2 \bar{\varepsilon} \bar{\sigma}^{12}}{315 \rho^2} \left( \frac{2R^2}{(r-2R)^7} + \frac{1}{(r+2R)^7} \right) - \frac{R}{3r} \left( \frac{1}{(r-2R)^6} - \frac{1}{(r+2R)^6} \right) - \frac{1}{30r} \left( \frac{1}{(r-2R)^5} - \frac{2}{(r+2R)^5} \right),
\]

where

\[
\bar{\varepsilon} = 71.4 \text{ K for N}_2, \quad \bar{\sigma} = 0.3798 \text{ nm},
\]

In all cases, the simulation accuracy is quite high and practically does not depend on the size of the nanoparticles.

As the interaction potential for nanoparticles, we are using the potential [31], which has the following form for monodisperse particles:

\[
U(r, R) = U_1(r, R) - U_1(r, R) - U_7(r, R)
\]

here \(\bar{\varepsilon}\) and \(\bar{\sigma}\) are the parameters of the Lennard-Jones interaction potential (1) of the nanoparticle atoms (molecules). Potentials (5) and (6) were constructed on the assumption that the interaction of carrier fluid molecules with nanoparticle atoms and nanoparticle atoms with each other is described by a potential of the form (1) with the parameters \(\sigma_{12}, \varepsilon_{12}\) and \(\bar{\sigma}, \bar{\varepsilon}\), respectively. Since these potentials have an infinite radius of action, they should be truncated in the course of simulation. The truncation radii are equal to \(R + b\sigma_{12}\) for potentials (5) and (6).

In this paper, rarefied gas nanosuspensions are considered. It is a binary system. The algorithm to simulate such system is described in section 2. The result of the calculations is a complete set of velocities of all molecules and nanoparticles of the simulated system at successive times. Using this information, it is possible to calculate all the observable characteristics of the system studied. The transport coefficients studied here were calculated again using the fluctuation-dissipation theorems (3) and (4).

The comparison of simulation \(D\) and experimental \(D_e\) data of the diffusion coefficient of \(\text{Cu}_2\text{O}\) nanoparticles is shown in Table 4. Here, the first column is the diameter of the nanoparticle and the fourth is the relative error of the simulation.

\[
\text{Table 4. Calculations of the diffusion coefficient of the nanoparticles}
\]

<table>
<thead>
<tr>
<th>(R, \text{nm})</th>
<th>(D, \text{m}^2/\text{s} \times 10^{-7})</th>
<th>(D_e, \text{m}^2/\text{s} \times 10^{-7})</th>
<th>(\Delta, %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.55</td>
<td>5.156</td>
<td>5.063</td>
<td>1.84</td>
</tr>
<tr>
<td>2.94</td>
<td>4.046</td>
<td>4.102</td>
<td>1.37</td>
</tr>
<tr>
<td>3.33</td>
<td>3.386</td>
<td>3.418</td>
<td>0.95</td>
</tr>
<tr>
<td>4.51</td>
<td>2.158</td>
<td>2.118</td>
<td>1.87</td>
</tr>
<tr>
<td>4.79</td>
<td>1.968</td>
<td>1.932</td>
<td>1.88</td>
</tr>
<tr>
<td>5.35</td>
<td>1.632</td>
<td>1.601</td>
<td>1.95</td>
</tr>
<tr>
<td>6.33</td>
<td>1.236</td>
<td>1.215</td>
<td>1.71</td>
</tr>
<tr>
<td>7.54</td>
<td>9.196</td>
<td>9.044</td>
<td>1.68</td>
</tr>
<tr>
<td>8.94</td>
<td>6.625</td>
<td>6.694</td>
<td>1.03</td>
</tr>
</tbody>
</table>

The rarefied gas nanosuspension is a special case of a nanofluid. Nanofluids with spherical nanoparticles and carbon nanotubes have already been successfully used or are proposed for use in various applications (see for example
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[32–35]). The model of the viscosity of coarse dispersed fluid was developed by Einstein [36] and then generalized by many authors (see [37–40] and references therein). It was established that viscosity of coarse dispersed fluid is always larger than the viscosity of based fluid and this increase depends on volume concentration of the dispersed particles. In nanofluids this tendency is conserved but their viscosity depends not only on the particles concentration but also on size and material of nanoparticles [41,42]. However, in papers [43,44], it is shown using the kinetic theory that the viscosity of the rarefied gas nanosuspensions can be either greater or less than the viscosity of the carrier gas. One of the tasks of this paper is to test the possibility of describing this effect using the proposed stochastic molecular modeling algorithm. The viscosity of the two different gas nanosuspensions (Zn-Ne U-H₂) are studied. The following parameters of the intermolecular interaction potential were used: \( \sigma = 0.2968 \) nm, \( \varepsilon / k = 33.3 \) K for H₂, \( \sigma = 0.3343 \) nm, \( \varepsilon / k = 2703.6 \) K for U, \( \sigma = 0.246 \) nm, \( \varepsilon / k = 1040 \) K for Zn [43, 44]. The transport coefficients are calculated using fluctuation-dissipation theorems (4) generalized for binary mixer.

First consider the viscosity of the gas nanosuspension U-H₂. The size of the particles is equal to 1 nm. The dependence of the viscosity coefficients of this gas nanosuspension on the nanoparticle volume concentration \( \phi \), % at different temperatures is presented in Fig. 2. Here, the different lines correspond to the kinetic theory data obtained in [43] at 200, 300 and 500 K bottom-up respectively. In all cases, the volume concentration of the particle is very small (from 0.02 to 0.08%), however the mass concentration is sufficiently large. In Fig. 2 different markers correspond to the simulation data. These data are in good agreement with the kinetic theory ones. The viscosity of gas nanosuspension increases with increasing particle concentration and it is more than the viscosity of carrier gas. The viscosity of gas nanosuspension exceeds the viscosity of the carrier gas by about 90% at concentrations of the order of 0.02% and at room temperature. This effect increases with increasing temperature. For example, at 1000 K, the relative viscosity coefficient \( \eta_r = \eta / \eta_g \approx 2.3 \) (here, \( \eta \) and \( \eta_g \) are the viscosity coefficients of the gas nanosuspension and carrier gas respectively).

On the other hand, in [44], it is shown that in certain situations, gas nanosuspensions may have viscosity less than in carrier gas. To check this conclusion, the viscosity of the Zn-Ne gas nanosuspension was calculated. The size of the particles is equal to 1 nm again. The obtained data are presented in Fig. 3. The lines correspond to the kinetic theory data [44] at the temperature 200, 300, 500 and 1000 K, bottom-up respectively. The different labels correspond to our calculated data for appropriate temperature and particle volume concentrations.

The viscosity of the gas nanosuspensions considered at all temperatures is lower than the viscosity of the carrier gas. At room temperature and particle volume concentration of 0.02%, the effective viscosity of this gas nanosuspension is about 15% lower than that of pure neon, and this effect increases with increasing temperature. The simulation and kinetic theory data coincide with each other. Thus the proposed algorithm permits one to model the viscosity of the gas nanosuspensions.
The viscosity coefficients of Ne-Zn gas nanosuspension versus nanoparticles volume concentration $\phi$, % at different temperatures. The different labels on the lines corresponds to the simulation data at the temperature 200, 300, 500 and 1000 K, bottom-up respectively. The lines correspond to the data of the kinetic theory [44] for appropriate temperature and the particles volume concentrations.

6. Conclusion

The proposed algorithms for calculating gas transport coefficients allow one, using a relatively small number of molecules, to obtain data comparable in accuracy with experimental results. It is the stochastic algorithm because all phase trajectories of the modelled system are built stochastically. However it is not the Monte-Carlo type algorithm, because we do not build the stochastic process to solve any equation. The dynamics of the molecular gas in corresponding phase space are modeled.

In this paper, the simulation of the transport coefficients of the rarefied gases are considered. All transport coefficients of such gases are dependent on the velocity of the particles of the system (see, for example (3) and (4)). Therefore the dynamics of the molecules in the velocity space were studied. However, strictly speaking the determination of the velocities of the particles after collision (see (2) requires knowledge of the vector $e_{ij} = (r_j - r_i) / |r_j - r_i|$. There are two different ways to determine this vector during each time step. In the first case, at time $t$, all positions of the molecules are defined $(r_1, r_2, ..., r_N)$. Then, at selected time interval $\tau_1$, the coordinate of the molecule $i$ is changed as follows $r_i(t + \tau_1) = r_i(t) + v_i(t) \tau_1$. In this case, the calculation result is the full set of the coordinates and velocities of all the molecules of the simulated system at successive times. In the second way to determine the vectors $e_{ij}$ the initial data of the molecules were used. It is clear that the second way is much more efficient. Both described procedures were used in the developed algorithm. It was shown that the accuracy of the simulation is practically identical.

In all cases, the accuracy of the simulation increases with both the number of particles used and the number of phase trajectories for averaging the results. The relative error of the viscosity coefficient calculation is well described by the following formula: $\Delta \sim 1/\sqrt{NL}$. This means, in particular, that in order to achieve a given accuracy, the number of molecules can be "exchanged" for the number of phase trajectories. It is very important for example to model the gas nanosuspensions with large particles.

It is very interesting that the viscosity of gas nanosuspensions may be either larger or less than viscosity of the carrier gas. The decrease in the viscosity can be quite significant, at normal temperatures it can reach 10–15%. This effect increases with increasing the temperature. It should be emphasized that the volume concentrations of nanoparticles are very low and do not exceed 0.02%. A decrease in the effective viscosity coefficient compared to the corresponding value for the carrier gas should be expected if the sizes of the carrier gas molecules and nanoparticles differ significantly. If the sizes of the nanoparticles are sufficiently small, then a decrease in the effective viscosity coefficient can be expected if the ratio of the density of the nanoparticle material to the density of the carrier gas molecules is small enough also, e.g., when light particles are added to a heavy gas. Physically, the decreasing the effective viscosity of gas nanosuspension is due to a decrease in the frequency of molecule-molecule collisions due to collisions of molecules with nanoparticles, as well as due to a decrease in the molar fraction of gas molecules.

This work is partially supported by the Russian Foundation for Basic Research (grant No. 20-01-00041).
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Theoretical calculations of optimal control paths minimizing the energy cost of the magnetization reversal in 1D magnetic nanowires are presented. The energy-efficient reversal mechanism is studied as a function of the nanowire length and Gilbert damping parameter. For short nanowires, the optimal reversal mechanism corresponds to a uniform rotation of magnetization. If the length of the wire exceeds a certain critical length defined by the material parameters, switching time and damping, a standing spin wave emerges during magnetization switching. Comparison between the calculated optimal control paths and minimum energy paths reveals that realization of high energy efficiency of switching does not necessarily translate to the minimization of the energy barrier between the target magnetic states.
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1. Introduction

Magnetic nanowires are characterized by an extended length and a nanoscale lateral size [1]. The high length-to-width aspect ratio gives rise to large magnetic anisotropy, which usually results in two stable orientations of magnetization along the wire’s axis. Bistability makes magnetic nanowires particularly promising as a basis of novel devices for data transmission, storage and processing where information can be encoded by domains with opposite magnetization [2]. Development of this technology depends critically on the knowledge about mechanisms of the magnetization reversal – a physical implementation of a bit operation. How reversal modes depend on the switching stimulus, magnetic parameters and geometry of the wire is also interesting from a fundamental point of view. Previous theoretical [3–9] and experimental [10–14] studies revealed three main mechanisms of magnetization switching in nanowires, including homogeneous rotation of magnetization and propagation of transverse and vortex domain walls. The possibility to achieve magnetization switching by following different transition mechanisms leads to a notion about the existence of a special mechanism that is optimal in terms of the termination time and energy cost. Definite identification of such optimal reversal mechanisms is particularly important for the development of energy-efficient information technologies based on magnetic nanowires.

In this article, we describe the application of the optimal control theory [15,16] to the problem of energy-efficient magnetization reversal in a 1D magnetic nanowire. The theory makes it possible to identify optimal control paths (OCPs), i.e. reversal trajectories minimizing the energy cost of magnetization switching. We present numerical calculations of OCPs for various values of the nanowire length and Gilbert damping parameter. We report a crossover between the coherent rotation of magnetization and spin wave assisted switching. Finally, we compare calculated OCPs with the other distinguished paths in the configuration space – the minimum energy paths (MEPs).

The article is organized as follows. In Section 2, theoretical background and details of numerical calculations are described. Results of applications of the optimal control method are given in Section 3. A single macrospin test system is considered first. Then, the application to the magnetization reversal in a nanowire is described. Comparison between calculated OCPs and MEPs is also given. Summary and outlook are presented in Section 4.
2. Methods

Magnetic nanowire is modeled as a 1D chain of \( N \) magnetic moments extending along the \( x \) axis, where each moment has the same magnitude \( \mu \). The energy of the wire is given by a classical Heisenberg-type Hamiltonian:

\[
E = -J \sum_{i=1}^{N-1} \vec{s}_i \cdot \vec{s}_{i+1} - K \sum_{i=1}^{N} (\vec{s}_i \cdot \vec{e}_x)^2, \tag{1}
\]

where \( \vec{s}_i \) is the unit vector defining the orientation of the magnetic moment at site \( i \). The first term in Eq. (1) describes the exchange interaction between nearest neighbours with ferromagnetic coupling constant \( J > 0 \). The second term is due to magnetic uniaxial anisotropy characterized by the easy axis \( \vec{e}_x \) along the wire and effective parameter \( K > 0 \).

Due to the anisotropy, there are two stable states in the system with moments aligned parallel or antiparallel to the \( x \) axis, as illustrated in Fig. 1. The following values of the material parameters are used:

\[
J = 562 \text{ meV}, \tag{2}
\]
\[
K = 37 \text{ meV}, \tag{3}
\]
\[
\mu = 4076 \mu_B, \tag{4}
\]

where \( \mu_B \) is Bohr magneton.

![Fig. 1. Stable orientations of the magnetization in a nanowire. The nanowire is represented by a chain of \( N = 30 \) magnetic moments. Arrows indicate orientation of the moments. Direction of the anisotropy axis is shown with the double-headed arrow. Transition between the states is schematically shown with the black arrow. In the OCP, the initial state is realized at \( t = 0 \), while the final state is realized at \( t = T \).](image)

We consider energy-efficient switching of magnetization in the wire from one stable orientation to the other. The switching process is induced by application of external magnetic field. The aim is to find the optimal field that realizes switching in a given time \( T \) while minimizing the energy cost. Following Refs. [15, 16], we define the energy cost to be proportional to the amplitude of the applied magnetic field squared:

\[
\Phi = \frac{T}{\mu} \sum_{j=1}^{N} |\vec{B}_j(t)|^2 dt, \tag{5}
\]

where \( \vec{B}_j(t) \) is the applied magnetic field at site \( j \) and time \( t \). Summation over the sites where magnetic moments are localized is equivalent to spatial integration for a continuous system. The functional \( \Phi \) needs to be minimized subject to the boundary conditions

\[
s_j^x(t = 0) = 1, \quad j = 1, \ldots, N, \tag{6}
\]
\[
s_j^x(t = T) = -1, \quad j = 1, \ldots, N, \tag{7}
\]

and an equation of motion which is taken to be the Landau-Lifshitz-Gilbert equation:

\[
(1 + \alpha^2) \ddot{s}_j = -\gamma \dot{s}_j \times (\vec{B}_{\text{int},j} + \vec{B}_j) - \alpha \gamma \dot{s}_j \times \left[ \vec{s}_j \times (\vec{B}_{\text{int},j} + \vec{B}_j) \right], \tag{8}
\]

where \( \alpha \) is the Gilbert damping factor, \( \gamma \) is the gyromagnetic ratio, dot means time derivative and \( \vec{B}_{\text{int},j} \) is the internal magnetic field defined through the following equation:

\[
\vec{B}_{\text{int},j} = \frac{1}{\mu} \frac{\partial E}{\partial \vec{s}_j}, \tag{9}
\]

with internal energy \( E \) given by Eq. (1). Equation (8) can be used to express \( \vec{B}_j(t) \) in terms of the dynamical trajectory of the system as well as the magnetic field [16]:

\[
\vec{B}_j(t) = \frac{\alpha}{\gamma} \dot{s}_j(t) + \frac{1}{\gamma} \left[ \dot{s}_j(t) \times \dot{s}_j(t) \right] - \vec{B}_{\text{int},j}(t). \tag{10}
\]
Here, $\vec{B}_{int,j}(t)$ is a transverse component of $\vec{B}_{int,j}$:

$$\vec{B}_{int,j} \perp = \vec{B}_{int,j} - (\vec{B}_{int,j} \cdot \vec{s}_j)\vec{s}_j.$$ (11)

Upon substituting Eqs.(10)-(11) into Eq. (5), the energy cost $\Phi$ becomes a functional of $\vec{s}_1(t), \vec{s}_2(t), \ldots, \vec{s}_N(t)$. Before applying the variational principle to the functional $\Phi$, we discretize the time integral in Eq. (5) using the midpoint rule:

$$\Phi[\vec{s}_1(t), \ldots, \vec{s}_N(t)] \approx \Phi(s) = \sum_{p=0}^{Q} \sum_{j=1}^{N} B^2_{p+\frac{1}{2},j}(t_{p+1} - t_p),$$ (12)

where $\{t_p\}$ is a partition of the time interval $[0, T]$ such that $0 = t_0 < t_1 < \ldots < t_Q < T_{Q+1} = T$. In the current implementation, all time subintervals are the same, $t_{p+1} - t_p = \Delta t = T/(Q+1)$, $p = 0, \ldots, Q$. Trajectory of each magnetic moment, $\vec{s}_j(t)$, is then represented by a polygeodesic line connecting $Q + 2$ images, $\vec{s}_j(t) : \{\vec{s}_{0,j}, \ldots, \vec{s}_{Q+1,j}\}$, with $\vec{s}_{p,j} = \vec{s}_j(t_p)$, where the end points are fixed according to the boundary conditions [see Eqs. (6)-(7)], but $Q$ intermediate images need to be adjusted to an optimal configuration representing the minimum of $\Phi$. The functional $\Phi$ is turned into a $3QN$-dimensional function of image positions, $\Phi = \Phi(s)$, with $s = \{\vec{s}_{1,1}, \vec{s}_{1,2}, \ldots, \vec{s}_{1,N}, \vec{s}_{2,1}, \ldots, \vec{s}_{Q,N}\}$. The sought-for optimal control path (OCP) minimizing the energy cost of switching is found by choosing some initial guess for the position of the images and then bringing that to a local minimum of $\Phi(s)$ by means of the (limited-memory) Broyden-Fletcher-Goldfarb-Shanno algorithm [17] adapted to magnetic degrees of freedom [18, 19]. The final, relaxed configuration of the images gives a discrete representation of the OCP. The optimal external field pulse is then obtained from the OCP using Eq. (10).

3. Results and discussion

3.1. Test problem

The numerical method described earlier is first illustrated with calculations of the OCP for the reversal of a single magnetic moment whose internal energy is defined by the anisotropy along $z$ axis,

$$E_1 = -K (\vec{s} \cdot \vec{e}^z)^2.$$ (13)

The value of the anisotropy constant $K$ is defined in Eq. (3). The OCP between the energy minima at $s^z = \pm 1$ for this system can be obtained analytically in terms of elliptic functions [16], providing a benchmark for numerical calculations. Discrete representations of the OCP were obtained numerically by relaxing $Q$ movable images to a local minimum of the energy cost $\Phi$. The calculations were considered converged when the magnitude of the gradient of $\Phi$ had dropped by twelve orders of magnitude.

![Fig. 2](image-url)

**Fig. 2.** Evolution of the magnetic moment along the OCP for switching time $T = 1$ ns and damping parameter $\alpha = 0.1$. Analytical solution is given by solid lines, position of images included in the numerical calculations is shown with crosses. $Q = 50$ (a) and $Q = 200$ (b) movable images were used in the numerical OCP calculations.

Figure 2 shows comparison between the analytical solution and numerical results obtained for $Q = 50$ and $Q = 200$ images. Both analytical and numerical calculations were performed for $\alpha = 0.1$ and $T = 1$ ns. Agreement between the analytical and numerical results is better for larger number of images, as expected. We have found that using $Q \approx 200$ movable images in the OCP calculations was sufficient to ensure relative error to be below 1%.
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Fig. 3. Optimal switching field derived from the OCP shown in Fig. 2. Switching time $T = 1$ ns and damping parameter $\alpha = 0.1$. Analytical solution is given by solid lines, crosses correspond to position of images included in the numerical OCP calculations. $Q = 50$ (a) and $Q = 200$ (b) movable images were used in the OCP calculations.

The calculated OCP describes a steady motion of the magnetic moment from the initial state at $s^z = 1$ to the final state at $s^z = -1$. The monotonic decrease in $s^z$ is accompanied by a precessional motion around the anisotropy axis. Note that the precession reverses its direction upon reaching the top of the energy barrier at $t = T/2$. Fig. 3 shows how the optimal switching field derived from the OCP depends on time. Direction of the calculated optimal field is synchronized with the motion of the magnetic moment so that it is orthogonal to $\vec{s}$ at any time. Moreover, $\vec{B}(t)$ is modulated in amplitude. The internal torque arising due to damping counteracts the switching motion before crossing the energy barrier. Therefore, overall larger field needs to be applied in the first half of the reversal process compared to that in the second half, where the damping torque aids switching. A careful analysis demonstrates that $\vec{B}(t)$ reaches a maximum at $t = T/4$ and a minimum at $t = 3T/4$, which coincides with the position of the extrema of the polar component of the internal torque.

3.2. Magnetization switching in a nanowire

Fig. 4 illustrates mechanisms of energy efficient magnetization reversal in the nanowire revealed by the OCP calculations. Possible mechanisms include uniform rotation of magnetization [see Fig. 4(a)] and emergence of a standing spin wave with variable wavelength [see Fig. 4(b,c)]. In the case of the coherent rotation mechanism, each magnetic moment in the wire follows the same trajectory presented in the previous subsection.

Fig. 4. Magnetic configurations realized along OCPs (a)-(c) and MEP (d) for magnetization switching in the nanowire of length $N = 30$. For the OCPs, configurations at $t = T/2$ are shown where $T = 1$ ns. For the MEP, the saddle point configuration is presented. OCP corresponds to a coherent rotation of magnetic moments for $\alpha = 0.1$ (a) and to spin wave assisted switching with 1.5 wave periods for $\alpha = 0.5$ (b) and with 1 wave period for $\alpha = 0.6$ (c). MEP corresponds to a transient domain wall nucleation and propagation (d).

How the result of the OCP calculations depend on the parameters of the nanowire is illustrated in Fig. 5. Specifically, Fig. 5(a) shows the calculated energy cost $\Phi$ of optimal switching as a function of the length $N$ of the wire for the fixed values of the switching time and damping factor with $T = 1$ ns and $\alpha = 0.4$. For relatively short nanowires, $\Phi$
M. H. A. Badarneh, G. J. Kwiatkowski, P. F. Bessarab

scales linearly with the wire length which is a consequence of the uniform rotation of the magnetization. At $N \approx 60$, a salient point is evident in the $\Phi(N)$ dependence as a result of the crossover to spin-wave assisted switching. As the number of magnetic moments in the wire increases, progressively more periods of the spin wave is observed. Note that the number of the spin-wave periods can assume both half-integer and integer values [see Fig. 4(b,c)].

Interestingly, the mechanism of the energy-efficient magnetization switching depends on the damping parameter, as illustrated in Fig. 5(b) showing $\Phi$ as a function of $\alpha$ for $N = 50$ and $T = 1$ ns. When $\alpha \leq 0.4$, the optimal switching mechanism corresponds to the uniform rotation of magnetization and $\Phi(\alpha)$ follows the dependence predicted in Ref. [16]. As the damping factor increases, the switching mechanism changes to the spin-wave, first with 2 periods and then with 1.5 periods. Each crossover event is accompanied by a sharp change in the slope of the $\Phi(\alpha)$ function.

It is informative to compare the calculated OCPs with the other distinguished paths in the configuration space – minimum energy paths (MEPs). An MEP connecting two stable states is a path lying lowermost on the energy surface, and the point of the highest energy along the MEP – a saddle point on the energy surface – defines the energy barrier between the states, the primary quantity determining their thermal stability within harmonic rate theories [20–22]. The MEPs for the magnetization reversal in the nanowires considered here were calculated using the geodesic nudged elastic band method [23]. The MEP changes from the uniform rotation to the nucleation and propagation of a transient

Fig. 5. Minimum energy cost of magnetization switching as a function of the nanowire length $N$ for $\alpha = 0.4$ and $T = 1$ ns (a) and damping parameter $\alpha$ for $N = 50$ and $T = 1$ ns (b). Uniform rotation and spin wave solutions are shown with blue and red circles, respectively. Red labels indicate the number of wavelengths in the spin-wave solutions. Solution for the macrospin approximation is shown with a gray line

Fig. 6. Variation of the energy of the nanowire with $N = 50$ along the MEP (black line) and the OCP for $T = 1$ ns, $\alpha = 0.1$ (blue line) and $\alpha = 0.6$ (red line). Reaction coordinate is defined as a normalized displacement along the path
domain wall when the length of the wire exceeds the domain wall width. The saddle-point configuration for the nanowire with $N = 30$ is shown in Fig. 4(d) as an example. These paths are very different from the calculated OCPs. In fact, the OCP calculations have never converged on the path corresponding to the single domain wall propagation, even if the initial guess was set to be the MEP. Note that an MEP is completely defined by the energy surface of the system, and, therefore, is independent of dynamical properties such as the switching time or damping parameter. In contrast, an OCP is a valid dynamical trajectory, which in particular results in that the mechanism of energy-efficient magnetization reversal depends on $\alpha$, as demonstrated above.

Finally, the energy variations along the calculated MEP and OCPs are compared in Fig. 6 for the nanowire with $N = 50$. The energy profile along the MEP is flat, which is a typical feature for the domain wall propagation costing almost no energy. The energy barrier derived from the MEP is much smaller than the highest energy point along the OCPs. This result suggests a conclusion that optimal control of magnetization switching which minimizes the energy cost does not necessarily translates into the minimization of the energy barrier between the target states. Following an OCP involves rotation of magnetic moments in such a way that the influence of the external stimulus is minimized, but the system’s internal dynamics is effectively used to aid magnetization switching.

4. Conclusion

In conclusion, we have studied energy-efficient magnetization reversal in bistable magnetic nanowires by means of OCP calculations. The calculations demonstrate that short nanowires reverse their magnetization via coherent rotation that combines a steady advancement toward the target state and precession around the anisotropy axis. If the length of the wire exceeds a certain critical length, a standing spin wave emerges during magnetization switching. In contrast to MEPs, OCPs demonstrate dependence on dynamical parameters such as switching time and damping. Our results deepen the understanding of the optimal control of magnetization switching in nanowires.
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In this paper, novel gate all-around spin field effect transistors (GAA Spin-FETs) with three different channel materials are proposed and their transport properties are presented. The three channel materials used are Indium Arsenide (InAs), Indium Phosphide (InP) and Aluminum Antimonide (AlSb). Based on the type of semiconducting channel, the results are obtained and a comparison of transport properties among these three FETs is made. The proposed device offers both advantages of reduced power dissipation and compact size. The results reveal that the negative differential resistance (NDR) is observed in all modeled devices and the peak to valley current ratio (PVCR) is different in all structures and is maximum in AlSb based field effect transistor. It is expected that these results will find enormous applications in analog electronics and in the design of oscillators. Additionally, the observed results in this study have great potential for the design of various logic gates and digital circuits.
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1. Introduction

Spin-based devices promise to be a technology of beyond-CMOS computing [1]. Various spin devices have also been proposed and studied for various applications, such as two-terminal giant magnetoresistance (GMR) and tunneling magneto-resistance devices (TMR), which find applications in designing non-volatile spin based RAMs called STT-RAM (spin transfer torque random access memory) [2]. Spin field effect transistor (Spin-FET) is believed to be a better device than conventional semiconductor field effect transistor devices due to its exceptional properties, such as control of conductivity using spin degree of freedom [3]. Owing to less energy required for control of spin, Spin-FET is well suited for low-power applications, and hence, can resolve the power issues of conventional transistors [4]. Spin-FET was proposed by S. Datta and B. Das in the year 1990 and has appeared as one among the mostly researched device for various applications [5]. Spin-FET differs from the conventional MOSFET in structure, as the conventional MOSFET has semiconductor material-based source and drain terminals, while spin-FET has ferromagnetic material based source and drain electrodes [5]. Since there are various ferromagnetic materials like iron, cobalt and nickel, thus there is a choice of using the material of desired magnetic properties for a particular device [6].

The spin-FET works on the principle similar to that of conventional MOSFET, with the difference being that spin-FET only allows the electrons with one desired polarization and rejecting all other electrons with other polarizations [7]. The main function of using ferromagnetic source is to spin polarize the source current, the gate voltage rotates the orientation of the injected spins in the current by an angle that depends on the gate voltage (because of the Rashba effect induced by the gate voltage in the channel) [8]. The drain acts as a filter that preferentially transmits spin of one polarization and blocks spins of the opposite polarization [9], [10]. The added advantage in the proposed device is that gate all-around structure is used, and has the better control over the flow of electrons through the channel [11].

Various types of gate all-around field effect transistors (GAA-FETs) have been studied in the open literature over the past several years [12–16]. For example, in 2016, the negative differential resistance (NDR) was obtained in a boron nitrogen co-doped axial carbon nanotube field effect transistor [12], whereas NDR is observed in a molecular junction of carbon nanotube and benzene [13]. In 2012, R. Grassi et al [14], exploited NDR in monolayer graphene FETs for high voltage gains and in 2013 A. Sengupta et al [15], reported negative differential resistance behavior in MoS\textsubscript{2} armchair nanoribbon MOSFETs. Moreover, Y. Wu et al [16], have experimentally demonstrated prototypes of novel three-terminal graphene NDR device and provided an analytic model to elucidate such NDR behavior.

Compared to the devices presented in [12–16], where the different materials and methods are used which may not be compatible with existing technology, the most important advantage of our proposed device is that it has no compatibility issue with the existing silicon technology. In addition, its fabrication process is also feasible. The
proposed device is simply an addition of a gate stack to the magnetic tunnel junction (MTJ). In recent years MTJs have been commercially fabricated, thus this advantage can be exploited which makes the proposed device more feasible to be fabricated. Later the channel materials have been changed from InAs to InP to AlSb.

A total of 14 molecules were used for semiconducting channel materials. The value of the lattice constants for the Indium Arsenide (InAs), Indium Phosphide (InP) and Aluminium Antimodie (AlSb) are 0.60 nm, 0.58 nm and 0.61 nm respectively. Hence the channel length is determined to be approximately 20 nm. The channel material length affects the performance of GAA Spin-FET. In order to accommodate a greater number of devices on a single chip, the channel length is scaled down, which reduces the device dimensions. However, the decrease in channel length leads to deterioration of the performance and causes second order short channel effects. Thus, in order to have sufficiently large number of devices on a single chip as well as satisfactory performance, the channel length is chosen in mid-range i.e., 20 nm.

In this paper, the gate all-around spin-FET is proposed and analyzed for the first time as per the authors’ best knowledge. The source and drain terminals are made of cobalt, which is a ferromagnetic material. The three employed channel materials are InAs, GaAs and AlSb, as they have the potential to be used in spin-FETs. A layer of dielectric material of dielectric constant 4 is employed on the channel over which a metallic layer is made. The effects in IV-curves and conductance curves with channel materials are presented. One of the important characteristics of the modeled devices is that, they show negative differential resistance, which finds immense applications in analog electronics like high-frequency oscillators etc. Although various spin-FET devices have been reported varying in channel material as well as drain/source material, but as per authors’ best knowledge, this type of spin-FET i.e., gate all around with InAs/InP/AlSb channel based spin-FETs has been studied for the first time in this paper.

The paper has been organized as: Section 2 introduces the model and methods applied for the proposed device. Section 3 introduces the simulation results and discussion. The paper is concluded in Section 4.

2. Models and methods

In this paper, a gate all-around spin field effect transistor (GAA-SF) is introduced. Since the drain and source regions of a Spin-FET are of ferromagnetic material, here we have used cobalt (which is a ferromagnetic material) for drain and source. The channel materials used in the proposed device are the compound semiconductors, viz., InAs, InP and AlSb. The dielectric material of dielectric constant 4 is used to insulate channel from the gate terminal. The gate terminal surrounds the channel from all the sides and forms a cylindrical gate-all around or co-axial structure as shown in Fig. 1(a) (front view without gate and dielectric material), Fig. 1(b) (cross-sectional view) and Fig. 1(c) (3D-view). The main advantage of using the gate all-around structure is symmetry along an axis is achieved, which in turn simplifies the calculations of electronic transport, and in turn, permits the self-consistent electrostatics. The proposed device has been simulated using Quantum Atomistic Tool Kit Software (version 13.8.1) [17, 18]. After building the device, it has been simulated using Extended Huckel Theory (EHT) combined with non-equilibrium Green’s function (NEGF) for the calculations of transport. The temperature of electrodes has been set to 300 K. The set of k-points were selected as $1 \times 1 \times 100$ in addition of having density mesh cut-off of 100 Hartee.

3. Simulation results

Since the device formed is due to the combination of materials having different bandgaps, consequently, a quantum well is formed. Due to this, the motion of electrons is restricted in one direction, and in such devices, within the well, a parallel transport is observed. When electrons cross the barrier (potential barrier formed due to the formation of quantum well), other transport known as perpendicular transport is observed. The perpendicular transport is a quantum mechanical phenomena due to which the negative differential resistance is observed. The proposed device has been simulated using Quantum Atomistic Tool Kit Software (version 13.8.1). The behavior of the devices is analyzed by plotting IV-curve and conductance curves for InAs, InP and AlSb based transistors. For InAs based Spin-FET, the IV and conductance curves are shown in Fig. 2(a) and Fig. 2(b) respectively, whereas for InP based Spin-FET, the IV and conductance curves are shown in Fig. 3(a) and Fig. 3(b) respectively. Fig. 4(a) and Fig. 4(b) shows the IV and conductance curves for AlSb based Spin-FET respectively.

From the simulation results, it is clear that all the devices show negative differential resistance (NDR), but it can also be seen that the behavior is different while the channel material is varied from InAs to AlSb while keeping the electrodes (drain and source), oxide, gate and structure the same. It happens because of the fact the materials used for channel differ in structure and have different forbidden energy gaps. For InAs, the bandgap is approximately 0.420 eV while if we take the case of InP, the bandgap is approximately 1.421 eV and for AlSb, it is approximately 1.6 eV at 300 K temperature. Since the NDR is caused due to the band to band tunneling (BTBT) [12] and hence, it is clear that the resistance will vary as the bandgap varies.
FIG. 1. (a) View of proposed device without dielectric and gate material in order to show the channel region. (b) Cross-sectional view of gate all-around spin field effect transistor (GAA Spin-FET). (c) Three dimensional (3D) view of gate all-around spin field effect transistor (GAA Spin-FET).
FIG. 2. (a) IV-curve for GAA Spin-FET with InAs as channel material. (b) Conductance curve for GAA Spin-FET with InAs as channel material.

FIG. 3. (a) IV-curve for GAA Spin-FET with InP as channel material. (b) Conductance curve for GAA Spin-FET with InP as channel material.

FIG. 4. (a) IV-curve for GAA Spin-FET with AlSb as channel material. (b) Conductance curve for GAA Spin-FET with AlSb as channel material.
In the proposed device, spin-current is evaluated in all the three different channel materials and current comes out to be in the order of 10e-31 A for InAs, 10e-22 for InP and in nA for AlSb. The changes occurred have been explained based on different bandgaps of different channel materials. However, there are several other reasons responsible for the change in current. These include spin polarization, spin detection, spin-precession and spin-relaxation. Since the source and drain material is same in all the three cases viz., cobalt (a ferromagnetic material) thus, spin polarization and spin detection will be same. However, the spin precession takes place in channel region. As the electrons of specified spin polarization move through the channel region, the spin changes without applying any voltage at the gate terminal, there exists some magnetic field like Dresselhaus field inside the channel, due to which, spin precession occurs and spin-current reduces. Furthermore, there occur various spin relaxations inside the channel of spin-FET like DP (D’yakonov Perel) relaxation, BAP (Bir-Aronov-Pikus) relaxation or EY (Elliott-Yafet) relaxation and superfine interaction which contributes to the drastic changes in spin currents in case of different channel materials [19–24].

In the case of InAs based Spin-FET, the region of NDR is wide and hence have potential applications in analog electronics, but at the same time, the magnitude of the current is very low (refer Fig. 3(a)). However, if we take the case of InP based Spin-FET, the region of NDR is not as wide as in the case of InAs, but the magnitude of current improves to a larger extent (Refer Fig. 4(a)). Similarly, in AlSb based Spin-FET, the region of NDR is narrower as compared to the InAs based Spin-FET and InP based Spin-FET, but the magnitude of current is high, and hence, the problems of current drive cannot be faced in the Spin-FET with AlSb as channel material. Since InAs and InP are direct bandgap semiconductors, while AlSb is an indirect bandgap semiconductor, the effect of which can be observed from the ripples produced in IV curves, viz., less in InAs and InP while more in AlSb based Spin-FETs. The table for peak to valley current ratio (PVCR) is given in Table 1. From Table 1, it is clear that PVCR is maximum for GAA Spin-FET having AlSb channel material and minimum for InAs based GAA Spin-FET.

<table>
<thead>
<tr>
<th>TABLE 1. Calculated PVCR of different channel material based GAA-SFETs</th>
</tr>
</thead>
<tbody>
<tr>
<td>PVCR</td>
</tr>
<tr>
<td>------</td>
</tr>
<tr>
<td>9</td>
</tr>
</tbody>
</table>

4. Conclusions

In this study, the transport properties of proposed gate all-around spin field effect transistors were studied with comparative studies. The I-V and conduction curves show that the proposed device with different channel materials can exhibit negative differential resistance (NDR). The NDR is attained in the proposed device due to the tunneling mechanism caused by the perpendicular transport in heterostructure formed by combination of materials with different bandgap. In addition, the nature of the channel material changes the I-V and conductance curves. The employed channel materials are indium arsenide (InAs), indium phosphide (InP) and aluminum antimonide (AlSb) which differs in forbidden energy gap at 300 K and also vary in structure. The simulated models therefore can find massive uses in analog electronics and specifically in the design of oscillators. Additionally, it has the remarkable potential in designing various logic gates and digitals circuits as the size is in the nanoscale regime. Furthermore, the proposed spin-device will address the power issues, which is the main concern in the contemporary world, and at the same time can work in nanoscale-regime, thereby offering increase in chip density, functionality and decreased power consumption.
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We consider optical high harmonic generation in a hydrogen-like atom confined in a spherical cavity caused by interaction with a monochromatic field. The whole system is considered as to be centrally symmetric, i.e., atomic nucleus as fixed at the center of sphere. In such a spherically symmetric atom, the high harmonic generation spectrum is calculated at different values of the oscillation amplitude, frequency of the external field and size of the confining domain.
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1. Introduction

Study of the nonlinear optical phenomena in the interaction of atoms and molecules with external optical fields is of practical and fundamental importance for the problems, e.g., attosecond physics, high-power laser generation, optical materials design and optoelectronic device fabrication. An interesting aspect of this topic is optical harmonic generation in the quantum regime, which attracted much attention recently [1–10]. One of the main tasks in this field is achieving slowly-decaying (as a function of harmonic order) harmonic generation intensity. Solving of such problem is complicated due to the typical features of the harmonic emission spectra of an atom in a strong optical field, which are known as the plateau and the cutoff. These latter are a wide frequency region with harmonics of comparable intensities, and an abrupt intensity decrease at the end of the plateau. Physical mechanisms of such effects have been explained within the so-called “three-step” model [11, 12]. Existence of such an effect makes difficult the generation of very high order harmonics and ultrashort pulses, as their intensity becomes very small at high harmonic orders. Therefore, revealing the high harmonic generation regime, where the intensity would slowly decay as a function of harmonic order, is of importance for different practical tasks. One such way could be the confining of atoms and molecules in finite spatial domain, where by changing confinement size and geometry, one can control the harmonic generation.

Atoms and molecules confined in nanoscale domains have the modeling behavior of spatially confined atoms and molecules attracted much attention since early stage of the development of quantum mechanics. Such interest is caused by different practically important reasons, such as modification of atomic properties under high pressure, confinement size effects, the role of confinement geometry in the macroscopic properties of atomic systems, etc. The first studies of atom-in-box system date back to the Refs. [15,16], where effect of the pressure on an atom was explored in a quantum approach. Later, the problem was studied within the perturbation theory. Different aspects of atom-in-box problem have been studied in the literature during past few decades(see, e.g., [17–36] and review paper [37] for more references). A comprehensive study of the electronic properties of the atom-in-box system can be found in the Refs. [20,23,35,36]. Refs. [26,28,29] present the analysis of the quantum dynamics of hydrogen atom confined in a spherical box in the presence of an external electric field.

Atom-in-box system can be realized in experiments with atom optic billiards, which have been extensively studied earlier in the Refs. [38–40]. These systems represent a rapidly scanning and tightly focused laser beam creating a time-averaged quasi-static potential for atoms. In such system, one can create various box (billiard) shapes by controlling the deflection angles of the laser beam. Confining atoms inside the fullerene [13,14] can be considered as an version of atom-in-box system. A review of different versions of the atom-inside-cage system can be found in [37]. As for the atom-in-box system interacting with external electromagnetic field and optical harmonic generation in such system, several models have been proposed earlier in the Ref. [29], where the box is considered as to be formed by high density environment (e.g., electron gas, plasma, etc). According to the assumptions of the model considered in [29],
at sufficiently high intensities of the laser and high densities of the medium (which consists of an ensemble of atoms) the quantum path of the electron wave packet in the continuum can be perturbed by the fields of the other atoms (or ions) in the vicinity. In such a model, the neighboring atoms will cause reflections on the boundary of the spherical box. Detailed justification of such a model can be found in [29].

In this paper, we address the problem of optical high harmonic generation in atom confined in a nanoscale cavity of spherical shape and interacting with external monochromatic field. In particular, we compute the spectrum of harmonic generation at different values of the field parameters. Our results obtained in this study are considerably different from those for unconfined counterpart by the values, as well as by the shape of the spectrum curve.

This paper is organized as follows. In the next section we give brief description of a hydrogen-like atom in a static spherical box. In section 3, quantum system, consisting of one-electron atom confined in a spherical box with external field is given. Section 4 presents detailed treatment of high harmonic generation in such system. Finally, section 5 provides some concluding remarks.

2. The hydrogen-like atom in a static spherical box

The hydrogen-like (one-electron) atom confined in a spherical box with impenetrable walls with the radius \( r_0 \) is considered in many paper. Assuming that the nucleus of the atom is fixed at the center of box, the dynamics of atomic electron in such system can be described by stationary radial Schrödinger equation which is given as (atomic units, \( m_e = e = \hbar = 1 \) are used throughout this paper):

\[
\left[-\frac{1}{2}\frac{\partial^2}{\partial r^2} - \frac{1}{r}\frac{\partial}{\partial r} + \frac{l(l+1)}{2r^2} - \frac{Z}{r}\right] R_{nl}(r) = E_{nl} R_{nl}(r),
\]

(1)

where \( R_{nl} \) is the radial part of the wave function, \( Z \) is the charge of the nucleus, \( n \) and \( l \) are the principal and orbital quantum numbers, respectively. The energy eigenvalues, \( E_{nl} \) can be found from the boundary conditions for \( R_{nl}(r) \)

\[
R_{nl}(r)|_{r=r_0} = 0.
\]

(2)

Unlike the unconfined atom, the energy spectrum of atom-in-box system is completely discrete. It should be noted that equation (2) is not convenient for computing of the energy spectrum of this system, as it does not allow to compute high number of eigenvalues, especially, at small radii of the box. Here, we compute the energy levels of the atom-in-box system by diagonalization of the Hamiltonian (left part of Eq. (1)) of the system over the spherical box eigenfunctions basis. This method allows one to compute an arbitrarily high number of eigenvalues for any value of the box radius.

3. Quantum dynamics of hydrogen-like atom confined in driven static spherical box

Consider first the hydrogen-like (one-electron) atom confined in a spherical box with impenetrable walls with the radius \( r_0 \) and driven by external linearly polarized monochromatic field with the strength \( F \) and frequency \( \omega_0 \) which is propagating along \( Z \) axis. Assuming that the nucleus of the atom is fixed at the center of box, for the dynamics of atomic electron in such system we have the nonstationary radial Schrödinger equation which is given as:

\[
i\frac{\partial\Psi(r,t)}{\partial t} = (\hat{H}_0 + V)\Psi(r,t),
\]

(3)

where

\[
\hat{H}_0 = -\frac{1}{2}\frac{\partial^2}{\partial r^2} - \frac{1}{r}\frac{\partial}{\partial r} + \frac{l(l+1)}{2r^2} - \frac{Z}{r},
\]

and

\[
V = -Fz\cos(\omega_0 t).
\]

For such a regime, the boundary conditions for Eq.(3) are imposed as

\[
\Psi(r_0,t) = 0.
\]

(4)

and initial condition is ground state of hydrogen-like atomic electron in a spherical box.

To solve Eq.(3), one should expand the solutions in terms of the set of the unperturbed spherical box eigenfunctions as

\[
\Psi(r,t) = \sum_{nlm} C_{nlm}(t)u_{nlm}(r,t).
\]

(5)

where \( u_{nlm}(r) \) are the eigenfunction of the quantum particle confined in spherical box to be found from stationary Schrödinger equation.
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\[
\left[\frac{-1}{2}\frac{\partial^2}{\partial r^2} - \frac{1}{r}\frac{\partial}{\partial r} + \frac{l(l+1)}{2r^2}\right]u_{nlm}(r) = \epsilon_{nl}u_{nlm}(r).
\]  
(6)

Here is a spherical symmetric, therefore solutions of Eq.(6) can be separated into radial and angular parts, \(u_{nlm}(r) = R_{nl}(r)Y_{lm}(\theta, \varphi)\), where \(Y_{lm}(\theta, \varphi)\) are spherical harmonics. Radial eigenfunctions of box can be written as

\[
R_{nl}(r) = N_{nl}j_l(\lambda_nr),
\]  
(7)

where \(j_l\) are the spherical Bessel functions and \(\lambda_n = \sqrt{2\epsilon_n}\). Eigenvalues, \(\epsilon_{nl}\), are found from the boundary condition given on surface of the sphere. These are zeros of wave functions of spherical box at sphere surface, \(R_{nl}(r)|_{r=r_0} = 0\).

The function \(u_{nlm}\) fulfill the orthonormality condition given by

\[
\int u_{n'l'm'}^*u_{nlm}d\mathbf{r} = \delta_{nl}\delta_{l'l'}\delta_{m'm'}
\]  
(8)

For expansion coefficients, \(C_{nlm}(t)\) using Eq.(3) we have a system of first order differential equations given by

\[
\ddot{C}_{nlm}(t) = \epsilon_{nl}C_{nlm} + \sum_{n'l'm'} C_{n'l'm'}(t)V_{n'l'm'nlm},
\]  
(9)

where

\[
V_{n'l'm'nlm} = \int u_{n'l'm'}^*(\frac{Z}{r} - Fr\cos\theta\cos(\omega_0t))u_{nlm}d\mathbf{r}.
\]  
(10)

4. High harmonic generation by hydrogen-like atom confined in a static spherical box

The main characteristics of the high harmonic generation is the average dipole moment, which can be used for calculating the intensity of the generated harmonics [1]-[8]. This is applicable also for harmonic generation in atom-in-box system. The dipole moment is given by (in atomic units, \(m_e = e = \hbar = 1\)) [29]

\[
\dot{d}(t) = -\langle\Psi(\mathbf{r}, t)|\mathbf{z}|\Psi(\mathbf{r}, t)\rangle,
\]

where the wave function \(\Psi(\mathbf{r}, t)\) is solution of Eq.(3).

We are interested in the study of optical harmonic generation in the system described by Eqs.(3). The spectrum of harmonic generation is characterized by the power spectrum, which is given as [1]

\[
|d(\omega)|^2 = \left|\frac{1}{T}\int_0^T e^{-i\omega t}\dot{d}(t)dt\right|^2,
\]  
(11)

where \(T\) is the interaction time.

In Fig. 1 \(|d(\omega)|^2\) which determines the intensity of harmonic generation, is plotted at different values of the box radius, \(r_0\) for the values of external field amplitude and frequency, \(F = 50\) GV/m and \(\omega_0 = 26 \cdot 10^{16}\) sec\(^{-1}\), \(Z = 1\), \(T = 2.44\) fs. As it can be seen from this plot, the intensity of the harmonic generation is inverse proportional to the box size, i.e. as the box radius is larger, as higher the intensity. Such difference can be explained by the confinement effect, which causes scattering of the light waves at the cavity’s wall and its re-interaction with the atom.

Fig. 2 presents \(|d(\omega)|^2\) as a function of harmonic order at different values of the external monochromatic field frequencies for the values of parameters \(r_0 = 12.5\) nm, \(F = 50\) GV/m, \(Z = 1\) and \(T = 2.44\) fs. Unlike the unconfined (bulk) counterpart (see, e.g., [1]), the behavior of the spectrum is characterized by much higher values at large frequencies and by the absence of fluctuations.

In Fig. 3, \(|d(\omega)|^2\) is plotted for the different values of external field strength, \(F\) for the values of other parameters, \(r_0 = 12.5\) nm and \(\omega_0 = 26 \cdot 10^{16}\) sec\(^{-1}\), \(Z = 1\), \(T = 2.44\) fs. Again, one can observe the absence of fluctuations and plateau, which are the characteristic features of the high harmonic generation in an unconfined atom. Also, a stronger external field, produced higher intensity harmonic generation. In addition, numerical values of \(|d(\omega)|^2\), which characterize the intensity of harmonic generation, are much higher than those for the unconfined counterpart.

To see the role of the Coulomb potential in harmonic generation by atom-in-box system, we computed harmonic generation spectrum at different values of the nucleus charge. In Fig. 4, \(|d(\omega)|^2\) is plotted for the values of nuclear charge of hydrogen-like atom, \(Z = 1\); 2; 3, for \(r_0 = 12.5\) nm, \(F = 50\) GV/m and \(\omega_0 = 26 \cdot 10^{16}\) sec\(^{-1}\), \(T = 2.44\) fs. As the nucleus charge is higher, as lower the intensity of harmonic generation. We should note that unlike the free (unconfined) atom, according to the Ref. [41], the spectrum of the atom-in-box system is always discrete, i.e. electron
FIG. 1. (Color online) Harmonic generation spectrum for hydrogen-like atom confined in a spherical box driven by external, linearly polarized monochromatic potential at different values of the radius of sphere, \( r_0 \) (blue for 10 nm, red for 12.5 nm, black for 15 nm) and fixed amplitude, \( F = 50 \text{ GV/m} \) for \( \omega_0 = 26 \text{ · } 10^{16} \text{ sec}^{-1} \), \( Z = 1 \) and \( T = 2.44 \text{ fs} \).

FIG. 2. (Color online) Harmonic generation spectrum for hydrogen-like atom in a spherical box driven by external, linearly polarized monochromatic potential at different \( \omega_0 \) (blue for \( 13 \text{ · } 10^{16} \text{ sec}^{-1} \), red for \( 26 \text{ · } 10^{16} \text{ sec}^{-1} \), black for \( 52 \text{ · } 10^{16} \text{ sec}^{-1} \)) and fixed amplitude, \( F = 50 \text{ GV/m} \) for \( r_0 = 12.5 \text{ nm} \), \( Z = 1 \) and \( T = 2.44 \text{ fs} \).
FIG. 3. (Color online) Harmonic generation spectrum for hydrogen-like atom in a spherical box driven by external, linearly polarized monochromatic potential at different amplitudes of the external field (blue for 5 GV/m, red for 50 GV/m, black for 500 GV/m) for $\omega_0 = 26 \cdot 10^{16}$ sec$^{-1}$, $r_0 = 12.5$ nm, $Z = 1$ and $T = 2.44$ fs

FIG. 4. (Color online) Harmonic generation spectrum for hydrogen-like atom in a spherical box driven by external, linearly polarized monochromatic potential at different nuclear charge of atom for $\omega_0 = 26 \cdot 10^{16}$ sec$^{-1}$, $r_0 = 12.5$ nm, $F = 50$ GV/m and $T = 2.44$ fs
is always in the bound state, due to the pressure by the box’s wall. Such difference in the harmonic generation intensity at different charges can be caused by pressure.

5. Conclusions

We studied high harmonic generation by hydrogen-like atom confined in a nanoscale cavity confined and interacting with a linearly polarized monochromatic field. The main focus of the study is given to the dependence of high harmonic generation intensity on the box size, oscillation amplitude and frequency of external monochromatic field. The main characteristic of the high harmonic generation spectra, the Fourier transform of the average dipole moment which the finite (box) boundary conditions are imposed. It is found that harmonic generation spectrum and its intensity for confined atom is considerably different than those for unconfined counterpart. In particular, the intensity in the confined case is much higher than that for unconfined counterpart and the fluctuations are negligibly small for this case. All these imply that confined atom can be more attractive from the viewpoint of high harmonic generation and attosecond physics.
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Nanomaterials in general, in particular nanofluorides, exist in the realm of non-equilibrium states. They are products of special technologies and are obtained by non-equilibrium physical and chemical transformations. Very often, the latter leads to the formation of previously unknown phases of variable composition and enhanced reactivity [1]. For example, nanofluorides are prone to light pyrohydrolysis [2].

High reactivity can create significant problems for the reproducibility of results and in their interpretation, thus challenging the experimenter’s skill. Conversely, these circumstances also make possible unsurpassed opportunities for manipulation in the design of materials, functional features and architecture of the resulting products. It is often possible to produce completely different materials using the same starting reagents. The realm of nanotechnology demonstrates unusual connections between composition, structure, and properties that differ from those found in previously known bulk materials.

Control over nanotechnology-based processes requires – in addition to a cybernetics component (i.e., targeted process control [3]) – mandatory accounting for the spontaneously occurring synergetic transformations [4]. The latter includes, in particular, agglomeration of nanoparticles, which usually demonstrates a clear stepwise hierarchy [5–7].

The available data refute the well-known postulate of thermodynamics, namely, it is generally accepted that labile states are unrealizable, because its transition to the equilibrium state is not associated with overcoming the potential barrier, there is no force that returns the system to its original state, and after the fluctuation out of equilibrium, the system moves away from it with acceleration [8, 9]. For example, the crystalline solid solution Ba$_{1-x}$Ca$_x$F$_2$ samples, prepared by mechanochemical treatment, can exist in a non-equilibrium state indefinitely. After heating, the system goes to the equilibrium state, namely, the decomposition of the solid solution takes place, and it is accompanied by heat release (exothermic effect) [10]. Apparently, the relative stability of the crystalline samples of the Ba$_{1-x}$Ca$_x$F$_2$ solid solution is due to the extremely low values for the diffusion coefficients of the cations. The system is “falling”, but very slowly.

Ostwald’s step rule [11] works unequivocally for the nano-objects, and phase transformation sequences always start with the most non-equilibrium amorphous products that turn into more stable phases in a stepwise manner.

A separate problem is to establish the true picture of phase equilibria at low temperatures. Very long equilibrium times, in many cases, make experimental studies impossible [12]. The use of molten salt synthesitic techniques allows ones to significantly expand the temperature range available to the study [13, 14]. It is worth noting that, according to the third law of thermodynamics, all solid solutions are non-stable phases at low temperatures [12].

The nanotechnology realm systematically displays non-classical crystallization by oriented attachment crystal growth [15, 16]. These processes are implemented as in the primary formation of nanoparticles (see Fig. 1), and the behavior of nanoparticle ensembles during their thermal treatment [17]. The formation of associated crystals with an increased content of defects can trigger the classical Barton–Prim–Slichter mechanism of crystals growth [15].

The lack of a theoretical description of non-classical crystallization processes is acutely felt. At least three problems remain to be solved.

1. The problem of crystal faceting. Nanoparticles conceived do not obey the Curie–Wulf principle [18]. It is possible that there is another dimensional effect [19], which consists in lowering the temperature of the phase transition of the faceting while reducing the particle size.

2. The problem of shaping. A number of experiments show that agglomerating nanocrystals tend to assume the correct microcrystal shape (habit) in advance, followed by filling the volume with a crystalline material [14].
FIG. 1. SrF$_2$ microcrystal, consisting of nanocubic particles, which were synthesized by the reaction of SrCl$_2$ + KF = SrF$_2$ ↓ + KCl at 1000 °C. Synthesis was performed by V. A. Maslov and SEM was performed by A. E. Baranchikov

(3) The problem of understanding the hierarchical organization of matter and quantization of particle size: in the processes of agglomeration and dispersion in the range of $10^{-9}$ – $10^8$ m, a spectrum of the most probable particle sizes corresponding to the geometric progression is regularly observed [20].
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The single-phase solid solutions Ba$_4$Y$_3$F$_{17}$:Yb:Eu with fluorite-type structure were synthesized by co-precipitation from aqueous solution technique. The average particle size was approximately 100 nm without agglomeration. The sensitized down-conversion luminescence of Yb$^{3+}$ ions was observed under 296 nm excitation. The quantum yield of Yb$^{3+}$ luminescence was found to reach a value of 0.4 % for samples with Eu/Yb ratios of 0.1/1.0 and 0.1/10.0.
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1. Introduction

According to the International Energy Agency (IEA) and the European Environment Agency (EEA), the energy consumption increases from year to year. It stimulates the search for new sources of energy and improving the efficiency of existing ones. According to the forecast, the terawatt energy will be generated by means of photovoltaic devices until 2030 years with a simultaneous reduction of kW/h cost [1]. One of the most affordable source of energy is solar energy. Silicon-based solar cells are mostly used for solar energy utilization. Most of this energy will be generated by silicon solar panels. In addition to silicon, various multilayer compositions such as GaAs, CdTe, Cu(In,Ga)Se$_2$, and recently proposed perovskite structures [2, 3]. The latter are expensive and difficult to produce on an industrial scale. Additionally, there is the problem to dispose them after the expiration due to toxic components and use of such compositions is contrary to the principles of green chemistry. The advantages of silicon are chemical availability and the maturity of the technological chains, the disposal of electronic components, including those containing rare-earth elements.

At the same time, one serious drawback of silicon-based solar cells is relatively low light-to-electrical energy conversion efficiency (LECE), namely, no higher than 25 % for the best samples [4,5]. The region of the highest photosensitivity of silicon is located about 1 $\mu$m and his LECE spectrum poorly corresponds the solar emission spectrum.

The enhancement of silicon solar panels efficiency by down-conversion of solar irradiation from ultraviolet and blue spectral range to ytterbium is an urgent task and it is extremely actual for space applications [6–9]. Prospective emitter is trivalent ytterbium ion due to near-infrared (NIR) luminescence band around 1000 nm ($^2$F$_{5/2}$–$^2$F$_{7/2}$ transition) [9–13], which well coincides with the top of LECE spectrum of silicon batteries. One of the new thoroughly investigated luminescence matrices is Ba$_4$Y$_3$F$_{17}$ [14–17], because it demonstrated the high quantum yield of down-conversion luminescence [14].

Energy transfer from the UV and blue spectral regions to ytterbium is possible for various sensitizing cations absorbing in these spectral regions. One especially efficient mechanism of energy transfer is through stepwise relaxation of a sensitizer ion, resulting in the excitation of two acceptor ions by quantum cutting mechanism [12, 13, 18, 19]. The quantum cutting demonstrated high quantum efficiency coefficient up to 195 % but the quantum yield of NIR luminescence is low. A more efficient pathway is simple downshifting in a systems with higher quantum yield of luminescence. A promising composition is Yb/Eu doping pair, because absorption spectrum of europium comprises several lines in the UV and blue spectral regions. The highest directly measured quantum yield of ytterbium luminescence (2.5 %) upon 266 nm pumping was reached for the SrF$_2$:Yb (1.0 mol %):Eu (0.05 mol %) powder [20].

The purpose of this paper is to synthesize Ba$_4$Y$_3$F$_{17}$:Yb:Eu solid solution and to study its luminescent properties. This specimen of interest is intended to be utilized for enhancing of LECE of silicon solar cells.
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2. Experimental

Ba$_4$Y$_3$F$_{17}$:Yb:Eu powders were synthesized by co-precipitation from aqueous nitrate solutions technique as reported earlier [14]. 99.99 wt. % dihydrate potassium fluoride (REACHEM, Russia), 99.99 wt. % yttrium, ytterbium, and europium nitrate hexahydrates, barium nitrate (all reagents from LANHIT, Russia), and double distilled water were used as starting materials without additional purification. Potassium fluoride was preliminarily dried at 350 °C for 3 hours and it was taken with a 50 % excess from stoichiometry. 0.08 M aqueous solutions of barium nitrate and rare earth nitrate were added dropwise to potassium fluoride (0.16 M) with vigorous stirring. Precipitates were washed several times by double distilled water and collected by centrifugation. The resulting precipitates were dried at 45 °C and annealed in a platinum crucible in air at 600 °C for 1 hour. X-ray powder diffraction analysis was performed on a Bruker D8 Advance diffractometer with CuK$_\alpha$ radiation. The TOPAS software ($R_{wp} < 10$) was used for calculation of X-ray coherent scattering domain and unit cell parameters. The morphology, particle size, and composition of the samples were analyzed by a Carl Zeiss NVision 40 scanning electron microscope equipped with an EDX detector.

Raman spectra were captured with a multi-purpose analytical instrument NTEGRA SPECTRA™ (NT-MDT) in epi-configuration. The spectrometer was wavelength calibrated with a silicon wafer by registering a first-order Raman band centered at 520 cm$^{-1}$. A sensitivity of the spectrometer was as high as ca. 3500 photon counts per 0.1 s provided that we used a 100× objective (N.A. = 0.7), an exit slit of 100 µm and a linearly polarized light with the wavelength of 532 nm and the intensity of 5.4 MW/cm$^2$. The Raman spectra were collected with the EMCCD camera cooled down to −100 °C and registered with spectral resolution of 3 cm$^{-1}$ using a 600 grooves/mm grating.

Photoluminescence was excited by pulsed UV and visible laser radiation from the H$_2$ Raman shifter cell converting the 266 nm UV radiation from LS2147 laser and/or OPO laser system produced by JV Lotis TII. The pulse duration was 10 ns, repetition rate 10 Hz. The luminescence spectra were registered by a StellarNet EPP2000 portable spectrometer with a spectral resolution of about 0.5 nm. The luminescence kinetics were registered with a MDR-23 monochromator and FEU-100 photomultiplier tube for the UV-visible spectral range and FEU-62 photomultiplier tube for the NIR spectral range and recorded with the 1 GHz 8 bit Rhode–Schwartz oscilloscope. The direct measurements of luminescence quantum yield were performed using the luminescence spectra recorded in a Thorlabs IS200 integrating sphere coupled to a StellarNet EPP2000 spectrometer via an optical fiber. The spectral sensitivity of this system was calibrated using an approach described previously [21].

3. Sample characterization

The samples were single-phase according to X-ray powder diffraction after annealing at 600 °C (Fig. 1). The unit cell parameters are in convenience with preliminary data published elsewhere (Table 1) [14, 22].

![X-ray powder diffraction](image-url)
Table 1. Unit cell parameters and X-ray coherent scattering domain for Ba$_4$Y$_3$F$_{17}$:Yb:Eu samples

<table>
<thead>
<tr>
<th>Nominal composition</th>
<th>$a$, Å</th>
<th>X-ray coherent scattering domain, nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba$_4$Y$<em>3$F$</em>{17}$:Yb(1.0 mol. %):Eu(0.1 mol. %)</td>
<td>5.9252(2)</td>
<td>73 ± 5</td>
</tr>
<tr>
<td>Ba$_4$Y$<em>3$F$</em>{17}$:Yb(5.0 mol. %):Eu(0.1 mol. %)</td>
<td>5.8960(2)</td>
<td>49 ± 3</td>
</tr>
<tr>
<td>Ba$_4$Y$<em>3$F$</em>{17}$:Yb(10.0 mol. %):Eu(0.1 mol. %)</td>
<td>5.8793(3)</td>
<td>75 ± 11</td>
</tr>
<tr>
<td>Ba$_4$Y$<em>3$F$</em>{17}$:Yb(1.0 mol. %):Eu(0.05 mol. %)</td>
<td>5.8890(3)</td>
<td>96 ± 15</td>
</tr>
<tr>
<td>Ba$_4$Y$<em>3$F$</em>{17}$:Yb(5.0 mol. %):Eu(0.05 mol. %)</td>
<td>5.8801(3)</td>
<td>&gt; 100</td>
</tr>
<tr>
<td>Ba$_4$Y$<em>3$F$</em>{17}$:Yb(10.0 mol. %):Eu(0.05 mol. %)</td>
<td>5.8843(3)</td>
<td>&gt; 100</td>
</tr>
</tbody>
</table>

Scanning electron microscopy revealed that the particles were about 100 nm without agglomeration (Fig. 2). The particle sizes well correlated with X-ray coherent scattering domains (Table 1), which means that all particles are single crystalline.

The real compositions were revealed by energy-dispersion analysis (Table 2). The content of the yttrium and barium are close to nominal content. In contrast, the contents of ytterbium and europium are higher than nominal ones, but it is lower than the error of analysis.

Table 2. Compositions based on EDX analysis of Ba$_4$Y$_3$F$_{17}$:Yb:Eu samples

<table>
<thead>
<tr>
<th>Initial nominal compositions</th>
<th>Real chemical compositions from EDX analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba$_4$Y$<em>3$F$</em>{17}$:Yb(1.0 mol. %):Eu(0.1 mol. %)</td>
<td>Ba$<em>{0.638}$Y$</em>{0.344}$Yb$<em>{0.014}$Eu$</em>{0.004}$F$_2$.362</td>
</tr>
<tr>
<td>Ba$_4$Y$<em>3$F$</em>{17}$:Yb(5.0 mol. %):Eu(0.1 mol. %)</td>
<td>Ba$<em>{0.568}$Y$</em>{0.364}$Yb$<em>{0.065}$Eu$</em>{0.004}$F$_2$.435</td>
</tr>
<tr>
<td>Ba$_4$Y$<em>3$F$</em>{17}$:Yb(10.0 mol. %):Eu(0.1 mol. %)</td>
<td>Ba$<em>{0.585}$K$</em>{0.021}$Y$<em>{0.363}$Yb$</em>{0.138}$Eu$_{0.004}$F$_2$.706</td>
</tr>
<tr>
<td>Ba$_4$Y$<em>3$F$</em>{17}$:Yb(1.0 mol. %):Eu(0.05 mol. %)</td>
<td>Ba$<em>{0.530}$K$</em>{0.014}$Y$<em>{0.387}$Yb$</em>{0.065}$Eu$_{0.003}$F$_2$.439</td>
</tr>
<tr>
<td>Ba$_4$Y$<em>3$F$</em>{17}$:Yb(10.0 mol. %):Eu(0.05 mol. %)</td>
<td>Ba$<em>{0.543}$Y$</em>{0.323}$Yb$<em>{0.131}$Eu$</em>{0.003}$F$_2$.457</td>
</tr>
</tbody>
</table>

Fig. 2. The typical scanning electron microscopy image for Ba$_4$Y$_3$F$_{17}$:Yb (5.0 mol. %): Eu (0.1 mol. %) powder after annealing at 600 °C.
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The Raman spectrum contains several bands around 300 cm\(^{-1}\) and 600 cm\(^{-1}\), which is characteristic for fluorides with narrow phonon spectra, see Fig. 3. On the other hand, the Raman spectra tail spreads above 800 cm\(^{-1}\), which is non-typical for fluorides and may influence on the energy transfer processes.

![Raman spectrum of \( \text{Ba}_4\text{Y}_3\text{F}_{17} \) sample](image)

**Fig. 3.** Raman spectrum of \( \text{Ba}_4\text{Y}_3\text{F}_{17} \) sample

Luminescence of \( \text{Eu}^{3+} \) ions can be excited by transitions from the \( ^7\text{F}_0 \) ground state to the \( ^5\text{D}_J \) manifolds, in particular, due to \( ^7\text{F}_0 \rightarrow ^5\text{D}_2 \) transition located around 465 nm with relatively large cross-section. The excitation of luminescence is also possible in UV spectral range as the result of transitions to \( ^5\text{I}_J \) and \( ^5\text{K}_J \) manifolds or the charge transfer states (Fig. 4). In order to avoid photodynamic processes initiated under intense UV pumping and following color center formation [23], which can distort the spectral-luminescent properties, excitation was performed at 296, 399 and 463 nm (transitions \( ^7\text{F}_0 \rightarrow ^5\text{H}_{5,6}, ^5\text{L}_6 \) and \( ^5\text{D}_2 \), correspondingly) only.

![Energy diagram of \( \text{Eu}^{3+} \) and \( \text{Yb}^{3+} \) ions and the energy transfer processes from \( \text{Eu}^{3+} \) to \( \text{Yb}^{3+} \) ions](image)

**Fig. 4.** Energy diagram of \( \text{Eu}^{3+} \) and \( \text{Yb}^{3+} \) ions and the energy transfer processes from \( \text{Eu}^{3+} \) to \( \text{Yb}^{3+} \) ions [24]
In the case of double doped samples by Eu\(^{3+}\) and Yb\(^{3+}\) ions, the energy gap between \(^5\)H\(_{5,6}\) and \(^5\)D\(_2\) states of Eu\(^{3+}\) ions is close to the \(^2\)F\(_{7/2}\) – \(^2\)F\(_{5/2}\) transition energy of Yb\(^{3+}\) ions. Following the results of [24] the energy transfer from Eu\(^{3+}\) to Yb\(^{3+}\) ions may occur through various mechanisms, for example: \(^5\)H\(_{5,6}\) (Eu\(^{3+}\)) \(\rightarrow\) \(^2\)F\(_{7/2}\) (Yb\(^{3+}\)), or \(^5\)D\(_0\) (Eu\(^{3+}\)) \(\rightarrow\) \(^2\)F\(_{7/2}\) (Yb\(^{3+}\)), as it is illustrated in Fig. 4.

The luminescence spectrum under pulsed excitation at 296 nm consists of Eu\(^{3+}\) transitions from \(^5\)D\(_3\), \(^5\)D\(_2\), \(^5\)D\(_1\) and \(^5\)D\(_0\) states localized in 400 – 750 nm range, as well as luminescence of Yb\(^{3+}\) ions \(^2\)F\(_{5/2}\) \(\rightarrow\) \(^2\)F\(_{7/2}\), which is situated around 980 – 1000 nm (Fig. 5). The most intense luminescence bands at 465 nm, 488 nm and 511 nm correspond to \(^5\)D\(_2\) \(\rightarrow\) \(^7\)F\(_{0,2,3,4}\) transitions, at 526 nm, 538 nm and 557 nm bands – to \(^5\)D\(_1\) \(\rightarrow\) \(^7\)F\(_{0,1.2}\) and at 576 nm, 592 nm, 617 nm and 699 nm – to \(^5\)D\(_0\) \(\rightarrow\) \(^7\)F\(_{0,1.2.4}\) transitions, respectively. The NIR luminescence of Yb\(^{3+}\) ions is evidence of the energy transfer processes from Eu\(^{3+}\) to Yb\(^{3+}\) ions. At the same time, the luminescence of \(^2\)F\(_{5/2}\) – \(^2\)F\(_{7/2}\) of Yb\(^{3+}\) ions was not detected for the case of excitation at 399 nm or 463 nm.

The energy transfer coefficients from Eu\(^{3+}\) to Yb\(^{3+}\) were estimated from the luminescence spectra using expression (1):

\[
q^E = \frac{\int I^{Yb}(\lambda)\,d\lambda}{\int (I^{Yb}(\lambda) + I^{Eu}(\lambda))\,d\lambda} \times 100\% ,
\]

where \(I^{Yb}(\lambda)\) is the luminescence intensity of Yb\(^{3+}\) and \(I^{Eu}(\lambda)\) is the luminescence intensity of Eu\(^{3+}\) (Table 3). The increase of doping level leads to some saturation of energy transfer coefficient most probably due to luminescence concentration quenching effect. Thus there should be some optimal content ratio for Yb/Eu ions contents.

<table>
<thead>
<tr>
<th>Eu content, mol.%</th>
<th>Yb content, mol.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>8 ± 1</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>5 ± 1</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11 ± 1</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is exhibited in fluorescence kinetics. The luminescence decays of Ba\(_4\)Y\(_3\)F\(_{17}\):Yb\(^{3+}\):Eu\(^{3+}\) samples from \(^5\)D\(_1\) and \(^5\)D\(_0\) states of Eu\(^{3+}\) at 556 nm and 617 nm, correspondingly, and from \(^2\)F\(_{5/2}\) of Yb\(^{3+}\) ion (at 1020 nm) were investigated under the excitation at 296 nm (Figs. 6 and 7, respectively). The kinetics from \(^5\)D\(_1\) state (Fig. 6a) exhibit the long lasting raise (few ms for Ba\(_4\)Y\(_3\)F\(_{17}\):Eu\(^{3+}\) (0.1 mol. %)), which is evidence for cross-relaxation effects between...
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manifolds of Eu$^{3+}$ ions [22]. However, the lifetime of $^5$D$_1$ state is weakly dependent on Yb$^{3+}$ ions’ doping level. The luminescence decay from $^5$D$_1$ state of Eu$^{3+}$ ions is more complicated and consists of fast and slow components. The contribution of the last one grows with a simultaneous increase of Yb$^{3+}$ content, which can be attributed to reverse energy transfer from Yb$^{3+}$ to Eu$^{3+}$ via cooperative processes [25].

The luminescence decays of Yb$^{3+}$ ions registered at 1020 nm under excitation at 296 nm are not exponential too, and look faster with the increase of Yb$^{3+}$ ions content. It also proves the reverse energy transfer processes from two excited Yb$^{3+}$ ($^4$F$_{5/2}$) to $^5$D$_1$ manifold of Eu$^{3+}$ ions.

Since the dependence of the luminescence decay of Eu$^{3+}$ ions at 617 nm differs from the exponential law, the lifetimes were estimated as the average ones according to the formula (2):

$$t_{avg} = \frac{\int t \cdot I(t) dt}{\int I(t) dt},$$

(2)

where $I(t)$ is dependence of luminescence intensity on time, $t$ – time. The results of calculation are presented in Table 4.

The average luminescence lifetimes of $^5$D$_1$ manifold of Eu$^{3+}$ ions decreases with increasing Yb$^{3+}$ ions concentration, while the lifetimes assumed to $^5$D$_0$ manifold increases. This suggests that energy transfer from Eu$^{3+}$
to Yb$^{3+}$ ions occurs from higher-lying states than the $^5D_0$ one, which can cause a low quantum yield of ytterbium down-conversion luminescence, since these states are characterized by shorter lifetimes. Therefore, taking into account the absence of the Eu$^{3+}$–Yb$^{3+}$ energy transfer under excitation at 399 nm and 465 nm and despite the fact of existing of luminescence from $^5D_3$ state of Eu$^{3+}$, the most probable mechanism is $^7H_{5/2}(Eu^{3+})$–$^2F_{7/2}(Yb^{3+}) \rightarrow ^5D_{2}(Eu^{3+})$–$^2F_{5/2}(Yb^{3+})$ energy transfer process.

Finally, using the integrating sphere, the quantum yield of Yb$^{3+}$ luminescence was measured under the 296 nm excitation (Table 5).

**Table 5.** Quantum yields for Ba$_4$Y$_3$F$_{17}$:Yb:Eu samples at 296 nm excitation

<table>
<thead>
<tr>
<th>Eu content, mol. %</th>
<th>Yb content, mol. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eu = 0.10</td>
<td>1.0</td>
</tr>
<tr>
<td>0.05</td>
<td>0.4 ± 0.05 %</td>
</tr>
<tr>
<td>0.10</td>
<td>0.3 ± 0.05 %</td>
</tr>
<tr>
<td>5.0</td>
<td>0.2 ± 0.05 %</td>
</tr>
<tr>
<td>10.0</td>
<td>0.4 ± 0.05 %</td>
</tr>
<tr>
<td></td>
<td>0.2 ± 0.05 %</td>
</tr>
</tbody>
</table>

The maximum quantum yields for Ba$_4$Y$_3$F$_{17}$ samples were recorded for the Eu/Yb ratios of 0.1/1 and 0.1/10.0 and amounted to 0.4 %. It is obvious that competition of mutually oppositely directed energy transfer processes has determined such a small value of quantum yield of down-convensional luminescence of Yb$^{3+}$ ions in the studied samples.

4. Conclusions

The single-phase solid solutions Ba$_4$Y$_3$F$_{17}$:Yb:Eu with fluorite-type structure were synthesized by co-precipitation from aqueous solution technique. The average particle size was approximately 100 nm without agglomeration, which correlated with X-ray coherent scattering domains. The luminescence spectra from all $^5D_j$ manifold of Eu$^{3+}$ ions were observed under irradiation at various wavelengths, whereas the sensitized down-conversion luminescence of Yb$^{3+}$ ions, which was detected for the 296 nm excitation only, was not observed for resonant excitation to $^5D_j$ states of Eu$^{3+}$. Moreover, the reverse cooperative energy transfer from a pair of Yb$^{3+}$ ions in the excited $^2F_{5/2}$ state to $^5D_0$ state of Eu$^{3+}$ ions was observed. The quantum yield of Yb$^{3+}$ down-conversion luminescence was measured using the integrating sphere. The maximal value was 0.4 % for the Eu/Yb ratios of 0.1/1.0 and 0.1/10.0, which appears because of competition of mutually opposite directed energy transfer processes between Eu$^{3+}$ and Yb$^{3+}$ ions.
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Cerium dioxide nanoparticles possess unique physical and chemical properties, among which the enzyme-like activity is of particular interest. In particular, they are able to perform the functions of pro- and antioxidant enzymes, such as superoxide dismutase (SOD), catalase, and peroxidase. Due to the advantages associated with pH and temperature stability and low cost, CeO$_2$ nanoparticles can be considered as promising mimetics of these enzymes. In this paper, the antioxidant activity of a citrate-stabilized colloidal suspension of CeO$_2$ nanoparticles has been studied using chemiluminescence in model systems generating superoxide anion radical and hydrogen peroxide. In the lucigenin/xanthine/xanthine oxidase system, generating a superoxide anion radical, CeO$_2$ nanoparticles exhibit antioxidant properties increasing upon conjugation with SOD. When interacting with hydrogen peroxide, CeO$_2$ nanoparticles exhibit peroxidase-like activity. In the combined ROS generating system, lucigenin/Co(II)/H$_2$O$_2$, CeO$_2$ nanoparticles demonstrated prooxidant activity.
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1. Introduction

Enzymes are biocatalysts with high substrate specificity which increase the rate of biochemical reactions by several orders of magnitude. The catalytic properties of natural enzymes decrease in the presence of inhibitors, as well as with changes in temperature, pH, etc. One of the main limitations of the widespread use of enzymes is the high cost of their synthesis, isolation and purification [1]. Nanozymes have several advantages over natural enzymes, namely, high specificity and sensitivity, reproducibility of characteristics in a wide temperature and pH range, low cost, the possibility of additional functionalization and biocompatibility [2–5]. In this regard, at present, special attention of researchers is directed to the creation of enzyme mimetics based on nanoparticles – alternative systems that can effectively mimic the catalytic activity of natural enzymes.

The role of free radicals (reactive oxygen species, ROS) in the body is extremely high. They affect the physicochemical properties of biological membranes, their permeability and structure, are involved in cell signalling and maintenance of homeostasis, however, uncontrolled free radical processes can lead to cell damage [6]. Oxidative stress is defined as a pathological condition associated with excessive production of free radicals and their biochemically active intermediates and metabolites, exceeding the protective capabilities of the cell’s antioxidant system and leading to destructive consequences for the cell and the organism as a whole [7]. The application of nanoparticles in experimental and clinical conditions is exponentially growing due to a wide range of their functional properties, but at the same time it increases the potentially unpredictable and adverse effects of their impact on the body [8]. Oxidative stress induced by nanoparticles leads to pathophysiological events such as damage to proteins, lipids, DNA, inflammation, cytotoxic effects, inhibition of antioxidant enzymes, activation of the radical-producing function of phagocytes, mitochondrial dysfunction and apoptosis [9].

Nanodisperse cerium dioxide is a promising material that is widely used in modern high-tech industries [10]. In recent years, some unique biochemical enzyme-like properties of cerium dioxide were revealed, which allow it to perform the functions of some natural enzymes such as superoxide dismutase, catalase, peroxidase. Numerous studies on cell cultures and animals have demonstrated the effective radical-scavenging properties of nanocrystalline CeO$_2$ [11–14]. The ability to act as a nanozyme in combination with relatively low toxicity makes CeO$_2$ nanoparticles a promising drug for the correction of oxidative stress. In this regard, it seems relevant and necessary to conduct comprehensive studies of CeO$_2$ nanoparticles as a catalyst/inhibitor of free radical reactions.

One of the most important primary free radicals is the superoxide anion radical. The dismutation of superoxide anion radicals inevitably leads to the formation of hydrogen peroxide molecules that can easily penetrate cell membranes. Recently, more and more attention has been paid to the role of hydrogen peroxide, not only as a cytotoxic component found during phagocytosis, the activity of mitochondria and microsomes, but also to its participation in
the regulation of cellular signalling and transcription factors. Thus, in the present work, we have comprehensively studied the enzyme-like properties of the citrate-stabilized CeO$_2$ sol with respect to two key participants in the free radical homeostasis – superoxide anion radical and hydrogen peroxide, using the sensitive, informative, and express chemiluminescent method. Moreover, the study involved both standalone biochemical models for generation of $\cdot$O$_2^-$ and H$_2$O$_2$, and a combined ROS-generating system containing their mixture.

2. Materials and methods

2.1. Synthesis and physicochemical study of citrate-stabilized CeO$_2$ sol

The synthesis of citrate-stabilized cerium dioxide sol was carried out according to the procedure based on the thermohydrolysis of the aqueous solution of ammonium cerium(IV) nitrate [15]. Aqueous solution of (NH$_4$)$_2$Ce(NO$_3$)$_6$ (extra pure grade, Sigma-Aldrich, USA) with a concentration of 100 g/l was kept for 24 h in an oven at 95 °C. The formed precipitate was separated from the mother liquor by centrifugation followed by triple washing with isopropanol. The washed precipitate was redispersed in deionized water, followed by boiling for 1 h with constant stirring until complete removal of isopropanol. The concentration of the CeO$_2$ sol was determined by the thermogravimetric method. The obtained colloidal solution of CeO$_2$ was stabilized with ammonium citrate C$_6$H$_5$O$_7$N$_2$ (disubstituted ammonium citrate, extra-pure grade, Sigma-Aldrich, USA) with 1:1 molar ratio. The citrate-stabilized cerium dioxide sol was analyzed by X-ray diffraction (XRD), transmission electron microscopy (TEM) and dynamic light scattering (DLS). X-ray diffraction analysis of nanocrystalline CeO$_2$ samples was carried out on a Bruker D8 Advance diffractometer (CuK$\alpha$ radiation, $\theta$–$2\theta$ geometry). The diffraction peaks were identified using the ICDD PDF2 data bank. The average hydrodynamic diameter of CeO$_2$ nanoparticles was estimated by the DLS method using a Photocor Complex analyzer. The microstructure of the samples was studied by TEM on a Leo 912 AB Omega electron microscope at an accelerating voltage of 100 kV.

2.2. Synthesis of superoxide dismutase conjugated with cerium dioxide nanoparticles

A stock solution of superoxide dismutase (SOD, Sigma-Aldrich, USA, S8160-15KU) with an activity of 2400 U/ml ($c = 25 \mu M$) was obtained by dissolving a portion of SOD in deionized water. The SOD–CeO$_2$ conjugate was prepared according to the procedure described by Gil et al. [16]. A SOD working solution with an activity of 100 U/ml ($c = 1 \mu M$) was mixed with 12 mM citrate-stabilized CeO$_2$ sol. The resulting mixture was incubated at room temperature in a dark place for 1 and 2.5 hours. To determine the possible effect of citrate ions, a SOD-ammonium citrate mixture with corresponding concentration was prepared the similar way. Individual solutions of SOD, ammonium citrate, and stabilized CeO$_2$ sol were incubated together with conjugates, under the same conditions.

2.3. Study of SOD-like activity by the chemiluminescent method in the lucigenin/xanthine/xanthine oxidase system

2.3.1. Preparation of solutions. SOD-like activity was determined by chemiluminometry in the xanthine/xanthine oxidase model system in the presence of a chemiluminescent probe, lucigenin, which is selective for the superoxide anion radical. Phosphate buffer solutions (PBS) with a concentration of 100 mM and a pH of 7.4 and 8.6 were prepared by dissolving a weighed portion of KH$_2$PO$_4$ (Sigma-Aldrich, USA) in 1.00 L of distilled water, followed by adjusting to the desired pH using granular KOH (Sigma-Aldrich, USA) and/or concentrated HCl solution (Sigma-Aldrich, USA).

Solutions of xanthine (3,7-dihydropurin-2,6-dione, Sigma-Aldrich, USA) and lucigenin (10,10’-dimethyl-9,9’-bicridinium dinitrate, Sigma-Aldrich, USA) with working concentrations of 1 mM were prepared by dissolving weighed portions in the PBS with a pH 8.6 and 7.4, respectively. A xanthine oxidase working solution (Sigma-Aldrich, USA, X1875-25UN) with an activity of 0.11 U/ml was prepared by diluting the initial PBS suspension (pH 7.4). Before CL-measurements, the working solution of the enzyme was kept for 15 min at room temperature. By definition of catalytic activity, one unit of the enzyme in 1 min converts 1.0 $\mu$mol of xanthine to uric acid at 25 °C and a pH of 7.5.

2.3.2. Registration of chemiluminescence. Chemiluminescence was recorded on a Lum-100 single-channel chemiluminometer (DISoft, Russia) at 37 °C. Aliquots of xanthine ($c = 25 \mu M$), lucigenin ($c = 25 \mu M$) and the analyzed sample were added to a plastic cuvette containing PBS ($c = 100$ mM, pH 7.4). The background glow was recorded for 30 – 60 s, then an aliquot of xanthine oxidase ($a = 11$ mU/ml) was added. The total volume of the system was 1000 ml. Each experimental point presented in the work was obtained in no less than three parallel experiments ($n = 3$). The original PowerGraph software product was used to conjugate the computer and the instrument.

The light sum was used as an analytical signal – the area under the CL curve for a certain period of time (5 min).
2.4. The study of peroxidase/catalase activity by the chemiluminescent method in the luminol/H$_2$O$_2$ system

2.4.1. Preparation of solutions. The peroxidase/catalase activity of the analysed samples was studied in the luminol/H$_2$O$_2$ system. A solution of luminol (5-amino-1,2,3,4-tetrahydro-1,4-phthalazinedione, 3-aminophthalic acid hydrazide, Sigma-Aldrich, USA) with $c = 1$ mM was prepared by dissolving a sample in PBS (pH 7.4). A working solution of hydrogen peroxide with a concentration of 2.5 M was prepared by diluting 33 % H$_2$O$_2$ stock solution (Sigma-Aldrich, USA) with distilled water.

2.4.2. Registration of chemiluminescence. Chemiluminescence was recorded on a single-channel Lum-100 chemiluminometer at room temperature. Aliquots of luminol ($c = 50$ µM) and the analysed sample were added to a plastic cuvette containing PBS ($c = 100$ mM, pH 7.4). The background glow was recorded for 30 – 60 s, then an aliquot of H$_2$O$_2$ was added ($c = 50$ mM). The total volume of the system was 1000 ml. Each experimental point presented in the work was obtained in no less than three parallel experiments ($n = 3$).

2.5. The study of pro- and antioxidant activity in the lucigenin/Co(II)/H$_2$O$_2$ system

2.5.1. Preparation of solutions. An analytical model of lucigenin/Co(II)/H$_2$O$_2$ was used as a combined ROS generation system (includes a superoxide anion radical, hydrogen peroxide, hydroxyl radical).

Co(II) solutions with a concentration of 20 mM were prepared by dissolving a weighed portion of CoCl$_2$·6H$_2$O (Sigma-Aldrich, USA) in distilled water. A solution of dithiothreitol ((2S, 3S)-1,4-bis(sulfanyl)butane-2,3-diol, Sigma-Aldrich, USA) with a concentration of 30 mM was obtained by dissolving a sample in distilled water. A working solution of hydrogen peroxide with a concentration of 0.3 M was prepared by diluting 33 % H$_2$O$_2$ stock solution with distilled water.

2.5.2. Registration of chemiluminescence. Chemiluminescence was recorded on a 12-channel Lum-1200 chemiluminometer (DISoft, Russia) at room temperature. Aliquots of Co(II) ($c = 0.6$ mM), lucigenin ($c = 0.1$ mM) and the analysed sample were added to a cuvette containing PBS ($c = 100$ mM, pH 8.6). The background glow was recorded for 30 – 60 s, then, without interrupting the recording of the analytical signal, an aliquot of H$_2$O$_2$ ($c = 3.0$ mM) was introduced into the system. The total volume of the system was 1000 ml. Each experimental point presented in the work was obtained in no less than three parallel experiments ($n = 3$).

The light sum in 20 min was used as an analytical signal.

3. Results and discussion

An electrostatically stabilized sol of nanocrystalline cerium dioxide was obtained by thermohydrolysis of an aqueous solution of ceric ammonium nitrate. The CeO$_2$ content in the sol was 23 g/L (0.13 M). According to XRD data, the obtained sol contained single phase cerium dioxide (PDF2 34-0394). The particle size, estimated by the Scherrer ratio, was 3 nm. The average hydrodynamic diameter of the nanoparticles obtained by the DLS method was found to be 10 – 11 nm. Data on the particle size and phase composition of the obtained material were confirmed by the results of TEM and electron diffraction analysis of the CeO$_2$ sol.

The antioxidant activity of the samples of citrate-stabilized CeO$_2$ sol, SOD, CeO$_2$–SOD and ammonium citrate-SOD conjugates at the time of preparation and after incubation for 1 and 2.5 hours at room temperature was evaluated using the chemiluminescent method in the xanthine/xanthine oxidase system in the presence of lucigenin and a selective CL probe for a superoxide anion radical. Fig. 1 shows chemiluminograms for various concentrations of CeO$_2$ nanoparticles. The addition of a citrate-stabilized cerium dioxide sol to the lucigenin/xanthine/xanthine oxidase system led to a decrease in the stationary level of CL, which indicates the presence of SOD-like activity. Earlier, we estimated the SOD-like activity of 1 mmol/L citrate-stabilized colloidal solution of CeO$_2$ in units of SOD activity, amounting 2.00 ± 0.03 nmol/L, which is approximately 6 orders of magnitude lower than the activity of the native enzyme.

Similar chemiluminograms are recorded when SOD is introduced into the system (Fig. 2a). The effect of luminescence quenching linearly depends on the concentration of SOD (Fig. 2b):

\[
\Delta S_r = \Delta S_{rel} \times 100 \%,
\]

where $S_0$ and $S$ are light sums for the control and experiment, respectively.

Based on the study of the antioxidant properties of individual samples of citrate-stabilized CeO$_2$ sol and individual SOD, working concentrations were selected ($c$ (CeO$_2$, ammonium citrate) = 0.12 mM, and (SOD) = 1 U/ml, $\alpha$ (SOD) = 10 nM) and CeO$_2$–SOD, ammonium citrate-SOD conjugates were prepared. Relative $\Delta S_{rel}$ value was calculated from chemiluminograms (Fig. 3), according to the formula:

\[
\frac{\Delta S_{rel}}{S_0 - S} \times 100 \%,
\]
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**Fig. 1.** Chemiluminescent chemiluminescence of a citrate-stabilized colloidal solution of CeO₂ (concentrations are shown in the figure) in the lucigenin (25 µM) + xanthine (25 µM) + xanthine oxidase (11 nM/ml) system

**Fig. 2.** (a) CL-curves for SOD (concentrations are shown in the figure) in the system containing lucigenin (25 µM) + xanthine (25 µM) + xanthine oxidase (11 nM/ml), (b) the difference (ΔS) under the CL curves, proportional to the number of captured superoxide anion radicals, as a function of the SOD concentration; light sum was calculated in 5 min

where \( S₀ \) and \( S \) are light sums for the control and experiment, respectively.

According to the data obtained, the CeO₂-SOD conjugate exhibits increased enzyme-like activity which does not depend on the incubation time, more effectively inhibiting superoxide anion radicals in comparison with the citrate-stabilized colloidal CeO₂ solution and individual superoxide dismutase. This result indicates the synergistic effect of CeO₂ nanoparticles and SOD adsorbed on their surface, which is in good agreement with published data [16, 17].

Superoxide anion radical (SAR) is one of the primary free radicals formed in living systems. The main sources of SAR in the cell are mitochondria and enzyme systems: xanthine oxidase [18], lipoxygenase [19], cyclooxygenase [20, 21], NADPH oxidase [22]. The SAR serves as a precursor to other active forms of oxygen – hydrogen peroxide, hydroxyl radical, peroxynitrite [23]. For normal functioning a certain level of SAR must be maintained in the cell, however, its uncontrolled formation during pathology can lead to the development of lipid oxidative stress, damage to membranes and cellular apoptosis.

Superoxide dismutase catalyses the disproportionation of superoxide radical anions to molecular oxygen and hydrogen peroxide. The mechanism of SOD action is presented by the following partial reactions (1), (2):

\[
M^{(n+1)-} - \text{SOD} + O₂^- → Mn^{+} - \text{SOD} + O₂ \quad (1)
\]

\[
M^{n+} - \text{SOD} + O₂^- + 2H^+ → M^{(n+1)-} - \text{SOD} + H₂O₂ \quad (2)
\]

where \( M \) is a transition metal cofactor of the active center of the enzyme (Cu, Mn, Fe, and Ni) [1, 24]. The most common type of enzyme in eukaryotic cells is Cu,Zn-SOD, localized in the cytosol [1, 25].

The ability to catalyze the dismutation of superoxide anion radical was one of the first discovered enzyme-like properties of nanocrystalline cerium dioxide [26–29]. The obtained results indicate the important role of the surface state (the presence of Ce(III) in the surface layer) and the size (smaller particles showed greater activity) of CeO₂ nanoparticles. Several methods have been proposed for increasing the SOD-like activity of nanocrystalline CeO₂. Lee
Fig. 3. (a) Chemiluminograms of a citrate-stabilized CeO$_2$ sol, native SOD, and CeO$_2$-SOD conjugate (concentrations are shown in the figure, incubation for 0 h) in the lucigenin system (25 µM) + xanthine (25 µM) + xanthine oxidase (11 mU/ml), (b), (c), (d) – the degrees of free radical inhibition by native SOD (10 nM), citrate-stabilized CeO$_2$ sol (0.12 mM), ammonium citrate (0.12 mM), CeO$_2$-SOD and ammonium citrate-SOD conjugates calculated on the basis of the recorded CL curves when incubated for 0, 1, and 2.5 hours, respectively. The light sum was calculated in 5 min.

et al. [17] showed that the SOD-like activity of cerium dioxide nanoparticles significantly increased after incubation with Cu,Zn-SOD or with an electron-donating molecule [Ru(dcbpy)$_2$(NCS)$_2$]. The EPR data showed a 6–12-fold enhanced SOD-mimetic activity upon conjugation of 33 nm nanoparticles of CeO$_2$ with 20 U/ml Cu,Zn-SOD in PBS [17]. Singh et al. [30] found that the enzyme-like activity of CeO$_2$ nanoparticles does not change after their modification with bovine serum albumin and polyethylene glycol. In addition, Singh et al. have encapsulated CeO$_2$ nanoparticles in a polyethylene glycol matrix, after release from which the nanoparticles also retained SOD mimetic activity. These and other studies indicate that organic ligands or biomolecules used to stabilize CeO$_2$ nanoparticles do not interfere with the manifestation of the antioxidant properties of the latter.

The second key participant in free radical reactions in living systems is hydrogen peroxide. To evaluate the catalase-/peroxidase-like activity of a citrate-stabilized colloidal solution of CeO$_2$, the lucigenin/H$_2$O$_2$ and luminol/H$_2$O$_2$ systems were studied (Fig. 4). The lucigenin/H$_2$O$_2$ system is characterized by stationary kinetics of luminescence, which does not change when CeO$_2$ sol is introduced into the system. Thus, under the chosen conditions, the CeO$_2$ sol does not exhibit catalase properties. In the luminol/H$_2$O$_2$ system, a dose-dependent increase in the luminescence intensity was observed with an increase in the concentration of the added citrate-stabilized CeO$_2$ sol, which indicates the manifestation of peroxidase activity by cerium dioxide.

According to existing data, at pH > 6.0 CeO$_2$ nanoparticles do not demonstrate peroxidase-like properties [31]. However, for stoichiometric cerium dioxide nanoparticles obtained by high-temperature treatment, this type of nanzyme activity was still observed at higher pH values. It was shown that due to peroxidase-like activity, CeO$_2$ nanoparticles (20 – 30 nm) at pH 7.2 accelerated the interaction of H$_2$O$_2$ with luminol, enhancing its luminescence [32]. In this case, cerium perhydroxide, decomposing with the formation of superoxide and hydroxyl radicals in the absence of Ce$^{3+}$ ions, is presumably formed as an intermediate on the surface of the particles.

Peroxidases are glycoproteins that catalyse the oxidation of various organic and inorganic substrates using hydrogen peroxide as an electron acceptor. In biological systems, there are many types of peroxidases, such as glutathione peroxidase, lactoperoxidase, peroxiredoxins, myeloperoxidase, haloperoxidase, etc. [1]. The peroxidase-like activity of nanomaterials is used to detect hydrogen peroxide [5], glucose [33,34], lead ions [35] and mercury ions [36], DNA methylation [37], as well as for immunoassay applications [38]. The classic work on the peroxidase-like activity of
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CeO$_2$ is an article by Jiao et al. [31], in which, based on the studied peroxidase activity of the CeO$_2$ sol, the prospect was substantiated of its application in the glucose test for oxidizing the substrate instead of horseradish peroxidase. Another successful practical application of this type of nanozyme activity is the combined use of CeO$_2$ nanoparticles and horseradish peroxidase for production of H$_2$O$_2$ sensors [9]. In a recent study, Vinothkumar et al. [5] demonstrated the possibility of using CePO$_4$–CeO$_2$ composite nanorods, which are peroxidase mimetics, for the detection of glucose and H$_2$O$_2$ by the colorimetric method with a high sensitivity.

At the final stage of our investigation, we studied the enzyme-like activity of cerium dioxide in the combined model — Co(II)/H$_2$O$_2$ in the presence of lucigenin. The system simultaneously contained hydrogen peroxide, superoxide anion radical and hydroxyl radical [40]:

\[ \text{Co}^{2+} + \text{H}_2\text{O}_2 \rightarrow \text{Co}^{3+} + \text{OH}^- + \cdot \text{OH}, \]  

(3)

\[ \text{Co}^{3+} + \text{H}_2\text{O}_2 \rightarrow \text{Co}^{2+} + 2\text{H}^+ + \cdot \text{O}_2^- \].  

(4)

Hydroxyl radicals have the highest oxidative activity among all other ROS. They can cause DNA damage, oxidative carbonylation of proteins and peroxidation of lipids, which, ultimately, can lead to inflammatory and oncological diseases, as well as aging [41]. In biological systems, there are no specific enzymes to scavenge hydroxyl radicals; yet some researchers suggest that this function is performed by such antioxidants as SOD, catalase, glutathione peroxidase, melatonin, and vitamin E [1]. More recently, there have been reports of the radical-intercepting properties of CeO$_2$ nanoparticles with respect to hydroxyl radicals [42, 43].

When H$_2$O$_2$ was added to the PBS medium (pH 8.6) containing Co(II) and lucigenin, the CL growth kinetics was observed, the intensity of which was proportional to the concentrations of CoCl$_2$ and H$_2$O$_2$ (Fig. 5).

**Fig. 4.** Chemiluminograms of systems containing (a) lucigenin (0.1 mM) and a citrate-stabilized CeO$_2$ sol (700 µM) after the addition of H$_2$O$_2$ (3.0 mM), (b) luminol (50 µM) + H$_2$O$_2$ (50 mM) and a citrate-stabilized CeO$_2$ sol (concentrations are shown in the figure) after the addition of H$_2$O$_2$ (3.0 mM).

**Fig. 5.** Chemiluminograms for a system containing lucigenin (0.1 mM), Co(II) (concentrations are shown in the figure) and H$_2$O$_2$ (3.0 mM).
In the presence of SOD, luminescence quenching was observed due to the capture of the superoxide anion radical (Fig. 6a). A sulfhydryl compound, dithiothreitol, which also exhibited an inhibitory effect, was used as a selective inhibitor of the hydroxyl radical (Fig. 6b).

![Chemiluminograms](image)

**FIG. 6.** Chemiluminograms for the system containing lucigenin (0.1 mM) + Co(II) (0.6 mM) + H\textsubscript{2}O\textsubscript{2} (3.0 mM) in the presence of (a) SOD and (b) dithiothreitol (concentrations are shown in the figure)

The chemiluminograms obtained by adding a citrate-stabilized CeO\textsubscript{2} sol to the system, as well as the dependence of the light sum on the concentration of the analysed sample in the linear region, are shown in Fig. 7(a, b).

![Chemiluminograms](image)

**FIG. 7.** (a) Chemiluminograms of a citrate-stabilized colloidal solution of CeO\textsubscript{2} (concentrations are shown in the figure) in the system containing lucigenin (0.1 mM) + Co(II) (0.6 mM) + H\textsubscript{2}O\textsubscript{2} (3.0 mM), (b) the light sum (S) dependence under the CL curves on the concentration of CeO\textsubscript{2} nanoparticles. The light sum was calculated in 20 min

According to the data obtained, CeO\textsubscript{2} nanoparticles in the lucigenin/Co(II)/H\textsubscript{2}O\textsubscript{2} system exhibit prooxidant properties, apparently due to peroxidase activity. With an increase in the concentration of CeO\textsubscript{2} sol introduced into the system, an increase in CL intensity was observed, and saturation occurred at a certain moment. Thus, in relation to the two main active forms of oxygen – superoxide anion radical and hydrogen peroxide – cerium dioxide exhibits multidirectional activity. Judging by the published data, the pro- and antioxidant properties of CeO\textsubscript{2} nanoparticles are closely related. The determining factors are stoichiometry, redox potential of CeO\textsubscript{2} nanoparticles, pH of the medium, the presence of H\textsubscript{2}O\textsubscript{2}, etc. [44]. In a recent paper [45], calculations of the difference in redox potentials made it possible to evaluate the protective effect of CeO\textsubscript{2} nanoparticles against H\textsubscript{2}O\textsubscript{2}, taking into account the pH in the cell and organelles. It is possible to control the pro- and antioxidant properties of cerium dioxide nanoparticles in a wide range of pH values typical to biological media by changing the stoichiometry, design and strategy of synthesis [44, 46, 47]. The maximum prooxidant effect of CeO\textsubscript{2} was observed for the contents of vesicles – lysosomes and endosomes (pH < 6.2) [45]. Prooxidant properties may be useful for the destruction of undesirable exogenous components (toxins, bacteria, viruses), since it is the vesicular absorption mechanism that provides the bulk of the substances into the eukaryotic cell [44]. Analysis of the pH-dependent redox behavior of CeO\textsubscript{2} nanoparticles allows us to conclude that they provide the maximum protective potential against oxidative stress in mitochondria. Currently, evidence has been obtained of the effectiveness of targeted antioxidant therapy of mitochondrial dysfunctions to protect cells under conditions of oxidative stress and aging [48].
4. Conclusion

Oxidative stress underlies many neurodegenerative, cardiovascular, immune diseases, hormonal disorders, and a number of pathological conditions, including inflammation, hypoxia, tumor growth and aging. Numerous studies show that in fact there is not a single disease in which an imbalance of redox homeostasis would not be manifested, in some cases being the cause or primary part of pathogenesis, in others being the consequence. The development of new drugs – regulators of free-radical balance, among which nanodrugs play an important role, is gaining increasing popularity. The prospect of biomedical use of the nanodrugs is due to many unique advantages associated with pharmacokinetics, biodistribution, stable antioxidant activity, etc. [49]. To achieve maximum diagnostic and therapeutic efficacy, the activity of nanozymes can be remotely controlled using external stimuli, including exposure to magnetic field, light, ultrasound, and heat [50].

The increased interest in CeO₂ nanoparticles is due to the unique combination of physicochemical and nanozyme properties that these particles possess. Promising preclinical therapeutic effects require a comprehensive safety analysis of CeO₂ nanoparticles – toxicity and effects on free radical homeostasis. As follows from the study, the pro- and antioxidant properties of cerium dioxide nanoparticles are closely related. The results obtained after assessing relative safety indicate the prospects for the use of CeO₂ nanoparticles as free radical regulators, for example, in redox therapy of cancer.
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Glasses in the NbO$_2$F–BaF$_2$–InF$_3$ and CdNbOF$_5$–BaF$_2$–InF$_3$ systems have been obtained and investigated by means of IR- and Raman spectroscopy. The analysis of the inelastic light scattering spectra was used to identify the contribution of the photoluminescence in the glasses studied. The contribution of the indium photoluminescence into the inelastic light scattering spectrum of the glasses in the NbO$_2$F–BaF$_2$–InF$_3$ and CdNbOF$_5$–BaF$_2$–InF$_3$ systems has been established by scattering excitation with a laser at a wavelength of 532 nm.
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1. Introduction

The authors with great joy dedicate this article for the anniversary of P. P. Fedorov to our friend and colleague and wish him further creative success. Professor P. P. Fedorov is widely known for his outstanding research on the synthesis, structure, and optical properties of fluoride and oxyfluoride glasses, glass ceramics, and crystalline materials, in which he has been engaged for more than half a century.

Glasses based on NbO$_2$F were synthesized several years ago, but, among the representatives of optically active materials the systems based on niobium oxyfluoride, they still occupy a prominent place [1, 2]. The structure of the glasses based on niobium oxyfluoride was investigated by us both in an earlier study [3] and in a later one [4]. The research conducted in this field resulted in the fabrication of glasses in the systems based on MnNbOF$_5$. The idea of introducing functional components, such as BiF$_3$, InF$_3$ and fluorides of rare earth elements to various type of glasses, was implemented in [4–7]. A series of the objects fabricated according to this concept exhibited rather interesting transport and crystallization properties. In particular, the study of the crystallization process in these systems revealed the possibility of obtaining transparent glass-ceramic nanocomposites. In the study of NbO$_2$F–BaF$_2$–InF$_3$ glass system, the contribution of erbium photoluminescence to the spectra of inelastic light scattering was recorded [4]. The researchers repeatedly [8, 9] turned to the glasses that contain CdF$_2$, considering it as a functional component promising for the formation of glass objects. Taking into account the demonstrated in [5] specific features of the glasses crystallization in the MnNbOF$_5$–BaF$_2$–InF$_3$ system, it was interesting to investigate the option of synthesizing similar systems with cadmium difluoride. The system of this type (CdNbOF$_5$–BaF$_2$–InF$_3$) was synthesized in [10]. During the course of its study [11], the possibility of fabricating transparent glass-cristalline composites containing crystalline phases of CdF$_2$ and Ba$_3$In$_2$F$_{12}$ was established via thermal treatment of glasses.

One of the important features of oxyfluoride glasses consists in the possibility of their doping by rare earth elements [12, 13]. Such glasses, including the glasses in the aforementioned systems [14, 15], often have luminescent properties, which allows them to be considered as candidates for the production of infrared fiber lasers and advanced glass ceramics. Recently, photoluminescence properties have been discovered in glasses containing elements other than only rare earth elements (REEs). Photoluminescence of Bi in glasses based on zirconium tetrafluoride was detected in [16, 17]. Herewith, in [15, 17], a non-trivial approach proposed in [4, 6, 14] for detecting photoluminescence was used. The essence of the approach is to analyze inelastic light scattering spectra in which the contributions of Raman scattering and photoluminescence are separated by using lasers with different wavelengths to excite scattering. This approach allows one to obtain the results which cannot always be achieved using traditional analyses of luminescence spectra.

When studying glasses in the NbO$_2$F–BaF$_2$–InF$_3$ system [4], which does not contain REEs, the contribution of photoluminescence, presumably attributed to indium photoluminescence, was recorded in the inelastic light scattering spectra. In the present study, the glasses in the NbO$_2$F–BaF$_2$–InF$_3$ system we studied more thoroughly and the above approach for detecting photoluminescence was applied to another system containing indium trifluoride. These are newly obtained glasses in the CdNbOF$_5$–BaF$_2$–InF$_3$ system [11].
2. Material and methods

The synthesis methodology of fabrication of the glasses in the NbO$_2$F–BaF$_2$–InF$_3$–ErF$_3$ and CdNbOF$_5$–BaF$_2$–InF$_3$ systems was detailed in our works [4, 11]. Glasses were transparent and resistant to aerobic conditions.

The absence or presence of crystalline phases in the samples was determined using a Bruker D8 ADVANCE diffractometer (CuK$_\alpha$ radiation).

Measurements of the Raman light scattering spectra were performed using a WiTec alpha500 confocal Raman microscope (laser wavelength of $\lambda_0 = 532$ nm, signal build-up time 1, averaging over 100 spectra) and a BRUKER RFS/100 Raman spectrometer (Nd:YAG laser, laser wavelength of $\lambda_0 = 1064$ nm).

IR absorption spectra were recorded on an IFS VERTEX 70 spectrometer (region of 4000 – 350 cm$^{-1}$, wave number accuracy of 0.5 cm$^{-1}$). The studied samples were ground to a finely dispersed state in an agate mortar and pressed into tablets with KBr or, in the form of a suspension in liquid paraffin, were applied onto KBr substrates.

The luminescence measuring device was assembled on the basis of the Solar TII MS3504 monochromator, optical lenses and detectors were selected for different ranges. To amplify weak signals, we used a lock-in amplifier (Lock-in) SR-810 (Stanford research) together with an optical modulator. The measurements were carried out according to the method: monochromatic radiation (from the laser) was applied to the sample, the reflected signal was fed into the monochromator.

3. Results and discussion

The structures of oxyfluoroniobate glasses including the discussed in this paper systems were earlier investigated in [5, 11, 14]. The typical structural units in NbO$_2$F-based glasses are the NbO$_3$F$_3$ and NbO$_2$F$_4$ polyhedra, connected by oxygen bridges in the glass network. This is indicated by the presence in IR spectra of bands in the ranges of 900 – 800, 700 – 800, and 550 – 420 cm$^{-1}$, which were assigned to the vibrations of bonds of Nb=O, –Nb–O–Nb– and Nb–F, respectively. Glasses in the MnNbOF$_5$–BaF$_2$–InF$_3$–ErF$_3$, and CdNbOF$_5$–BaF$_2$–InF$_3$ systems belong to the structural type of NbO$_2$F–BaF$_2$; for this reason, their IR spectra practically do not differ from each other, regardless of which of the components (MnNbOF$_5$, CdNbOF$_5$ or only NbO$_2$F) forms the glass (Fig. 1).

![Figure 1](image_url)

**Figure 1.** IR spectra of the glasses in the systems of MnNbOF$_5$–BaF$_2$–InF$_3$–ErF$_3$ and CdNbOF$_5$–BaF$_2$–InF$_3$: (a) [11]: 1 – 39CdNbOF$_5$–60BaF$_2$–1ErF$_3$; 2 – 30CdNbOF$_5$–40BaF$_2$–30InF$_3$; 3 – 40CdNbOF$_5$–60BaF$_2$; (b) [5]: 1 – 30MnNbOF$_5$–50BaF$_2$–20InF$_3$; 2 – 39MnNbOF$_5$–40BaF$_2$–20InF$_3$–1ErF$_3$; 3 – 38MnNbOF$_5$–40BaF$_2$–20InF$_3$–2ErF$_3$

The IR-spectra of the glasses in the system of MnNbOF$_5$–BaF$_2$–InF$_3$–ErF$_3$ doped by rare earth elements do not differ from those of the glasses not containing of ErF$_3$ due the absence of substantial changes in the structure of glasses. This result is quite expected considering the amount of REE trifluoride in the glasses. The same situation was observed in the IR spectra of glasses in the NbO$_2$F–BaF$_2$–InF$_3$–ErF$_3$ system studied in [4].

A completely different situation was observed in the Raman spectra of oxyfluorobiobate glasses. For example, the Raman spectrum of the glass of 55NbO$_2$F–45BaF$_2$ [4] is represented by two intensive bands at 920 and 410 cm$^{-1}$, which correspond to stretching vibrations of the Nb=O and Nb–F bonds, respectively.

As soon as the erbium trifluoride, even 0.5 mol %, is introduced into the system, the Raman spectrum was radically altered. The changes were so great that even the most intensive band at 920 cm$^{-1}$ was not observable on the background of two intensive bands, which appeared at 656 and 420 cm$^{-1}$. The investigations performed in [4] allow one to conclude that the changes observed in the spectra were related to the contribution of erbium photoluminescence.
into the inelastic light scattering spectrum, and this contribution was so significant that it was impossible to observe even the most intensive Raman bands on its background. Note that the conclusion made was confirmed by direct measurements of photoluminescence. The same pattern was observed in the Raman spectra of the glasses in the MnNbOF$_5$–BaF$_2$–InF$_3$–ErF$_3$ system [5].

When indium trifluoride is introduced to the oxyfluoroniobate system, InF$_6$ polyhedra are formed in the glass networks [17]. Since NbO$_2$F$_3^{1-}$ and InF$_3^{3-}$ ions have the same charge, InF$_6$ polyhedra are situated between oxyfluoroniobate ions, thus forming mixed glass networks or their own layers or regions in the case of high content of indium trifluoride in the glass. However, since there are no radical changes in the structure of glass, noticeable changes in the IR spectra are also absent. All the bands corresponding to oxyfluoroniobate polyhedra remain. The bands corresponding to the In–F vibrations appear in the spectra, but these bands are located in the range of 500 – 400 cm$^{-1}$ and are not always recognized as individual bands: they mask themselves under the band characterizing the Nb–F vibrations, although this leads to its broadening and shifting to the low-frequency region of the spectrum.

In the Raman spectrum of the 55NbO$_2$F–45BaF$_2$ glass, the most intensive band at 906 cm$^{-1}$ characterizes the vibrations of $\nu$(Nb=O), below are the bands characterizing the vibrations of Nb–F, which are also clearly visible (Fig. 2).

![Fig. 2. Inelastic light scattering spectra of glasses (a): 1 – 55NbO$_2$F–45BaF$_2$; 2 – 40NbO$_2$F–50BaF$_2$–10InF$_3$; 3 – 30NbO$_2$F–30BaF$_2$–40InF$_3$, and spectrum of luminescence (b) of 30NbO$_2$F–30BaF$_2$–40InF$_3$ glass](image-url)

However, as soon as indium trifluoride is introduced into the system, the spectrum changes dramatically (Fig. 2a). In the spectrum of the 40NbO$_2$F–50BaF$_2$–10InF$_3$ glass, we still see a band characterizing the vibrations $\nu$(Nb=O), but in the spectrum of glass with 40 mol. % indium trifluoride content, that band is not identified against the background of wide intense bands in the region of 600 – 300 cm$^{-1}$. We believe that the changes in the spectra are also related to the contribution of photoluminescence in the inelastic light scattering spectrum. A confirmation of this is that in the spectrum obtained using a laser with a different wavelength (1064 nm), all bands are observed that characterize the vibrations of oxyfluorobiobate and fluorindatepolyhedra. This convincing evidence confirms the presence of an intense band at 533 nm in the spectrum of direct measurement of luminescence in 30NbO$_2$F–30BaF$_2$–40InF$_3$ glass. These two facts suggest that in the inelastic scattering spectra of the glasses in the NbO$_2$F–BaF$_2$–InF$_3$ system, when using a laser with a wavelength of 532 nm, we observe the contribution of photoluminescence corresponding to emission levels in 500 nm region. The intense bands attributed to photoluminescence observed in the region of 500 – 300 cm$^{-1}$ are amplified with increasing indium trifluoride content in the system. Based on this, it is logical to assume that this contribution is due to the presence of indium trifluoride in the glass composition.

Recently the glasses in the CdNbOF$_5$–BaF$_2$–InF$_3$ system were fabricated and investigated [10,11]. As was noted above, analysis of the IR absorption spectra of the glasses in the CdNbOF$_5$–BaF$_2$–InF$_3$ system demonstrated the similarity to the IR-spectra of the earlier investigated oxyfluoroniobates in the systems of MnNbOF$_5$–BaF$_2$–BiF$_3$, MnNbOF$_5$–BaF$_2$–InF$_3$, and NbO$_2$F–BaF$_2$–InF$_3$, which indicates the structural similarity of glass networks of all these oxyfluoroniobate systems. In all cases, including the CdNbOF$_5$–BaF$_2$–InF$_3$ system, the IR-spectra demonstrated well-observed bands in the ranges of 920 – 960, 800, and 500 – 400 cm$^{-1}$ [11]. According to the assignments, in the case of the CdNbOF$_5$–BaF$_2$–InF$_3$ system, these bands also characterize the vibrations of Nb=O, –Nb–O–Nb–, Nb–F, and In–F bonds, respectively. The structural similarities of the CdNbOF$_5$–BaF$_2$–InF$_3$, MnNbOF$_5$–BaF$_2$–InF$_3$, and NbOF$_5$–BaF$_2$–InF$_3$ glasses suggest there should be similarities in not only their IR-spectra, but of the Raman spectra...
as well. This was indeed observed in the case of the spectrum of the glass of 40CdNbOF$_5$–60BaF$_2$ (Fig. 3). The most intensive band at 912 cm$^{-1}$ characterizes the Nb=O vibrations, at 773 cm$^{-1}$ – those of –Nb–O–Nb–, and at 559 cm$^{-1}$ – those of Nb–F.

However, the Raman spectra of the 30CdNbOF$_5$–40BaF$_2$–30InF$_3$ and 20CdNbOF$_5$–40BaF$_2$–40InF$_3$ glasses displayed a different pattern (Fig. 3). The Raman spectrum was not observed on the background of two intensive bands at 598 and 397 cm$^{-1}$. A similar pattern was observed in the spectrum of the glass of 30NbO$_2$F–30BaF$_2$–40InF$_3$ (Fig. 2). The appearance of these bands was explained by the appearance of the contribution of photoluminescence in the spectrum of inelastic light scattering, wherein, it was shown, this photoluminescence is caused by the presence of indium ions in the glass. Apparently, the same phenomenon takes place in the spectrum of glasses in the CdNbOF$_5$–BaF$_2$–InF$_3$ system.

The same of NbO$_2$F–BaF$_2$–InF$_3$ system this suggestion is corroborated by two facts. All the bands corresponding to the Raman spectra of the glasses containing or not containing indium trifluoride are clearly observed in the Raman spectra of the investigated glasses at scattering excitation by the laser with the wavelength of 1064 nm (Fig. 4). The intensities of the bands attributed to photoluminescence (the wide bands in region of 600 – 300 cm$^{-1}$) grow with increasing indium trifluoride content in the system (Fig. 3). Therefore, we can conclude that for the scattering excitation by the laser with the wavelength of 532 nm, we observed a contribution of indium photoluminescence in the inelastic scattering spectra of glasses in the CdNbOF$_5$–BaF$_2$–InF$_3$ system. The revealed photoluminescence corresponds to the emission levels of 549, 543 and 539 nm. The indium photoluminescence in the glasses is not well-known fact; however, there are some examples of photoluminescence properties in the compounds containing indium [18].

![Fig. 3. Inelastic light scattering spectra in the system of CdNbOF$_5$–BaF$_2$–InF$_3$: 1 – 40CdNbOF$_5$–60BaF$_2$; 2 – 30CdNbOF$_5$–40BaF$_2$–30InF$_3$; 3 – 20CdNbOF$_5$–40BaF$_2$–40InF$_3$](image1)

![Fig. 4. Inelastic light scattering spectra in the system of CdNbOF$_5$–BaF$_2$–InF$_3$: 1 – 20CdNbOF$_5$–40BaF$_2$–40InF$_3$; 2 – 30CdNbOF$_5$–40BaF$_2$–30InF$_3$; 3 – 40CdNbOF$_5$–30BaF$_2$–30InF$_3$; 4 – 40CdNbOF$_5$–60BaF$_2$](image2)
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4. Conclusion

The inelastic light scattering spectra of glasses in the NbO$_2$F–BaF$_2$–InF$_3$ and CdNbOF$_5$–BaF$_2$–InF$_3$ systems are studied. In the analysis of the spectra, the contributions of Raman scattering and photoluminescence were separated by using lasers of different wavelengths to excite scattering.

The contribution of indium photoluminescence to the inelastic light scattering spectrum of glasses in the NbO$_2$F–BaF$_2$–InF$_3$ system was established when scattering was excited by a laser with a wavelength of 532 nm. This contribution corresponds to emission levels of 540, 543, 549 nm.

With scattering excitation by the 532 nm laser, we observed a contribution of indium photoluminescence in the inelastic scattering spectra of glasses in the CdNbOF$_5$–BaF$_2$–InF$_3$ system. The revealed photoluminescence corresponds to the emission levels of 540, 543 and 549 nm.
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Nanocrystalline Bi$_2$WO$_6$ was synthesized by means of hydrothermal treatment. It was shown that the formation rate of bismuth tungstate nanocrystals was determined by the presence of clusters formed at the stage of precipitation and having the same structure as that of Bi$_2$WO$_6$, and the morphology of particles formed during hydrothermal treatment depended on the hydrothermal medium’s pH.
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1. Introduction

Currently, materials based on perovskite-like oxides are of great interest, since they are characterized by a wide spectrum of functional properties, which make them promising products with respect to various technical fields [1–5]. Bismuth tungstate, a compound with a laminated perovskite-like structure of the Aurivillius phase type (Bi$_2$O$_2$)$_2$$^+$(A$_{n-1}$B$_n$O$_{3n+1}$)$_2$$^-$ (Bi$_2$WO$_6$) that has a wide spectrum of important functional characteristics is one of the most in-demand materials [6–14].

To obtain Bi$_2$WO$_6$, different methods may be applied, including the solid-phase synthesis [15], solution burning [16–18], microwave heating [19], sol-gel technique [20], solvothermal reaction [21, 22], electro spinning [23, 24], hydrothermal synthesis [25–30], etc. The most common methods include soft chemistry processes [7–9,16–21,25–30], among which a hydrothermal treatment method should be emphasized [7–9,25–30]. The hydrothermal or solvothermal synthesis popularity is due to the possibility of obtaining bismuth tungstate in one step.

It should be noted that varying the synthesis procedures usually leads to variation in the structure, particle size, particle size distribution, morphology, which, in turn, significantly affects the synthesized compound’s functional characteristics [6–30].

Thus, it is important to understand mechanisms of formation of the compounds depending on the synthesis conditions for the synthesis of materials with specified properties. Therefore, the objective of this study is to examine the effect of hydrothermal treatment conditions on the formation process and morphology of nanostructured Bi$_2$WO$_6$.

2. Experimental

Aqueous solutions of bismuth (III) nitrate (Bi(NO$_3$)$_3$ · 5H$_2$O, AR grade, GOST 4110-75) and sodium tungstate (Na$_2$WO$_4$ · 2H$_2$O, AR grade, GOST 18289-78) were used as the starting materials for bismuth tungstate synthesis.

The separately prepared bismuth nitrate solution in nitric acid – acidified distilled water and sodium tungstate aqueous solution were mixed in the stoichiometric ratio and stirred using a mechanical agitator for 30 minutes (BWO$_{\text{start}}$). Then, a concentrated (12 M) aqueous solution of ammonium hydroxide (NH$_4$OH, CP, GOST 3760-79) was added, to achieve a specified pH value. The pH values varied in the range from 2 to 13.

The hydrothermal treatment was performed in a steel autoclave with a teflon liner. The hydrothermal treatment temperature was 120, 150, 180 °C, the pressure was 70 MPa, and the isothermal time was 0.5 – 20 h. The obtained sediment was separated by decantation, flushed with distilled water and dried to a constant weight at 80 °C.

To study the effect of the starting components’ pre-history on the formation process of bismuth tungstate under hydrothermal conditions, four variants of an initial suspension have been used as the starting material, and the suspension was obtained by mixing the aqueous solutions of sodium tungstate and bismuth nitrate, with the addition of ammonium hydroxide solution until pH = 10 (BWO$_{\text{init}}$): (1) the initial suspension was subjected to hydrothermal treatment without flushing or any additional procedures ($T = 180$ °C, $P = 70$ MPa, $\tau = 2$ h) – sample BWO$_{\text{init,HT}}$;
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(2) the initial suspension was filtered (without flushing) and dried at 80 °C (sample – BWO$_{init\text{-}dry}$), then the powder was subjected to hydrothermal treatment ($T = 180 \degree C$, $P = 70$ MPa, $\tau = 2$ h) – sample BWO$_{init\text{-}dry\text{-}HT}$;

(3) the initial suspension was flushed with distilled water to remove impurity ions, until pH = 7 and the absence of NO$_3^-$ and subjected to hydrothermal treatment ($T = 180 \degree C$, $P = 70$ MPa, $\tau = 2$ h) – sample BWO$_{clean\text{-}HT}$;

(4) the initial suspension was flushed with distilled water to remove impurity ions, until pH = 7 and the absence of NO$_3^-$, dried at 80 °C (sample BWO$_{clean\text{-}dry}$) and subjected to hydrothermal treatment ($T = 180 \degree C$, $P = 70$ MPa, $\tau = 2$ h) – sample BWO$_{clean\text{-}dry\text{-}HT}$.

The elemental composition was determined by X-ray fluorescence analysis (XRF) (using Spectrascan Max GF2E) and by energy-dispersive X-ray spectroscopy (EDX) with the use of a scanning electron microscope (Vega3 Tescan and FEI Quanta-200) with EDAX energy-dispersive analyzer.

The samples’ phase composition was analyzed by means of X-ray powder diffraction, using RigakuSmartLab 3 X-ray diffractometer (CoK$_{\alpha}$-radiation). The peaks in the diffractograms were identified using PDWin 4.0 software package and Crystallographica Search-Match package. The mean crystallite size was assessed by way of X-ray diffraction line profile analysis, using the Scherrer formula and a software package (SmartLabStudio III).

The obtained materials’ morphology was studied by means of scanning electron microscopy (Tescan Vega3 microscope).

The IR-spectroscopy was carried out using Shimadzu IRTracer-100 spectrometer equipped with LabSolutions IR software.

3. Results and discussion

The ratio of elements in all of the non-flushed samples corresponded to the vicinity of bismuth tungstate singular point (Table 1), within the predetermined error tolerance.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Molar ratio Bi/W XRF</th>
<th>EDX</th>
</tr>
</thead>
<tbody>
<tr>
<td>BWO$_{init\text{-}HT}$</td>
<td>2.2</td>
<td>1.9</td>
</tr>
<tr>
<td>BWO$_{init\text{-}dry}$</td>
<td>2.2</td>
<td>–</td>
</tr>
<tr>
<td>BWO$_{init\text{-}dry\text{-}HT}$</td>
<td>2.2</td>
<td>–</td>
</tr>
<tr>
<td>BWO$_{clean\text{-HT}}$</td>
<td>2.6</td>
<td>–</td>
</tr>
<tr>
<td>BWO$_{clean\text{-dry}}$</td>
<td>2.8</td>
<td>–</td>
</tr>
<tr>
<td>BWO$_{clean\text{-dry\text{-}HT}}$</td>
<td>2.8</td>
<td>–</td>
</tr>
</tbody>
</table>

As follows from Table 1, when the suspension is flushed, a change in the Bi/W ratio, i.e., an increase in bismuth content occurs. This may be due to the fact that at pH = 10 some portion of tungsten passes into solution as a result of the interaction with excessive NH$_4$OH and is removed from the system during decantation.

It should also be noted that, within the methods sensitivity, the samples following hydrothermal treatment contained no impurity elements (Na), the presence of which may be associated with the starting reagents’ chemical composition.

The results of X-ray analysis of the samples following hydrothermal treatment are presented in Fig. 1(a,b). According to X-ray diffraction data, when a suspension with no additional treatment (Fig. 1(b), BWO$_{init\text{-}HT}$) is used as the starting material for hydrothermal synthesis, X-ray peaks corresponding only to Bi$_2$WO$_6$ are observed (ICSD code 73-1126). The size of Bi$_2$WO$_6$ crystallites is approximately 30 nm. If the suspension is firstflushed with distilled water until neutral pH, then, following hydrothermal treatment, the X-ray diffractogram will show peaks indicating the predominant formation of bismuth oxide ($\delta$-Bi$_2$O$_3$), with an insignificant amount of Bi$_2$WO$_6$ (Fig. 1(b) BWO$_{clean\text{-HT}}$). In this case, the tungsten-containing component appears to be washed out of the immediate surrounding of Bi(OH)$_3$, which contributes to $\delta$-Bi$_2$O$_3$ formation during hydrothermal treatment of the composition.

After the initial suspension drying at 80 °C, an X-ray amorphous powder was formed (Fig. 1(a), BWO$_{init\text{-dry}}$), the hydrothermal treatment of which at 180 °C for 2 hours did not lead to any noticeable changes in the phase state.
Fig. 1. X-ray diffractograms of the samples with various pre-histories of the initial suspension: a – the suspensions were dried; b – the suspensions were not dried

(Fig. 1(a), BWO_init_dry_HT). Drying of the flushed suspension (sample BWO_clean_dry) led to formation of X-ray amorphous powder (Fig. 1(a), BWO_clean_dry), as well as in the case with no flushing procedure. However, following hydrothermal treatment, a crystalline phase was formed, which was solely presented by $\delta$-Bi$_2$O$_3$ (Fig. 1(a), BWO_clean_dry_HT). It should be noted that the size of $\delta$-Bi$_2$O$_3$ crystallites was about 70 nm for all samples, which is significantly greater than that of Bi$_2$WO$_6$ crystallites formed as a result of hydrothermal treatment (Fig. 1(b), BWO_init_HT).

Note that for the synthesis of ZrO$_2$ [31], CoFe$_2$O$_4$ [32], BiFeO$_3$ [33, 34] nanoparticles, there was a substantial difference in the samples’ phase state following hydrothermal treatment of precipitated hydroxides – without their preliminary drying and after drying. Such differences seem to be associated with a change in the initial amorphous deposit composition and structure as a result of its thermal processing.

Since the suspension flushing and drying appeared to result in a change in the hydrothermal medium pH value from 10 to 7, the effect of pH on the crystallization process was studied. A suspension obtained with no flushing and drying (BWO_start) was used as the starting material. The medium acidity was 2, 8, 10, 13. The hydrothermal treatment temperature was 180 °C, the pressure was 70 MPa, and the duration was 2 h.

The results of elemental analysis are presented in Table 2. The results of X-ray diffraction analysis and morphological analysis of the obtained materials are presented in Fig. 2.

<table>
<thead>
<tr>
<th>pH</th>
<th>Molar ratio Bi/W</th>
<th>XRF</th>
<th>EDX</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.1</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2.2</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>2.1</td>
<td>1.9</td>
<td></td>
</tr>
</tbody>
</table>
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Hydrothermal treatment of the sample BWO$_{\text{start}}$ at the medium pH = 8 and the isothermal time of 2 h did not lead to bulk crystallization: only insignificant intensity reflection corresponding to crystalline $\delta$-Bi$_2$O$_3$ was observed in the X-ray diffractogram (Fig. 2(a)). Additionally, the sample was mostly presented by large, rather dense agglomerates (Fig. 2(a)), which is characteristic of materials in the X-ray amorphous state. An increase in the hydrothermal medium pH resulted in active crystallization process (Fig. 2(a)); peaks corresponding to crystalline Bi$_2$WO$_6$ with a crystallite size of about 25 nm were observed in the X-ray diffractogram. According to scanning electron microscopy data, the sample is represented by the agglomerates of particles of non-isometric shape, with a thickness of significantly less than 1 $\mu$m and a length of several $\mu$m.

When the hydrothermal treatment duration is increased to 20 h, crystalline bismuth tungstate formation is observed (Fig. 2(b)), irrespective of the medium pH value; and an increase in the pH values results in the narrowing of X-ray diffraction lines, which reflects an increase in the formed crystallites’ size: from 23 nm at pH = 2 to 50 nm at pH = 13. It should be noted that the change in pH is accompanied by a significant change in the formed particles’ morphology (Fig. 2(b)). In acidic conditions (pH = 2), flower-like agglomerates consisting of plates, with a size of 5 – 7 $\mu$m and a thickness of several hundred nanometers are formed. The sample obtained in mildly alkaline conditions is represented by unstructured plates with a thickness of 100 – 500 nm. The hydrothermal treatment of BWO$_{\text{init}}$ in strongly alkaline conditions (pH = 13) results in the formation of spherical particles with a diameter from 200 to 700 nm (Fig. 2(b)).

Thus, basing on the presented data, it can be concluded that bismuth oxide ($\delta$-Bi$_2$O$_3$) is first crystallized, and then bismuth tungstate is formed during the hydrothermal treatment. In alkaline conditions, the formation rate of Bi$_2$WO$_6$ is significantly higher due to tungsten passing into solution, which contributes to the mass transfer process. The effect of pH may also be responsible for processes observed when varying the initial suspension pre-history. If a suspension subjected to no additional treatment is used, then the hydrothermal medium pH is equal to 10, and the formation rate of Bi$_2$WO$_6$ is so high that no intermediate product ($\delta$-Bi$_2$O$_3$) can be observed (Fig. 1, BWO$_{\text{init}}$). All other samples are subjected to a drying procedure, and the stock solution is decanted, which appears to result in lower pH values and thus a lower formation rate of both the intermediate product, and the end product, i.e. bismuth tungstate. The initial suspension flushing not only leads to a lower pH value, it may also lead to tungsten “washing out” of the system and to a deviation from the components’ stoichiometric ratio (Table 1), which results in a lower formation rate of Bi$_2$WO$_6$. Moreover, spatial separation of the system components is likely to occur during the suspension flushing and subsequent drying, which hinders the formation of Bi$_2$WO$_6$ under these conditions.

As a result of comparing the IR-spectra of pure bismuth- and tungsten-containing components of the system Bi$_2$O$_3$–WO$_3$–H$_2$O (Fig. 3, curves 1 and 2) and the spectrum of the initial composition obtained by co-precipitation, i.e. of the sample BWO$_{\text{init,dry}}$ (Fig. 3, curve 3), it can be concluded that clusters with a short-range order similar to the end product structure are formed during precipitation in the system. This is evidenced by, e. g., spectral...
lines $\sim 780 \text{ cm}^{-1}$ observed in the IR-spectra of the co-precipitated mixture but not present in the spectra of individual components of the system, and spectral lines $\sim 730 \text{ cm}^{-1}$ corresponding to W–O bonds within Bi$_2$WO$_6$ [35–37]. It seems to be the number of such clusters in the co-precipitated sample that determines the activity of formation of either Bi$_2$WO$_6$, or $\delta$-Bi$_2$O$_3$.

![IR-spectra](image)

**Fig. 3.** IR-spectra of the samples obtained by precipitation

An initial suspension (BWO$_{\text{init}}$) was used as the starting material, and the hydrothermal medium pH 10 was maintained for studying the formation rate of Bi$_2$WO$_6$ at various temperatures of hydrothermal treatment. The elemental composition of the obtained samples is presented in Table 3.

**Table 3.** The results of elemental analysis of the test materials

<table>
<thead>
<tr>
<th>$T$, $^\circ$C</th>
<th>$\tau$, hours</th>
<th>Molar ratio Bi/W</th>
<th>XRF</th>
<th>EDX</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>1</td>
<td>2.19</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.18</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.21</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>150</td>
<td>1</td>
<td>–</td>
<td>2.23</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>–</td>
<td>2.05</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>–</td>
<td>2.11</td>
<td>–</td>
</tr>
<tr>
<td>180</td>
<td>0.5</td>
<td>–</td>
<td>1.85</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>–</td>
<td>2.23</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>–</td>
<td>1.97</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>–</td>
<td>2.04</td>
<td>–</td>
</tr>
</tbody>
</table>

As indicated by the data presented in Fig. 4, the formation rate of bismuth tungstate to a significant degree depends on the hydrothermal treatment temperature. At the hydrothermal treatment temperature of 120 $^\circ$C, almost trace quantity of bismuth tungstate is observed after 4 hours (Fig. 4(a)). If the temperature is increased to 150 $^\circ$C, Bi$_2$WO$_4$ will be completely formed within the same period, and an additional increase by 30 $^\circ$C will result in the completion of bismuth tungstate crystallization in 2 hours (Fig. 4(a)). The formed bismuth tungstate crystallite size is about 30 nm, and it does not change as the hydrothermal treatment duration is increased (Fig. 4(b)).
Formation of Bi$_2$WO$_6$ nanocrystals under conditions of hydrothermal treatment

4. Conclusion

Thus, the presented data allows us to conclude that clusters with a Bi$_2$WO$_6$-like structure are formed at the stage of precipitation, and the presence of such clusters to a significant degree determines the formation rate of bismuth tungstate nanocrystals. It should also be noted that the morphology of the particles formed during hydrothermal treatment depends on the hydrothermal medium’s pH.
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Giving professor P. P. Fedorov his due as the leading specialist in fluoride systems and using his theoretical investigations on the topology and geometry of phase diagrams of binary and ternary fluoride systems, as well as experimental results, obtained by colleagues under his leadership, the total geometric description of the systems, forming the LiF–NaF–CaF$_2$–LaF$_3$ system, which has considerable promise for the development of fourth generation fuels for nuclear reactors, has been received. For this purpose, three-dimensional computer models of all four ternary systems have been constructed and the T-x-y-z diagram of this fluoride system has been predicted.
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1. Introduction

The compositions obtained from the LiF–NaF–CaF$_2$–LaF$_3$ system, as well as many other fluoride systems, are investigated in connection with the development of fourth generation nuclear reactors [1]. In this case, LaF$_3$ serves as a proxy-compound for PuF$_3$, since the direct use of PuF$_3$ would cause enormous experimental difficulties. For the successful design of multicomponent materials, it is very convenient to use spatial (3D – three-dimensional, 4D – four-dimensional) computer models of T-x-y and T-x-y-z diagrams, correspondingly [2, 3]. On the one hand, they generalize the known experimental data and provide opportunities for model adjustment as new knowledge about the system becomes available. On the other hand, the information, accumulated in the 3D model, allows one to understand and to follow the crystallization history of a particular 3-component melt (alloy, ceramic, salts composition).

A huge long-term work on the study of fluoride systems was carried out by professor P. P. Fedorov and colleagues [4–22]. It included a comprehensive experimental study of binary and ternary halide systems, and a theoretical analysis of the topological and geometric features of the obtained phase diagrams. For instance, saddle points on the liquidus surfaces, associated with the congruent nature of melting, were experimentally discovered [20, 21] in the systems BaF$_2$–SrF$_2$–LaF$_3$ [10], PbF$_2$–CdF$_2$–RF$_3$ (R=Er, Lu) [18], CaF$_2$–SrF$_2$–RF$_3$ (R=La, Nd, Yb) [19]. It was shown that the conjugate surfaces of the liquidus and solidus can have a singular point of the saddle type [22], and the saddle point on the surface of the diagram appears if the liquidus of two boundary binary systems has a minimum and the third one has a maximum or vice versa.

The surfaces of the phase diagrams formed by the fluorides of lithium, sodium, calcium, and lanthanum are not so complicated; they haven’t the saddle or extrema points. But the geometric structure of these diagrams becomes more complicated by the formation of the binary NaLaF$_4$ compound and polymorphism of CaF$_2$ [23]. 3D models are constructed on the basis of data on binary systems, projections of liquidus surfaces with isothermal lines, drawn on them.

2. Binary and ternary systems, forming the LiF–NaF–CaF$_2$–LaF$_3$ T-x-y-z diagram

Before designing a computer 3D (and 4D too) model, it is necessary to discuss the boundary systems [23], as well as to make a formal indication of the quaternary system under consideration, that is, to indicate the LiF–NaF–CaF$_2$–LaF$_3$ system as A-B-C-D, and to give the necessary indication of all phase transformations. For example, two polymorphic modifications of CaF$_2$ are involved in the formation of the LiF–NaF–CaF$_2$–LaF$_3$ (A-B-C-D) diagram and they received the appropriate indicators: C and C1.

The systems LiF–NaF (A-B) and LiF–LaF$_3$ (A-D) are eutectic ones, LiF–CaF$_2$ (A-C) and NaF–CaF$_2$ (B-C) are also of eutectic type, but they include a polymorphic transition in the form of the metatectic reaction (C → C1 + L), due to the allotropy of calcium fluoride (CaF$_2$).

The incongruently melting NaLaF$_4$ (R) compound is formed in the NaF–LaF$_3$ (B-D) system and two reactions – peritectic $p_{DR}$: L + D → R and eutectic $e_{BR}$: L → B + R – take a place.
The eutectic \( \text{CaF}_2-\text{LaF}_3 \) (C-D) system is characterized by the eutectoid reaction \( C \rightarrow C1 + D \) because of the polymorphism of calcium fluoride.

The ternary eutectic system \( \text{LiF}-\text{NaF}-\text{CaF}_2 \) (A-B-C) with a single invariant reaction \( E_1: L \rightarrow A + B + C1 \) is complicated by the univariant polymorphic \( C \rightarrow C1 + L \) transition between two \( \text{CaF}_2 \) modifications (Fig. 1a).

![Figure 1](image)

**Fig. 1.** 3D computer models of T-x-y diagrams LiF–NaF–CaF\(_2\) (A-B-C) (a), LiF–NaF–LaF\(_3\) (A-B-D) (b), LiF–CaF\(_2–\text{LaF}_3\) (A-C-D) (c) – simplified model, NaF–CaF\(_2–\text{LaF}_3\) (B-C-D) (d)

The system LiF–NaF–LaF\(_3\) (A-B-D) with the NaLaF\(_4\) (R) binary incongruently melting compound is characterized by quasi-peritectic \( Q_1: L + D \rightarrow A + R \) and eutectic \( E_2: L \rightarrow A + B + R \) invariant reactions (Fig. 1b).

There are two invariant transformations in the LiF–CaF\(_2–\text{LaF}_3\) (A-C-D) system (Fig. 1c). One of them is the eutectic reaction \( E_3: L \rightarrow A + D + C1 \). The second one in [23] is called a quasi-peritectic reaction and is written as \( L + C \rightarrow C1 + D \). However, it is not. Since the \( C \rightarrow C1 + L \) polymorphic transition in the A-C binary system is associated with this reaction, the \( V_1: C \rightarrow C1 + D + L \) polymorphic transition also takes a place in the ternary system, formed by it, with the passive role of the L and LaF\(_3\) (D). More details on ternary systems with allotropy of components, including a similar case, are described in the paper [24].

A similar polymorphic transition \( V_2: C \rightarrow C1 + R + L \) takes a place in the NaF–CaF\(_2–\text{LaF}_3\) (B-C-D) system. This reaction is intermediate between two other invariant reactions, quasi-peritectic \( Q_2: L + D \rightarrow C + R \) and eutectic \( E_4: L \rightarrow B + R + C1 \) (Fig. 1d). The logic of phase reactions leads to the fact that it should expect another invariant reaction – the eutectoid one \( E_5: C \rightarrow C1 + D + R \). The scheme of uni- and invariant states of this system (Table 1), as
Three-dimensional (3D) computer models allow to get any isothermal section (Fig. 2a) or isopleth (Fig. 2b).

**Table 1.** The scheme of uni- and invariant states of the NaF–CaF$_2$–LaF$_3$ (B–C–D) T-x-y diagram with the NaLaF$_4$ (R) incongruently melting compound and CaF$_2$ allotropy (Fig. 1d), D>C>\(e_{CD}\) >\(k_{BC1}\) >B>\(e_{BC1}\) >\(p_{DR}\) >Q$_2$ >V$_2$ >\(e_{BR}\) >\(e_{C1D}\) >E$_4$ >E$_5$

<table>
<thead>
<tr>
<th>B-C</th>
<th>B-C-D</th>
<th>C-D</th>
</tr>
</thead>
</table>
| $k_{BC1}$: $C \rightarrow C1+L$ | $k_{BC1}V_2$, $B_{C1}B_{V2}$, $C1_{B}C1_{V2}$ | $e_{CD}$: $L \rightarrow C+D$
| $e_{BC1}$: $L \rightarrow B+C1$ | $L \rightarrow C+R$ | $e_{CDQ2}$, $C7CQ3$, $D5DQ2$
| $e_{BC1}E_{4}$, $B_{C1}B_{E4}$, $C1_{B}C1_{E4}$ | $Q_2V_2$, $C0C2V_2$, $R_{Q2}R_{V2}$ | $k_{DRQ2}$, $D5DQ2$, $R_{DRQ2}$
| $V_2E_4$, $C1V_2C2E_4$, $V_{2E}2$, $E_{2E}$ | $L \rightarrow C1+R$ | $e_{CDRQ2}$, $C7CQ3$, $D5DQ2$
| $E_{2E}$: $L \rightarrow B+C1+R$ | $B_{C1}C1_{E}$, $R_{B1}R_{E}$ | $e_{CDQ2}$, $C7CQ3$, $D5DQ2$
| $C1_{D}C1_{R}$, $D1_{D}D_{E}$, $R_{B1}R_{E}$ | $C1+D+R$ | $e_{CDQ2}$, $C7CQ3$, $D5DQ2$

To visualize the results of calculations of mass balances of coexisting phases, mass balance diagrams (DMB) are used [25]. Such DMB, called vertical (VDMB) one (Fig. 3a), is able to show not only the phase ratios for a given mass...
Table 2. Surfaces of the NaF–CaF$_2$–LaF$_3$ (B-C-D) T-x-y diagram with the NaLaF$_4$ (R) incongruently melting compound (Fig. 1d)

<table>
<thead>
<tr>
<th>No</th>
<th>Designation</th>
<th>Points of contour</th>
<th>No</th>
<th>Designation</th>
<th>Points of contour</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$q_B$</td>
<td>$Be_{BC1}Er_{E4}$</td>
<td>6</td>
<td>$s_B$</td>
<td>$BB_{C1}Be_{E2}$</td>
</tr>
<tr>
<td>2</td>
<td>$q_C$</td>
<td>$Ck_{BC1}V_{E2}er_{CD}$</td>
<td>7</td>
<td>$s_C$</td>
<td>$CC^{41}<em>{C}C</em>{V2}C_{Q2}$</td>
</tr>
<tr>
<td>3</td>
<td>$q_{C1}$</td>
<td>$k_{BC1}V_{E2}er_{BC1}$</td>
<td>8</td>
<td>$s_{C1}$</td>
<td>$C1^{4}<em>{C}C</em>{V2}C_{E1}C_{B1}$</td>
</tr>
<tr>
<td>4</td>
<td>$q_D$</td>
<td>$Dp_{DR}Q_{E2}er_{CD}$</td>
<td>9</td>
<td>$s_D$</td>
<td>$DD_{R}D_{Q2}D_{C}$</td>
</tr>
<tr>
<td>5</td>
<td>$q_R$</td>
<td>$p_{DR}er_{E1}V_{E2}q_{2}$</td>
<td>10</td>
<td>$s_R$</td>
<td>$R_{D}R_{R}R_{E2}R_{V2}R_{Q2}$</td>
</tr>
</tbody>
</table>

**transus**

<table>
<thead>
<tr>
<th>No</th>
<th>Designation</th>
<th>Points of contour</th>
<th>No</th>
<th>Designation</th>
<th>Points of contour</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>$t^0$</td>
<td>$C1C^{1}<em>{C}C</em>{E1}C_{E5}C_{V2}$</td>
<td>12</td>
<td>$t^1$</td>
<td>$C1C^{1}<em>{C}C</em>{D1}C_{E1}C_{E5}C_{V2}$</td>
</tr>
</tbody>
</table>

**solvus**

<table>
<thead>
<tr>
<th>No</th>
<th>Designation</th>
<th>Points of contour</th>
<th>No</th>
<th>Designation</th>
<th>Points of contour</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>$v_{BC1}$</td>
<td>$B_{C1}B_{E2}B_{E4}D_{E1}$</td>
<td>20</td>
<td>$v_{C1B}$</td>
<td>$C1C_{E1}C_{E5}D_{E1}^{0}$</td>
</tr>
<tr>
<td>14</td>
<td>$v_{BR}$</td>
<td>$B_{R}B_{E4}D_{E1}^{0}$</td>
<td>21</td>
<td>$v_{BR}$</td>
<td>$R_{E4}D_{E1}^{0}$</td>
</tr>
<tr>
<td>15</td>
<td>$v_{CD}$</td>
<td>$C_{D}C_{E1}C_{E5}C_{Q2}$</td>
<td>22</td>
<td>$v_{DC}$</td>
<td>$D_{C}D_{C1}D_{E5}D_{Q2}$</td>
</tr>
<tr>
<td>16</td>
<td>$v_{CR}$</td>
<td>$C_{Q2}C_{E2}C_{E5}$</td>
<td>23</td>
<td>$v_{RC}$</td>
<td>$R_{Q2}D_{R_{E2}D_{E5}}$</td>
</tr>
<tr>
<td>17</td>
<td>$v_{C1R}$</td>
<td>$C1V_{E2}C_{E1}C_{E5}^{1}$</td>
<td>24</td>
<td>$v_{C1R}$</td>
<td>$R_{V2}R_{E2}R_{E1}^{1}$</td>
</tr>
<tr>
<td>18</td>
<td>$v_{DR}$</td>
<td>$D_{R}D_{R}D_{E5}D_{E5}^{1}D_{R_{Q2}}$</td>
<td>25</td>
<td>$v_{RD}$</td>
<td>$R_{D}R_{E5}R_{E5}^{1}R_{E5}^{1}$</td>
</tr>
<tr>
<td>19</td>
<td>$v_{C1D}$</td>
<td>$C1C_{P}C_{E5}C_{E1}^{1}$</td>
<td>26</td>
<td>$v_{DI}$</td>
<td>$D_{C1}D_{E5}D_{E5}^{1}D_{C1}^{1}$</td>
</tr>
</tbody>
</table>

**ruled surfaces**

<table>
<thead>
<tr>
<th>No</th>
<th>Designation</th>
<th>Points of contour</th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>$q_{BC1}$</td>
<td>$e_{BC1}E_{1}C_{1}^{E1}C_{E4}$</td>
</tr>
<tr>
<td>28</td>
<td>$q_{C1B}$</td>
<td>$e_{BC1}E_{1}C_{1}^{E1}C_{E4}$</td>
</tr>
<tr>
<td>29</td>
<td>$s_{BC1}$</td>
<td>$B_{C1}E_{1}C_{1}^{E1}C_{E4}$</td>
</tr>
<tr>
<td>30</td>
<td>$q_{CD}$</td>
<td>$e_{CD}Q_{2}D_{CQ2}$</td>
</tr>
<tr>
<td>31</td>
<td>$q_{DC}$</td>
<td>$e_{CD}Q_{2}D_{CQ2}$</td>
</tr>
<tr>
<td>32</td>
<td>$s_{CD}$</td>
<td>$C_{D}C_{Q2}D_{CQ2}$</td>
</tr>
<tr>
<td>33</td>
<td>$q_{C1R}$</td>
<td>$V_{E2}E_{1}C_{V2}C_{E1}$</td>
</tr>
<tr>
<td>34</td>
<td>$q_{C1D}$</td>
<td>$V_{E2}E_{1}C_{E5}$</td>
</tr>
<tr>
<td>35</td>
<td>$s_{C1R}$</td>
<td>$C_{1}V_{E2}C_{E1}^{1}$</td>
</tr>
<tr>
<td>36</td>
<td>$q_{C1C}$</td>
<td>$k_{BC1}V_{E2}C_{E1}$</td>
</tr>
<tr>
<td>37</td>
<td>$q_{C1C}$</td>
<td>$k_{BC1}V_{E2}C_{E1}$</td>
</tr>
<tr>
<td>38</td>
<td>$s_{C1C}$</td>
<td>$C_{C1}C_{E1}$</td>
</tr>
<tr>
<td>39</td>
<td>$q_{C1R}$</td>
<td>$V_{E2}C_{E5}$</td>
</tr>
<tr>
<td>40</td>
<td>$q_{C1D}$</td>
<td>$C_{2}C_{E5}R_{V2}E_{R_{E5}}$</td>
</tr>
<tr>
<td>41</td>
<td>$s_{C1R}$</td>
<td>$C_{1}V_{E2}C_{E1}^{1}E_{R_{E5}}$</td>
</tr>
<tr>
<td>42</td>
<td>$v_{C1R}$</td>
<td>$B_{E2}B_{E4}^{1}C_{E4}C_{E1}^{1}$</td>
</tr>
<tr>
<td>43</td>
<td>$v_{C1E}$</td>
<td>$B_{E4}B_{E4}^{1}R_{E4}E_{R_{E4}}$</td>
</tr>
<tr>
<td>44</td>
<td>$v_{C1D}$</td>
<td>$C_{1}E_{5}C_{E1}^{1}R_{E4}E_{R_{E4}}$</td>
</tr>
</tbody>
</table>

**horizontal planes**

<table>
<thead>
<tr>
<th>No</th>
<th>Designation</th>
<th>Points of contour</th>
</tr>
</thead>
<tbody>
<tr>
<td>63</td>
<td>$h_{Q2}^{C1}$</td>
<td>$C_{Q2}D_{Q2}R_{Q2}$</td>
</tr>
<tr>
<td>64</td>
<td>$h_{CDQ}$</td>
<td>$C_{Q2}D_{Q2}Q_{2}$</td>
</tr>
<tr>
<td>65</td>
<td>$h_{CQ2}$</td>
<td>$C_{Q2}R_{Q2}Q_{2}$</td>
</tr>
<tr>
<td>66</td>
<td>$h_{DRQ}$</td>
<td>$D_{Q2}Q_{2}Q_{2}$</td>
</tr>
<tr>
<td>67</td>
<td>$h_{VI}^{C1}$</td>
<td>$B_{E4}C_{E1}R_{E4}$</td>
</tr>
<tr>
<td>68</td>
<td>$h_{BC1E4}$</td>
<td>$B_{E4}C_{E1}E_{4}$</td>
</tr>
<tr>
<td>69</td>
<td>$h_{BRE}$</td>
<td>$C_{E4}E_{4}R_{E4}$</td>
</tr>
<tr>
<td>70</td>
<td>$h_{C1RE}$</td>
<td>$C_{1}E_{4}R_{E4}$</td>
</tr>
</tbody>
</table>
TABLE 3. Phase regions of the NaF–CaF$_2$–LaF$_3$ (B-C-D) T-x-y diagram with the NaLaF$_4$ (R) incongruently melting compound (Fig. 1d)

<table>
<thead>
<tr>
<th>No</th>
<th>Phase region</th>
<th>Border hypersurfaces</th>
<th>Adjacent phase regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>L+B</td>
<td>q_{BR}, s_{BR}, q'<em>{BC1}, q'</em>{BR}</td>
<td>L, B, L+B+C1, L+B+R</td>
</tr>
<tr>
<td>2</td>
<td>L+C</td>
<td>q_{CR}, s_{CD}, q'<em>{CR}, q'</em>{CC1}</td>
<td>L, C, L+C+D, L+C+R, L+C+C1</td>
</tr>
<tr>
<td>3</td>
<td>L+C+D</td>
<td>q_{BC1}, q'<em>{BC1}, q'</em>{C1}, q'_{CIR}</td>
<td>L, C1, L+D+C1, L+C+C1+R</td>
</tr>
<tr>
<td>4</td>
<td>L+D</td>
<td>q_{DR}, s_{DC}, q'<em>{DC}, q'</em>{DR}</td>
<td>L, D, L+C+D, L+D+R</td>
</tr>
<tr>
<td>6</td>
<td>L+B+C1</td>
<td>q'<em>{BC1}, q'</em>{BC1}, s_{BC1}, h_{BC1E4}</td>
<td>L+B, L+C1, B+C1, L+B+C1+R</td>
</tr>
<tr>
<td>7</td>
<td>L+B+R</td>
<td>q'<em>{BR}, q'</em>{RB}, s'<em>{BR}, h</em>{BR}E4</td>
<td>L+B, L+R, B+R, L+D+C1+R</td>
</tr>
<tr>
<td>8</td>
<td>L+C+D</td>
<td>q'<em>{CD}, s</em>{CD}, s'<em>{CD}, h</em>{CDQ2}</td>
<td>L+C, L+D, C+D, L+C+D+R</td>
</tr>
<tr>
<td>9</td>
<td>L+C+R</td>
<td>q'<em>{CR}, q'</em>{RC}, s_{CR}, h_{CRQ2}, h_{CRV2}</td>
<td>L+C, L+R, C+R, L+C+D+R, L+C+C1+R</td>
</tr>
<tr>
<td>10</td>
<td>L+C1+R</td>
<td>q'<em>{CIR}, q'</em>{RC1}, s_{CIR}, h_{CIRV2}, h_{CIRE4}</td>
<td>L+C1, L+R, C+R, L+C+C1+R, L+B+C1+R</td>
</tr>
<tr>
<td>11</td>
<td>L+D+R</td>
<td>q'<em>{DR}, q'</em>{RD}, s_{DR}, h_{DRQ2}</td>
<td>L+D, L+R, D+R, L+C+D+R</td>
</tr>
<tr>
<td>12</td>
<td>L+C+C1</td>
<td>q'<em>{CC1}, q'</em>{C1C}, s_{CC1}, h_{CC1V2}</td>
<td>L+C, L+C1, C+C1, L+C+C1+R</td>
</tr>
<tr>
<td>13</td>
<td>B</td>
<td>s_{BR}, v_{BC1}, v_{BR}</td>
<td>L+B, B+C1, B+R</td>
</tr>
<tr>
<td>14</td>
<td>C</td>
<td>s_{C}, v_{CD}, v_{CR}, t^{3}</td>
<td>L+C, C+D, C+R, C+C1</td>
</tr>
<tr>
<td>15</td>
<td>C1</td>
<td>t^{3}, s_{C1C}, v_{C1C}, v_{CC1}, v_{C1R}</td>
<td>C+C1, L+C1, B+C1, C1+D, C1+R, L+D+R</td>
</tr>
<tr>
<td>16</td>
<td>D</td>
<td>s_{DC}, v_{DC}, v_{DR}, v_{DC1}</td>
<td>L+D, C+D, D+R, C1+D</td>
</tr>
<tr>
<td>17</td>
<td>R</td>
<td>s_{BR}, v_{BR}, v_{RC}, v_{RC1}, v_{RBD}</td>
<td>L+R, B+R, C+R, C1+R, D+R</td>
</tr>
<tr>
<td>18</td>
<td>B+C1</td>
<td>v_{BC1}, v_{C1C}, s_{BC1}, v_{BC1E4}</td>
<td>B, C1, L+B+C1, B+C1+R</td>
</tr>
<tr>
<td>19</td>
<td>B+R</td>
<td>v_{BR}, v_{RB}, s'<em>{BR}, v</em>{BR}E4</td>
<td>B, R, L+B+R, B+C1+R</td>
</tr>
<tr>
<td>20</td>
<td>C+R</td>
<td>v_{CR}, v_{RC}, s_{CR}, v_{CRQ2}, s_{CIR}</td>
<td>C, R, L+C+R, C+D+R, C+C1+R</td>
</tr>
<tr>
<td>21</td>
<td>C+D</td>
<td>v_{CD}, v_{DC}, s_{DC}, v_{CDQ2}, s_{CID}</td>
<td>C, D, L+C+D, C+D+R, C1+D+D</td>
</tr>
<tr>
<td>22</td>
<td>C1+R</td>
<td>v'<em>{CIR}, v'</em>{RC1}, s'<em>{CIR}, v'</em>{CIR(E4)}, q'<em>{CIR}, q</em>{CIR}, v_{CIR(E5)}</td>
<td>C1, R, L+C1+R, B+C1+R, C+C1+R, C1+D+R, C1+D+R</td>
</tr>
<tr>
<td>23</td>
<td>C1+D</td>
<td>v_{C1C}, v_{C1D}, s_{C1C}, v_{C1DE5}</td>
<td>C1, D, C+C1+D, C1+D+R</td>
</tr>
<tr>
<td>24</td>
<td>D+R</td>
<td>v_{DR}, v_{RD}, s_{DR}, v_{DRQ2}, v_{DR(E5)}</td>
<td>D, R, L+D+R, C+D+R, C1+D+R</td>
</tr>
<tr>
<td>25</td>
<td>B+C1+R</td>
<td>v_{BC1(E4)}, v'<em>{BR(E4)}, v'</em>{CR(E4)}, h^{E}_{BC1}</td>
<td>B+C1, B+R, C1+R, L+B+C1+R</td>
</tr>
<tr>
<td>26</td>
<td>C+C1+D</td>
<td>q'<em>{C1D}, q'</em>{C1C}, s_{C1D}, h^{E}_{CC1D}</td>
<td>C+C1, C+D, C1+D+D, C1+D+R</td>
</tr>
<tr>
<td>27</td>
<td>C+C1+R</td>
<td>q'<em>{C1C}, q'</em>{RC1}, s_{C1C}, h^{E}<em>{CC1C}, h^{E}</em>{C1C}</td>
<td>C+C1, C+C1+R, C1+R, L+C+C1+R, C+C1+D+R</td>
</tr>
<tr>
<td>29</td>
<td>C1+D+R</td>
<td>v'<em>{C1D}, v'</em>{C1R}, v'<em>{DR}, B^{E4}</em>{C1D}</td>
<td>C1+D, C1+R, D+R, C+C1+D+R</td>
</tr>
</tbody>
</table>

Projection of all surfaces of the T-x-y diagram onto the temperature-free x-y triangle divides it into a concentration fields. Each field differs from the others in the sequence of phase reactions and, accordingly, in the unique crystallization pathways (Fig. 3b) were considered earlier in ternary oxide and salt systems [26].
Fig. 3. Vertical mass balance diagram for the mass center \( G \) (0.368, 0.416, 0.216) (a), fragment of the x-y projection of the NaF–CaF\(_2\)–LaF\(_3\) (B-C-D) T-x-y diagram with the crystallization path for \( G \) sub-solidus 3-phase region \( B + C_1 + R \) below this plane. So, the mass center \( G \) can be characterized by the next set of the microstructural elements: \( C_1^{p(C_1)} \), \( C_1^{V_2} \), \( R^{V_2} \), \( R^{p(C_1)} \), \( B^{E_4} \), \( R^{E_4} \), \( C_1^{E_4} \).

Presented at the VDMB crystallization stages are confirmed by the calculation of crystallization paths for the given composition (Fig. 3b).

Another option for DMB is the horizontal mass balance diagram (HDMB) (Fig. 4a). It is added to the isopleth and shows the ratios of coexisting phases for all compositions in this section at a fixed temperature (Fig. 4b). The electrical conductivity curve during melt crystallization (Fig. 4c) is performed too.

Fig. 4. Horizontal mass balance diagram at \( T = 1100 \) K (a) for the \( S_1(0.5, 0.5, 0)–S_2(0.5, 0, 0.5) \) isopleth (b), imitation of the DTA-spectra and the electrical conductivity leap for \( G(0.368, 0.416, 0.216) \) (c) in the NaF–CaF\(_2\)–LaF\(_3\) (B-C-D) T-x-y diagram.

Thus, a 3D computer model provides an excellent opportunity to obtain a complete and comprehensive view of the T-x-y diagram, either its geometric structure or the options for its melts crystallization. In addition, 3D models are very useful as for their structures understanding and for the 4D model designing of the four-component system T-x-y-z diagram, formed by them.

3. Prediction and prototype design of the LiF–NaF–CaF\(_2\)–LaF\(_3\) T-x-y-z diagram 4D computer model

Construction of the 3D computer model of the T-x-y diagram begins with the 3D scheme of uni- and invariant states [24,25]. This is a 3D variant of well-known scheme of phase reactions (planar Sheil scheme [27]), supplemented
by the concentrations of phases, which participate in three-phase transformations. This very important addition opens wide possibilities for describing all surfaces and phase regions of the T-x-y diagram (as it is shown by the point’s designation in Tables 1–3). The same approach is applied to design the 4D computer model of the T-x-y-z diagram. As for the LiF–NaF–CaF$_2$–LaF$_3$ system, the logic of the uni- and invariant state schemes of the forming ternary systems leads to the only possible scheme of the phase reactions of the quaternary system (Table 4). If it is supplemented and similarly expanded to a scheme of di-, uni-, and invariant states, then a full formal description of all hypersurfaces and phase regions can be obtained.

**Table 4.** The phase reactions scheme of the LiF–NaF–CaF$_2$–LaF$_3$ (A-B-C-D) T-x-y-z diagram with the incongruently melting compound NaLaF$_4$ (R) and CaF$_2$ (C, C1) allotropy (Fig. 5), D$\rightarrow$C$\rightarrow$C1$\rightarrow$B$\rightarrow$A$\rightarrow$AC1$\rightarrow$Q2$\rightarrow$V2$\rightarrow$e$_{BR}$$\rightarrow$V1$\rightarrow$e$_{C1D}$ $>$ E$_4$$\rightarrow$E$_3$$\rightarrow$e$_{AB}$$\rightarrow$E$_1$ $>$ Q$_1$$\rightarrow$E$_2$ $>$ E$_5$ $>$ ν $>$ π $>$ ε

From the scheme (Table 4) it follows those three invariant reactions can be expected:

- CaF$_2$ $\rightarrow$ CaF$_2'$ + LaF$_3$ + NaLaF$_4$ + L (or ν: C $\rightarrow$ C1 + D + R + L) – polymorphic transition between two modifications of calcium fluoride (C and C1) in the presence of liquid L, LaF$_3$ (D) and NaLaF$_4$ (R) compound at temperatures below 985 K;
- L + LaF$_3$ $\rightarrow$ LiF + CaF$_2$' + NaLaF$_4$ (π: L + D $\rightarrow$ A + C1 + R) – quasi-peritectic reaction at a temperature below 869 K;
- L $\rightarrow$ LiF + NaF + CaF$_2'$ + NaLaF$_4$ (ε: L $\rightarrow$ A + B + C1 + R) – eutectic reaction at a temperature below 854 K.

In this case, the T-x-y-z diagram includes:

- 6 hypersurfaces of liquidus (Fig. 5) and 6 – of solidus ones;
- 11 pairs of solvus hypersurfaces (total – 22);
- 2 hypersurfaces of the transus;
- 22 triads of ruled hypersurfaces with a generated line (66 in total);
- 52 ruled hypersurfaces with a generated plane;
- 3 complexes, corresponding to the invariant transformations ν, π, ε, each of which consists of five horizontal (isothermal) hyperplanes.

All these 169 hypersurfaces serve as the boundaries of 62 phase regions:

- 6 single-phase regions I (A, B, C, C1, D, R) and 6 two-phase regions L + I;
– 12 two-phase regions I + J without liquid (A + B, A + C1, A + D, A + R, B + C1, B + R, C + D, C + R, C + C1, C1 + D, C1 + R, D + R) and 12 three-phase regions with liquid L + I + J;
– 10 three-phase regions I + J + K without liquid (A + B + C1, A + B + R, A + C1 + D, A + C1 + R, A + D + R, B + C1 + R, C + C1 + D, C + C1 + R, C + D + R, C1 + D + R) and 10 four-phase regions with liquid L + I + J + K;
– 3 four-phase regions without liquid A + B + C1 + R, A + C1 + D + R, C + C1 + D + R, and 3 five-phase regions degenerated into planar hyperplanes L + A + B + C1 + R, L + A + C1 + D + R, L + C + C1 + D + R.

Fig. 5. Liquidus prototype 4D model: x-y-z projection of the LiF–NaF–CaF$_2$–LaF$_3$ (A-B-C-D) T-x-y-z diagram

Of course, the final confirmation (or clarification) of the prediction may be given by the experiment only.

To construct the spatial computer models of phase diagrams, it is convenient to use a special reference database for the main topological types of T-x-y and T-x-y-z diagrams. It includes the results of the phase diagrams analysis and classification for the three- and four-component systems of the main topological types [28]. This electronic guide contains 3D computer models of T-x-y diagrams: with uni- and invariant transformations, given by one, two or three binary eutectics and peritectics; with binary and ternary compounds, melting congruently or incongruently, with endothermic and exothermic phases; with the allotropy of one, two or three components, manifested in different temperature intervals; with uni- and invariant monotectic and syntectic transformations, when initial melt is decomposed into two liquids within the primary crystallization regions; with 1–3 binary monotectics or in the absence of the liquid immiscibility in binary systems; and 4D models of T-x-y-z diagrams for the six types of systems, with eutectic (peritectic) solubility gap in 1–6 border binary systems, as well as the diagrams with a binary compound, melting congruently or incongruently.

Each spatial computer model is a prototype of a phase diagram, which is able to become a perfect model of a real system after the experimental or calculated parameters (concentrations and temperatures of binary and ternary points, curvature characteristics of surfaces, according to isothermal sections and isopleths) input.

4. Conclusion

1) 3D computer models of T-x-y diagrams forming the LiF–NaF–CaF$_2$–LaF$_3$ T-x-y-z diagram have been constructed. The quality of models was confirmed by comparing of the model sections with experimental ones [23]. The ability of models to describe the history of crystallization of any melt of an arbitrary concentration or any melt belonging to a given isopleth at a given temperature, to draw crystallization paths and to simulate DTA spectra was demonstrated.
2) The T-x-y-z diagram, based on the T-x-y diagrams 3D models, has been predicted and the 4D model of its prototype has been constructed. It includes three invariant transformations: the polymorphic transition between two modifications of calcium fluoride in the passive presence of liquid, LaF₃ and the NaLaF₄ compound, the quasi-peritectic and eutectic reactions. In general, the T-x-y-z diagram may consist of 169 hypersurfaces and 66 phase regions.

3) When designing spatial computer models of phase diagrams of ternary, quaternary, and more complex systems, more attention should be paid to updating the data on their edges, including information about the initial components and compounds. In the 4D model of the LiF–NaF–CaF₂–LaF₃ diagram, considered in this paper and forming it 3D models of ternary systems, it is necessary in the future to take into account the decomposition of the binary compound NaLaF₄ in the sub-solidus at 330 °C [15], which is not mentioned in [23], where a binary system has been limited from below by the temperature of 600 K.

This 4D model is based on data from [23] with CaF₂ allotropy. However, this property of calcium fluoride is not taken into account in [29–31]. It is possible that the authors of these papers were not interested, for practical reasons, in such high temperatures (1420 K) and they did not take into account the high-temperature modification of calcium fluoride, which is stable at atmospheric pressure [32].

Nanostructured compounds (similar to Cu₂ZnSnSe₄, Ag₂ZnSnSe₄, Cu₂ZnSn₁₋ₓInₓSe₄ [33–36]) should be characterized within the quaternary, quinary and more complex systems. However, research and development of multicomponent materials were carried out mainly by experiments, which is quite time-consuming and needs considerable effort. In addition to the CALPHAD technique, the new ideas to develop an integrated calculation, synthesis and characterization approach, aiming to accelerate the research efficiency, are offered [37]. Multidimensional computer model of phase diagram became an important tool to investigate the multicomponent systems. It permits to receive an adequate evaluation for the thermodynamic calculation and for the interpretation of experimental data. Computer design of materials gives a possibility to detect such nuances of micro- and nanostructure formation as 3-phase transformation type change and competition of crystals with different dispersity [38, 39].
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Functional nanomaterials based on transition metal oxides are often used for the manufacture of supercapacitors and batteries, due to their special redox properties. The nanosized transition metal oxides used as the electrode material in some cases exhibit abnormally high values of capacitance and energy density. In this regard, it is important to understand what structural features of the nanomaterial determine the electrochemical characteristics of an electronic device. For this purpose, ceria nanorods and nanocubes were specifically synthesized under hydrothermal conditions at elevated pressure (15 MPa), different alkali contents, and two temperature regimes (100 and 180 °C). The obtained CeO$_2$ nanostructures were characterized using the methods of X-ray diffraction, transmission electron microscopy, and low-temperature nitrogen adsorption. The electrochemical properties of ceria nanostructures were investigated in 1 M Na$_2$SO$_4$ water electrolyte. The influence of the structural and surface characteristics of the synthesized nanorods and nanocubes on their charge storage ability is discussed. It was shown that CeO$_2$ in the form of nanocubes demonstrates higher specific capacitance in comparison with nanorods, which makes them more attractive for application in supercapacitors with neutral electrolytes.
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1. Introduction

Inorganic oxides and composites based on them with electroconducting polymers or carbon nanomaterials attract increased attention as prospective materials for electrochemical energy storage devices due to their capability to store charge via reversible redox reactions. In a number of recent works, the electrochemical properties of supercapacitor electrode materials containing MnO$_2$ [1], WO$_3$ [2], Fe$_3$O$_4$ [3], Mn$_3$O$_4$ [4], RuO$_2$ [5], MoO$_3$ [6] or Fe$_2$O$_3$ [7] were reported. Ceria (CeO$_2$) is also one of the widely investigated prospective candidate [8]. In ceria structure, each Ce$^{4+}$ cation is coordinated by eight neighboring oxygen anions, which occupy octahedral interstitials surrounded by four cerium atoms [9]. Fluorite-structured CeO$_2$, as a rule, contains internal Schottky and Frenkel defects caused by thermal motion in crystals and equilibrium reactions with gaseous oxygen in the environment [10]. At low oxygen partial pressure and elevated temperatures, Ce$^{4+}$ can spontaneously reduce to the trivalent state, creating both oxygen vacancies and quasi-free localized electrons in the ceria crystal lattice [11, 12]. Oxygen non-stoichiometry of CeO$_2$ substantially determines its electrochemical [13], but does not have any complex mechanism that causes phase transformation and structural symmetry changes like in zirconia [14, 15]. The low redox potential of transition between Ce$^{4+}$ and Ce$^{3+}$, along with the high mobility of oxygen in the crystalline structure of CeO$_2$, leads to the manifestation of mixed ion-electron conductivity. The ability to accumulate and release oxygen as a result of reversible redox transitions of Ce$^{4+}$/Ce$^{3+}$ valence states causes CeO$_2$ to be used as a promoter in three-component catalysts for removing toxic exhaust gases [16], as a regulator of the thermal properties of polymers [17], a solid oxide fuel cell [18], an antioxidant [19] and anode material in lithium-ion batteries [20].

It is known that the concentration of oxygen defects increases with decreasing particle size of ceria, as well as with the transition from zero- to the one-dimensional nanostructures [21, 22]. An increase in the number of point defects is observed in a series of nanoscale rods $\zeta$ cubes $\zeta$ octahedra [22]. Usually, three planes (100), (110) and (111) go out onto the surface of ceria nanostructures. The formation energy of oxygen vacancies in the \{111\} facets is higher than in the \{110\} and \{100\} ones [23]. The growth directions of CeO$_2$ crystals and the type of planes forming their surfaces can be controlled by varying the synthesis conditions [24, 25]. In the case of nanosized octahedra, eight (111) and six (100) planes go outside, while CeO$_2$ cubes are usually surrounded by six \{100\} facets. The situation is much more complicated for nanorods since they can grow both 1) along the \{110\} direction with the exposure of the \{100\} and \{110\} facets, and 2) along \{211\}, \{111\}, \{102\} and \{100\} directions, which open the \{111\} and

{110} facets to the surface [26]. Moreover, the specific surface area of one-dimensional structures is usually higher than that of cubes and octahedra. According to published data, the defectiveness and the ratio of the surface area to volume for CeO$_2$ nanostructures are decisive not only in terms of catalytic [27] and biological properties [28–30], but also in electrochemical characteristics. The higher specific electrochemical capacitance for nanorods (162.47 F g$^{-1}$) compared to nanoscale octahedra and cubes in alkali electrolyte (3 M KOH) was reported [31]. This result was attributed simultaneously to the high surface area of nanorods and to the predominant effect of {110} and {100} facets. For the case of ceria electrochemical properties in eco-friendly neutral electrolyte it was demonstrated that increasing of amount of surface defects leads to an increase in electrochemical capacitance [32]. At the same time, the electrochemical performance in neutral electrolyte can also be influenced by crystalline facets exhibited on the surface of ceria nanoparticles and this point was not discussed yet.

Therefore, the aim of this study was to investigate the electrochemical performance of CeO$_2$ nanoparticles in a neutral electrolyte and to compare the electrochemical charge storage ability of ceria nanorods, the contact surface of which is represented by {110} / {111} facets with nanocubes surrounded exclusively by {100} ones. To this end, ceria nanostructures of the above morphology were obtained under hydrothermal conditions. The structure of nanoparticles and their electrochemical charge storage ability in 1 M Na$_2$SO$_4$ electrolyte were studied.

2. Experimental

2.1. Synthesis of ceria nanostructures

To obtain ceria nanostructures in the form of rods and cubes Ce(NO$_3$)$_3$·6H$_2$O (chemically pure, CAS 10294-41-4, Vekton, Russia) and sodium hydroxide (analytically pure, GOST 4328-77, Vekton, Russia) as a precipitant were used. A highly concentrated alkali solution (9 M for rods and 6 M for cubes) was added dropwise to a previously prepared 0.5 M solution of cerium(III) nitrate. Initially, a brown suspension formed, which after 30 minutes stirring at room temperature changed color to light yellow. The resulting suspension was transferred to an autoclave and treated under hydrothermal conditions for 24 hours at a pressure of 15 MPa and a temperature of 100 °C to obtain one-dimensional nanostructures or 180 °C in the case of crystallization of nanoscale cubes. After hydrothermal treatment, the obtained white precipitates of CeO$_2$ nanoparticles were repeatedly washed with distilled water and ethanol, followed by drying at 60 °C in air for a day.

2.2. Instruments and characterization

The size, shape and structure of the ceria nano-objects obtained in this study were determined using a JEM-2100F (Jeol Ltd., Japan) transmission electron microscope at an accelerating voltage of 200 kV. Aqueous dispersions of CeO$_2$ nanopowders were deposited on copper grids coated with graphene to obtain bright-field images and electron microdiffraction patterns.

X-ray diffraction (XRD) patterns of CeO$_2$ nanostructures were obtained using a SmartLab 3 (Rigaku Corporation, Tokyo, Japan) diffractometer with CuK$_\alpha$ radiation. The scanning was conducted in the range of 2θ angles from 20 to 80°. To take into account the instrumental broadening, the Caglioti parameters established by fitting the complete profile of the diffraction pattern of the external LaB$_6$ standard in the MAUD program were used. The unit cell parameters of CeO$_2$ nanostructures were determined in the same software package using a crystallographic information file of ceria [33] from the COD database according to the procedure described in [34]. The average size of the coherent scattering regions for both nanoscale rods and cubes was calculated using the Scherrer equation.

The values of $S_{\text{BET}}$ of the powders of CeO$_2$ nanorods and nanocubes were measured by low-temperature nitrogen adsorption using a Nova 4200V analyzer (QuantaChrome, USA). Before measurements, the samples were degassed at 150 °C in vacuo for 16 hours. $S_{\text{BET}}$ of the samples was calculated using the Brunauer–Emmett–Teller model by 7 points in the range of partial nitrogen pressures $P/P_0 = 0.07 – 0.25$. The pore size distribution was estimated on the basis of nitrogen desorption isotherms by the Barrett–Joyner–Halenda (BJH) method.

Fourier transform infrared (FTIR) spectroscopy study was performed on the IRAffinity-1S spectrometer (Shimadzu, Japan) in the range 350 – 4000 cm$^{-1}$. Spectra for CeO$_2$ nanopowders were measured in the transmission mode using KBr pellets.

The electrochemical properties of the synthesized nano-objects were tested in standard 3-electrode cells. The working electrodes were prepared by dispersion of ceria in the N,N-dimethylformamide (anhydrous, 99.8 %, CAS 68-12-2, Sigma-Aldrich) containing carbon black and poly(1,1-difluoroethylene) (PVDF; average $M_w = 1.9 \times 10^5$, Kynar-720®, Atofina Chemicals Inc., USA). The glass carbon electrode with working area 1.3 cm$^2$ was covered with 0.3 ml of prepared dispersion and dried at 60 °C. As a result, the electrodes containing 1.5 mg of ceria nanoparticles, 0.2 mg of carbon black and 0.2 mg of PVDF as a binder were prepared. The Ag/AgCl electrode as a reference and
Pt foil as a counter electrode were used. 1 M Na₂SO₄ was used as an electrolyte. Experiments were conducted with P-40X potentiostat-galvanostat (‘Elins’, Moscow, Russia).

3. Results and discussion

Alkali concentration and hydrothermal treatment temperature were key factors in the formation of CeO₂ structures in the form of nanocubes and nanorods. CeO₂ nanosized rods with an average diameter of 10 nm and a length of 100 nm are formed according to transmission electron microscopy (TEM) in the case of using a 9 M NaOH solution as a hydrothermal medium at 100 °C and a pressure of 15 MPa after 24 hours (Fig. 1a, row 1). Weaker alkaline solutions reduce the anisotropy of ceria nanostructures, which crystallize under hydrothermal conditions, and increasing the temperature to 180 °C intensifies the dissolution/recrystallization processes and oxidation of the Ce(OH)₃ clusters to CeO₂ [25, 35]. The above processes contribute to the formation of nanoscale cubes, rather than nanorods (Fig. 1b, row 2). The CeO₂ nanocubes synthesized in a 6 M NaOH solution at an elevated temperature from cerium (III) hydroxide exhibit a wide particle size distribution ranging from 10 to 54 nm. The average nanocube size was 38 nm, in accordance with the statistics collected on the base of 15 TEM micrographs. The rings in the microdiffraction patterns of both nanorods and nanocubes corresponding to the diffraction planes (111), (200), (220), (311), (222), (400), (331), (420) confirm their cubic crystalline lattice (Fig. 1b).

![Figure 1](image_url)

**Fig. 1.** TEM micrographs (a) and electron microdiffraction patterns (b) of CeO₂ nanorods (1) and nanocubes (2) obtained under hydrothermal conditions with varying pH and synthesis temperature

The surface structure of CeO₂ nanoparticles was investigated with high-resolution transmission electron microscopy (HRTEM), images for nanocubes and nanorods are given in Fig. 2a and Fig. 2b,c, respectively. The obtained results confirm that nanocubes exhibit {100} facets on the surface, while {110} and {111} facets are characteristic for nanorods. On the base of this data the 3D models of CeO₂ crystallites with the relevant top surfaces (Fig. 2b, e, h) and the projections of atoms positions on the plane which is perpendicular to the surface (Fig. 2c, f, i) were built. These projections clearly demonstrate the distance between the surface and neighboring Ce⁴⁺ ions for the different types of crystalline facets. The maximal distance is observed for {100} facet (0.14 nm), while for {111} facet this value is 0.08 nm. In the case of {110} facet, Ce⁴⁺ ions appear on the surface. These data allow one to propose that adsorption of sodium ions from electrolyte on {100} facet is favorable in comparison with {110} and {111} facets due to lower electrostatic repulsion between Ce⁴⁺ and Na⁺ ions. As a result, the highest electrical capacitance can be expected for the {100} surface, which is in agreement with results of electrochemical measurements presented below.
The XRD patterns of the synthesized CeO₂ nanostructures are shown in Fig. 3. The XRD analysis performed using the PD-Win 4.0 software package revealed the complete correspondence of nanoscale rods and cubes to the fluorite structure with the Fm3m space group (Card No. 43-1002 according to the ASTM database [36]). The average size of the coherent scattering regions for CeO₂ nanorods, calculated using the Scherrer equation for broadening of the XRD peaks, was 9 ± 1 nm (Fig. 3a). The crystallite size for cubic nanoparticles was larger, approximately 40 nm (Fig. 3b). Compared to CeO₂ nanocubes, the unit cell parameters calculated for nanorods were higher due to a greater number of structural defects, the evolution of distortions and stresses in crystallites [37] (Table 1).

<table>
<thead>
<tr>
<th>Morphology</th>
<th>Unit cell parameters</th>
<th>Average crystallite size, nm</th>
<th>Microstrain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nanorods</td>
<td>a = b = c = 5.427</td>
<td>α = β = γ = 90</td>
<td>9 ± 1</td>
</tr>
<tr>
<td>Nanocubes</td>
<td>a = b = c = 5.414</td>
<td>α = β = γ = 90</td>
<td>40 ± 3</td>
</tr>
</tbody>
</table>

According to the data of low-temperature nitrogen adsorption, the porosity and S_BET of ceria nanopowders substantially depend on the morphology of structures formed during hydrothermal treatment, their imperfection, and size. Fig. 4 shows the complete adsorption-desorption isotherms for CeO₂ powders of nanorods and nanocubes. Both measured isotherms are characterized by a rather narrow capillary-condensation hysteresis and are of type IV according to the IUPAC classification. This type corresponds to adsorption on mesoporous materials. The hysteresis loop can be classified as type H3, which is characteristic of materials with slit-like pores. Estimates of the S_BET are presented in Table 2 and indicate a significant decrease in its value from 108.2 to 18.5 m²/g during the transition from CeO₂ nanorods to nanocubes. This fact is in good agreement with the XRD data and electron microscopy, according to which the crystallite size decreases and the fraction of oxygen vacancies in them increases, contributing to the formation of a more developed surface (Fig. 1, Table 1).
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**FIG. 3.** XRD patterns of CeO₂ nanorods (a) and nanocubes (b) obtained under hydrothermal conditions with varying pH and temperature of the synthesis

**TABLE 2.** The structural parameters determined by the method of low-temperature nitrogen adsorption for prepared CeO₂ nanoparticles

<table>
<thead>
<tr>
<th>Morphology</th>
<th>( S_{\text{BET}} ), m²/g</th>
<th>( D_1 ), nm</th>
<th>( D_2 ), nm</th>
<th>( V^*_{\text{pore}} ), cm³/g</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nanorods</td>
<td>108.2 ± 2.2</td>
<td>2.4</td>
<td>13.2</td>
<td>0.43</td>
</tr>
<tr>
<td>Nanocubes</td>
<td>18.5 ± 2.8</td>
<td>1.9</td>
<td>36.4</td>
<td>0.22</td>
</tr>
</tbody>
</table>

* The specific pore volume is determined by the maximum filling \( P/P_0 = 0.99 \).
The pore size distributions calculated from the desorption branch of isotherm by the BJH algorithm for nanorod and nanocube powders are shown in Fig. 5. Both types of synthesized CeO$_2$ nanostructures are characterized by a bimodal pore size distribution. Micropores are formed as a result of the splicing of nanocrystallites by the mechanism of oriented attachment, and mesopores are the result of their subsequent aggregation [38]. The position of the second maximum ($D_2$) for nanocubes is substantially (about 3 times) shifted toward larger pore sizes in comparison with nanorods (Table 2). The specific pore volume for nanostructures with a minimum axial ratio, on the contrary, decreases from 0.43 to 0.22 cm$^3$/g due to dense crystallite compaction.

FTIR analysis was carried out to take into account possible effect of the surface hydroxylation degree of CeO$_2$ nanostructures formed under different conditions of hydrothermal synthesis on the electrochemical properties of electrodes. It is known that surface hydroxyl groups can influence the electrochemical performance of inorganic electrodes. For example, significant increase of specific capacitance of MoO$_3$ nanowires was observed after its hydrogenation [39]. The authors mention that along with increasing of electrical conductivity, the increasing of density of surface hydroxyl groups can be the factor that increases the specific capacitance.

However, the mechanism of influence for surface hydroxylation on the capacitance properties of metal oxides is not clear. It can be proposed that if hydrogen is involved in electrochemical process, surface hydroxylation can promote the reaction. This was demonstrated for electrochemical reduction of CO$_2$ on the surface of tin oxide [40]. The increasing of electrical current during CV cycling for WO$_3$ in acidic electrolyte was also observed [41].

The FTIR spectra of CeO$_2$ nanostructures obtained in this work are given in Fig. 6. The following bands corresponding to surface OH groups can be found within the 3800 – 3000 cm$^{-1}$ region of FTIR spectra in the case of CeO$_2$ synthesized under hydrothermal conditions at high pH: isolated (3700 cm$^{-1}$), bridging (3641 cm$^{-1}$), multiple bonded
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(3550 – 3500 cm$^{-1}$) and hydrogen bridging hydroxyls (wide band around 3400 cm$^{-1}$) [42, 43]. It is seen in Fig. 6a and 6b, that in our case these bands overlap forming one wide peak 3700 – 3000 cm$^{-1}$ centered near 3447 cm$^{-1}$ for both prepared samples. The relative number of surface hydroxyls can be estimated from the maximum of intensity of the band centered at 3447 cm$^{-1}$ ($I_{3447}$) after normalization of the spectra according to the intensity of Ce–O stretching vibration peak (around 430 cm$^{-1}$). The found values of $I_{3447}$ were 0.080 and 0.414 for nanocubes and nanorods, respectively (ratio nanorods:nanocubes = 5.2). Taking into account the ratio between the specific surface of nanorods and nanocubes (5.8), the slightly higher surface density of hydroxyl groups for nanocubes in comparison to nanorods can be proposed. However, the difference is rather small (about 12 %) thus, it can be assumed that for our experiment the type of exhibited crystallographic plane will be the main parameter that leads to the difference in the electrochemical performance between nanorods and nanocubes.

\[ \text{C}_{\text{GCD}} = \frac{It}{A(U_2 - U_1)}, \]

where $I$ – applied current, $t$ – discharge time, $A$ – electrode area, $U_2$ and $U_1$ are the upper and the lower limits of the voltage range.

Values of $C_{\text{GCD}}$ for CeO$_2$ in the form of nanocubes and nanorods found using this equation are 5.7 and 0.59 mF/cm$^2$, respectively. Since the specific surface for nanorods is significantly higher than that of nanocubes, it can be suggested that the difference in capacitance is connected with crystalline structure of the surface of nanoparticles. As it was mentioned earlier, depending on the conditions of hydrothermal synthesis, various directions of crystal growth and exposing of CeO$_2$ planes can be realized. In addition, the possibility of the transformation of the \{110\} and \{100\} exposed facets into \{111\} for nanorods obtained under hydrothermal conditions during their subsequent heat treatment was reported [44, 45]. In our case, growth of one-dimensional ceria structures through the [211] direction with exposed \{111\} and \{110\} facets takes place. As a result of a careful analysis of the changes in the morphology

Fig. 6. FTIR spectra of CeO$_2$ nanocubes (a) and nanorods (b), normalized to a band of 430 cm$^{-1}$
of CeO$_2$ nanorods at different stages of hydrothermal synthesis, prior authors [28] found that one-dimensional structures with orientation along the [211] direction are formed by the so-called “oriented attachment” mechanism. The driving force for this spontaneously oriented attachment is a decrease in the total surface energy due to the union of the planes by means of which the crystals are joined. The attachment can take place either along the [211] direction with exposed {111} facets or along the [110] direction with {200} facets exposure [46]. The former would be more favorable because the CeO$_2$ {111} surface is the most stable one. The formation of nanorods along the [211] direction via oriented attachment followed by Ostwald ripening under the conditions of hydrothermal synthesis applied in this work was observed in contrast to [25]. This fact is supported with the significantly lower electrochemical activity of nanorods in the electrochemical experiment. The mechanism, proposed for the charge storage process in ceria, takes into account the adsorption of cation from electrolyte on the surface of crystal [31]. At the next stage, the reduction of cerium (IV) to cerium (III) can occur, leading to the realization of pseudocapacitance in the electrode [47]. These two stages can be summarized as follows:

$$\text{Ce}^{IV}O_2 + e^- + \text{Na}^+ \rightarrow \text{Ce}^{III}O\text{ONa}.$$ 

As it was demonstrated earlier, among the most common surface planes of ceria, exactly (100) is characterized with the highest projection of distance between cerium and oxygen atoms on the axis perpendicular to the surface of the nanocrystal. Thus, the possibility of most negative surface potential can be proposed for (100) plane in comparison with others. This can lead to the enhancement of Na$^+$ adsorption on the surface presented with this plane.

For further investigation of capacitance properties of CeO$_2$ nanocubes, the contributions of two different mechanisms of charge storage: i.e., capacitance of “outer” active surface and capacitance connected with the ion insertion process (capacitance of the “inner” active surface) were estimated according to the method developed by Trasatti [48]. This method is based on the analysis of variation of electrode capacitance on the scan rate during CV experiments. The corresponding CV measurements in the range of scan rates from 1 up to 20 mV/s are given in Fig. 8a. The capacitance values, calculated from given results, are plotted versus the square root of the reciprocal scan rate (Fig. 8b) and the reciprocal capacitance – versus the square root of the scan rate (Fig. 8c). Linear extrapolation of both plots to $x = 0$ gives the values of the “outer” surface and total theoretical ($C_{\text{total}}$) capacitances of the material, respectively. The “outer” surface capacitance, which is scan-rate independent can be considered as the double-layer-like capacitance ($C_{\text{dl}}$). The value of $C_{\text{total}}$ includes both the “inner” and “outer” surface capacitances. The “scan-rate dependent” capacitance of “inner” surface can be considered as a pseudocapacitance-like ($C_p$) one, which, in our case, can be connected with an oxidation/reduction transition between Ce$^{4+}$ and Ce$^{3+}$ accompanied with insertion/release of sodium ions. The value of $C_p$ can be calculated as $C_p = C_{\text{total}} - C_{\text{dl}}$.

As it is seen from Fig. 8b and c, the values of $C_{\text{dl}}$ and $C_{\text{total}}$ for CeO$_2$ nanocubes are 4.7 and 7.7 mF cm$^{-2}$, respectively. The value of capacitance, obtained from GCD measurements (5.7 mF/cm$^2$) is between $C_{\text{dl}}$ and $C_{\text{total}}$, which is the reasonable result. This allows to propose that 61 % of CeO$_2$ capacitance is connected with charge-discharge of electrochemical double layer, while only 39 % is provided by pseudocapacitance-like mechanism. It worth mentioning that, both mechanisms of charge storage are closely connected with the adsorption of cations from solution onto the surface of nanoparticles. Thus, the structural characteristics of ceria’s surface are of prime importance for its capacitance properties.
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It was revealed using XRD, TEM, HRTEM that ceria nanorods are formed from the CeO$_2$ nucleating centers along the [211] direction with inactive \{111\} facets exposure by the attachment mechanism followed by Oswald ripening during hydrothermal synthesis at 100 °C. An increase in the synthesis temperature leads to the formation of CeO$_2$ nanocubes, with surface represented exclusively by \{100\} facets. It was demonstrated that despite the lower specific surface area, the capacitance of the CeO$_2$ nanocubes is 10 times higher than one for nanorods. It was suggested that this result is connected with the possibility of more favorable adsorption of cations onto \{100\} facets in comparison with those of \{110\} and \{111\}. Investigation of mechanism of charge storage using Trasatti method allows to assume that 61 % of total capacitance of CeO$_2$ nanocubes is realized via charging of double-layer, while 39 % can be attributed to the pseudocapacitance-like processes. The obtained results can be significant for further elaboration of polymer-inorganic composites based on CeO$_2$ for application in electrochemical devices and electrodes.
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