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A nanostructure model,which is represented as a pair of coupled two-dimensional quantum waveguides with common semitransparent wall, is
considered. That wall has small window which induces a resonance state localized near the window. Semitransparency is the reason for the
asymptotics difference in comparison with the non-transparent case. Using the matching of asymptotic expansions method, we obtain formulas for
resonances and resonance states.
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1. Introduction

There is a large class of mathematical and physical problems concerning “systems with small coupling windows”,
actually this means systems of connected quantum waveguides, Helmholtz resonators, and other structures with pertur-
bation caused by small coupling windows. Such systems have long been of interest to physicists and mathematicians.
Tthe transport properties of waveguides and other additional phenomena caused by resonators are widely used in
electrodynamics, radiophysics and theories of acoustic and electromagnetic waves.

The development of nanoelectronics led to the creation of a new class of objects used inside devices – quantum
threads (nanowhiskers), quantum dots, antidots and so on. Of course, “quantum” is the keyword here because studying
mesoscopic systems (systems where the coherence of the phases of the electrons is preserved on a scale much larger
than atomic) is absolutely impossible if we don’t respect quantum properties of electron. Obviously, taking into
account the quantum behavior of an electron requires the development of fundamentally new physical, and, most
importantly, also mathematical approaches.

When we consider mesoscopic systems, we actually mean studying wave propagation in waveguides and other
structures. Properties of this propagation are related to spectral properties of the corresponding mathematical operator.
This is usually the Schrödinger operator which coincides with the Laplace operator for the ballistic regime. Resonance
phenomena are widely used for development of new nanoelectronic devices. Knowledge about the quasi-eigenvalue
asymptotics allows one to ensure a proper control of the electron transmission through the device.

Such problems have a long history. They became interesting for mathematicians and theoretical physics after
Rayleigh’s work in 1916 [1]. Probably he was the first who successfully considered the Helmholtz resonator from
a mathematical point of view. He calculated the real part of the smallest quasi-eigenvalue. Although it was not
very significant physical result, that work used a real mathematical approach so it was the beginning of the story.
Rayleigh’s result was not significant, because the imaginary part of quasi-eigenvalue is much more important – it
actually represents time of resonance states existing and it is really important physical metric. Half a century later
imaginary part was calculated by Morse and Feshbach [2] using the Rayleigh’s method.

Such problems are popular today as well, as they became after first mathematical approaches. Currently, we
use term “asymptotic analysis” for big class of problem including resonance phenomena. Great variety of electronic
device caused great variety of systems in resonance problems. Firstly, a system can contain different units like quantum
waveguides, Helmholtz resonators, angles and so on. Also it can contain combination of such units. There are several
examples, such as two connected resonators [3], a single resonator opened to space [4], a pair of waveguides with
A common boundary [5] or even A system of waveguides with resonators [6]. System geometry is also changeable
factor, so we can vary shape of resonator (like square, circle, arbitrary domain) [7], number of dimensions (plane is
not less actual than three-dimensional case) [8], window position and numbers (both are explicit physical factors, but
they can lead us to quite different results) [9,10]. Changing of the boundary conditions in the problem was studied by
Gadylshin and Borisov [11].

The core of mathematical approach in this work is “Matching asymptotic expansions of solutions of boundary
problems”. This method was described in prior literature [12]. Let’s consider a global problem, the solution of which
necessitates a similar tool. This method is intended for boundary problems of equations containing naturally occurring
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small parameter. This is very typical for mathematical physics problems, in particular for problems with Helmholtz
resonator and quantum waveguides where the small parameter characterizes the window size. The most interesting
problem is that solution in such problems almost alway can’t be decomposed into some simple functions. For example,
in the Helmholtz resonator with the small perturbation we can’t express the above exact decision so we only can use
asymptotic expansions.

We will consider a couple of waveguides in which the common wall is semitransparent. Such a system was
studied by Exner and Kreicirik in [13, 14] but in terms of spectral and scattering properties. Resonance asymptotics
for a single waveguide with semitransparent barrier were considered in [15]. Semitransparency is also related to
previous paragraph because, in our case, specific boundary conditions on the common wall are required.

2. Preliminaries

Let us describe the system and prepare common formulas, which are required to construct our case-specific
asymptotics.

There is a pair of quantum waveguides in two-dimensional Cartesian coordinates with widths d− and d+. We will
consider d− < d+ < 2d−, which is a very important assumption, as we will see later.

FIG. 1. waveguides with common semitransparent wall

Wall semitransparency is described by the parameter α. Generally α ∈ (0; +∞), where zero value means no
barrier and infinity means absolutely nontransparent barrier. Zero value is not included because actually it is not a case
of considered problem.

As mentioned previously, boundary conditions on the walls are very important. On non-common walls, we choose
the Dirichlet conditions, but common wall conditions are more complicated. When a wave passes through the barrier,
a jump occurs in the derivative of the considered function u(x1, x2), so we will set specific boundary conditions:{

u+ = u−,

u′+ − u′− = αu,
(1)

where u′+− are vertical derivatives at the top and bottom of the wall. The conditions of such type appear if one
considers singular potential supported on hypersurface. These potentials are intensively investigated during last two
decades (see, e.g., [16–22]).

We construct asymptotics in window size, so one of the most important parameters is a – we will consider it as
half of the window size.

As mentioned previously, the most important point is selected threshold. In similar problems, resonances are
considered near “threshold” values. Threshold is such value of λn, that there are no summands with imaginary part
exponent in Green’s function series which are lower than λn. Imaginary exponent corresponds to periodic summands
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which mean propagating waves. We will seek terms of asymptotic expansions close to the first threshold λ−1 =(
π

d−

)2

. Choice of
(
π

d−

)2

but not
(
π

d+

)2

is also key point as we will see later.

“Perturbed” eigenvalue k2a. also known as quasi-eigenfrequency will be denoted as ka. The difference between
k2a and λ−1 is actually small value. We will use convenient expansion for its asymptotics:√(

π

d−

)2

− k2a =

∞∑
j=2

[j/2]−1∑
i=0

kjia
j lni

a

a0
. (2)

Finally, we can write down system of equations for eigenfunctions in perturbed case:

ψa(x) = −

√(
π

d−

)2

− k2a ·
∞∑
j=0

aj Pj+1

(
Dy, ln

a

a0

)
G+(x, y, k)

∣∣∣∣
y=0

, x ∈ Ω+\Sa0(a/a0)1/2 ,

ψa(x) =
∞∑
j=1

[(j−1)/2]∑
i=0

vji

(x
a

)
aj lni

a

a0
, x ∈ S2a0(a/a0)1/2 ,

ψa(x) =

√(
π

d−

)2

− k2a ·
∞∑
j=0

aj Pj+1

(
Dy, ln

a

a0

)
G−(x, y, k)

∣∣∣∣
y=0

, x ∈ Ω−\Sa0(a/a0)1/2 .

(3)

3. Asymptotics construction

3.1. Eigenfunctions for semitransparent wall

Eigenfunctions and corresponding eigenvalues for case without semitransparency and perturbing are well-known:
ψ±n (x) =

√
2

d±
sin

πnx2
d±

,

λ±n =

(
πn

d±

)2

.

But we should match conditions (1), so let’s consider eigenfunction in such form:

χn(x) =

{
An sin((x2 − d+)ν), x2 > 0,

Bn sin((x2 + d−)ν), x2 < 0.
(4)

So we obtain then following equations:{
−An sin(d+ν) = Bn sin(d−ν),

Anν cos(d+ν)−Bnν cos(d−ν) = αBn sin(d−ν).
⇔


An
Bn

= − sin(d−ν)

sin(d+ν)
,

−Bn
sin(d−ν)

sin(d+ν)
ν cos(d+ν)−Bnν cos(d−ν) = αBn sin(d−ν).

⇔


An
Bn

= − sin(d−ν)

sin(d+ν)
,

−νctg(d+ν)− νctg(d−ν) = α.

χn(x) =

{
−Cn sin(d−ν) sin((x2 − d+)ν), x2 > 0,

Cn sin(d+ν) sin((x2 + d−)ν), x2 < 0.

Cn is normalizing coefficient. Actually it means that ν can be found as solution of equation

−ν cot(d+ν)− ν cot(d−ν) = α

but we won’t consider corresponding formulas in details.
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3.2. Green’s function

Matching of asymptotic expansions corresponding to (3) requires Green’s function calculating. Its common for-
mula for a waveguide is well known [23]:

G±(x, y, k) =

∞∑
n=1

χn(x2) · χn(y2)

2p±n
· e−p

±
n (x1−y1),

where p±n =

√(
πn

d±

)2

− k2a.

For our expressions, it takes the form:
G+(x, y, k) =

∞∑
n=1

C2
n sin2(d−ν) sin((x2 − d+)ν) sin((y2 − d+)ν)

2p+n
· e−p+n (x1−y1),

G−(x, y, k) =
∞∑
n=1

C2
n sin2(d+ν) sin((x2 + d−)ν) sin((y2 + d−)ν)

2p−n
· e−p−n (x1−y1).

The differential operator Pn from formula (3) can be described as follows:

P0

(
Dy, ln

ε

ε0

)
= a

(0)
10 I, P1

(
Dy, ln

ε

ε0

)
= a

(1)
10 D

1
y, Dn

y =
∂n

∂nny
,

Pm

(
Dy, ln

ε

ε0

)
=

m−1∑
q=1

[(q−1)/2]∑
i=0

a
(m)
qi

(
ln

ε

ε0

)i
D

m−q+1

y , m ≥ 2.

Actually, operatorDy should be just a combination of n tangent or normal derivatives in dot y. Here, we choose always
normal derivatives. Finally, we obtain the following representation for Dn

yG:

Dj
yG
±(x, 0, k) =

C2
1 sin2(d∓ν)(sin(x2ν) cos(d±ν)∓ cos(x2ν) sin(d±ν))Dj

y sin((y2 ∓ d±)ν)

2p±1

∣∣∣∣∣
y=0

· e−x1p
±
1

+Φj(x, k) ln
r

a0
+ g±j (x, k) +

[j/2]∑
i=0

j−2i−1∑
t=0

b
(j)
it r
−j+2(i+t)

(
cos(j − 2i)θ ± α

2(j − 2i)
sin(j − 2i)θ

)
.

(5)
where (r, θ) are polar coordinates. Terms b(j)it , Φj(x, k), g±j (x, k) are analytic in respect to τ some vicinity of the
point λ1:

bj00 = (−1)[(j+1)/2](j − 1)!/π, b310 =
k2

2π
=

π

2d2−
, Φ1n(0, k) = − τ

2

2π
= − π

2d2−
.

Sines and cosines in last summand are selected in such way because Dn
yG should satisfy conditions (1).

Let’s notice that the first summand has imaginary part and no k-singularity for G+ and has no imaginary part but
k-singularity for G−.

3.3. Calculating

Boundary problems for vji
(x
a

)
from (3) can be obtained by the following manner. We substitute the series (3)

and (2) into the Helmholtz equation (for k = ka) and then change variables ξ =
x

a
. The coefficients in the terms with

the same powers of a and ln
a

a0
should be equal. Hence, we obtain the following problems:

∆ξvji = −
j−3∑
p=0

[p/2]∑
q=0

Λpqvj−p−2,i−q, ξ ∈ R2\γ,

vji = 0, ξ ∈ γ,
(6)

where γ = {ξ|ξ2 = 0 ∧ ξ1 ∈ (−∞;−1] ∪ [1; +∞)} and Λpq are the coefficients of the series:

k2a =
∑
p

∑
q

Λpqa
p lnq

a

a0
.

We can notice for future that (6) gives us the homogeneous Laplace equation for v10 and v20 but for v30 we get the
inhomogeneous Laplace equation (Poisson equation) and it looks like ∆ξv30 = −k20v10 because of corresponding Λ00

value.
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As a next step, we need to introduce operator Mpq(U) – it changes variables in expressions U (ξ =
x

ε
, ln r =

ln ρ+ ln ε) and filters summand with εp lnq
ε

ε0
ϕ(ξ). Also Mp =

∑
q
Mpq , it is used to get all summand with εp.

4. Calculating of k20

Let’s find summand of order a1 from (3) using this operator.

a−1M1

(
−

√
π2

d2−
− k2a · P1G

+(x, 0, ka)

)
=

1

π
k20a

(1)
10 ρ
−1
(

cos θ +
α

2
sin θ

)
, (7)

a−1M1

(√
π2

d2−
− k2a · P1G

−(x, 0, ka)

)
= − 1

π
k20a

(1)
10 ρ
−1
(

cos θ − α

2
sin θ

)
+ ρ sin θ · a

(1)
10 C

2
1 sin2(d+ν)ν2 cos2(d−ν)

2
.

(8)
To find v10, we use the following lemma:

There exist harmonic functions Yq1(ξ), Yq2(ξ) in R2\(R\(−1; 1)), Yqs|R\(−1;1) = 0, Yqs ∈ W 1
2,loc(R2), which

have the following differentiable asymptotics by ρ, ρ→∞:

Yq1 =


−
∞∑
j=1

ρ−ja+qj cos jθ, ξ2 > 0,

ρqa0q cos qθ +
∞∑
j=1

ρ−ja−qj cos jθ, ξ2 < 0,

Yq2 =


−
∞∑
j=1

ρ−jb+qj sin jθ, ξ2 > 0,

ρqb0q sin qθ +
∞∑
j=1

ρ−jb−qj sin jθ, ξ2 < 0.

Each harmonic in R2\(R\(−1; 1)) function V that is 0 on R\(−1; 1) and has the order O(ρq) is a linear combination
of Yj1(ξ), Yj2(ξ), Yj1(ξ∗), Yj2(ξ∗) for j ≤ q, where ξ∗ = (ξ1,−ξ2).

To match terms increasing on ρ→∞ in according to (8) we shall select v10(ξ) in such way:

v10(ξ) =
a
(1)
10 C

2
1 sin2(d+ν)ν2 cos2(d−ν)

2b01
Y12(ξ).

Hence, matching terms of order ρ−1 sin θ in (7), (8) with Y can be used as follows:
a
(1)
10 C

2
1 sin2(d+ν)ν2 cos2(d−ν)b−11

2b01
=

α

2π
k20a

(1)
10 ,

b−11 = −b+11.

And finally:

k20 =
πC2

1 sin2(d+ν)ν2 cos2(d−ν)b−11
b01α

.

5. Calculating of k30

Process of calculating for next coefficient is not much different.
Positive powers of ρ appear from summands of order a2 in P1, P2, so:

a−2M2

(
−

√
π2

d2−
− k2a · P1G

+(x, 0, ka)

)
=

1

π
k30a

(1)
10 ρ
−1
(

cos θ +
α

2
sin θ

)
, (9)

a−2M2

(√
π2

d2−
− k2a · P1G

−(x, 0, ka)

)
= − 1

π
k30a

(1)
10 ρ
−1
(

cos θ − α

2
sin θ

)
+

+ρ2 cos 2θ · a
(1)
10 C

2
1 sin2(d+ν)ν3 cos(d−ν) sin(d−ν)

8
,

(10)

a−2M2

(
−

√
π2

d2−
− k2a · a · P2G

+(x, 0, ka)

)
=

1

π
k30a

(2)
10 ρ
−2
(

cos 2θ +
α

4
sin 2θ

)
, (11)
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a−2M2

(√
π2

d2−
− k2a · a · P2G

−(x, 0, ka)

)
= − 1

π
k30a

(2)
10 ρ
−2
(

cos 2θ − α

4
sin 2θ

)
+

+ρ sin θ · −a
(2)
10 C

2
1 sin2(d+ν)ν3 cos(d−ν) sin(d−ν)

2
.

(12)

In (9)–(12) we consider only summands with deg ρ ∈ {−1} ∪N , actually right side in (11) is not 0 of course.
Because of given positive degrees of ρ we shall select v20(ξ) in such way:

v20(ξ) = −a
(2)
10 C

2
1 sin2(d+ν)ν3 cos(d−ν) sin(d−ν)

2b01
Y12(ξ) +

a
(1)
10 C

2
1 sin2(d+ν)ν3 cos(d−ν) sin(d−ν)

8a02
Y21(ξ).

Hence matching terms of order ρ−1 sin θ and ρ−1 cos θ in (7), (8) with Y can be used as follows:

−a(2)10 C
2
1 sin2(d+ν)ν3 cos(d−ν) sin(d−ν)

2b01
(−a+21) =

1

π
k30a

(1)
10 ,

−a(2)10 C
2
1 sin2(d+ν)ν3 cos(d−ν) sin(d−ν)

2b01
(−a+22) =

1

π
k30a

(2)
10 ,

a
(1)
10 C

2
1 sin2(d+ν)ν3 cos(d−ν) sin(d−ν)

8a02
(−b+11) = − α

2π
k30a

(1)
10 ,

a
(1)
10 C

2
1 sin2(d+ν)ν3 cos(d−ν) sin(d−ν)

8a02
(−b+12) = − α

4π
k30a

(2)
10 ,

a+21 = a−21,

a+22 = a−22,

b+12 = −b−12.

Finally:

k30 =
πa+22C

2
1 sin2(d+ν)ν3 cos(d−ν) sin(d−ν)

2b01
.

Using other equations we can obtain relations for coefficients.

6. Calculating of k40, k41

As we noticed previously, equation (6) is homogeneous for v10(ξ), v20(ξ) but becomes more complicated for

next step. So we need to solve Poisson equation: ∆ξv30 = − π
2

d2−
v10, v30(ξ) = 0, ξ ∈ γ, γ = {ξ|ξ2 = 0 ∧ ξ1 ∈

(−∞;−1] ∪ [1; +∞)}.
Solution of this boundary problem can be presented as:

v30(ξ) = v̂30(ξ) + ṽ30(ξ),

where v̂30(ξ) is solution of homogeneous Laplace equation satisfying the boundary conditions (as we seek for previous
steps) and ṽ30(ξ) is particular solution of inhomogeneous Laplace equation satisfying the boundary conditions.

Let’s separate summands of order a3. To get all positive degrees of ρ it’s enough to consider P1, P2, P3. Analo-
gously to (9)–(12), we won’t get profit (except coefficients relations) considering any negative degrees except −1, so
we will consider only −1 from negative ρ degrees:

a−3M30

(
−

√
π2

d2−
− k2a · P1G

+(x, 0, ka)

)
= ρ−1

1

π

(
cos θ +

α

2
sin θ

)
· a(1)10 k40+

+ρ sin θ ·

−a(1)10 k20g
+
x + i

C2
1 sin2(d−ν)a

(1)
10 k20ν

2d−d+ cos2(d+ν)

2π
√
d2+ − d2−

−
−ρ cos θ

C2
1 sin2(d−ν)a

(1)
10 k20ν cos(d+ν) sin(d+ν)

2
,

(13)
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a−3M30

(√
π2

d2−
− k2a · P1G

−(x, 0, ka)

)
= −ρ−1 1

π

(
cos θ − α

2
sin θ

)
a
(1)
10 k40+

+ρ sin θ · a(1)10 k20g
+
− − ρ cos θ

C2
1 sin2(d+ν)a

(1)
10 k20ν cos(d−ν) sin(d−ν)

2
+

+ρ3 sin 3θ
C2

1 sin2(d+ν)a
(1)
10 ν

4 cos2(d−ν)

48
,

(14)

a−3M30

(
−

√
π2

d2−
− k2a · a · P2G

+(x, 0, ka)

)
= 0, (15)

a−3M30

(√
π2

d2−
− k2a · a · P2G

−(x, 0, ka)

)
= −ρ2 cos 2θ

C2
1 sin2(d+ν)a

(2)
10 ν

4 sin2(d−ν)

8
, (16)

a−3M30

(
−

√
π2

d2−
− k2a · a2 · P3G

+(x, 0, ka)

)
= −ρ−1

(
cos θ +

α

2
sin θ

)
·
[
a
(3)
10 b

(3)
10 k20 + 3a

(3)
10 b

(3)
01 k20

]
, (17)

a−3M30

(√
π2

d2−
− k2a · a2 · P3G

−(x, 0, ka)

)
=

ρ sin θ ·

[
−C

2
1 sin2(d+ν)a

(3)
10 k20ν

4 cos2(d−ν)

2
− C2

1 sin2(d+ν)a
(3)
20 k20ν

3 cos(d−ν) sin(d−ν)

2

]
+

+ρ−1
(

cos θ +
α

2
sin θ

)
·
[
a
(3)
10 b

(3)
10 k20 + 3a

(3)
10 b

(3)
01 k20

]
.

(18)

Separating summands with positive ρ degrees we can obtain the following representation for v̂30(ξ):

v̂30(ξ) = β11Y11(ξ) + β12Y12(ξ) + β21Y21(ξ) + β32Y32(ξ) + β̃11Y11(ξ∗) + β̃12Y12(ξ∗),
where:

β11 = −C
2
1 sin2(d+ν)a

(1)
10 k20ν sin(d−ν) cos(d−ν)

2a01
,

β12 =
a
(1)
10 k20g

−
x

b01
− C2

1 sin2(d+ν)a
(3)
10 ν

4 cos2(d−ν)

2b01
− C2

1 sin2(d+ν)a
(3)
20 ν

3 sin(d−ν) cos(d−ν)

2b01
,

β21 = −C
2
1 sin2(d+ν)a

(2)
10 ν

4 sin2(d−ν)

8a02
,

β32 =
C2

1 sin2(d+ν)a
(1)
10 ν

4 cos2(d−ν)

48b03
,

β̃11 = −C
2
1 sin2(d−ν)a

(1)
10 k20ν sin(d+ν) cos(d+ν)

2a01
,

β̃12 =
a
(1)
10 k20g

+
x

b01
− iC

2
1 sin2(d−ν)a

(1)
10 k20ν

2 cos2(d+ν)d−d+

2b01

√
d2+ − d2−π

.

Particular solution of inhomogeneous equation can be obtained using integrating:

ṽ30(ξ) = −π
2a

(1)
10 C

2
1 sin2(d+ν)ν2 cos2(d−ν)

2b01d
2
−

×
−1

2
b±11ρ ln ρ sin θ +

1

4
b+12 sin 2θ +

∞∑
j=3

b+1j
4(j − 1)

ρ2−j sin jθ, ξ2 > 0,

1

8
b01ρ

3 sin θ +
1

2
b±11ρ ln ρ sin θ − 1

4
b−12 sin 2θ −

∞∑
j=3

b−1j
4(j − 1)

ρ2−j sin jθ, ξ2 < 0.

Finally, we obtain the full solution:

v30(ξ) = β̃11a
0
1ρ cos θ − β̃12b01ρ sin θ+

+
π2a

(1)
10 C

2
1 sin2(d+ν)ν2 cos2(d−ν)

2b01d
2
−

·

[
1

2
b±11ρ ln ρ sin θ − 1

4
b+12 sin 2θ −

∞∑
j=3

b+1j
4(j − 1)

ρ2−j sin jθ

]
−

−
∞∑
j=1

(β11a
+
1j − β̃11a

−
1j + β21a

+
2j)ρ

−j cos jθ −
∞∑
j=1

(β12b
+
1j + β̃12b

−
1j + β32b

+
3j)ρ

−j sin jθ
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for ξ2 > 0 and

v30(ξ) = β11a
0
1ρ cos θ + β12b

0
1ρ sin θ + β21a

0
2ρ

2 cos 2θ + β32b
0
3ρ

3 sin 3θ−

−π
2a

(1)
10 C

2
1 sin2(d+ν)ν2 cos2(d−ν)

2b01d
2
−

·


1

8
b01ρ

3 sin θ +
1

2
b±11ρ ln ρ sin θ−

−1

4
b−12 sin 2θ −

∞∑
j=3

b−1j
4(j − 1)

ρ2−j sin jθ

+

+
∞∑
j=1

(β11a
−
1j − β̃11a

+
1j + β21a

−
2j)ρ

−j cos jθ +
∞∑
j=1

(β12b
−
1j + β̃12b

+
1j + β32b

−
3j)ρ

−j sin jθ

for ξ2 < 0.
Matching terms of order ρ−1 sin θ gives us:

α

2

(
1

π
a
(1)
10 k40 − a

(3)
10 b

(3)
10 k20 − 3a

(3)
10 b

(3)
01 k20

)
= −β12b+11−β̃12b

−
11−β32b

+
31−

π2a
(1)
10 C

2
1 sin2(d+ν)ν2 cos2(d−ν)

2b01d
2
−

·3b
−
13

8
⇔

α

2
· 1
π
a
(1)
10 k40 = −β12b+11− β̃12b

−
11−β32b

+
31−

3b−13π
2a

(1)
10 C

2
1 sin2(d+ν)ν2 cos2(d−ν)

16b01d
2
−

+
α

2
(a

(3)
10 b

(3)
10 +3a

(3)
10 b

(3)
01 )k20 ⇔

k40 =
2π

a
(1)
10 α

[
−β12b+11 − β̃12b

−
11 − β32b

+
31 −

3b−13π
2a

(1)
10 C

2
1 sin2(d+ν)ν2 cos2(d−ν)

16b01d
2
−

+
α

2
(a

(3)
10 b

(3)
10 + 3a

(3)
10 b

(3)
01 )k20

]
.

Imaginary part can be obtained from summand with β̃12:

Im k40 =
−2πC4

1 sin2(d+ν) sin2(d−ν)ν4 cos2(d+ν) cos2(d−ν)d−d+(b−11)2

α · 4(b01)2
√
d2+ − d2−

.

7. Conclusion

The suggested procedure can be continued to obtain terms of the asymptotic expansion of any order. The results
pertaining to the real part of the resonance, gives one an estimation of the shift of resonance with respect to the thresh-
old. These results can be useful for the description of “quantum waveguide – quantum dot – quantum waveguide”
systems. One can find such systems in different nanotechnological applications.
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The influence of non-magnetic defects of different sizes on the stability and anchoring of skyrmions in race track memory devices has been
investigated. The energy surface of the system was built on the basis of the generalized Heisenberg model, which includes exchange, Dzyaloshinskii-
Moriya interaction, anisotropy, and an external magnetic field. Minima and saddle points on the energy surface are used to estimate quantitatively
the stability and pinning effects for skyrmions. The activation energies for attachment and detachment of skyrmions from defects, collapse and
nucleation of skyrmions on a nonmagnetic impurity on a track of finite width are calculated. The joint effect of defects and the proximity of sample
boundaries on the stability and localization of skyrmions has been studied. It is shown that skyrmion race track memory can only work if the track
width is much greater than four times the skyrmion radius, and the spatial size of defects that can pin a skyrmion is small compared to its own size.
Otherwise, the skyrmion will annihilate instead of moving under the action of the spin-polarized current.
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1. Introduction

Domain wall racetrack memory (DW-RM) was proposed in 2008 [1] as an alternative to hard disk drive (HDD)
storage devices to prevent the use of slow mechanical parts and replace them with the movement of domain walls in
ferromagnetic nanowires. Since then, hard drives are being supplanted by solid state drives (SSDs) which store data in
semiconductor cells, that contain no moving parts and have a read/write speed much faster than HDD. DW-RM is still
under development. Many new designs have been proposed [2], which in particular promises higher storage densities
than SSDs, due to the three-dimensional organization of magnetic shift registers. After experimental observations of
magnetic skyrmions (Sks), they were proposed as a better alternative to domain walls (DWs) as a storage unit for
the magnetic racetrack memory [3]. Sks are chiral excitation-like particles ranging in size from a few nanometers to
micrometers [4] and are stable up to room temperature [5]. Sk’s small size makes them promising for data storage
applications [6, 7]. The first studies showed that the pinning by impurities for Sk is very low in contrast to the case
of DW [8]. Therefore, critical current density in Sk based racetrack memory (Sk-RM) for performing the shift in the
register can be much smaller than that of the DW-RM, and overall power consumption can be reduced. However,
theoretical calculations have shown that Sk can be captured by a non-magnetic impurity if the current density is
sufficiently small [9]. At present, the problem of the interaction of Sk with impurities is considered very important in
the context of the Sk-RM construction [10, 11].

Sk-RM memory control consists of several steps [12]. Each of them was implemented using at least one scheme:
writing [13], shift operation [14], and reading [15]. In order to design a reliable device, constrained geometry and
spatial defects should be taken into account from the very beginning. Thermal instability and Sk escape through the
boundary were considered in [16], demonstrating that for certain parameters Sk in the track lives hours and more.
Another important issue is the presence of impurities and point defects, which is usually considered an inevitable
disadvantage. A controllable pinning however can be a functional part of the Sk-RM design [17, 18].

Spin transfer torque (STT) is commonly used to move skyrmions in the Sk-RT memory. Although there is usually
a certain angle between the direction of the current flow and the velocity of the Sk, called the Hall angle, for certain
parameters, when the Hilbert damping is equal to the non-adiabatic STT parameter, the Sk velocity can be parallel to
the current [7]. For larger current density and multi-Sk states, more complex behavior such as the rotation of the Sk
lattices [19] may appear. Zero Hall angle can be achieved with antiferromagnetic Sk [11, 20] or antiskyrmions for a
specific direction of current flow [21, 22].

It is shown that various types of point defects have a different effect on Sk under the current flow. Local dis-
turbance of the anisotropy has little effect on the motion of Sk, since Sk moves around the impurities, avoiding their
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capture [8]. However, in disordered magnets with grain defects, new phases, such as Sk multiplication/annihilation
and Sk segregation, appear together with the localized and depinned Sk [23] phases. Nonmagnetic impurities can
capture Sk at low currents, but the pinning effect strongly depends on the parameters of the system. With certain
parameters, even infinitesimal currents can separate the skyrmion from the non-magnetic impurity [9].

Wide range of point impurities demonstrating anti- and ferromagnetic coupling with the host material was ana-
lyzed in [24] on the basis of ab initio calculations. Different local magnetization and other magnetic characteristic
make the impurity repulsive or attractive with respect to Sk, can give different stable positions within Sk, result in
different dynamics [25]. Several ways to use impurities in Sk-RM have been proposed. The Sk velocity can unexpect-
edly be increased in the presence of non-magnetic impurity [9] or a linear defect [26]. The impurities can be used to
make repelling and attractive rails for Sk guides [24, 27]. Simultaneous interaction of Sk with several impurities not
only change its velocity, but also may lead to new qualitative behaviour [23]. That means that the effect of the restrains
should be taken into account especially in restricted geometries such as Sk tracks. Recent modifications of the Sk-
RM with enhanced capabilities have more complex geometry than the original design, hence, the effect of geometric
frustration can be strongly pronounced in the devices, such as two-lane Sk-RM [28], or random access Sk-RM [29].

In this work, we study the interaction of Sk with an impurity inside a track of different widths. We show that
the track width significantly affects the Sk stability and the activation energies of pinning and depinning. The pinned
Sks in narrow tracks are not only less stable, but also have a greater barrier for dissociation. Since the critical current
required to overcome the activation barrier should have the same qualitative behavior [9], we have concluded that most
energy efficient Sk-RM devices should have a track width significantly greater than two Sk diameters. We also study
the effect of the size of an atomic-resolved non-magnetic impurity on the activation energies of annihilation/nucleation,
pinning/depinning processes. Sk remains stable even for impurities with a size of half the Sk radius. Both nucleation
and annihilation barriers decrease with an increase in the impurity size, which makes the formation of Sk on impurities
more probable, but the Sk decay rate also increases. The Sk attachment and detachment barrier increases with the
impurity size, making the pinning more strong. Since anchoring Sk in the read and write phase may be desirable,
this can be achieved by placing a sufficiently large non-magnetic defect at the appropriate location in the track. Both
increase of the impurity size and miniaturization of the track (for constant Sk size) lead to rapid growth of depinning
barrier and energy consumption by Sk-RM devices.

2. Method and simulated system

A thin magnetic film is modelled within the generalized Heisenberg model, which is a standard tool for Sk
simulation with atomistic resolution. Exchange interaction, Dzyaloshinskii-Moriya interaction, anisotropy energy and
Zeeman energy of interaction with an external field B are included in the total energy E:

E = −J
∑
〈i,j〉

Si · Sj −
∑
〈i,j〉

Dij · (Si × Sj)− µ
∑
i

B · Si −K
∑
i

S2
i,z, (1)

where summation is taken over all pairs 〈i, j〉 of nearest neighbours atoms, and over all atoms i of the triangular
lattice except for impurities. Here, J is the exchange parameter, Dij is the Dzyaloshinskii-Moriya vector lying in
the film plane perpendicular to the vector connecting atomic sites i and j, K > 0 is the anisotropy constant for easy
axis z perpendicular to the film, B is the external magnetic field parallel to the z-axis and Si is a three-dimensional
vector of unit length in the direction of the magnetic moment at the site i. The magnitude of the moment, µ, is
assumed to be the same for all sites; impurities are considered as holes without magnetic moments in the lattice. The
numerical values of the parameters correspond to experimentally observed skyrmions in the Pd/Fe/Ir(111) system:
µB = 0.093J , K = 0.07J , D = |Dij | = 0.32J , J = 7meV [30]. The parameters correspond to isolated free Sk of
radius 4a = 1.08nm, where a = 0.27nm is the lattice constant. To simulate a track of finite width we apply periodic
boundary conditions along the x-axis and assume free boundaries along the y-axis. Track length lx = 60a is the same
for all simulations and is large enough to avoid Sk self interaction through the boundary. Track width ly = Wa sin π

3
is a system parameter and varies from W = 19 to W = 61, where the smallest width corresponds to the smallest
stable Sk in the track, and for the largest W free boundary effect on the Sk energy is less than 0.007%. Nonmagnetic
impurities are simulated by removing some of the spins forming a single cluster.

(Meta)stable states correspond to local minima on the multidimensional energy surface defined by the equation
(1) for E as a function of the quantities determining the direction of all magnetic moments S. For the given set of
parameters the ground state corresponds to the ferromagnetic (FM) state with a perturbation near the impurity and
rotating moments on the free boundary. Sk on an impurity and free Sk form two metastable states, where the preferred
position of the impurity inside Sk is where the magnetic moments lie in the plane of the film. Sk shape is affected
by the impurity. Metastable states were computed using conjugated gradient method in Cartesian coordinates [31].
Activation barriers for transition between pinned, depinned Sk and FM phase were computed using minimum energy
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path (MEP), which gives the most probable transition scenario [32]. The maximum along the MEP determines the
first-order saddle point on the energy surface and the activation barriers between states. A variant of geodesic nudged
elastic band method [33] in Cartesian coordinates was applied to compute MEP with gradient at stationary points
smaller than 10−6J/rad.

3. Effects of impurity size and track width

We consider a non-magnetic impurity consisting of 1, 3, 4, 7 and 8 non-magnetic atoms or vacancies that form a
compact group on a two-dimensional triangular lattice. According to the previous studies [9], stable positions of the
impurity on the pinned Sk are given by the minima of the pinning potential, which roughly corresponds to the local
maxima of energy density of the free Sk, neglecting change of the Sk shape under pinning. The Sk on the cluster
of impurities tends to rotate and shift to maximize the sum of energy contributions of all spins in Sk replaced by the
vacancies. Fig. 1 shows the relative position of the Sk and the impurity corresponding to the minimum of energy. For
all considered sizes and shapes of the defect, the impurity cluster is located near the region, where the magnetization
vector lies in the film plane. For the elongated clusters the long axis tends to be along curve of constant energy density.
Such arrangement was observed experimentally by scanning tunneling microscopy for skyrmions in a PdFe bilayer on
the Ir (111) surface [34]. The energy of a Sk at an impurity, as our calculation shows, is lower than that far from the
defect, which may be the possible explanation, why Sks are often created on the impurities.

FIG. 1. Location of a skyrmion at non-magnetic defects consisting of (a) 1, (b) 3, (c) 4, (d) 7,
(e) 8 atoms, corresponding to the minimum energy. Arrows show in-plane direction of magnetic
moments, color denotes their out of plane component (red is for moment oriented along the external
field, and blue for the opposite orientation). Impurities are marked by green dots.

Previous research has shown that repulsion from the free boundary significantly affects the shape of Sk and its
stability up to disappearance of Sk metastable state for very narrow tracks [35, 36]. Despite the fact that Sk on the
impurity has lower energy than the free Sk, the activation barrier for collapse of the pinned Sk is also lower than for the
free one, making the pinned Sk less stable. In the proposed circuits [24], where Sk motion is directed by an impurities
chain, as well as in Sk-RM [3], both interaction with impurities and effect of the boundary simultaneously affect
Sk stability. The question arises how impurities in combination with track boundaries will influence the skyrmion
localization and collapse. To answer this question, we calculated the MEP and energy barriers for pinning/depinning
and for annihilation/nucleation processes for each impurity size shown in Fig.1. The MEPs for attachment of skyrmion
to seven-atomic impurity (1-2-3) and subsequent collapse (3-4-5) are shown in Fig. 2. Magnetic configurations along
the MEPs are shown in insets. The pinned Sk state (3) has lower energy than the free Sk (1) in all considered cases,
which in turn is significantly larger than the energy of the FM state meaning that the Sk phase corresponds to isolated
Sks. Energy of the transition state (TS) (2) for the pinning process depends on the defect size and is higher for larger
defects and narrower tracks. The energy of TS (4) for the annihilation process increases with the size of the impurity
as well as with the compression of the track. Relative energies of TS (2) and TS (4) depend on the system parameters
as will be shown below. Sk escape through the boundary is also possible, however the process typically proceeds in
two steps: the depinning and after that the escape, except of very narrow tracks. Escape of the free Sk through the
boundary was studied in [36], where crossover between collapse and escape is found depending on the external field.

The barriers for localization of a skyrmion on a defect (a) and for detachment from it (b) are shown in Fig. 3 for
various impurity sizes as a function of track width W . For any particular size of the impurity the pinning barrier is
less than barrier for the detachment, which is in agreement with the previous results [20, 36]. The difference in the
activation energies means that Sk will occupy nonmagnetic impurities if thermal energy will be enough to overcome
the barrier for attachment but not so large to dissociate from defect immediately.

Both barriers for the pinning of Sk to the defect and for the reverse process increase with the defect size. Therefore,
pinning and depinning are less likely for larger defects. The barrier for the pinning is practically independent of the
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FIG. 2. Curve 1-2-3 represents the MEP between a skyrmion far from the defect and a skyrmion
localized at a 7-atom nonmagnetic defect. Curve 3-4-5 represents the MEP between the skyrmion
localized at the defect and the FM state with impurity. The insets show magnetic configurations
along the MEPs. States 2 and 4 correspond to saddle points. Skyrmion is localized inside a track
with a width of 61 atoms.

width of the track, being slightly smaller for narrow tracks. On the other hand, the activation energy for detachment
rapidly increases when the track width becomes less than five Sk diameters, sharply enlarging the strength of fixation
of the defect in the narrow track. The effect manifests itself for nonmagnetic defects of all sizes, although it is less
pronounced for large defects. Since the critical current for the Sk motion over the nonmagnetic impurities can be
estimated by the depinning barrier, the overall energy consumption by Sk-RM will be significantly higher in narrow
tracks than for free Sks.

As track width is decreased, Sk decay rate became larger. When both the proximity of the sample boundary and
non-magnetic defects act on Sk, its stability is expected to decrease even more. The smallest track width at which a Sk
may exist increases with increase of the defect size, e.g. Sk localized at eight-atomic defect is not stable for W < 50,
but Sk on the single site defect is stable up to W = 20. The non-magnetic defect significantly reduces the activation
barrier for the collapse of a skyrmion in comparison with annihilation in a homogeneous medium. For example, the
barrier for the decay of a skyrmion on a defect of seven atoms is less than 1 meV; without such a defect on a track of
the same width, the barrier is 42 meV [35,36]. The energy barrier for the collapse decreases with track width for each
impurity size, as shown in Fig. 4a. The decrease is faster for smaller defects and becomes fast when the track diameter
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FIG. 3. Energy barrier for attachment (a) and detachment (b) of skyrmion from a defect of different
sizes, depending on the width of the track W.

FIG. 4. Energy barrier for annihilation (a) and nucleation (b) of a skyrmion on impurities of differ-
ent sizes depending on the track width W.

is less than five Sk for all defect sizes. This means that in narrow lanes, Sk is not only difficult to separate from the
defect, but Sk is likely to be destroyed during separation.

The nucleation barrier decreases with the size of the defect in the same way as the annihilation barrier. Therefore,
the state near the large defect is regularly perturbed creating new Sks and annihilating them. In the presence of a
depinning current, such impurity can be used as Sk generators. In contrast to the behavior of the activation energy for
the collapse, the nucleation barrier increases with decreasing track width (Fig. 4b); therefore, the Sk concentration in
narrow tracks will be extremely low. The influence of boundaries is less for localization-delocalization processes than
for collapse-nucleation ones, because the configuration of the lateral part of a skyrmion interacting with an impurity
changes weakly when a skyrmion is compressed by boundaries, while the entire skyrmion becomes elliptical and has
a smaller radius.

A pinned Sk can be removed from the impurity by current flow or it can come off due to thermal vibrations, but
it can also collapse during the process. In Sk-RM devices Sk collapse is undesirable, except of the read/write stages,
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FIG. 5. Dependence of energy barriers for the detachment of a skyrmion from a defect and for
annihilation of a skyrmion for various impurity sizes: (a) 1 atom, (b) 3 atoms, (c) 4 atoms, (d) 7
atoms, (e) 8 atoms on the width of the track.

FIG. 6. Upper row: Configurations along MEP for skyrmion annihilation at one-atomic impurity:
(a) initial minimum corresponding to skyrmion localized at impurity (b) saddle point (c) final mini-
mum corresponding to FM state with impurity. Lower row: Configurations along MEP for skyrmion
detachment from one-atomic impurity: (d) initial minimum corresponding to skyrmion localized at
impurity (e) saddle point (f) final minimum corresponding to skyrmion far from impurity.

hence the depinning barrier is expected to be lower than the collapse activation energy. The actual barriers relation is
however parameters dependent. The barriers for the Sk detachment and for the collapse at the impurity are compared in
Fig. 5 as a function of the track width. For small defects (consisting of one and three atoms), the track width determines
which process will be more probable: with a large width, the skyrmion is more likely to detach from impurity, and
with a small one, it more likely collapses. There is crossover between these processes, the corresponding track width
is the smallest one applicable in Sk-RM devices. For example, for one-atomic impurity the crossover occurs at the
track width corresponding to W = 21. For this situation Fig. 6 shows the magnetic configurations along the MEPs for
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collapse and for detachment from a defect: the initial state, the saddle point, and the final state. But, as shown in Fig. 5
c,d,e, if the defect is large, the barrier for collapse is always smaller than for detachment, and under random influences,
for example, due to thermal fluctuations, skyrmions will likely collapse without dissociation from the defect. Using
the activation barrier as a loose estimate for the critical current, we conjecture that Sk-RM is not functioning in the
presence of defects larger than width of Sk domain wall, approximately.
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1. Introduction

In general, the waveguides can be modelled by the Dirichlet Laplacians in infinite planar strips and multidimen-
sional layers, the spectra of which is a focus of many works in past decades. The problem is trivial as long as the strip
or layer is straight, because one can then employ separation of variables. However, already a local perturbation such as
bending, deformation, or a change of boundary conditions can produce a non-empty discrete spectrum. As examples of
possible perturbations, we indicate local deformation of the boundary condition [1,2], bending [3–6] or twisting [7,8]
the waveguide. Perturbation by adding a potential is considered in [9], and by a magnetic field in [10,11], or by a sec-
ond order differential operator as in [12]. The type of systems we are interested in is two adjacent parallel waveguides,
coupled by the windows cut out in a common boundary. The two-dimensional case was studied quite intensively, we
refer here to [13–20] (see also references therein). It was shown that the perturbation by the window(s) is a negative
one, i.e., it leads to the presence of the isolated bound states below the essential spectrum; the latter is invariant w.r.t.
to the window(s). In the case of one window, it was shown in [13, 15, 17] that widening the window one produces
more and more isolated eigenvalues. They appear when the windows length passes through certain critical values;
this phenomenon was studied in detail and the asymptotics expansions for the emerging eigenvalues were obtained,
see [13, 15, 19]. In the three-dimensional case of window-coupled layers, it was shown that a small window generates
one simple isolated eigenvalue emerging from the threshold of the essential spectrum [18]. This work also contains
two-sided asymptotic estimates for the eigenvalue. The asymptotic expansion for this eigenvalue has been constructed
formally in [21]. In the present work, we present a number of numerical results for two adjacent layers in R3, coupled
through holes in the common boundary. Such a system was studied in [22], where it was shown that the window
produces eigenvalues emerging from the threshold of essential spectrum, as the window passes through certain critical
shapes. We continuously change window shape and look at evolution of bound states with fixed number and position
of nodal domains. The questions concerning to number and position of nodal domains for the Dirichlet Laplacians
are a point of active research. The first step was Courant’s nodal theorem, and since then, various different cases have
been investigated, such as nodal domains for quantum graphs ( [29, 30]) and in a sphere ( [31]). Also, within this
geometry, we consider a case of two particles, with different shapes of a window. We make numerical calculations,
with the application of Hartree–Fock estimation method (for the Hartree approximation accuracy, see [28]). As for
previous studies of the multi-particle problems in deformed waveguides, see, e.g., [23–27]. We are concerned with the
following two questions: how the energies of bound states and number/position of nodal domains are dependent on
shape of a window and what is the relation between one and two-particle cases.

2. Hartree–Fock approach

Let us describe the Hartree–Fock model and algorithm.
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We start with the Hamiltonian

Ĥ =
∑
k

(−∆k + Uk) +
1

2

∑
j, k

j 6= k

Vjk =
∑
k

Ĥk +
1

2

∑
j, k

j 6= k

Vjk, (1)

where ∆k =
∂2

∂xk2
is the Laplace operators, acting on coordinates xk of the k-th particle, Uk is the potential of

the external field, Vj,k is the potential of particles interaction, Ĥk = (−∆k + Uk). Then, we should approximate
many-particle wave function by the Slater determinant:

Ψ (x1, x2, . . . , xn) =
1√
n!

∣∣∣∣∣∣∣
ψ1 (x1) . . . ψn (x1)

. . . . . . . . .

ψ1 (xn) . . . ψn (xn)

∣∣∣∣∣∣∣ , (2)

where ψk are single-particle wave functions and xk = (rk, sk), where rk and sk are the spatial and spin coordinates
of the k-th particle. Following the Hartree–Fock method, we insert (2) in (1) and use variation of energy functional〈

Ψ
∣∣∣ ĤΨ

〉
to get the Hartree–Fock equations:Ĥk +

∑
j,j 6= k

∫
ψ∗j (xj)Vjkψj (xj) dxj

ψk (xk)−

−
∑

j,j 6= k

(∫
ψ∗j (xj)Vjkψk (xj) dxj

)
ψj (xk) = Ekψk (xk) .

(3)

Then, we should consider the spin of the particles. We ignore the spin-orbit interaction. Let n↑ be the number of
particles with spin 0.5 and n↓- particles with spin −0.5. The wave functions of these particles are ψ↑k and ψ↓k. Then,
due to independence of Vjk from the spin variable, one has∫

ψ∗j (xj)Vjkψk(xj)dxj = δsjsk

∫
ψ
∗sj
j (rj)Vjkψ

sk
k (rj)drj , (4)

where δsjsk is the Kronecker symbol, indices sj , sk take values ↑, ↓.
As an interaction potential, we use the delta-potential: Vjk = Uδ(rj − rk), where U is a constant. Using the delta-
potential and (4), from (3) we get the following system:

Hkψ
↑
j (rk) + U

∑n↓
j

(∣∣∣ψ↓j (rk)
∣∣∣2 ψ↑k(rk)

)
= E↑kψ

↑
k(rk), (k = 1, .., n↑),

Hkψ
↓
j (rk) + U

∑n↑
j

(∣∣∣ψ↑j (rk)
∣∣∣2 ψ↓k(rk)

)
= E↓kψ

↓
k(rk), (k = 1, .., n↓).

(5)

To solve the system, we used the following iterative algorithm:
(1) Find one-particle stationary solutions for a case of potential Uk = Fzk and arbitrarily choose N solutions as

initial approximations for ψi (xi).
(2) For each particle, calculate a potential Pi = U

∑
j

|ψj (xj)|2, where sum includes particles with the opposite

spins, then, use it to calculate a set of solutions.
(3) From each of N sets choose a bound solution. (Here we can use arbitrary additional criteria, to speed up the

process.)
(4) Check if new solutions are close enough to previous ones. If not, return to step 2.

3. Results

The system we are studying consists of two adjacent infinite 3D layers of constant width, with a common border.
In the common border there is a window, connecting two layers. We consider bound states for systems of one and
two particles with delta interaction. On the borders of layers, we assume the Dirichlet boundary condition. The main
focus of the study is the relation between shape of a window and energies of bound states. We consider two types of
windows: elliptic windows and windows shaped like Cassini ovals (peanut-shaped), which transform into two separate
circular windows. We show the dependence of bound state energy E as a function of parameter d, which in the case
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FIG. 1. Examples of bound state types, as a 2D slice along window’s plane. Labels: 1 – one, 2 –
two, 3 – transversal two, 4 – three, 5 – square four, 6 – row four, 7 – ring.

FIG. 2. Energies of different one-particle types of states as functions of distance between foci of
Cassini ovals. The faint lines represent energies of the same type for the elliptic window of the same
width. All windows have the same area. The types are labeled according to the enumeration in
Fig. 1. Shapes of the windows are shown below the d axis.
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of Cassini ovals, represents a distance between oval foci and for two apertures it is a distance between their centers.
Ellipses are chosen to match Cassini ovals’ width. All windows have the same area.

First, we consider the case of one particle. If we examine 2D slice of eigenfunctions through the plane of a
window, we can distinguish a number of persistent types of solutions, categorized by the number and position of nodal
domains. The Courant’s nodal theorem states that for the Dirichlet Laplacian, the number of nodal domains can not
exceed the index of a state in a list of all states, sorted by eigenvalues. In our case, we will first follow seven types,
which are shown in Fig. 1. These types of bound states show consistent behavior with change of parameter d and
their energies change in different ways, according to the geometry of the type. Results for the cases of an elliptic and
Cassini oval shaped windows are shown on the Fig. 2.

As we can see, for the most types, bound levels tend in the positive direction with the increasing deformation of
circular window, but for certain types, it is reversed. Let us note some features. The first two states For Cassini ovals
converge to the same energy, because the first state evolve in a copy of the second, but with both peaks pointing in the
same direction. The transversal two (3) and the three (4) types are affected by the final Cassini evolution most of all
(the energy of the former for the last aperture is too high for the shown range), because their constant-sign zone is in
the center and deformed by the closing gap. With the further closing of a bridge, type (4) will get closer to type (6),
but in conformity with the Courant’s theorem, will not exceed it.

For the two-particle system, we consider the Cassini oval window, and look at the lowest bound energy level for
the different strengths of delta interaction (see Fig. 3), and compare it to the first two levels from the Fig. 2. We also
extended the deformation of the window, adding three states with two circular windows at the end. For the case of
two holes, all different strengths have indistinguishable on our scale levels. The plot shows that with the increase of
interaction strength two particle states tend from first, toward second type of state. The energy for two holes is almost
independent on the distance between the holes.

FIG. 3. Lowest bound energies for two particles. Dotted plots represent the first two one-particle
types for Cassini Windows from Fig. 2 for comparison, which differ because of different precision
for the case of more complex computation. Grey lines represent energies of each particle in low-
est two-particle bound states, each line corresponds to different strength of delta-interaction. The
strengths used: 30, 50, 85, 140, 250, 500, 1000 (arbitrary units) from the lowest to the highest line
respectively. For the case of two separate circular openings all strengths have very similar energies,
plotted in the right part.

On the Fig. 4 we compare the energies of elliptic bound state with the Cassini ones for the same interaction
strength. The plots for different interaction strengths show the same relations.
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FIG. 4. Comparison of two particle bound state energies for elliptic window (solid line), with
corresponding levels for Cassini oval window (dotted line).
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Minimum energy path (MEP) is an important tool for computation of activation barriers and transition rates for magnetic systems. Recently, new
methods for numeric computation of MEP were proposed based on conjugate gradient and L-BFGS methods [1] significantly improved convergence
rate compared to nudged elastic band (NEB) method. Due to lack of strict mathematical theory for MEP optimization other more effective methods
are expected to exist. In this article, we propose a machine learning based approach to search for MEP computation methods. We reformulate the
NEB method as a differentiable transformation in the space of all paths parametrized by a family of metaparameters. Using rate of convergence
as the loss function, we train NEB optimizer to find optimal metaparameters. This meta learning technique can be the basis for deriving new
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1. Introduction

Magnetic systems are prominent candidates for the implementation of high-density storage and computing de-
vices [2, 3]. The manufacturing of reliable magnetic devices is possible only using materials such that lifetime of
metastable states carrying the information is long, but the states can be created and annihilated cheaply due to an ex-
ternal control such as spin current [4,5]. Since the desirable lifetime is many orders of magnitude larger than the period
of the Larmor precession, direct simulation of stochastic dynamics is not suitable for the decay rate estimation [6–11].
State of the art transition rate estimation is based on transition rate theory [12–15]. The two most two challenging
tasks of the lifetime estimation, both in harmonic transition state theory and in Langer’s theory, are computation of
determinants of Hessian matrix of energy (an analog of the partition function) and computation of the transition state
itself [12, 16]. The transition state can be computed by an undirected search as an arbitrary first order saddle point
on the energy surface using dimer method and similar approach [17–19]. The methods unfortunately do not return
transition states of minimal energy, therefore the methods are of limited use for the activation barrier calculation. The
activation barriers between two known metastable states are commonly computed by minimum energy path (MEP)
based methods, such as nudged elastic band (NEB) [20–27]. Despite the high popularity of these methods, the math-
ematical theory of optimization methods for MEP evaluation is not well established, which is partially related to the
multi-objective nature of the optimization, where the energy of each image on the path should be optimized as well as
distribution of images along the path. Although higher order methods for MEP computation exist, such as conjugate
gradient or L-BFGS [1], the steepest descent based method is still widely used. Due to lack of the mathematical theory,
the optimization methods suffer from instability and poor choice of optimization parameters.

In recent years optimization theory, especially gradient based methods, gained acceptance due to the wide spread
of machine learning methods. The right choice of the training method and meta parameters reduce training time and
sometimes make problems tractable, which are not solvable by other means. Methods for tuning of optimization
parameters for a specific class of problems belong to a subfield of machine learning called meta learning or learning
to learn. In this article, we propose to use a meta learning approach to improve parameters of NEB method for MEP
computation of magnetic systems.

There are several approaches to meta learning or in other words to optimization of the training procedure by
machine learning techniques. In [28], genetic algorithms were used to speeding up the learning rate by changes of
the learners policy based on “success-story algorithm”. Meta-neural network approach in [29] demonstrated great
potential to replace standard optimizer methods with neural network that was trained for solving optimization tasks.
In [30], the automatic tuning of parametric learning rules is shown to lead to better generalization properties for the
model. A new method for boosting up learner’s average reward based on the inductive bias is proposed in [31] thus
reducing the average number of interactions during training. A new type of neural network layers, called long short
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term memory (LSTM), was introduced in [32]; the layer has a memory of events and improves adoption using historical
data. Meta learning techniques were used to perform better generalization for training not only for single task but for
groups of tasks with similar structure [33]. The meta learning approach can boost the training of neural network on
large scale datasets [34]. In [35], it was shown that neural networks can be substituted for classical training algorithm
in a wide range of applications. The widely used Adam training method [36] can be considered as kind of the meta
learning, since it tunes its parameters according to the training history. The Adam method outperforms non-adaptive
methods such as stochastic gradient descent and more primitive adaptive methods such as AdaGrad. A general strategy
for training optimizers for black-box systems based on reinforcement learning was stated in [37, 38], the approach
demonstrated good generalization ability. Studies in optimization of hyper parameters for neural networks with LSTM
layers allow us to conclude that such architecture can boost up convergence rate in lot of application [39–42].

In the section 2 we recall basics of harmonic transition state theory for magnetic systems and give review of
methods for MEP calculation focusing on NEB with improved tangent (IT) estimate. Then in the section 3 we modify
IT-NEB to be suitable for machine learning, introduce criteria of comparison of discretized MEP, and implement a
meta learning method to improve rate of convergence of the modified IT-NEB method.

2. Magnetic system transition state theory

In the Heisenberg model, states of magnetic system are defined by vectors of magnetic moments Mn, where n
is an atom of the lattice. Length µn of every vector is assumed to be fixed, since its relaxation time is much shorter
than period of Larmor precession, therefore the state is convenient to express in terms of moments orientations Sn,
Mn = µnSn. When doing analysis of chiral states in magnetic systems, it is common to consider energy of the system
given by the following quadratic form [8, 9]:

E[S] = −
∑
〈n,k〉

Jn,kSn · Sk −
∑
〈n,k〉

Dn,k · (Sn × Sk)−
∑
n,m

Km(Km · Sn)2 −
∑
n

Hn · Sn,

where the summation is taken over pairs of interacting atoms 〈n, k〉, Jn,k are Heisenberg exchange constants, Dn,k are
Dzyaloshinskii-Moriya vectors, Km and Km are easy axis or easy plane anisotropy constant and vector respectively,
Hn is the external magnetic field. Since the length of the direction vectors are restricted by constraints S2

n = 1,
special efforts should be undertaken to satisfy the constraints. The simplest way is to introduce spherical coordinates
φn, θn: Sn = (cosφn cos θn, sinφn cos θn, sin θn). The spherical coordinates approach suffers from singularities
near the poles θn = ±π/2, which leads to loss of precision in optimization and may ruin convergence; in this case,
trigonometric functions are involved in the computation, thus reducing its speed. There are more advanced approaches
that do not have these disadvantages, e.g. Cartesian coordinates based approach with Lagrange multipliers [16], an
approach utilizing stereographic projection coordinates [43], rotation matrix based formulation [1]. In the article we
will use spherical coordinates to facilitate idea of machine learning and avoid details of implementation of the advance
methods.

In the thermal equilibrium with temperature T , the distribution of states is given by Boltzmann distribution with
probability density: ρ(S) = Z−1 exp(−E[S]/(kBT )), where Z is the partition function. The magnetic system
typically has many metastable states, such as ferromagnetic state, domain walls, skyrmions, skyrmionium, bag of
skyrmions and other exotic particle-like states [43]. The states (especially domain wall and skyrmions) are proposed
to be used as information carrier for magnetic data storage and processing devices [3–5]. To ensure operability of
the devices, the metastable states should have long enough lifetimes, but they also should be easily annihilated and
created in a controllable way to write the information. Stochastic dynamics of the magnetic systems can be simulated
numerically integrating LandauLifshitzGilbert (LLG) equation [44]:

dSn
dt

= −γSn ×Hn + γαSn ×
dSn
dt

+W (t), Hn = −E[S]

∂Sn
+ τn,

where γ is the gyromagnetic ratio, α is the damping constant, W (t) is the thermal noise, and H is the effective
magnetic field including torques τ due to spin currents. The direct simulation of the dynamics is not suitable for
transition rate computation, since typically, the transitions are very rare events [8, 9]. Although there are attempts
to solve the problem by path sampling [45], the widespread approach is transition state theory (TST). In TST, the
probability to leave the state within a given time is estimated as the product of probabilities to be in the vicinity of
the transition state and the probability to cross the dividing surface. Commonly, the transition rate is derived in the
harmonic approximation giving rise to harmonic transition state theory [13] and Langers theory [6, 14]. In harmonic
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transition state theory the transition rate is expressed as:

κ =
κdynκent

2π
e
− ∆E

kBT , κent =

√
detHMS

|detHTS |
,

where ∆E is the activation barrier, that is, the difference between the energy of the transition state (TS) and the
metastable state (MS). The entropy prefactor is expressed in terms of determinants of the Hessian matrices HTS and
HMS of energy at TS and MS, respectively. The dynamical prefactor is expressed in term of the eigenvector of
Hessian corresponding to the negative eigenvalue (HTST, see details in [16]), or it equals to the positive eigenvalue
of the matrix of the linearized LLG equation (Langer’s theory). Computation of the determinant of the Hessians
is the most challenging part in the formula, however recently a fast algorithm for computation of the determinants
was proposed in [16] suitable for local interactions; long range dipole-dipole interaction probably can be taken into
account by introducing a demagnetizing field [46]. Another important ingredient of the computation is search of TSs,
which are first order saddle points on the energy surface. There are two main classes of methods for TS computation:
undirected methods and minimum energy path (MEP) based methods. Undirected methods start from an initial state
(commonly a metastable state) and follow minimum energy mode until the state is attracted to a TS, see e.g. dimer
method [17] and review [18, 19]. Undirected methods are suitable, when resulting state of transition is not known.

For analysis of transitions between two given metastable states, MEP is the primary tool [20]. By definition
MEP is a continuous path in the state space, connecting the metastable states, such that maximum of the energy on
the path is the smallest among all possible paths. The maximum of the energy on the path is TS, clearly the TS is
a first order saddle point of energy. According to the definition, the MEP is not unique, since essentially only the
maximum is fixed. To restrict the set of MEP, it is common to assume that all point of the MEP obtain higher energy
under variation of the path, hence all the points of the PATH have lowest possible energy. Since energy functional is
generally quite complex, MEPs are computed by numerical methods. The path is discretized, introducing finite set of
states (called images) along the path. The discretized path is called MEP, if for every image Sk = (Skn) = (θkn, φ

k
n)

on the path projection of the effective field onto the orthogonal plane to the path equals zero [47]:

Hk⊥ =
∂E[Sk]

∂Sn
−
(
∂E[Sk]

∂Sn
· τn
)
τn = 0 ∀n, (1)

here τn is the unit tangent vector to the path. The two main problems of the definition are readily seen in the definition
of the discrete MEP: (1) the energy is not necessarily monotone between neighbor images, hence energy barrier can be
missed; (2) the tangent τn is not known explicitly and should be estimated numerically. To find the MEP numerically,
an analog of the steepest descent method can be used, but special attention should be paid to avoid drift of images
toward metastable states. The nudged elastic band method does iterations of the following form [47]:

Sk 7→ Sk − γHk⊥ + µekτk, ek = dist(Sk+1, Sk)− dist(Sk−1, Sk), (2)

where ek are quasi-elastic forces, µ is the elasticity constant and γ is optimization step size. To ensure that TS will be
among images on the path, so called climbing image modification of NEB is used, where for the image with largest
energy, the component of the energy gradient parallel to the path is not eliminated but inverted [21, 24]:

Hk⊥,CI =
∂E[Sk]

∂Sn
− 2

(
∂E[Sk]

∂Sn
· τn
)
τn = 0 ∀n,

forcing the image to move towards the TS. The optimization technique is successfully used for computation of ac-
tivation barriers in the chemical reactions [22, 48, 49] as well as for magnetic systems [12, 50] and many others. A
modification of the method for computation of only part of the MEP was proposed in [51], which is suitable for
analysis MEP having TS much smaller than meta-stable states.

The naive tangent estimation τn using the central difference, unfortunately, makes NEB unstable, especially for a
large number of images. The stability of method can be improved using direction to the neighbor image of the higher
energy as an approximation to the tangent [24]. The maximum of energy along the path should be treated separately
to avoid jumps when another image becomes maximum. According to [24], the tangent estimate can be chosen as
follows:

τn =


τ+n , if En+1 > En > En−1,

τ−n , if En+1 < En < En−1,

τ+n ∆Emax
n + τ−n ∆Emin

n , if En+1 > En−1,

τ+n ∆Emin
n + τ−n ∆Emax

n , if En+1 < En−1,

(3)
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(a) (b)

FIG. 1. (a) Energy surface for single spin system with easy axis x anisotropy K1 = 1 and easy
plane anisotropy K2 = −2 with axis z. MEP is shown by star markers. Initial approximation of the
path is marked by dots. (b) Decay of loss L during training. Lower blue dots are loss on the training
set. Upper red dots are loss on the test set. Training set consists of 100 paths, and is regenerated
every 20 steepest descent iterations. The convergence rate was improved 20 times over the 200
epoch.

where the last two cases are applied if n is either maximum of minimum of energy on the path, τ+n = Sn+1 − Sn,
τ−n = Sn − Sn−1 are right and left tangents at the image n, En = E[Sn] is energy of the image n,

∆max
n = max(|En+1 − En|, |En−1 − En|), ∆min

n = min(|En+1 − En|, |En−1 − En|).

The choice of the elasticity parameter µ is somewhat arbitrary, and is said to not affect results significantly.
However, in practice, the right choice of the elasticity parameter is crucial, since too large or too small value of µ ruins
convergence, creating kinks on the path. Instead of elastic forces that push images toward their equidistant distribution,
images can be redistributed every few optimization steps using linear interpolation of the path choosing uniform grid
of local coordinates on the path, the method is known as the string method [25, 26]. The string method does not have
arbitrary constants, but the redistribution step does not play well with higher order methods.

The NEB method can be used as a basis for gradient based method of second order. Interpreting equation (2) as
steepest descend step S 7→ S − γg, where g is a quasi-gradient, one can apply conjugate gradient (CG) or L-BFGS
method with g used instead of the gradient to obtain a higher order method. It seems that there is no potential function
f such that g = ∂f/∂S. Nevertheless both CG and L-BFGS methods demonstrate convergence, reducing optimization
time in orders of magnitude [1].

Although methods for computation of the discrete MEP are widely used, their mathematical basis is far from
being well established. While attempts are being made to apply variations of classical methods to MEP calculation,
which is beyond the scope of the methods, the specialized methods for paths optimization are waiting to be discovered.
The two features of the problem make discovery of the methods complicated: (1) the absence of a single functional for
optimization (instead energy of each image is optimized separately) and (2) the need of simultaneous minimization of
energy and equalization of images along the path. However, given a parametrized family of optimizers (implementing
e.g. NEB method), the best optimizer can be found using machine learning techniques.

3. Training of optimization

To apply machine learning techniques for optimization of an algorithm, the algorithm must be expressed in terms
of a parametrized family of transformations, which must be differentiable, as well as the loss function. The NEB
method can be formulated as transformation M acting on paths, defined by the equation (2). We do not update the
end points assuming that they are already relaxed to metastable states. Projected gradient defined by (1) and spring
forces defined by (2) are differentiable function of its arguments, but improved tangent estimate given by (3) is not
smooth. Here we introduce an analog of the improved tangent estimate from [24], but in a differentiable manner. We
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FIG. 2. Convergence of NEB for (upper row) initial set of parameters γ = 0.01, µ = 1, β = 3;
(bottom row) for optimized parameters γ = 0.077, µ = 1, β = 3, estimated for 100 random
paths. Left column: rate of convergence as function of the iteration number. Red lines represent
minimum and maximum values, dotted line is the mean value, yellow lines are 10 and 90 percentile.
Optimized parameters result in 20 times faster convergence. Center column: error of the activation
barrier estimation as function of iteration number. Lines show all percentiles from 0 to 100 with
step 10. Right column: activation barrier estimation error ∆k+1 on the next step as function of
the error on the previous step ∆k. Red dotted lines show sublinear convergence region. Optimized
parameters give better convergence for large errors, however the optimization invalidates superlinear
convergence in the limit of small errors, due to the definition of the loss depending only on finite
number of iteration steps.

redefine the tangent estimate τn as a linear combination of left τ− and right τ+ tangents τn = a+n τ
+
n + a−n τ

−
n , where

the coefficients a+ and a− are functions of the energy grows rate on the adjacent segments:

a+n = W

(
∂E[Sn]

∂S
· τ−n ;

∂E[Sn]

∂S
· τ+n

)
, a−n = W

(
−∂E[Sn]

∂S
· τ+n ;−∂E[Sn]

∂S
· τ−n

)
.

We defined the weightW as a function of the gradient, which allows us to completely avoid energy computation during
optimization, in contrast to the approach of [24]. The weight function W should select the right tangent if the energy
increases at the image, be a smooth function and have symmetry with respect to path inversion; the assumptions are
formalized as following natural conditions:

(1) (smoothness) W (a; b) is an analytic function of a and b.
(2) (being a weight) W (a; b) ≥ 0 and W (a; b) +W (−b;−a) = 1 for all a and b ().
(3) (stabilization of NEB) For positive a and b the right tangent is selected, that is W (a; b) ≈ 1.

All the conditions are satisfied by the family of functions

W (a; b) =
eβa + eβb

eβa + e−βa + eβb + e−βb
,

parametrized by β > 0. For a, b → 0, the tangent estimate is close to the central finite difference, that is, W (a; b) ≈
1/2 regardless of signs of the arguments, which is different from the approach of [24]. However, the estimate coincides
with the right tangent,W → 1, as a, b→ +∞. The parameter β controls sensitivity ofW to the value of its arguments.

The NEB transformation M defined above depends on three parameters: step size γ, elasticity µ and smoothness
of the tangent β. Whereas γ can be in theory estimated using e.g. Barzilai-Borwein method, the choice of µ and β
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is unclear. We suggest to consider the mapping M as an artificial neural network with weights (γ, µ, β) and train it
using machine leaning techniques to obtain the best convergence. According to definition of MEP as a continuous
path, the maximum of energy along the path should be minimal among all the paths. Hence the optimality of the
path is expressed by the value Q[S] = maxtE[S(t)] (smaller is better), where t runs all over the path and S(t) is
the continuous path obtain by linear interpolation of the discrete path Sk. We expect any optimization method for
MEP computation to decrease Q-value doing its iterations. Suppose initial approximation to the MEP is given by
path S(1), the path gradually optimized by the sequence of transformations S(k+1) = MS(k). Denote by ∆(k) the
value of overestimation of the energy barrier: ∆(k) = Q[S(k)] − Q0, where Q0 = minS Q[S] is the true height of
the activation barrier. The rate of convergence is given by the ratio ρ(k) = ∆(k+1)/∆(k). It is desirable to have
superlinearly convergent method, that is limk→∞ ρ(k) = 0. In practice we do only finite number of optimization steps,
therefore we want all ρ(k) to be as close to zero as possible. We define the loss function as mean of logarithms of the
rates:

L[S(0)] =
1

K

K∑
k=1

ln ρ(k),

where only first K iterations of the method are considered. We said the parameters (γ, µ, β) are optimal, if they
minimize loss function:

L = argmin
γ,µβ

E(L[S(0)]),

where the expectation value is taken for some distribution of paths near the MEP. The expectation value is estimated
by arithmetic mean of L[S] values for a set of random paths (p)S:

L ≈ 1

P

∑
p

L[(p)S].

For computation of the maximum Q along the piecewise linear path defined by images Sk, we apply a combination of
golden section search and successive parabolic interpolation on each line segment SkSk+1. We perform optimization
of the parameters by steepest descent:

γ 7→ γ − ν ∂L
∂γ

, µ 7→ γ − ν ∂L
∂µ

, β 7→ γ − ν ∂L
∂β

,

with the step size ν estimated by Barzilai-Borwein method.
The explicit form of derivative of L with respect to the parameters are quite complicated, therefore we use au-

tomatic differentiation to obtain the derivatives. The transform M was implemented in Python, and JAX library [52]
was used to compute gradients and JIT compile functions. Due to extreme complexity of the gradient of the loss (we
differentiate the algorithm for computation of maximum Q along the path and iterations of NEB method) and hard-
ware limitations, we consider a simple case of single magnetic spin with easy axis anisotropy K1 > 0 having the axis
K1 = x, and and easy plane anisotropy K2 < 0 having the axis K2 = z. Since NEB does not take into account exact
form of the energy and number of degrees of freedom, the result should be qualitatively the same for general magnetic
systems. Energy of the considered system has the following forms in the Cartesian and in the spherical coordinates:

E[S] = −K1S
2
x −K2S

2
z = −K1 cos2 θ cos2 φ−K2 sin2 θ.

The system has two metastable states (Sx, Sy, Sz) = (±1, 0, 0) (or in polar coordinates (θ, φ) = (0, 0) and (0, π))
having energy −K1. The transition states are at the points (Sx, Sy, Sz) = (0,±1, 0); the energies of the both TS are
the same and equal to −K2. The MEP in the case lies in the Oxy plane avoiding problematic poles θ = ±π/2. Since
we want NEB to reduce error in MEP estimation, and NEB has no proven convergence for arbitrary initial paths, we
train and test our optimization method on the ideal MEP with position of points perturbed no more than 5% of the
path length as shown in Fig. 1(a). Path consisting from 8 to 14 images were considered, demonstrating a qualitatively
identical convergence pattern. We ran the optimization for the 200 epoch 20 iterations each in batches of 100 paths
regenerated for each epoch. The loss function is computed using mean convergence rate estimation doing 5 iterations
of the modified IT-NEB method. According to our tests, the initial NEB parameters can be chosen arbitrary, except
for too large values of γ, where the NEB method diverges, and too small values of µ, when NEB is unstable. The
loss function decrease history is shown in Fig. 1(b) for the initial parameters γ = 0.01, µ = 1, β = 3. In the 200,
epoch the convergence rate was improved 20 fold. Inspection of the gradient of loss function shows that the value of
β is least significant for convergence rate. The value of µ affects the convergence only slightly, but it is important for
stability of the method, which was not a subject of study of the current article.

Due to hardware restrictions, the considered loss function takes into account only rate of convergence of several
first iterations of NEB method, therefore long time convergence of the method can be different. One of the reasons
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to expect different behavior is change in the shape of the path, which is not covered by our ansatz on distribution of
paths in the training set. Another possible issue in the real usage of NEB method is that initial approximation of the
path can be very different from the actual MEP. We made benchmarks on the bended path doing 60 iteration of NEB
with initial set of parameters and optimized parameters. the history of convergence of 100 random paths are shown
in Fig. 2. The convergence of the NEB after training was also improved for bended paths. The optimized parameters
give better mean convergence, at the same time, for some paths, the convergence has become worse, but is still better
than worst case with the initial parameters. For large perturbations of path, the convergence of NEB is not monotonic,
however for smaller error the convergence becomes linear. For moderate values of step size the convergence may
become superlinear, unfortunately, the proposed training method does not improve Q-convergence.

4. Conclusion

In this article we demonstrated that existing software technologies such as automatic differentiation of arbitrary
code, e.g. using JAX [52], can be used to implement meta learning to improve convergence rate of existing optimiza-
tion methods such as NEB method by tuning meta parameters. The approach is most useful for the problems, such as
MEP evaluation, which do not have an elaborated mathematical theory. Previously, the effectiveness of meta learning
was shown for tuning of parameters of simple methods, such as gradient descent. In this article, we reveal that meta
learning can be used to train much more complex methods, such as NEB, however, the complexity of the gradients of
the loss function in the case imposes restrictions on the complexity of the method, i.e. number of iterations made by
parts of the algorithm can not be too high.

The real power of this method can be revealed by training of parameter free higher order methods, which do
not need tuning for every energy functional. The conjugate gradient (CG) and L-BFGS methods are examples of the
methods, but their convergence for MEP computation is not proven. Meta learning techniques with neural networks
capable of simulation of CG and L-BFGS iterations and more general transforms probably can be trained to obtain a
higher order method specialized for MEP calculations.

One important issue with meta learning for optimization methods is choice of loss function, which can estimate
the limit of convergence rate, when only finite (and rather small) number of iteration steps can be made. The related
question is estimation of the stability of the method. In our research, we encountered large variation of the convergence
rate on random samples, which make the choice of the loss function even harder.

Although we mentioned computation of lifetime of the magnetic metastable states as our motivational example,
computation of MEP is an important tool for other problems with large numbers of degrees of freedom. MEP was
introduced as a method the activation barriers estimation in chemical reactions, and the NEB method is still a valuable
approach in the field [47, 48, 53, 54]. MEP for an artificial potential fields can be considered as an optimal path in
motion planing problem for a mobile robot [55]. In all the subject the same meta learning technique can be applied, if
higher order derivatives for the potential is accessible.

Acknowledgements

The study of classical optimization methods for transition state computation in the sections 1 and 2 was funded by
Government of the Russian Federation (Grant 08-08). The development of meta learning algorithm for nudged elastic
band method in the section 3 was funded by Russian Science Foundation (Grant 19-42-06302).

References
[1] Ivanov A.V., Dagbartsson D., Tranchida J., Uzdin V.M., Jnsson H. Efficient optimization method for finding minimum energy paths of

magnetic transitions. Journal of Physics: Condensed Matter, 2020, 32(34).
[2] Everschor-Sitte K., Masell J.,Reeve R.M., Klaui M. Perspective: Magnetic skyrmions - Overview of recent progress in an active research field.

J. Appl. Phys., 2018, 124, P. 240901.
[3] Mittal S. A survey of techniques for architecting processor components using domain-wall memory. ACM Journal on Emerging Technologies

in Computing Systems (JETC), 2016, 13(2), P. 1–25.
[4] Parkin S.S.P., Hayashi M., Thomas L. Magnetic domain-wall racetrack memory. Science, 2008, 320(5873), P. 190–194.
[5] Fert A., Cros V., Sampaio J. Skyrmions on the track. Nature Nanotech, 2013, 8, P. 152–156.
[6] Schratzberger J., Lee J., Fuger M., Fidler J., Fiedler G., Schref T., Suess D. Validation of the transition state theory with Langevin-dynamics

simulations. Journal of Applied Physics, 2010, 108, P. 033915.
[7] Desplat L., Suess D., Kim J-V., Stamps R.L. Thermal stability of metastable magnetic skyrmions: Entropic narrowing and significance of

internal eigenmodes. Phys. Rev. B, 2018, 98, P. 134407.
[8] Bessarab P.F., Mller G.P., Lobanov I.S. et. al. Lifetime of racetrack skyrmions. Sci. Rep., 2018, 8, P. 3433.
[9] Potkina M.N., Lobanov I.S., Jnsson H., Uzdin V.M. Skyrmions in antiferromagnets: Thermal stability and the effect of external field and

impurities. Journal of Applied Physics, 2020, 127, P. 213906.
[10] Uzdin V.M., Potkina M.N., Lobanov I.S., Bessarab P.F., Jnsson H. The effect of confinement and defects on the thermal stability of skyrmions.

Physica B: Condensed Matter, 2018, 549, P. 6–9.



ML method for computation of optimal transitions in magnetic nanosystems 649

[11] Lobanov I.S., Jnsson H., Uzdin V.M. Mechanism and activation energy of magnetic skyrmion annihilation obtained from minimum energy
path calculations. Phys. Rev. B., 2016, 94, P. 174418-2016.

[12] Bessarab P.F., Uzdin V.M., Jnsson H. Method for finding mechanism and activation energy of magnetic transitions, applied to skyrmion and
antivortex annihilation. Comp. Phys. Commun., 2015, 196, P. 335–347.

[13] Bessarab P.F., Uzdin V.M., and Jnsson H. Harmonic transition-state theory of thermal spin transitions. Phys. Rev. B, 2012, 85, P. 184409.
[14] Langer J.S. Statistical theory of the decay of metastable states. Annals of Physics, 1969, 54(2), P. 258–275.
[15] Liashko S.Y., Lobanov I.S., Uzdin V.M., Jnsson H. Thermal stability of magnetic states in submicron magnetic islands. Nanosystems: Physics,

Chemistry, Mathematics, 2017, 8(5), P. 572–578.
[16] Lobanov I.S., Uzdin V.M. The lifetime of big size topological chiral magnetic states. Estimation of the pre-exponential factor in the Arrhenius

law. 2020. arXiv:2008.06754
[17] Henkelman G., Jnsson H. A dimer method for finding saddle points on high dimensional potential surfaces using only first derivatives. J.

Chem. Phys., 1999, 111(15), P. 7010–7022.
[18] Olsen R.A., Kroes G.J., Henkelman G., Arnaldsson A., Jnsson H. Comparison of methods for finding saddle points without knowledge of the

final states. J. Chem. Phys., 2004, 121(20), P. 9776–9792.
[19] Gutierrez M.P., Argaez C., Jnsson H. Improved minimum mode following method for finding first order saddle points. J. Chem. Theo. Comput.,

2017, 13(1), P. 125–134.
[20] Henkelman G., Johannesson G., Jnsson H. Methods for finding saddle points and minimum energy paths. Theoretical Methods in Condensed

Phase Chemistry, 2002, 5, P. 269–302.
[21] Henkelman G., Uberuaga B.P., Jnsson H. A climbing image nudged elastic band method for finding saddle points and minimum energy paths.

J. Chem. Phys., 2000, 113(22), P. 9901–9904.
[22] Maragakis P., Andreev S.A., Brumer Y., Reichman D.R., Kaxiras E. Adaptive nudged elastic band approach for transition state calculation. J.

Chem. Phys., 2002, 117, P. 4651–4658.
[23] Hoffmann M.,Mller G.P., Blgel S. Atomistic Perspective of Long Lifetimes of Small Skyrmions at Room Temperature. Phys. Rev. Lett., 2020,

124, P. 247201.
[24] Henkelman G., Jnsson H. Improved tangent estimate in the nudged elastic band method for finding minimum energy paths and saddle points.

J. Chem. Phys., 2000, 113(22), P. 9978–9985.
[25] Weinan E., Weiqing R., Vanden-Eijnden E. String method for the study of rare events. Phys. Rev. B., 2002, 66, P. 052301(4).
[26] Sheppard D., Terrell R., Henkelman G. Optimization methods for finding minimum energy paths. J. Chem. Phys., 2008, 128, P. 134106(10).
[27] Heistracher P., Abert C., Bruckner F., Vogler C., Suess D., GPU-Accelerated Atomistic Energy Barrier Calculations of Skyrmion Annihilations.

IEEE Transactions on Magnetics, 2018, 54(11), P. 1-5.
[28] Schmidhuber J. Evolutionary Principles in Self-Referential Learning. On Learning how to Learn: The Meta-Meta-Meta...-Hook. PhD thesis,

Institut f. Informatik, Tech. Univ. Munich, 1987.
[29] Naik D.K., Mammone R.J. Meta-neural networks that learn by learning. In International Joint Conference on Neural Networks, IEEE, 1992,

1, P. 437–442.
[30] Bengio S., Bengio Y., Cloutier J. On the search for new learning rules for ANNs. Neural Processing Letters, 1995, 2(4), P. 26–30.
[31] Schmidhuber J., Zhao J., Wiering M. Shifting Inductive Bias with Success-Story Algorithm, Adaptive Levin Search, and Incremental Self-

Improvement. Machine Learning, 1997, 28, P. 105–130.
[32] Hochreiter S., Schmidhuber J. Long Short-Term Memory. Neural Computation, 1997.
[33] Thrun S., Pratt L. Learning to learn. Springer Science and Business Media, 1998.
[34] Younger A.S., Conwell P.R., Cotter N.E. Fixed-weight on-line learning. Transactions on Neural Networks, 1999, 10(2), P. 272–283.
[35] Runarsson T.P., Jonsson M.T. Evolution and design of distributed learning rules. In IEEE Symposium on Combinations of Evolutionary

Computation and Neural Networks, 2000, P. 59–63.
[36] Diederik P. Kingma, Jimmy Ba. Adam: A Method for Stochastic Optimization. 3rd International Conference for Learning Representations,

San Diego, 2015.
[37] Andrychowicz M., Denil M., Gomez S., Hoffman M.W., Pfau D., Schaul T., Shillingford B., de Freitas N. Learning to learn by gradient

descent by gradient descent. 2016, arXiv:1606.04474.
[38] Chen Y., Hoffman M.W., Gomez S.C., Denil M., Lillicrap T.P., Botvinick M., de Freitas N. Learning to Learn without Gradient Descent by

Gradient Descent. 2016, arXiv:1611.03824.
[39] Wichrowska O., Maheswaranathan N., Hoffman M.W., Gomez S.C., Denil M., de Freitas N., Sohl-Dickstein J. Learned Optimizers that Scale

and Generalize. 2017, arXiv:1703.04813.
[40] Hospedales T., Antoniou A., Micaelli P., Storkey A. Meta-Learning in Neural Networks: A Survey. 2020, arXiv:2004.05439.
[41] Carlon A., Espath L., Lopez R., Tempone R. Multi-iteration stochastic optimizers. 2020, arXiv:2011.01718
[42] Khromova K. Optimization of the neural network training method. Master dissertation. ITMO University, 2020.
[43] Rybakov F.N., Borisov A.B., Blgel S., Kiselev N.S. New Type of Stable Particlelike States in Chiral Magnets. Phys. Rev. Lett., 2015, 115,

P. 117201.
[44] Mentink J.H., Tretyakov M.V., Fasolino A., Katsnelson M.I., Rasing Th. Stable and fast semi-implicit integration of the stochastic LandauLif-

shitz equation. Journal of Physics: Condensed Matter, 2010, 22(17), P. 176001.
[45] Desplat L., Vogler C., Kim J.-V., Stamps R. L., Suess D. Path sampling for lifetimes of metastable magnetic skyrmions and direct comparison

with Kramers’ method. Phys. Rev. B., 2020, 101, P. 060403(R).
[46] Moskalenko M.A., Lobanov I.S., Uzdin V.M. Demagnetizing fields in chiral magnetic structures. Nanosystems: Physics, Chemistry, Mathe-

matics, 2020, 11(4), P. 401–407.
[47] Jonsson H., Mills G., Jacobsen K.W., Berne B.J., Ciccotti G., Coker D.F. Nudged elastic band method for finding minimum energy paths of

transitions, in Classical and Quantum Dynamics in Condensed Phase Simulations. World Scientific, Singapore, 1998, P. 385–404.
[48] Henkelman G., Arnaldsson A., Jonsson H. Theoretical calculations of CH4 and H2 associative desorption from Ni(111): Could subsurface

hydrogen play an important role? J. Chem. Phys., 2006, 124, P. 044706(9).
[49] Einarsdottir D.M., Arnaldsson A., Oskarsson F., Jonsson H. Path optimization with application to tunneling. Lecture Notes in Computer

Science, 2012, 7134, P. 45–55.



650 K. R. Bushuev, I. S. Lobanov

[50] Malottki S.V., Dupe B., Bessarab P.F., Delin A., Heinze S. Enhanced skyrmion stability due to exchange frustration. Sci. Rep., 2017, 7(10),
P. 12299.

[51] Lobanov I.S., Potkina M.N., Jnsson H., Uzdin V.M. Truncated minimum energy path method for finding first order saddle points. Nanosystems:
Physics, Chemistry, Mathematics, 2017, 8(5), P. 586–595

[52] Bradbury J., Frostig R., Hawkins P., Johnson M.J., Leary C., Maclaurin D., Necula G., Paszke A., Vanderlas J., Wanderman-Milne S., Zhang
Q. JAX: composable transformations of Python+NumPy programs. (http://github.com/google/jax), 2018.

[53] Mills G., Jonsson H., Schenter G.K. Reversible work based transition state theory: Application to H2 dissociative adsorption. Surf. Sci., 1995,
324, P. 305–337.

[54] Zhu T., Li J., Samanta A., Kim H.G., Suresh S. Interfacial plasticity governs strain rate sensitivity and ductility in nanostructured metals.
PNAS, 2007, 104(9), P. 3031–3036.

[55] Fakoor M., Kosari A., Jafarzadeh M. Revision on fuzzy artificial potential field for humanoid robot path planning in unknown environment.
International Journal of Advanced Mechatronic Systems (IJAMECHS), 2015, 6(4), P. 174–183



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2020, 11 (6), P. 651–658

On quantum bit coding by Gaussian beam modes for the quantum key distribution

M. P. Faleeva, I. Y. Popov

ITMO University, Kronverkskiy, 49, Saint Petersburg, 197101, Russia
popov1955@gmail.com

DOI 10.17586/2220-8054-2020-11-6-651-658

This paper deals with possibility of implementation of quantum key distribution algorithm through turbulent atmosphere. Beam wandering is
considered as the main perturbation. For description of the density matrix, the Glauber–Sudarshan P-function technique is used. The probabilities
of detectors triggering are determined.

Keywords: quantum bit, gaussian beam, entanglement, quantum key distribution.

Received: 30 November 2020

1. Introduction

Nanoscience progress opens new opportunities in the development of quantum technologies, particularly, quantum
computing and quantum communications. We are studying the quantum key distribution algorithm implementation
in a turbulent atmosphere. There are a variety of optical techniques for implementing quantum key distribution [1].
The most common class of solutions encode each bit of private information onto discrete degrees of freedom of opti-
cal signals, and it is named as discrete-variable quantum key distribution. An alternative approach employs coherent
communication techniques to encode the private information, and is known as continuous-variable quantum key distri-
bution. Both approaches face a similar obstacle when attempting to implement wide-scale deployment of quantum key
distribution: physical communication channels introduce transmission losses that increase exponentially with distance,
greatly limiting the secure key rates that can be achieved over long ranges [2–4].

To be more specific, we are interested in the protocol, based on the entangled qubit pairs (EPR-Protocol). Qubits
in our research are coded by Gaussian beam modes, which are sent to the receiver. We took some simplifications
for the mathematical description of the turbulent atmosphere. We focus on the effect of beam wandering, which is
dominant for the weak turbulence. Beam wandering is usually truncated by the aperture at the receivers, thus beam
losses appear [5]. Passed light is evaluated by the transmission coefficient. The expression of the density operator of
the quantum state after passing the receiver aperture can be obtained with the use of the input-output relations in terms
of the Glauber–Sudarshan P-function. Our aim is to calculate probabilities of the detectors going off occurring the
concrete detector in another quantum channel goes off.

2. Qubit representation

Let us introduce representation of a qubit through Gaussian beam modes. Assume that a photon can be in one of
two fixed states (modes) with indices m1, n1 and m2, n2, m1, n1, m2, n2 ∈ {N ∪ 0}, (m1, n1) 6= (m2, n2). So the
qubit can be represented as a linear combination of two states. We write a photon state in the form of Fock state|10〉,
where “1” is at the first position means that the photon is in the mode Ψm1n1. Let this state be the first basic state of
the computational qubit. Correspondingly, the photon state|01〉, which means that the photon is in the mode Ψm2n2,
be the another basic state of the computational qubit. The mode set is orthonormal. The qubit can be represented as
a linear combination of two states α |10〉 + β |01〉. We need an entangled two-qubit state, so we take four modes for
two photons Ψmini, i = 1, 2, 3, 4. For example, two “1” in the notation of two-photons state |0110〉mean that the first
photon is in the mode Ψm2n2, the second photon is in the mode Ψm3n3.

3. The scheme of the algorithm

Figure 1 presents the idea of the cryptographic installation implementation. The source of EPR-pairs (E) generates
an entangled pair of photons. If we use modes Ψm1,n1, Ψm2,n2 for qubit A coding and modes Ψm3,n3, Ψm4,n4 for
qubit B, the EPR-pair of entangled qubits, generated by source is given by:

|Φ〉in =
1√
2

(
|1〉m1,n1 |0〉m2,n2 |0〉m3,n3 |1〉m4,n4 − |0〉m1,n1 |1〉m2,n2 |1〉m3,n3 |0〉m4,n4

)
=

1√
2

(|1001〉 − |0110〉) .

(1)
One photon from the pair is sent into the channel A and another into the channel B through the atmosphere.

After passing the paths A and B, the corresponding photon comes into the measuring equipment, which consists in
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symmetric beam splitter (S), four filters (Fi, i = 1, 2, 3, 4) for each channel and detectors (Di, i = 1, 2, 3, 4), which
are assumed to be perfect. There are four nonorthogonal states, which are used in quantum key distribution protocol.
We noted them in a different way for the qubit A and qubit B:

|Ψ〉A1 = |1〉m1,n1 |0〉m2,n2 = |10〉A , (2)

|Ψ〉A2 = |0〉m1,n1 |1〉m2,n2 = |01〉A , (3)

|Ψ〉A3 =
1√
2

(|10〉A + |01〉A) , (4)

|Ψ〉A4 =
1√
2

(|01〉A − |10〉A) , (5)

|Ψ〉B1 = |1〉m3,n3 |0〉m4,n4 = |10〉B , (6)

|Ψ〉B2 = |0〉m3,n3 |1〉m4,n4 = |01〉B , (7)

|Ψ〉B3 =
1√
2

(|10〉B + |01〉B) , (8)

|Ψ〉B4 =
1√
2

(|01〉B − |10〉B) . (9)

Filters distinguish pairs of orthogonal states, so the FA/B1 let the state |Ψ〉A/B1 pass, and reflects the state |Ψ〉A/B2 ,
F
A/B
2 let the state |Ψ〉A/B3 pass, and reflects the state |Ψ〉A/B4 .

FIG. 1. The idea of the cryptographic installation scheme
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4. Stochastic Helmholtz equation

Generally speaking, the atmospheric turbulence can be expressed in random nature of the refraction index in a
classical Helmholtz equation. It has been shown [6] that the Maxwell’s equations for the amplitude of a propagating
electromagnetic wave lead to the scalar stochastic Helmholtz equation for a component of field, where dependence on
time, in the form of the monochromatic wave, is taken into account:

∆U(x, y, z) + k2n2(x, y, z)U(x, y, z) = 0, (10)

where k is the wave number of the electromagnetic wave, n(x, y, z) is the index of refraction, which is varies due to
random properties of media and it can be expressed as n(x, y, z) = n0 + n1(x, y, z), n0 = 1 is the mean index of
refraction, n1(x, y, z) is the random deviation of index from its mean value, and it is delta correlated in the direction
of the propagation.

We fix the exponential variation of U in respect to the coordinate z, which corresponds to the direction of the
beams propagation:

U(x, y, z; k) = Ψ(x, y, z; k) exp(ikz). (11)
Substitution of function (11) into the equation (10) with taking the paraxial approximation leads to the paraxial form
of the Helmholtz equation for the function Ψ:(

i
∂

∂z
+

1

2k
∆⊥ + kn1(x, y, z)

)
Ψin/out(x, y, z; k) = 0, (12)

where ∆⊥ is the transverse part of the Laplacian: ∆⊥ =
∂2

∂x2
+

∂2

∂y2
.

We find the eigenfunction of (12) in the same way as in [7], but we are interested in modes of high order:

Ψmn(x, y, zap, k) =

=

√
2

πW 2
exp

(
−
(
(x− r)2 + y2

)( 1

W 2
+

ik

2R

)
+ i (1 +m+ n)φ

)
Hm

(√
2(x− r)
W

)
Hn

(√
2y

W

)
,

(13)

where W (zap) is the beam-spot radius, R(zap) is the curvature radius of the wavefront, φ(zap) is the Gouy phase,
Hm (ξ) is the Hermite function, where zap is the position of the aperture plane at the Z-axis.

Correspondingly, for zap = 0 we obtain the condition:

Ψmn(x, y, 0, k) =

√
2

πW 2
0

exp

(
−
(
x2 + y2

)( 1

W 2
0

+
ik

2R0

)
+ i (1 +m+ n)φ0

)
Hm

(√
2(x)

W0

)
Hn

(√
2y

W0

)
,

where W0, R0, φ0 are initial values for the W (z), R(z), φ(z).
Parameter r is the randomly generated distance of beam-deflection from the aperture center. One of the main prob-

lems for description of free space light propagation is finding the probability distribution of this parameter. Gaussian
distribution approximates the index of refraction n1(x, y, z) quite well for the case of week turbulence [6–8]. Then,
the Rice distribution is the probability distribution function for r is:

f(r; d, σ) =
r

σ2
I0

(
rd

σ2

)
exp

(
−r

2 + d2

2σ2

)
, (14)

where I0(x) is a modified Bessel function of the first kind and order zero, d is the distance between the aperture and
the fluctuation centers, σ is the standard deviation of the beam deflection, σ2 = 1, 23C2

nk
7/6L11/6, where L is the

path length of propagated light, C2
n is the refractive-index structure parameter. For weak fluctuations σ2 < 1 [6].

5. Gauss beam modes propagation

We will analyze the propagation of light through a turbulent atmosphere for the quantum entangled two-photon
state (EPR-pair) (1). The density operator of the photons state is:

ρ̂in = |Φ〉in 〈Φ|in . (15)

To obtain the density operator for the state of the transmitted light, we will use the approach of the input-output
relations in terms of the Glauber–Sudarshan P-function. This approach was applied for deriving the output density
matrices of the transmitted light in turbulent atmosphere by the authors of work [9].

The well-known Glauber–Sudarshan P-function is defined by determining the form of the density operator ρ̂ in
the basis of coherent states {|α〉}:

ρ̂ =

∫
P (α) |α〉 〈α|d2α. (16)
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The next formula for the P-function is more important for the practical calculations:

P (α) =
1

π2

+∞∫
−∞

χ (β) exp (αβ∗ − α∗β) d2β. (17)

Here, χ(β) = Tr[ρ̂ exp(â+β) exp(−âβ∗)] is the characteristic function; â, â+ are the annihilation and creation
operators.

Relations for the above functions between the input state and the transmitted through turbulent media state are
given by the following expressions:

ρ̂out = 〈ρ̂T 〉 , (18)

ρ̂T =

∫
PT (α) |α〉 〈α|d2α, (19)

PT (α) =
1

T 2
Pin

(α
T

)
, (20)

χT (β) = χin(Tβ), (21)
where 〈...〉 means averaging with a probability distribution function of the transmission coefficient f(r; d, σ), which
comes to averaging with a probability distribution function of the beam-deflection distance r:

〈g(r)〉=
∞∫
0

f(r; d, σ)g[T (r)]dr. (22)

Formulas (16)–(21) allow one to derive the expression for the output density operator of the state (15):

ρ̂out =
1

2

((〈(
1− |Tm1,n1|2

)(
1− |Tm4,n4|2

)〉
+
〈(

1− |Tm2,n2|2
)(

1− |Tm3,n3|2
)〉)

ρ̂0

+
〈(

1− |Tm1,n1|2
)
|Tm4,n4|2

〉
ρ̂m4,n4 +

〈(
1− |Tm2,n2|2

)
|Tm3,n3|2

〉
ρ̂m3,n3

+
〈(

1− |Tm3,n3|2
)
|Tm2,n2|2

〉
ρ̂m2,n2 +

〈(
1− |Tm4,n4|2

)
|Tm1,n1|2

〉
ρ̂m1,n1

+
(〈
|Tm1,n1|2 |Tm4,n4|2

〉
+
〈
|Tm2,n2|2 |Tm3,n3|2

〉)
ρ̂2

)
. (23)

Here, Tmi,ni is the transmission coefficient of the mode with indexes mi, ni, ρ̂0 is the density operator of vacuum
state, ρ̂mi,ni, i = 1, 2, 3, 4 are the density operator of one photon states, ρ̂2 is the density operator of two photon states.

The expression (23) can’t be written in any basis. But in the case of absence of the background radiation and dark
counts we can take into account only contribution of the last term in (23).This term can be represented in a matrix
form in the basis of states |0101〉, |1001〉, |0110〉, |1010〉:

ρ̂2 =
1

A+ C


0 0 0 0

0 A B 0

0 B′ C 0

0 0 0 0

 , (24)

where A =
〈
|Tm1,n1|2 |Tm4,n4|2

〉
, B = −

〈
T ∗m1,n1Tm2,n2Tm1,n1T

∗
m4,n4

〉
, B′ = −

〈
Tm1,n1T

∗
m2,n2T

∗
m3,n3Tm4,n4

〉
,

C =
〈
|Tm2,n2|2 |Tm3,n3|2

〉
.

The transmission coefficients are calculated in such a way:

T 2
m,n ≈ T 2

m,n (k0) =

∫
A

|Um,n(x, y, zap; k0)|2 dxdy, (25)

where A is the area of aperture opening.
We need to find all components of the matrix (24). It is convenient to evaluate integral (25) in polar coordinates:

T 2
m,n(r) ≈

∫
A

|Um,n(ρ, φ, zap; k0)|2 dρdφ

=
2

πW 2
exp

(
− 2r2

W 2

) a∫
0

ρ exp

(
− 2ρ2

W 2

) 2π∫
0

exp

(
4πρ cosφ

W 2

)
H2
m

(√
2(ρ cosφ− r)

W

)
H2
n

(√
2ρ sinφ

W

)
dφdρ.
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6. The qubits measurement

Let us describe all the ways of the density operator ρ̂2 transformation when the qubits pass the filter and get on
the detectors.

In our consideration, modes Ψm1,n1 and Ψm2,n2 define basic qubit state of the qubit A (noted above by |10〉Aand
|01〉A). The states (2)–(9) can be associated with the matrix representation in a standard way:

|Ψ〉A1 = |10〉A →

[
1

0

]
A

|Ψ〉A2 = |01〉A →

[
0

1

]
A

,

|Ψ〉A3 =
1√
2

(|10〉A + |01〉A)→ 1√
2

[
1

1

]
A

, |Ψ〉A4 =
1√
2

(|01〉A − |10〉A)→ 1√
2

[
−1

1

]
A

.

Analogously, for modes Ψm3,n3 and Ψm4,n4, one defines the basic qubit state of the qubit B:

|Ψ〉B1 = |10〉B →

[
1

0

]
B

, |Ψ〉B2 = |01〉B →

[
0

1

]
B

,

|Ψ〉B3 =
1√
2

(|10〉B + |01〉B)→ 1√
2

[
1

1

]
B

, |Ψ〉B4 =
1√
2

(|01〉B − |10〉B)→ 1√
2

[
−1

1

]
B

.

The density operator of two-qubit state after the qubit A passing through the filterFAi , can be obtained by the projection
operator D̂A

i on the state |Ψ〉Ai applying [9]:

D̂i = |Ψ〉Ai 〈Ψ|
A
i ⊗ I,

D̂A
1 =

[
1

0

]
A

·
[

1 0
]
A
⊗

[
1 0

0 1

]
=

[
1 0

0 0

]
⊗

[
1 0

0 1

]
=


1 0 0 0

0 1 0 0

0 0 0 0

0 0 0 0

 , (26)

D̂A
2 =

[
0

1

]
A

·
[

0 1
]
A
⊗

[
1 0

0 1

]
=


0 0 0 0

0 0 0 0

0 0 1 0

0 0 0 1

 , (27)

D̂A
3 =

1

2
·

[
1

1

]
A

·
[

1 1
]
A
⊗

[
1 0

0 1

]
=

1

2
·


1 0 1 0

0 1 0 1

1 0 1 0

0 1 0 1

 , (28)

D̂A
4 =

1

2
·

[
−1

1

]
A

·
[
−1 1

]
A
⊗

[
1 0

0 1

]
=

1

2
·


1 0 −1 0

0 1 0 −1

−1 0 1 0

0 −1 0 1

 . (29)

Let us apply the operators (26)–(29) to the density operator ρ̂2:

D̂A
1 ρ̂2

(
D̂A

1

)∗
=

1

A+ C


1 0 0 0

0 1 0 0

0 0 0 0

0 0 0 0

 ·


0 0 0 0

0 A B 0

0 B′ C 0

0 0 0 0

 ·


1 0 0 0

0 1 0 0

0 0 0 0

0 0 0 0

 =
1

A+ C


0 0 0 0

0 A 0 0

0 0 0 0

0 0 0 0

 ,

D̂A
2 ρ̂2

(
D̂A

2

)∗
=

1

A+ C


0 0 0 0

0 0 0 0

0 0 1 0

0 0 0 1

·


0 0 0 0

0 A B 0

0 B′ C 0

0 0 0 0

·


0 0 0 0

0 0 0 0

0 0 1 0

0 0 0 1

 =
1

A+ C


0 0 0 0

0 0 0 0

0 0 B′ 0

0 0 0 0

 ,
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D̂A
3 ρ̂2

(
D̂A

3

)∗
=

1

4 (A+ C)


1 0 1 0

0 1 0 1

1 0 1 0

0 1 0 1

 ·


0 0 0 0

0 A B 0

0 B′ C 0

0 0 0 0

 ·


1 0 1 0

0 1 0 1

1 0 1 0

0 1 0 1



=
1

4 (A+ C)


C B′ C B′

B A B A

C B′ C B′

B A B A

 ,

D̂A
4 ρ̂2

(
D̂A

4

)
=

1

4 (A+ C)


1 0 −1 0

0 1 0 −1

−1 0 1 0

0 −1 0 1

 ·


0 0 0 0

0 A B 0

0 B′ C 0

0 0 0 0

 ·


1 0 −1 0

0 1 0 −1

−1 0 1 0

0 −1 0 1



=
1

4 (A+ C)


C −B′ −C B′

−B A B −A
−C B′ C −B′

B −A −B A

 .

Then we normed the obtained matrixes in such a way:

ρ̂
(i)
2 =

1

Tr
(
D̂A
i ρ̂B

(
D̂A
i

)) (D̂A
i ρ̂2

(
D̂A
i

))
.

Now, we come to the following density operators:

ρ̂
(1)
2 =

1

A


0 0 0 0

0 A 0 0

0 0 0 0

0 0 0 0

 , ρ̂
(2)
2 =

1

B′


0 0 0 0

0 0 0 0

0 0 B′ 0

0 0 0 0

 ,

ρ̂
(3)
2 =

1

2 (A+ C)


C B′ C B′

B A B A

C B′ C B′

B A B A

 , ρ̂
(4)
2 =

1

2 (A+ C)


C −B′ −C B′

−B A B −A
−C B′ C −B′

B −A −B A

 .
The reduced density matrix of the qubit B after the qubit A is measurement can be calculated by taking the partial
trace over system A:

ρ̂
(i)
B = TrA

(
ρ̂
(i)
2

)
=

([
1 0

]
A
⊗

[
1 0

0 1

])
ρ̂
(i)
2

([
1

0

]
A

⊗

[
1 0

0 1

])
+

([
0 1

]
A
⊗

[
1 0

0 1

])
ρ̂
(i)
2

([
0

1

]
A

⊗

[
1 0

0 1

])

=

[
1 0 0 0

0 1 0 0

]
ρ̂
(i)
2


1 0

0 1

0 0

0 0

+

[
0 0 1 0

0 0 0 1

]
ρ̂
(i)
2


0 0

0 0

1 0

0 1

 .

We get the following matrixes:

ρ̂
(1)
B =

1

A

[
0 0

0 A

]
, ρ̂

(2)
B =

1

B′

[
B′ 0

0 0

]
,
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ρ̂
(3)
B =

1

(A+ C)

[
C B′

B A

]
, ρ̂

(4)
B =

1

(A+ C)

[
C −B′

−B A

]
.

Now, we can calculate the probabilities of the detectors Dj
B triggering occurring given that detectors Di

A is triggering:

P ij =
1

2
|Ψ〉Bj ρ̂

(i)
B 〈Ψ|

B
j ,

P 11 =
1

2A

[
1 0

]
·

[
0 0

0 A

][
1

0

]
= 0,

P 12 =
1

2A

[
0 1

]
·

[
0 0

0 A

][
0

1

]
=

1

2
,

P 13 =
1

4A

[
1 1

]
·

[
0 0

0 A

][
1

1

]
=

1

4
,

P 14 =
1

4A

[
−1 1

]
·

[
0 0

0 A

][
−1

1

]
=

1

4
,

P 21 =
1

2B′

[
1 0

]
·

[
B′ 0

0 0

][
1

0

]
=

1

2
,

P 22 =
1

2B′

[
0 1

]
·

[
B′ 0

0 0

][
0

1

]
= 0,

P 23 =
1

4B′

[
1 1

]
·

[
B′ 0

0 0

][
1

1

]
=

1

4
,

P 24 =
1

4B′

[
−1 1

]
·

[
B′ 0

0 0

][
−1

1

]
=

1

4
,

P 31 =
1

2 (A+ C)

[
1 0

]
·

[
C B′

B A

][
1

0

]
=

C

2 (A+ C)
,

P 32 =
1

2 (A+ C)

[
0 1

]
·

[
C B′

B A

][
0

1

]
=

A

2 (A+ C)
,

P 33 =
1

4 (A+ C)

[
1 1

]
·

[
C B′

B A

][
1

1

]
=
A+B +B′ + C

4 (A+ C)
,

P 34 =
1

4 (A+ C)

[
−1 1

]
·

[
C B′

B A

][
−1

1

]
=
A−B −B′ + C

4 (A+ C)
,

P 41 =
1

2 (A+ C)

[
1 0

]
·

[
C −B′

−B A

][
1

0

]
=

C

2 (A+ C)
,

P 42 =
1

2 (A+ C)

[
0 1

]
·

[
C −B′

−B A

][
0

1

]
=

A

2 (A+ C)
,

P 44 =
1

4 (A+ C)

[
−1 1

]
·

[
C −B′

−B A

][
−1

1

]
=
A+B +B′ + C

4 (A+ C)
,

P 43 =
1

4 (A+ C)

[
1 1

]
·

[
C −B′

−B A

][
1

1

]
=
A−B −B′ + C

4 (A+ C)
.
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An analytical solution for the spin-wave spectrum of the two-sublattice 1D magnet with SA = SB = 1 and twisting easy planes has been obtained.
Such planes are mutually twisted by an angle ϕ relative to each other. For the case of mutually orthogonal easy planes ϕ = π/2, the spectrum
vs. quasi-momentum dependence has been compared with that of an easy-axis magnet with the easy axis aligned along the line of intersection of
the planes. An analogy of the spectra of the models has been shown, indicating the possibility of the effective easy axis anisotropy in easy-plane
two-sublattice single-chain magnets.

Keywords: single-chain magnets, magnonic spectrum, strong single-ion anisotropy.

Received: 18 October 2020

Revised: 10 November 2020

1. Introduction

In recent years, strongly anisotropic single-chain magnets (SCM) have attracted considerable attention in view
of their promising use in magnetic memory and spintronics devices [1]. From a fundamental point of view, SCMs
are of interest as low-dimensional magnetic materials with developed spin fluctuations [2–4]. To date, several tens of
single-chain magnets have been synthesized with different properties. From the prospects for spintronics, compounds
supporting radiation-induced long-lived magnetic excitations are of considerable interest [1, 5, 6]. Such compounds
include the four-sublattice SCM catena − [FeII(ClO4)2FeIII(bpca)2](ClO4) [7–9] with twisting and mutually or-
toghonal easy planes. Due to the different orientations of the above easy planes, the effective easy-axis anisotropy is
induced and microscopic magnetic domains with sharp domain walls are created [7,9]. On the other hand, the presence
of the easy-plane single-ion anisotropy induces strong spin fluctuations [10,11] which have to be taken into account for
consecutive analysis of experimental data [8,12]. One should expect formation of similar easy-axis anisotropy in two-
sublattice single-chain magnets with twisted directions of the easy planes. In this work, this effect is considered on the
basis of analytical calculations of the spin-wave spectra of spin-one two-sublattice 1D magnets: an easy-plane magnet
with twisted easy planes, and an easy-axis one. This problem has been solved with the use of atomic representation
detailed in the works [7, 10, 13].

2. Spin-wave spectrum of the two-sublattice anisotropic SCMs

The main goal of this work is to formulate a quantum spin model of easy-plane single-chain magnet, for which
the emergence of a macroscopic easy-axis can be demonstrated analytically. Since single-chain magnets are low-
dimensional and highly anisotropic, it is important that such a consideration correctly takes into account strong
anisotropy and spin fluctuations. These requirements lead to a certain compromise. On the one hand, the require-
ment of simple and analytical consideration leads to a model with a small number of sublattices and the small spin
values of the sublattices. On the other hand, since the contribution of quantum fluctuations is significant for magnets
with small spin moments, the theory under consideration should take into account these effects beyond the mean-field
approximation. As a result, we propose a model of a two-sublattice spin-one single-chain magnet with alternating and
mutually twisted on the angle ϕ easy-planes. This model is considered in the generalized spin-wave approximation,
beyond anisotropic mean field approximation. In this work, we consider a low-energy excitation spectrum of the
model, which determines its low-temperature thermodynamics.
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Let us consider an anisotropic two-sublattice 1D magnet with sublattice spins SA = SB = 1 and alternated easy
planes mutually twisted on the angle ϕ. The Hamiltonian of the system is:

Ĥ =
∑
f∈A

[
H a
A (~Sf )− H̄AS

z
f

]
+
∑
g∈B

[
H a
B (~Sg)− H̄BS

z
g

]
− J

∑
〈f,g〉

∆~Sf∆~Sg, (1)

where the symbol 〈f, g〉means the summation over the neighboring sites, ~Sf and ~Sg are the vector operators of the spin
moments of the sites f and g associated withA andB sublattices, respectively. ∆~Sf = ~Sf−〈~SA〉, ∆~Sg = ~Sg−〈~SB〉.
The single-ion anisotropy of the ions on the A and B sublattices are described by operators H a

A (~Sf ) and H a
B (~Sg),

respectively:

H a
A (~Sf ) = 2D(Sxf )2; H a

B (~Sg) = 0.5 ·D(S+
g e
−iϕ + S−g e

iϕ)2. (2)

where H̄A(B) = H−J〈Szg(f)〉 are the effective magnetic fields, which contribute to the sublatticesA(B), respectively.
In this research, we assume the external magnetic field to be zero (H = 0). D > 0 is the parameter of easy-plane
single-ion anisotropy; J > 0 is the exchange parameter, wherein D is assumed to be comparable or superior to
J . Thus, in the following theory the single-ion contributions to the Hamiltonian (the first two terms in (1)) are
considered exactly, while the fluctuation correction to the exchange interaction (the last term in (1)) is considered as a
perturbation. In the expression for the Hamiltonian, we omitted the constant term, since it does not contribute to the
excitation spectrum and is not interesting for the present study. We note that excitation spectrum has been assumed to
be gapped, which corresponds to the existence of the short-range magnetic ordering with averages 〈Szf,g〉.

For what follows, it is important to note two important cases (see Fig. 1): a) ϕ = 0 and b) ϕ = π/2. At ϕ = 0
the system is equivalent to the easy-plane 1D magnet (Fig. 1a) considered in [10]. Its spin-wave excitation spectrum
is determined as:

ω⊥(q) =
√

(ε21 − Jq)2 − J2
q sin2 2θ ; ω‖(q) =

√
(ε31 − 2ε31Jq sin2 2θ) ; (3)

where

ε21 = D +
√
D2 + H̄2; ε31 = 2

√
D2 + H̄2

sin 2θ = −D/(H̄2 +D2)1/2; cos 2θ = H̄/(H̄2 +D2)1/2; (4)

H̄ = H̄A = H̄B ; Jq = 2J cos q is the Fourier-transform with quasimomentum q of the exchange interaction ampli-
tude. Note that due to introduction of two sublattices −π/2 < q < π/2, and for this case, there are also branches
ω⊥(q + π/2) and ω‖(q + π/2). For such a spectrum, the width of the spin-wave band is many times greater than the
gap in the excitation spectrum, and there is no effective easy-axis anisotropy.

FIG. 1. Structure of the magnetic cells of the two-sublattice easy-plane 1D magnet with twisted on
the angle ϕ easy planes. (a) the case of ϕ = 0 then the system is equivalent to the easy-plane 1D
magnet, (b) the case of twisted easy planes, ϕ = π/2.

At the ϕ = π/2 case (mutually orthogonal easy-planes, Fig. 1b), we expect from the semiclassical analysis the
formation of the effective easy axis. This is because the magnetic moments of two different sublattices, on the one
hand, tend to lie in mutually orthogonal planes due to strong anisotropy, and, on the other hand, to be oriented parallel
to each other due to exchange interaction. The only possible compromise in this case is the alignment of the moments
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along the easy-planes intersection line (the z-axis in Fig. 1). This means that the thermodynamics of the system will
be analogous to that of an easy-axis magnet. Since the thermodynamics of the system is determined by the excitation
spectrum, let us consider the evolution of the one with a change of ϕ.

In order to take into account the anisotropy exactly we use the ideology of atomic representation [13]. This
representation assumes a diagonalisation of the single sites operators of the Hamiltonian (2):[

Ha
A(B)(

~S)− H̄A(B)S
z
]
|ψp 〉A(B) = Ep|ψp 〉A(B) (5)

where energy levels Ep (p = 1, 2, 3) are independent of sublattice indices. They are related with the parameters
ε21 = E2 − E1 and ε31 = E3 − E1 introduced earlier (4). Bearing in mind that the sublattice A is equivalent to
sublattice B at ϕ = 0, we present expressions for single-ion states and their energies in general form as functions of
ϕ:

|ψ1 〉 = e−iϕ cos θ| 1 〉+ eiϕ sin θ| − 1 〉 ; E1 = D −
√
D2 + H̄2 ;

|ψ2 〉 = | 0 〉 ; E2 = 2D;

|ψ3 〉 = −e−iϕ sin θ| 1 〉+ eiϕ cos θ| − 1 〉 ; E3 = D +
√
D2 + H̄2 ;

cos θ =

√
1

2

(
1 +

H̄√
D2 + H̄2

)
; sin θ = −

√
1

2

(
1− H̄√

D2 + H̄2

)
. (6)

Here, we used the eigenbasis |M 〉 of the Sz operator (M = ±1, 0). Following to the [7, 10, 13] let us introduce
the Hubbard operators Xpq

fj = |ψp; fj〉〈ψq; fj | based on the eigenstates {|ψp; fj〉} on the cites f of the j = A, B
sublattices. In this representation the spin operators have the form:

Szj =
∑
α

γ‖,j(α)Xα
j +

∑
p

Γ‖,j(p)h
p
j ; S

+
j =

∑
α

γ⊥,j(α)Xα
j +

∑
p

Γ⊥,j(p)h
p
j , (7)

Summation over α means summation over the root vectors α = α(p, q) [13], which describes the transitions from the
initial |ψp〉 to the final |ψq〉 single-ion eigenstate. The definition of root vectors follows from the system of equalities:
Xpq = Xα(p,q) = Xα; Xqp = X−α(p,q) = X−α. Moreover, γ‖ (α), Γ‖ (α) and γ⊥ (α), Γ⊥ (α) are, respectively,
the longitudinal and transverse parameters of the representation of the operators Sz and S+ in terms of the Hubbard
operators:

γ‖(⊥)j(α(p, q)) = 〈ψjp|S
z(+)
j |ψjq〉; Γ‖(⊥)j(p) = 〈ψjp|S

z(+)
j |ψjp〉. (8)

Let us introduce the retarded Green functions:

Gαβjj′(f − f
′; t− t′) ≡ 〈〈Xα

fj(t)|X
−β
f ′j′(t

′)〉〉 = −iθ(t− t′)〈[Xα
fj(t), X

−β
f ′j′(t

′)]〉. (9)

where Xα
fj(t) are the Hubbard operators in the Heisenberg representation. The exact system of equations of mo-

tion for such functions is infinite [14]. However, using the Hubbard I approximation [15]: 〈[Xα
fj(t), X

−β
f ′j′(t

′)]〉 =
δff ′δjj′δαβbjα a closed system of equations for the Green’s functions can be found in the frequency-quasimomentum
representation. The algorithm for finding the Green’s functions is described in [12]. For the considered model (1) we
obtain using this approach

Gjα;jβ (~q, ωn) = δα,βGjα (ωn) bj (α) +

JqGjα (ωn)Gjβ (ωn) bj (α) bj (β)
{

∆−1‖ (~q, ωn) · 2Jquj (ωn) γ‖,j (α) γ‖,j (−α) +

+∆−1⊥ (~q, ωn) ·
[
γ⊥j (α)

(
γ⊥j (β)Mj (~q, ωn)− γ⊥j (−β)Lj (~q, ωn)

)
+

+ (α→ −α; β → −β; iωn → −iωn)]} ; (10)

whereGjα(p,q)(ω) = [ω+Ejp−Ejq]−1; bjα(p,q) = Njp−Njq. In the low temperature limit the occupation numbers
Njp of the quantum states |ψp; j〉 are assumed to be Njp = 1 if |ψp; j〉 is the ground state of eqn.(5), and Njp = 0
in other cases. The functions Mj (~q, ωn) can be found analytically, but we do not present them here because they are
cumbersome and unnecessary.
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The spectrum of elementary excitations of the system can be determined from finding the poles of the Green’s
functions, namely, from solving the equations

∆‖ (~q, ω) = 1− 4J2
q uA (ω)uB (ω) = 0;

∆⊥ (~q, ω) =

[
1− 1

4
J2
q zA (ω) zB (ω)

] [
1− 1

4
J2
q zA (−ω) zB (−ω)

]
−
J4
q

16
×(

zA (ω) zA (−ω)w2
B (ω) + zB (ω) zB (−ω)w2

A (ω)− w2
A (ω)w2

B (ω)
)
−

− 1

2
J2
qwA (ω)wB (ω) = 0. (11)

The solutions of the equations ∆‖ (~q, ω) = 0 and ∆⊥ (~q, ω) = 0 determine the so-called longitudinal ω‖(q, ω) and
transverse ω⊥(q, ω) branches of the magnonic spectrum, respectively. Recall, that in the case ϕ = 0, these branches
are determined by eqn.(3). Note also that for the isotropic magnet, the above-used decoupling of the Green’s functions
(the Hubbard-I approximation) gives results equivalent to the well-known results that the spin-wave theory obtained,
for example, using the Tyablikov approximation [14]. For this reason, the functions describe the transverse and
longitudinal spectra of spin waves. In this case the damping of magnonic quasiparticles is not taken into account. And
finally note that the above procedure for obtaining the spin-wave excitation spectrum is of a universal character and
can be used to study magnets with an arbitrary single-ion anisotropy.

The functions uj (ω), zj (ω) andwj (ω) included in the expression (11) are determined through the characteristics
of the single-ion spectrumEp, matrix elements γ⊥j(α), and single-ion occupation numbersNj,p as follows (j = A,B)
:

uj (ω) =
∑
α

∣∣γ‖j (α)
∣∣2Gjα(ω)bA (α) ; zj (ω) =

∑
α

|γ⊥j (α)|2Gjα(ω)bj (α) ;

wj(ω) =
∑
α

γ⊥j (α) γ⊥j (−α)Gjα(ω)bj (α) . (12)

From the direct calculations it can be shown that:

uB(ω) = uA(ω); zB(ω) = zA(ω); wB(ω) = wA(ω) · e2iϕ. (13)

Thus, the longitudinal branches of spin-wave excitations do not change when the easy planes are rotated (when the
angle ϕ changes) and the transverse branches of the spectrum ω⊥(q, ϕ) are of interest. In the case of ϕ = 0 the
functions zA(ω), wA(ω) can be obtained analytically in the low temperature limit: [10]:

zA(ω) =
2ε21 + 2ω cos 2θ

(ω)2 − ε221
; wA(ω) =

2ε21 sin 2θ

(ω)2 − ε221
; (14)

Hence, the ∆⊥(q, ω) vs. ϕ dependence can be expressed through the characteristics of the spectrum of a single-
sublattice easy-plane magnet (the case of ϕ = 0):

∆⊥(q, ω, ϕ) = ∆⊥(q, ω, ϕ = 0) + J2
qw

2
A sin2 ϕ ;

∆⊥(q, ω, ϕ = 0) =

(
ω2 − ω2

⊥(q)
)(
ω2 − ω2

⊥(q + π)
)

(ω2 − ε221)2
. (15)

With the use of these expressions, we obtain the dispersion equation for the system under consideration with arbitrary
value ϕ (Fig. 1b):

∆⊥(q, ω, ϕ) =

(
ω2 − ω2

⊥(q)
)(
ω2 − ω2

⊥(q + π)
)

+ 4J2
q ε

2
21 sin2 2θ · sin2 ϕ

(ω2 − ε221)2
= 0.

From the solution of this equation, the spin-wave spectrum vs. quasimomentum dependence has been obtained:

ω2
⊥;1,2(q, ϕ) =

1

2

[
ω2
⊥(q) + ω2

⊥(q + π)±
√

(ω2
⊥(q)− ω2

⊥(q + π))− 16J2
q ε

2
21 sin2 2θ · sin2 ϕ

]
. (16)

In the case of mutually orthogonal easy planes (ϕ = π/2, Fig. 1b), the expressions are simplified and take the form:

ω2
⊥,1(q, ϕ = π/2) =

(
ε21 − Jq cos2 2θ

)2
= ω2

⊥(q) + ∆2
q;

ω2
⊥,2(q, ϕ = π/2) =

(
ε21 + Jq cos2 2θ

)2
= ω2

⊥(q + π)−∆2
q;

∆2
q = 4ε21Jq sin2 θ. (17)

The dependencies ω⊥,1,2(ϕ = π/2) vs. q are shown in Fig. 2 by the blue and green solid curves. Note that the branch
ω2
⊥,1(q, ϕ = π/2) should make the main contribution to the low temperature magnetic properties of the system. As
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FIG. 2. Spin-wave spectra for 1D magnets with single-ion anisotropy of the easy plane and easy axis
types. Solid and dashed lines corresponds to the ω⊥,1,2(ϕ = π/2) and ω̃⊥;1,2 vs q dependencies
defined by the eqn.(16) (D = J) and eqn.(20) (Deff = 0.5 · J), respectively.

can be seen from the Fig. 2, this branch is characterized by the excitation gap spectrum and by comparable to the value
of this gap dispersion. Such features are characteristic of the excitations of easy-axis magnets.

In order to show the formation of an effective easy axis in the case of ϕ = π/2 more formally, let us use that
the dependence of the basic formulas (10)-(12) on the representation parameters (8) and single-ion energy spectrum
Ep are universal and does not depend on specific structure of the single-ion operators in (1). This allows, within
the framework of the same approach, to consider two-sublattice 1D magnet with SA,B = 1 and easy axis single-ion
anisotropy. Its Hamiltonian is the (1) with the single-ion terms in the form:

H a
A(B)(

~Sf(g))→ H̃ a
A(B)(

~Sf(g)) = 2Deff (Szf(g))
2 − H̃Szf(g); (18)

where H̃ = 2J−H . In this case we obtain the expressions for eigenfunctions and eigenvalues for the both sublattices:

| ψ̃1,3 〉 = | ± 1 〉; Ẽ1,3 = 2Deff ∓ H̃; | ψ̃2 〉 = | 0 〉; Ẽ2 = 0. (19)

Computations similar to the case of easy-plane anisotropy, but using the eigenstates (19) of single-ion Hamiltonians
H̃ a
A(B)(

~Sf(g)), make it possible to calculate the spin-wave spectrum of excitations of an easy-plane 1D magnet:

ω̃2
⊥,1(q, π/2) =

(
2Deff + J − Jq

)2
; ω̃2
⊥,2(q, π/2) =

(
2Deff + J + Jq

)2
. (20)

The dependencies ω̃⊥;1,2 vs. q are shown in Fig. (2) by the blue and green dashed lines, respectively. It can be seen that
the the spectra ω⊥,1,2(q, ϕ = π/2) and ω̃⊥;1,2(q) are very closed to each other. Thus the thermodynamic properties
of the strongly anisotropic 1D magnet with twisted and mutually orthogonal easy-planes and easy-axis 1D magnet
should be similar. This achieves the goal of this work.

FIG. 3. The single-ion energy structure and quantum transitions responsible for the formation of
quasiparticle bands of spin-wave excitations. a) the case of easy-plase magnet (eqns. (2), (5)). b)
the case of easy-axis magnet (eqns. (18), (19)).
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Let us briefly consider some of the peculiarities and the physical meaning of the obtained branches of the spin-
wave spectrum. The expressions (11) and (12) show that the transverce ω⊥(q) and longitudinal ω‖(q) branches result
from single-ion transitions with non-zero matrix elements of the operators S+ and Sz , respectively. The structures of
the single-ion spectra of the easy-plane (eqns. (2) and (5)) and the easy-axis (eqns. (18) and (19)) magnets are shown in
the Fig. 3a and Fig. 3b, respectively. For example, the transverse excitation branch ω⊥(q) in easy-plane magnet results
from the hybridization of single-ion quantum transitions between the states |ψ1 〉 = e−iϕ cos θ| 1 〉 + eiϕ sin θ| − 1 〉
and |ψ2 〉 = | 0 〉 with the energies E1 = D −

√
D2 + H̄2 and E2 = 2D, respectively. In the case ϕ = 0 we have the

following spin-averages for the initial state |ψ1 〉 of such transition:

〈ψ1 |Sx,y |ψ1 〉 = 0 ; 〈ψ1 | (Sx,y)2 |ψ1 〉 =
1

2
(1± sin 2θ) ; 〈ψ1 |Sz |ψ1 〉 = cos 2θ. (21)

In the limit D/J � 1 such averages correspond to the spins lying in the easy plane. For the final state of the
transition |ψ2 〉 we have 〈ψ2 | ~S |ψ2 〉 = 〈ψ2 | (Sz)2 |ψ2 〉 = 0; 〈ψ2 | (Sx,y)2 |ψ2 〉 = 1. Thus in strongly anisotropic
limit the quantum transition |ψ1 〉 → |ψ2 〉 can be qualitatively considered as a spin flop from the easy plane into a
plane perpendicular to the z-axis. In the limit of noninteracting ions, the single-ion transitions form highly degenerate
levels, but when the exchange interaction between the sublattices is taken into account (the last term of the eqn.1), such
transitions hybridize and form bands with the dependence of the excitation energy on the quasimomentum. The actual
for this work single-ion transitions are shown by vertical lines with arrows. The corresponding quasi-momentum
dependences of the spin-wave bands are depicted near the vertical lines. Note, that dependences ω⊥(q) and ω̃⊥(q) in
Fig. 3 correspond to the low-lying quasiparticle branches shown in Fig. 2.

Note that in this work, the calculations were carried out under the assumption that at zero temperatures only the
ground single-ion states are filled: Nj; 1 = 1; Nj; 2,3 = 0 (j = A,B). In other words, we have neglected the quantum
fluctuations due to spin-wave renormalizations. To take such effects into account, the single-ion occupation numbers
should be calculated using the spectral theorem [14] by the formula:

Njp =
1

2

∑
r

∫ π/2

−π/2
dq

[
(Fj(α, q, ωr) + Fj(α, q,−ωr)) fB(ωr

T )

ωr
∏
l 6=r(ω

2
l − ω2

r)
+

Fj(α, q,−ωr)
ωr
∏
l 6=r(ω

2
l − ω2

r)

]
. (22)

Moreover, the calculation of the Njp should be self-consistent with the calculation of the Green’s functions (10). In
the (22) the last ones has been represented in the form:

Gjα;jα(q, ω) =
Fj(α, q, ωk(q))∏
k(ω2 − ω2

k(q))
. (23)

In this approximation, the energy spectrum and physical observables will be renormalized. However, such considera-
tion is beyond the scope of this work.

3. Conclusion

In this work, on the basis of analytical solutions for the excitation spectra of simple 1D spin-models, we have
demonstrated the effect of formation of effective easy axis in strongly anisotropic easy-plane magnets with several
sublattices.
This effect is due to the different orientations of the easy planes for different sublattices. This result clarifies the low-
temperature behavior of the anisotropic metal-organic single chain magnet catena−[FeII(ClO4)2FeIII(bpca)2](ClO4).
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1. Introduction

Industrialization and urbanization have seriously led to high threat of pollutants like heavy metal ions to public
health and environment [1]. So, it was necessary to find a new way to remove heavy metal ions before discharging
them into the environment. Due to the economic constraints, development of a cost effective and clean process is
essential. The various conventional technologies currently employed in the removal of effluents in industrial water are
classical and do not lead to complete removal of pollutants. Therefore, there is a need to develop a novel treatment
method that is more effective. Of all the known methods, adsorption has proved to be one of the most effective
methods for the removal of heavy metal ions [2]. This method depends on factors such as the surface area, pore
size distribution, polarity and functional groups of the adsorbent. Presently, nanotechnology is widely applied for
purification and treatment of waste water. The novel properties of nanomaterials such as large surface area, potential
for self assembly, high specificity, high reactivity and catalytic potential make them an excellent candidate for this
application [3]. A developing trend for the nanomaterials is to synthesize composite structures and devices with
materials capable of enhanced properties when compared to counter parts. This can be achieved either by utilizing
the size advantage through templating on the nanomaterials and enhancing the properties to drive new synergetic
properties of two combined materials [4]. In the present study,a polyindole based ZnO/MgO nanocomposite was
prepared, analyzed and used as an adsorbent for the removal of Pb(II) ion. For comparative purposes the counter parts,
polyindole and ZnO/MgO were also prepared.

2. Materials and methods

AR grade chemicals obtained from Merck were used for the preparation of ZnO/MgO, polyindole and the polyin-
dole based nanocomposite. ZnO/MgO (ZMF) was prepared by the co-precipitation method in presence of capping
agent. Polyindole (PI) and the polyindole based ZnO/MgO nanocomposite (PIZM) were prepared using chemical ox-
idation method. ZnO/MgO was annealed at 500 ◦C for three hours; polyindole and polyindole based nanocomposite
in the as prepared form were used for analysis. For the preparation of the nanocomposite, ZMF was used. XRD study
was carried out using XPERT-PRO model powder diffractometer (PAN analytical, Netherlands) employing Cu-Kα
radiation (λ = 1.54060 Å) operating at 40 kV, 30 mA. The absorbance spectra of these samples were studied using
JASCO V 650, UV/Vis spectrophotomer. Adsorption studies in the present work were carried out using GBC-AAS
spectrometer having lampcurrent 5 mA and wavelength 270 nm.
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3. Result and discussion

3.1. XRD analysis

Figure 1 shows XRD of ZMF. ZMF showed well defined X-ray diffraction peaks which indicated that ZMF had
crystalline nature. Again, the broader diffraction peaks indicated the smaller crystallite size. The interplanar spacing
(dhkl values), 2θ values and relative intensity values of ZMF corresponding to the observed diffraction peaks were
compared with the standard values of ZnO and MgO as reported by JCPDS-International Centre for Diffraction Data.
The data obtained for ZnO/MgO matched with JCPDS-ICDD pattern number pattern number #79-0205 of ZnO and
#89-7746 of MgO separately. From JCPDS, MgO shows a cubic system with FCC lattice and ZnO shows hexagonal
system with a primitive lattice. The presence of peaks of both ZnO and MgO indicates that the prepared sample is
not a single phase but a composite. The variation observed in the d values of the crystal planes in case of ZMF when
compared to ZnO and MgO from JCPDS, also confirms the formation of composite. The average crystallite size of
ZMF calculated from the line broadening of the XRD pattern, using FWHM values of seven major peaks in the XRD
spectrum making use of Scherrer formula:

D =
kλ

βhkl cos θhkl
, (1)

where D is the average crystallite size normal to the reflecting planes, k is the shape factor which lies between 0.95
and 1.15 depending on the shape of the grains (k = 1 for spherical crystallites), λ is the wavelength of X-ray used
and (βhkl) measured is the FWHM of the diffraction line in radians and θhkl is the Bragg angle corresponding to
the diffraction line arising from the planes designated by Miller indices (hkl). The crystallite size for the sample as
calculated from Scherrer equation is 22.85 nm. The XRD pattern of PI was found to match well with the XRD patterns
in literature [5]. The XRD of polyindole shows the presence of numerous sharp crystalline peaks in the diffraction
pattern having 2θ values between 15◦ and 30◦. This can be related to the scattering from bare polymeric chains at the
inter-planar spacing. Fig. 2 shows XRD obtained for PI.

FIG. 1. XRD of ZnO/MgO

FIG. 2. XRD of polyindole and polyindole based ZnO/MgO nanocomposite
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The appearance of peaks in the XRD of the polymer confirms the crystalline nature rather than amorphous nature.
The higher the degree of regularity in arrangement or ordering of the polymer chain, the higher is the crystallinity [6].
The presence of sharp crystalline peaks in the XRD graph indicates good electrostatic (dipole–dipole) interactions
among the adjoining molecular chains in the PI matrix and also their highly ordered state [7]. The XRD results justify
the PI nanostructures as crystalline in nature. Fig. 2 shows XRD obtained for PIZM. XRD of PIZM confirms the
formation of nanocomposite. The well defined peaks of planes (1 0 0), (0 0 2) and (1 0 1) of ZnO and (2 0 0), (2 2 0),
(3 1 1) and (2 2 2) of MgO were found to be incorporated into the XRD spectrum of polyindole. It is clear from XRD
of PIZM that the metal oxide particles are well distributed in the polymer matrix. Here the crystalline peaks between
15◦ and 30◦ were also observed. The variation of peaks observed in the XRD of PIZM in the region between 15◦ and
30◦ showed variations when compared to the XRD of PI which also supports the formation of nanocomposite.

3.2. UV Analysis

The UV/Vis absorption spectrum of the PI taken in the wavelength range 210 to 800 nm with 1 nm resolution
is shown in Fig. 3. PI nanobelts depict a sharp absorption in the range 225 – 325 nm with λmax situated at 292 nm,
attributed to the conjugation of the benzenering in the indole unit [8, 9]. The presence of small absorption band is
observed in the range 435 – 543 nm with λmax situated at 478 nm due to the π − π∗ transitions of the benzene ring in
the PI molecular chains [8]. The results indicate the presence of enhanced conjugated segments and easy flow of charge
in PI molecular matrix. This band also relates to the extent of conjugation between adjacent rings in the polymer chain.
The optical band gap of the material determined from the absorption spectrum using Tauc’s relation was 3.82 eV. Due
to large value of the optical band gap, the material is most suited in many applications in modern electronic industries.
Fig. 4(a) shows the absorbance spectrum of ZMF. ZMF which displayed sub gaps. The optical band gap of ZMF
determined from the absorption spectra using Tauc’s relation are 1.75 and 3.3 eV respectively. Fig. 4(c) shows the
Tauc plot obtained for ZMF. The UV/Vis absorbance spectrum of PIZM showed multiple absorption peaks in addition
to the main peak observed in PI due to π − π∗ transitions in the range 220 – 450 nm with λmax value of 290 nm.
The multiple peaks observed in the range 360 to 850 nm could be attributed to the n-π∗ and n-π transitions as a result
of the interactions between PI chains and ZMF nanoparticles. This causes easy charge transfer from PI to ZMF. The
main optical band gap of PIZM determined from the absorption spectra using Tauc’s relation was 3.68 eV.

FIG. 3. UV/Vis Absorbance spectrum and (b) Tauc Plot of polyindole

3.3. Adsorption studies

Adsorption studies were performed by batch process by taking 0.1 gm of synthesized ZMF, PI and PIZM in
a 100 ml clean and dried stoppered bottle. Known concentration of 50 ml Pb2+ solution was added in the same
stoppered flask. This flask was placed on a mechanical shaker at 160 rpm and the rate of adsorption of lead on ZMF,
PI and PIZM nanocomposite was studied. After desired time intervals (20, 40, 60, 80, 100 min etc.), the solution was
filtered using Whatman filter paper no. 41 and reserved for atomic absorption spectroscopy study. The experiments
were repeated for different solution pH values. The adsorption capacity (q) and removal percentage are expressed as
follows:

q =
(C0 − Ct)V

W
, (2)

Removal Efficiency (%) =
(C0 − Ce)

C0
× 100, (3)
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FIG. 4. UV/Vis Absorption spectrum of (a) ZnO/MgO (c) polyindole based ZnO/MgO nanocom-
positeand Tauc Plot of (b) ZnO/MgO (d) polyindole based ZnO/MgO nanocomposite

where q is the adsorption capacity of the adsorbate (mg·g−1), W is the weight of adsorbent (g), V is the volume of
solution (L), and Co (mgL−1) and Ce (mgL−1) are initial and equilibrium concentration of adsorbate in solution.

For the adsorption of Pb2+ on the composite PIZM, it was found that the amount of adsorption increased with ag-
itation time and attained equilibrium at 120 minutes i.e., the maximum removal efficiency was attained after 120 min-
utes (Fig. 5). The removal efficiency of ZMF for Pb2+ ions after 120 minutes was found to be 78.56 %. The removal
efficiency for polyindole was found to be 62.78 % but, for the nanocomposite, it was 88.98 %.

FIG. 5. Removal Efficiency vs Time using ZnO/MgO, polyindole and polyindole based ZnO/MgO
nanocomposite for Pb2+ adsorption

Polyindole is an organic polymer that holds a large amount of polyfunctional groups (amino and imino groups)
that can effectively adsorb heavy metal ions. The development of composite sorbents has opened up new opportunities
of their application in deep removal of heavy metals from water. PIZM showed higher adsorption capacity when
compared to its counter parts and this can be explained as follows. PIZM has both high specific area due to presence
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of metal oxide and functional groups due to the presence of polyindole. In the case of all the three samples, the
adsorption was higher in the beginning due to greater number of reaction sites available for Pb2+ adsorption.

The pH of the aqueous solution is an important operational parameter in the adsorption process because it affects
the solubility of the metal ions, concentration of the counter ions on the functional groups of the adsorbent and the
degree of ionization of the adsorbate during reaction [10]. Depending on the pH the active sites on an adsorbent can
either be protonated or deprotonated and at the same time the adsorbate speciation in solution also depends the on pH
too. Lead for example, exists as Pb2+, PbOH+ and Pb(OH)3− depending on the solution’s pH.

At lower pH values, low metal ion uptake was observed. The use of a very low pH may result in the competitive
adsorption of the H+ and Pb2+ ions on the PIZM surface. At low pH values, the adsorbent is positively charged due
to the presence of H+ ions on the surface of adsorbent and hence offers repulsive force to approaching Pb2+ ions.
However, more Pb2+ uptake is observed as the pH increases which are due to the fact that at high pH values, lead still
has a net positive charge but exists as PbOH+ while most active sites on the adsorbent are deprotonated. This leads to
net attractive force that is responsible for high Pb removal from solution in the alkaline pH range.

At elevated pH values; in strong basic solutions, thechances of Pb(II) precipitation increase. It is therefore rec-
ommended to operate around the neutral pH to avoid precipitation effect. In the present study, the removal efficiency
in the case of all the samples was found to increase with pH and attained maximum at pH 6 and then it was found
to decrease (Fig. 6). The nanocomposite, PIZM showed maximum removal efficiency. From the present work it is
concluded that proper tuning of PIZM nanocomposite can make it a good adsorbent for the removal of heavy metal
ions. Proper tuning can increase the removal efficiency of PIZM and can be made a good candidate for the removal of
lead ions.

FIG. 6. Removal Efficiency vs pH using ZnO/MgO, polyindole and polyindole based ZnO/MgO
nanocompositefor Pb2+ adsorption

4. Conclusion

In the present work, ZnO/MgO nanocomposite (ZMF) was synthesized using co-precipitation method; polyindole
(PI) and polyindole based ZnO/MgO nanocomposite (PIZM) were synthesized using a chemical oxidation method.
The synthesized materials were characterized using XRD and UV/Vis absorbance spectroscopy. The presence of peaks
of both ZnO and MgO in ZMF indicates that the prepared sample is not a single phase but a composite.The crystallite
size for ZMF, as calculated from Scherrer equation, is 22.85 nm. The appearance of peaks in the XRD of the polymer
confirms the crystalline nature rather than amorphous nature of PI. It is clear from XRD of PIZM that the metal oxide
particles are well distributed in the polymer matrix. Energy band gaps of all the three samples were calculated from
UV/Vis absorbance spectroscopic analysis. The study investigates the applicability of ZMF, PI and PIZM for the
removal of Pb(II) heavy metal ion.The removal efficiency of ZMF for Pb2+ ions after 120 minutes was found to be
78.56 %. The removal efficiency for polyindole was found to be 62.78 %, but for the nanocomposite, it was 88.98 %,
which showed highest removal efficiency. The effect of pH on the removal efficiency of ZMF, PI and PIZM were
studied. In the present study, the removal efficiency in the case of all the three samples was found to increase with pH
and attained maximum at pH 6 and then it was found to decrease. Proper tuning can increase the removal efficiency
of PIZM and can thus be made a good candidate for the removal of lead ions. PIZM was also found to be effective for
the removal of Cd2+ ions and may possibly be used for the removal of other harmful metal ions, although that remains
the scope of a future study.



The novel polyindole based ZnO/MgO nanocomposite adsorbent... 671

References
[1] Ngah W.S.W., Hanafiah M.A.K.M. Removal of heavy metal ions from wastewater by chemically modified plant wastes as adsorbents: A

review. Bioresource Technology, 2008, 99, P. 3935–3948.
[2] Manohar D.M., Noeline B.F., Anirudhan T.S. Adsorption performance of Al-pillared bentonite clay for the removal of cobalt (II) from aqueous

phase. Applied Clay Science, 2006, 31, P. 194–206.
[3] Zhang S., Cheng F., et al. Removal of nickel ions from wastewater by Mg(OH)2/MgO nanostructures embedded in Al2O3 membranes. Journal

of Alloys and Compounds, 2006, 426, P. 281–285.
[4] Neamtu J., Verga N. Magnetic Nanoparticles for Magneto-Resonance Imaging and Targeted Drug Delivery. Journal of Nanomaterialsand

Biostructures, 2011, 6, P. 969–978.
[5] Goel S. Synthesis of polyindole nanoflakes through direct chemical oxidative route. Advanced Science, Engineering and Medicine, 2012, 4,

P. 438–441.
[6] Hutten P.F.V., Hadziioannou G. Handbook of Organic Conductive Molecules and Polymers, edited by H.S. Nalwa, John Wiley, New York,

1997, 3, P. 1–85.
[7] Taylan N.B., Sari B., Unal H.I. Preparation of conducting poly(vinyl chloride)/polyindole composites and freestanding films via chemical

polymerization. Journal of Polymer Science Part B:Polymer Physics, 2010, 48, P. 1290–1298.
[8] Eraldemir O., Sari B., Gok A., Unal H.B. Synthesis and characterization of polyindole/poly(vinylacetate) conducting composites. Journal of

Macromolecular Science, Part A: Pure and Applied Chemistry, 2008, 45, P. 205–211.
[9] Xu J., Hou J., et al. 1 H NMR spectral studies on the polymerization mechanism of indole and its derivatives. Spectrochimica Acta Part A,

2006, 63, P. 723–728.
[10] Amuda O.S., Ojo O.I., Edewor T.I. Biosorption of Lead from Industrial Waste water using Chrysophyllum albidum seed shell. Bioremediation

Journal, 2007, 11, P. 183–194.



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2020, 11 (6), P. 672–679

ZnO nanoparticles as solar photocatalysts: Synthesis, effect of annealing temperature
and applications

S. Sathya1, J. Vijayapriya1, K. Parasuraman1, D. Benny Anburaj2, S. Joshua Gnanamuthu3*
1PG and Research Department of Physics, Poompuhar College (Affiliated to Bharathidasan University),

Melaiyur, India
2PG and Research Department of Physics, D. G. Govt. Arts College (Affiliated to Bharathidasan University),

Mayiladuthurai, India
3PG and Research Department of Physics, TBML College (Affiliated to Bharathidasan University), Porayar, India

*joshuagnanamuthu@gmail.com

DOI 10.17586/2220-8054-2020-11-6-672-679
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1. Introduction

In recent years, the implementation of water reclamation and reuse is gaining attention rapidly world-wide due to
the water scarcity occurred as a result of climate change and poor water resource management (i.e. limited access to
clean water resources and water demands exceed the available resources). Access to clean water is becoming an ever
increasing problem in an expanding global economy and population countries [1]. One of the attractive solutions in
response to water issues is implementation of wastewater reclamation and reuse projects to ensure a sustainable water
development and management.

POPs (Persistent Organic Pollutants) are carbon-based chemical substances that are resistant to environment
degradation and have been continuously released into the environment. POPs can cause severe harm to human beings
and wildlife because of their poor biodegradability and carcinogenic characteristics in nature. Advanced treatment
technologies are crucial to ensure that the reclaimed water is free of POPs. Various water treatment techniques have
been employed to remove POPs from water streams including adsorption, membrane separation and coagulation [2];
however, these processes only concentrate or change the recalcitrant organic pollutants from the water to solid phase.
For this reason, advanced oxidation processes (AOPs) have been proposed for the elimination of recalcitrant organic
pollutants, especially for those with low biodegradability.

AOPs offer several advantages such as: (i) rapid degradation rate, (ii) mineralization of organic compounds to
green products, (iii) ability to operate under ambient temperature and pressure, and (iv) reduction of the toxicity of
organic compounds.

Photocatalytic oxidation (PCO) technology has been active in the field of pollution control since the 1980s due
to the sustained developments in the photocatalyzed degradation of aqueous pollutants. Photocatalytic oxidation
method finds wide applications in photocatalytic degradation of aqueous pollutants due to its high efficiency, low cost,
energy saving and production of no other secondary pollutants in this process. Over the past few decades broadband
semiconducting photocatalysis attracted great interest of many workers because of the potential of the process to
solve environmental problems [3, 4]. These photocatalysis exhibit appropriate energy potential to conduct oxidation
and reduction process on their semiconducting surface [5]. ZnO is one of the important II–VI groups of n-type
semiconductors which has direct band gap of 3.37 eV with large exciton binding energy of 60 meV. ZnO is proved
to be a promising material for various applications, such as gas sensors [6], transistors [7], solar cells [8], hydrogen
production [9] and photocatalysis [10] due to their electrical and optical properties.

Among the other semiconducting materials zinc oxide (ZnO) is extensively studied due to their unique physico-
chemical, piezoelectric, optical and catalytic properties [11, 12]. These properties are correlated with shape, size and
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morphology of ZnO nanoparticles [13, 14]. Santhosh et al. [15] reported that there are various proposed mechanisms
for the degradation of dyes using the photocatalyst materials. One mechanism suggests that the oxidation of organic
pollutants is first initiated by the free radicals, which are mainly induced by the electron-hole (e-/h+) pairs at the photo-
catalyst surface. Another mechanism states that the organic compound is firstly adsorbed on the photocatalyst surface
and then reacts with excited superficial e-/h+ pair or OH radicals to form the final products. Hence, the photocat-
alytic performance of nanoparticles is determined by their shape and dimension. In recent years, investigation on the
shape control synthesis of semiconducting nanostructures were carried out by many workers on ZnO nanostructures
which lead to the formation of nanowires [16], nanotubes [17], nanobelts [18] and nanodisks [19] structures. ZnO
nanostructures with different shapes and dimensions were developed by solution phase method such as sonochemical
route [20,21], sol-gel method [22,23], reflux method [24] and hydrothermal method [25,26]. Controlling the shape of
the ZnO nanostructures and fast synthetic route under the ambient condition have become an important topic of inves-
tigation in the field of materials chemistry. In the present work, the effect of temperature on the structural, optical and
morphological properties of ZnO nanoparticles prepared by hydrothermal method is presented and the photocatalytic
activity of the synthesized ZnO nanoparticles is analyzed against Methyl Blue dye.

2. Materials and methods

2.1. Synthesis method

ZnO nanopowders were synthesized by simple hydrothermal method using the aqueous solution of Zinc acety-
lacetonate hydrate (Zn(acac)2·H2O) and NH4OH. In a typical synthesis process, 1.3631 g of (Zn(acac)2) was dissolved
in 100 ml of distilled water and NH4OH was added dropwise to maintain the pH of solution 7 under constant stirring.
Then this solution was continuously stirred for 1 our and the resultant solution was transferred to Teflon-lined stainless
steel autoclave of 100 ml volume and maintained at 150 ◦C for 3 hours in muffle furnace. After the hydrothermal re-
action the autoclave was naturally allowed to cool to room temperature. The product of white precipitate was obtained
and washed with distilled water and ethanol several times and dried at hot air oven at 60 ◦C. The dried particles were
annealed at 300 ◦C for 3 hours. Similarly ZnO nanoparticles were prepared by hydrothermal method keeping the
above experimental condition the same but the annealing temperature of the prepared dried particles was varying 400,
500 and 600 ◦C. The prepared ZnO nanoparticles were characterized for their structural, optical, and morphological
properties and photocatalytic activities.

2.2. Characterization

Synthesized ZnO nanoparticles crystalline nature was analyzed by X-ray diffraction technique (PANalytical’sX’Pert
Pro with CuKα radiation). Field Emission Scanning Electron Microscopy and Energy Dispersive X-ray Spectroscopy
(FEI Quanta FEG200) were employed to analyze the surface morphology and elemental composition of synthesized
samples. Shimadzu, UV-2600 spectrophotometer is used to measure the optical transmittance of the samples at wave-
lengths ranging from 300 – 1100 nm.

3. Results and discussion

3.1. XRD analysis

X-ray diffraction (XRD) pattern of synthesized ZnO nanoparticles are shown in Fig. 1 which confirm the forma-
tion of ZnO wurtzite (hexagonal)structure when compared with the corresponding peaks of JCPDS card no. 70-2205.
One can observe that the intensity of the XRD peaks of ZnO particles prepared samples is relatively high. Further, the
intensity of XRD peak of (101) plane is relatively stronger in all the samples. The average crystallite size (D) of the
synthesized ZnO nanoparticles was calculated from Debye–Scherrer formula from (101) plane:

D =
Kλ

β cos θ
.

The interplanar distance (d) was calculated from Bragg’s equation:

2d sin θ = n,

where θ is the angle of diffraction in degree, n = 1 and λ is wavelength of X-rays used (1.5406 Å). Lattice cell
parameters a(= b) A = πr2 and c were calculated from the relation:

1

d2
=

{
4

3

(
h2 + hk + a2

a2

)
+
l2

c2

}
,
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FIG. 1. XRD pattern of different annealed temperature ZnO

where d is the interplanar distance and h, k and l are Miller indices of the plane. The average crystallite size of (101)
plane was decreased from 46.01 to 33.85, 31.98 and 31.10 nm with increase in annealed temperature from 300, 400,
500 and 600 ◦C respectively. The calculated values are shown in Table 1.

TABLE 1. Variation of crystallite size and cell parameter of ZnO with different annealing temperatures

Temp ◦C
(101) Plane Cell parameters (Å)

2θ degree
Average crystallite

size D (nm)
Inter planner

distance d (nm) a = b c

300 36.26 46.0 2.476 3.2521 5.2080

400 36.26 33.8 2.476 3.2513 5.2065

500 36.35 31.1 2.470 3.2403 5.1963

600 36.36 31.9 2.471 3.2423 5.1963

3.2. SEM analysis

Details on the growth factors controlling the shape and size of ZnO nanostructures are presented in Fig. 2, which
shows the various morphology and shape selective synthesis of ZnO such as spindle like structure, hexagonal disks,
spheroidal structures,and elongated porous hexagonal nanorods structure. Fig. 2 presents the hexagonal structure
which shows the growth of ZnO nanorods obtained at 300 ◦C. Further increasing the temperature is suppressed the
growth and the formed hexagonal shaped nanodisks. Nanorods with porous structure are formed in 500 ◦C.

Energy dispersive X-ray analyses (EDAX) spectrum of the prepared nanoparticle at 300, 400, 500 and 600 ◦C are
shown in Fig. 3(a–d) respectively, which reveal the presence of Zn and O.
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FIG. 2. SEM Images of ZnO particles

FIG. 3. EDAX analysis
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3.3. Application of catalytic activity

The photocatalytic degradation of methylene blue by the prepared photocatalyst of ZnO/UV was studied under
sun light. In this experiment, ZnO weight (10 mg) were dispersed well in (100 ml) aqueous methylene blue solution
under stirring for (15 min) under dark conditions in order to make certain adsorption equilibrium on the surface of the
catalysts.

After every 20 min of irradiation, part of the solution was collected and sealed in separate containers. They
were centrifuged to separate the catalysts from the MB solution and then their UV-Vis spectra were recorded. Then
absorption spectra were recorded and the rate of decolorization was observed in terms of change in intensity at λmax

of the dyes. The efficiency of photocatalytic reaction was calculated from the following expression:

D % =
A0 −A
A0

× 100,

where A0 the initial dye absorbance (gm·L−1) and A is the dye absorbance after the treatment. It can be noted that
A0 −A is referred to the loosing in the absorbance of solution by degradation process.

3.4. The photocatalytic degradation of the Methyl Blue (MB)

3.4.1. Effect of catalyst loading under sunlight. A series ofexperiments was carried out to assess the optimum cata-
lystloading by the amount of catalyst 0.5 g of which the dye solution was prepared. The percent ages of photodegra-
dation under sunlight at 48 ◦C with ZnO were illustrated in Fig. 4. It was found that all samples give almost the same
percentage removal at a certain concentration, so we will discuss here only prepared nanoparticle at 500 ◦C. It was
observed that with an increased catalyst amount, the photodegradation increases. This could be attributed to the fact
that the number of active sites increased as the amount of the catalyst increased, up to a certain point, after which, the
higher concentrations of the catalyst increase the turbidity of the MB suspension and the penetration of sunlight.

FIG. 4. Degradation efficiency graph

3.4.2. Photodegradation properties. To study the photodegradation abilities of the undoped ZnO particles prepared
at various temperatures i.e. 300, 400, 500 and 600 ◦C; methyl blue (MB) dye was used as the model pollutant. The
photocatalytic activity was performed by dispersing the films in 10 mL aqueous solution containing 0.1 M MB dye.
After achieving adsorption-desorption equilibrium by stirring the dye solution with the catalysts in dark, they were
exposed to visible light. With an increase in irradiation time, the color of the dye solutions degraded drastically. The
order of the degradation ability after 120 min was as follows:

300 ◦C → 400 ◦C → 600 ◦C → 500 ◦C.

A complete clear solution was observed for the co-doped sample confirming its enhanced degradation ability. The
absorbance spectra taken at λ = 650 nm are displayed in Fig. 5(a) for the 300 ◦C ZnO, Fig. 5(b) for the 400 ◦C,
Fig. 5(c) for the 500 ◦C and Fig. 5(d) for the 600 ◦C ZnO photocatalysts.
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FIG. 5. Photocatalytic activity

Using the formula, η = (1− C/C0) × 100, (where C and C0 represents the dye concentration under light
and dark conditions), the degradation efficiency values of the tested catalysts were calculated and depicted in Fig. 6.
Unanimously, for all the irradiation time intervals, the 500 ◦C ZnO photocatalyst showed better degradation efficiency.

FIG. 6. C/C0 vs time

In general, the photocatalytic efficiency of the catalyst could be decreased because of the following possible
reason. (a) The continuous adsorption of dyes on the catalyst surface can reduce the active sites of the catalyst and
thereby decreases the photocatalytic activity. In addition, the surface adsorbed dye can decrease the incident light
penetration to the catalyst surface and it affects the electron-hole pair generation.
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To verify the reusable nature of the ZnO photocatalyst and durability of its catalytic activity in photodegradation
process, 5 successive recycle tests were conducted by removing the catalyst from the dye solution. No significant loss
was observed up to the first 4 cycles and a modest loss is observed in the 5th cycle (Fig. 7).

FIG. 7. Recycle test of the reused ZnO photocatalyst

4. Conclusion

In this work spindle like, hexagonal disk, porous nanorods structures are successfully obtained through a simple
hydrothermal method by varying the annealing temperature of the ZnO particles. The SEM images show that the
porous like nano structures in all the samples the increased porosity was observed in sample prepared at 500 ◦C. ZnO
nanoparticles possessing needle shaped structure showed 94 % photocatalytic activity at about 120 min against MB
dye. The 500 ◦C hydrothermal synthesized ZnO nanoparticles showed relatively high degradation of MB.
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Thermoelectric Si0.65Ge0.35Sbδ materials have been fabricated by spark plasma sintering of Ge–Si–Sb powder mixtures. The electronic properties
of Si0.65Ge0.35Sbδ were found to be dependent on the uniformity of mixing of the components, which in turn is determined by the maximum
heating temperature during solid-state sintering. Provided the concentration of donor Sb impurity is optimized the thermoelectric figure of merit for
the investigated structures can be as high as 0.63 at 490 ◦C, the latter value is comparable with world-known analogues obtained for Si1−xGexPδ .
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1. Introduction

The Si1−xGex substitutional solid solution is one of the most attractive silicon-based materials for the fabrication
of thermoelectric energy converters [1–3]. The latter is due to a high chemical and mechanical stability at elevated
temperatures which is some important advantage when concerning the applications in an air atmosphere. Some other
advantages of Si1−xGex are low toxicity and a high degree of silicon-based technological processes development [4].

The main characterizing parameter of thermoelectric materials is the dimensionless thermoelectric figure of
merit (ZT ):

ZT =
α2σ

χ
T, (1)

where χ is the thermal conductivity, σ is electrical conductivity (sometimes resistivity ρ = 1/σ can be used instead)
and α is the Seebeck coefficient, which can be determined by measuring the thermo-voltage (UTE) and a temperature
difference (∆T ) between the “hot” and “cold” edges of the material: α = −UTE/∆T . As a rule, the parameters in (1)
are not independent of each other within one material: with increasing σ, the absolute value of Seebeck coefficient
decreases and χ increases [5]. Modern technologies such as nanostructuring provide quasi-independent control of
thermoelectric coefficients, which allows one to obtain simultaneously low values of χ with high values of α and σ,
and, thus, to increase ZT [2, 3, 5].

In the present paper, we report on the results of the study of Si0.65Ge0.35 thermoelectric structures fabricated by
the spark plasma sintering (SPS) of mixture of Si, Ge and Sb powders. The SPS technique provides unique possibilities
for the formation of nanostructured materials and controlling the thermoelectric coefficient as well as the parameters
of nanostructuring [6, 7]. The main feature of this work is the use of Sb impurities for fabricating the Si1−xGex, with
n-type conductivity, whereas in the majority of prior papers, As or P impurities are used. The advantages of antimony
in comparison with P or As [1–6] are lower toxicity [7,8], in addition using Sb provides a new technological option for
fabricating the n-type material. Although antimony has limited solubility in Ge and Si [9], the use of non-equilibrium
fabrication techniques such as SPS allows introduction of the impurity over the solubility limit and achieving the
doping concentrations sufficient for obtaining high values of ZT. In this paper, the variation of Sb concentration as
well as of the sintering modes has been carried out in order to obtain the increased ZT values.

The top value obtained was as high as ZT = 0.63 at 490 ◦C which is comparable with values characteristic for a
“classical” phosphorous or boron doped Ge–Si material [2, 6, 10].

2. Experimental

A series of 5 samples of nanostructured Si0.65Ge0.35Sbδ (δ = 0.005 – 0.009) was made for this study. The initial
powder to be sintered was fabricated by milling the high-purity Ge, Si and Sb bulk pieces with Fritsch Pulverisette
6 ball mill filled with argon to prevent oxidation. The milling modes (6 hours, 250 RPM) provided the average particle
size of ≈ 500 nm. The composition of the material was set by weighing the Ge, Si and Sb pieces and then converting
the weight percent to atomic percent.
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The sintering was carried out using the DR. Sinter Model SPS-625 spark plasma sintering system. The variable
parameters were the Sb concentration (0.5 – 0.9 at.%) and a maximal sintering temperature (Ts = 1080 – 1180 ◦C).
The following reasons were taken into account when selecting the sintering modes:

1) The lower temperature limit was selected to provide efficient mixing of Ge and Si, whereas upper limit was
close to the melting point of the Ge–Si mixture. Since the sintering system used was not designed for liquid-
phase sintering, melting of the material would lead to a collapse of the process (because of leaking of the
melted material through gaps between the mold, graphite paper, and punches).

2) The lower antimony concentration limit of 0.5 at.% was selected to provide sufficiently low conductivity
to obtain high enough power factor (α2σ). The upper limit of 0.9 at.% of antimony allowed us to prevent
the formation of large Sb clusters during sintering [7]. As it has been shown in our earlier work [7] the
introduction of 1 at.% of Sb or higher into GexSi1−x leads to formation of Sb clusters which is accompanied
by the decrease of both conductivity and Seebeck coefficient. This significantly reduces the value of ZT .

The other sintering parameters (pressure of 70 MPa, heating rate of 50 ◦C/min) were kept constant. The sintering
temperature was determined by a pyrometer on the outer wall of the mold with sintered powder, with further conversion
to the temperature inside the mold [11]. The technological parameters are presented at Table 1.

TABLE 1. Technological parameters of fabricated Si–Ge samples

Sample Technological Sb content (δ), at.% Sintering temperature (Ts), ◦C

1 0.5 1080±10

2 0.5 1180±10

3 0.7 1150±10

4 0.7 1180±10

5 0.9 1180±10

The sintered ingots of Si0.65Ge0.35Sbδ were cut into plates on which phase composition studies using X-ray
diffraction (XRD) analysis, as well as measurements of thermoelectric coefficients were performed. The Seebeck
coefficient was calculated from simultaneous temperature and thermoelectric voltage measurements using chromel-
alumel thermocouples [12]. The resistivity was measured by the standard four-probe method. The thermal conductivity
was measured by the stationary heat flux method [13]. The measurements were carried out at temperatures ranging
from Tm = 50 – 490 ◦C. The technology for structures fabrication, as well as all measurement techniques, are
described in detail in [7, 12].

3. Results and discussion

Figure 1 shows X-ray diffraction spectra of the initial powder (1) and samples (1, 3, 5) fabricated at various
temperatures. The lines corresponding to unmixed Ge and Si are present in the diffraction pattern of the initial powder
(1). Lines associated with Sb were not resolved due to low concentration.

Sintering of a powder at Ts = 1080 – 1180 ◦C leads to the interaction between the components and to the ap-
pearance Si1−xGex solid solution associated lines at the spectra (Fig. 1, curves 1, 3, 5). This is accompanied by
vanishing the Ge-related lines from the spectra, whereas Si-related lines are preserved and their intensity monotoni-
cally decreases with the increase of Ts. The latter is attributed to increase of Si and Ge intermixing with the increase
of sintering temperature.

Figure 2 shows the temperature dependence of resistivity. All samples displayed n-type conductivity. For the
sample 1, fabricated at the lowest temperature of Ts = 1080 ◦C, the dependence is a semiconductor type, and the
resistivity value is the highest among the investigated structures. The ρ(Tm) dependences for the Samples 2–5 (which
were fabricated at the elevated temperatures) are similar: all the curves are peak functions with the maximum at
200 – 300 ◦C and the resistivity values varying slightly in the range of Tm = 30 – 490 ◦C. In the case of the same
impurity concentration, a lower value of ρ is characteristic for samples sintered at higher temperatures. An increase
in impurity concentration in the range of 0.5 – 0.9 at.% leads to decrease of ρ, which is typical for impurity doping of
semiconductors.

The thermal conductivity values measured by stationary heat flux method [14] are presented in Table 2. The
values are approximately the same for all nanostructures and lie within the range of 2.5 – 3.75 W/m·K. The latter fact
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FIG. 1. X-ray diffraction pattern for samples 1, 3, and 5, as well as for the initial powder (Powder).
The icons indicate the positions of the peaks for Si, Ge, and a GeSi solid solution

FIG. 2. Temperature dependence of resistivity measured for the samples shown in Table 1. The
curve number corresponds to the sample number

can evidence on the similarity of the presented samples both in composition and in grain size. The values of χ in
Table 2 are close to the ones obtained for n-Si0.60Ge0.40, highly doped with As or P [14].

The Seebeck coefficient varies nonmonotonically with varying structural parameters (Table 2), which is believed
to be due the α being related with the resistivity. The latter depends not only on the concentration, but also on the
homogeneity of the phase composition of the sample.

Figure 3 shows the temperature dependences of ZT , calculated by (1). With the increase of measurement temper-
ature ZT value monotonically increases and the highest values are characteristic of nanostructures with a Sb content
of 0.7 to 0.9 at.%. A decrease in impurity concentration, as well as a decrease in sintering temperature, leads to a
significant decrease in ZT .

The obtained results can be explained in terms of the phase composition of the samples and the degree of the
impurity incorporation into the substitution position of Ge or Si. An insufficient fabrication temperature leads to
ineffective mixing of Ge and Si, which is accompanied by the conservation of the silicon phase (this can be seen
from the XRD patterns in Fig. 1). The resulting heterogeneity of the Si1−xGex composition leads to modulation of
the band gap, thereby causing a slight increase in resistance (compare samples 2 and 3 in Table 2 with the same Sb
concentration, but different sintering temperatures). In turn the resistance increase causes a decrease in ZT .
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TABLE 2. Thermoelectric parameters of Si0.65Ge0.35Sbδ samples. The parameter were measured
at Tm = 450 ◦C

Sample ρ× 104,
Ω·m

α,
µV/K

χ,
W/m·K ZT

1 40±2 410±40 2.5±0.3 0.03±0.006

2 7±0.5 690±40 3.5±0.3 0.14±0.03

3 11±1 644±40 3.2±0.3 0.09±0.02

4 2.0±0.2 490±40 3.75±0.3 0.30±0.06

5 1.2±0.1 490±40 2.73±0.3 0.54±0.1

FIG. 3. Temperature dependences of the thermoelectric figure of merit (ZT ) measured for the sam-
ples shown in Table 1. The curve number corresponds to the number of the sample

In addition, the incorporation of substitutional impurities into the solid solution substantially depends on the
sintering temperature. We believe that the high resistance values of the low-temperature sample 1 are due to the
both of the above factors. When sintering the sample with the highest Sb concentration of 0.9 at.% and at a higher
temperature, the material with the highest value of ZT is obtained (sample 5, Table 2).

Finally, we should note that the conditions for efficient phase mixing and conditions for efficient Sb incorporation
may differ. Indeed, one would need fundamentally nonequilibrium sintering conditions to incorporate the Sb impurity
over the solubility level, whereas Ge and Si mixing may occur in the thermal equilibrium. In particular introduction of
Sb with the concentration of over 1 at.% in [7] had led to a formation of antimony clusters in the Si0.65Ge0.35 matrix
accompanied with the sharp increase of the resistivity. The poor Ge and Si intermixing also leads to a resistivity
increase, as has been shown in the present paper.

The experimental conditions described in section 1 allowed us to achieve both sufficient Ge and Si mixing and Sb
impurity incorporation sufficient to obtain the high values of ZT . However, we believe that this combination can still
be optimized by further manipulation of the sintering parameters.

4. Conclusion

Thus, the study of the thermoelectric properties of Si0.65Ge0.35 with Sb impurity has shown that the values of
resistivity and thermal conductivity for given impurity concentration are determined mainly by the phase composition
of Si0.65Ge0.35 and the degree of impurity incorporation. The best thermoelectric characteristics were obtained for the
structures fabricated at temperatures above 1100 ◦C. The latter value is close to the melting temperature of Si0.65Ge0.35
solid solution. The top value of ZT = 0.628 was obtained at the maximal measurement temperature of 490 ◦C for
Si0.65Ge0.35 with 0.9 at.% of Sb impurity. This value is comparable with the best known phosphorous doped Si0.8Ge0.2
analogs [2, 6, 10]. As is known, Si–Ge alloys have a unique advantage in using waste heat at a high temperature of
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∼ 800 – 900 ◦C. On the other hand, the largest share of waste heat sources is in the range of 300 – 500 ◦C. Therefore,
the operating temperature of approximately 500 ◦C is also of great interest for practical application.

In conclusion, it was demonstrated for the first time that antimony doping, similarly to phosphorus doping, can be
used to obtain the n-type Si1−xGex thermoelectric solid solutions.
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In this paper, we study the change in the fluorine-functionalized graphene layers depending on the fluorine concentration. Ab initio calculations
were performed using the density functional theory method in the generalized gradient approximation. It was established that the metallic properties
of the graphene layer become semiconducting after functionalization even at low concentrations of chemically adsorbed fluorine ∼ 10 at.%. The
band gap increases from 0.11 to 3.09 eV with an increase of the amount of adsorbed fluorine.
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1. Introduction

Graphene can be functionalized by chemical adsorption of non-carbon atoms on its surface, as a result of which its
properties change from metallic to semiconducting [1, 2]. Various non-carbon atoms and molecular groups are chem-
ically well adsorbed on the graphene surface [3, 4]. Fluorographene is the most promising for practical applications
in electronics [5, 6]. The thermal stability of graphene functionalized by fluorine is higher than that of graphene func-
tionalized with hydrogen, oxygen or chlorine [7–9]. The electronic properties of graphene functionalized by fluorine
can be influenced by the order of addition of adsorbed fluorine atoms [10–13], as well as a number of other factors.
So, in works [14, 15] it was found that the electronic structure of graphene changes during the chemical adsorption of
individual fluorine atoms. A detailed study of the dependence of the graphene electronic properties on the concentra-
tion of chemically adsorbed fluorine was not in the scope of those prior works. Therefore, in this paper, such studies
were carried out.

1.1. Methods

Ab initio modeling of fluorine-functionalized graphene compounds was performed using the generalized gradient
approximation for density functional theory (DFT-GGA) [16]. The calculations were performed using the QUANTUM
Espresso software package [17]. An extended hexagonal unit cell containing 18 carbon atoms was chosen as the
main unit cell of the initial graphene layer. During chemical adsorption, fluorine atoms were randomly attached to
carbon atoms in a unit cell, and then the optimized crystal structure, band structure, and density of electronic states
were calculated. We have considered the compounds obtained by the addition of 0, 2, 4, 6, 8, 10, 12, 14, 16 and
18 fluorine atoms to the extended unit cell of the graphene layer, which corresponds to the fluorine concentration in
the compounds 0, 10, 18.2, 25, 30.8, 35.7, 40, 43.8, 47.1, 50 at.%. We have considered only those structures in which
half of the fluorine atoms were attached on one side of the layer, and the other half of the atoms on the other. The
calculations were performed for fluorine functionalized graphene layers, which were packed in stacks. The distance
between the layers in the stacks was large (12 Å); therefore, adjacent layers did not affect the structure of each other.
The calculations used a set of k-points 12 × 12 × 12. The wave functions were decomposed using a truncated basis
set of plane waves. The cutoff energy for the plane wave basis was 70 Rydberg.

1.2. Results

As a result of DFT-GGA calculations, the structure of fluorine-functionalized graphene layers was found, which
corresponds to the minimum total energy. Images for four calculated layers corresponding to fluorine concentrations
in the structure of 10, 25, 35.7, and 43.8 at.% are shown in Fig. 1. At a low fluorine concentration, the structure of the
graphene layer remains flat, and deformation of the structure is observed only around the attached fluorine atom. With
increasing concentration, the layer gradually becomes corrugated, as a result the carbon atoms are displaced relative
to the initial plane of the layer in the direction of the attached fluorine atoms.
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FIG. 1. The unit cells and the structure of graphene layers with different amount of chemically
adsorbed fluorine atoms per unit cell: (a) 2 fluorine atoms; (b) 6 fluorine atoms; (c) 10 fluorine
atoms; (d) 14 fluorine atoms. The unit cells contain 18 carbon atoms

The calculated values of the lattice translation vector lengths of graphene layers are given in Table 1. The mini-
mum value of the translation vector length (7.4608 Å) is observed for the initial graphene layer. The maximum vector
length (7.8050 Å) corresponds to a completely fluorinated graphene layer in which a fluorine atom is attached to each
carbon atom. An increase in the crystal lattice parameter with an increase in fluorine concentration occurs despite
the fact that initially flat layers are corrugated and if the interatomic carbon-carbon bonds remained constant, then an
inverse relationship should have been observed. The observed increase in the parameter is associated with the fact that
the order of carbon-carbon bonds changes and their average length increases. The change in the unit cell parameter of
the initial graphene in comparison with fully fluorinated graphene was observed earlier in the article [18]. According
to the data of this article, the experimentally measured lattice parameter of the graphene layer is 0.246 nm, and for
fluorographene it is 0.257 nm. In our calculations, we used an extended unit cell with a translation vector 3 times
larger than that of a primitive unit cell. Therefore, if the parameters of the unit cells we found are divided by 3,
that is, reduced to a primitive cell, then the translation vector for graphene will be 0.249 nm, and for fluorographene,
0.260 nm. The calculated data obtained by us are in good agreement with the experimentally measured values. The
dependence of the change in the lattice parameter on the concentration of adsorbed fluorine found in our work can
find practical application for determining the concentration of fluorine from the experimentally measured values of the
lattice parameter.

With an increase in the fluorine concentration in the compounds, the C–F bond length also changes from 1.634 Å in
the graphene layer with a fluorine concentration of 10 at.% to 1.439 Å in the fluorographene layer, where the fluo-
rine concentration is 50 at.%. Apparently, the reason for this is weaker chemical bond between fluorine and carbon
atoms in graphene layers with a low fluorine concentration as compared to C–F bonds in the fluorographene layer.
Calculations performed for carbon tetrafluoride molecules with different interatomic bond lengths have shown that the
weakening of the C-F bond energy corresponding to the observed change in the bond length for fluorinated graphene
layers can reach 11 %.

The calculated values of the total energy Etotal per unit cell are presented in Table 1. This energy decreases with
an increase of the number of fluorine atoms attached to the graphene layer. In this case, the energy of interatomic
chemical bonds Ebind also decreases. The bond energy was calculated as the difference between the total energy
and the energy of the same number of isolated carbon and fluorine atoms as in the unit cell of the corresponding
layer. The decrease in bond energy with an increase in the number of atoms first and foremost is due to an increase
in the number of bonds. Calculation of the energy of carbon-carbon EC–C bonds showed that the energy of this
bond gradually increases with increasing fluorine concentration. Indeed, in the initial graphene layer, the binding
energy between a pair of neighboring carbon atoms was –6.881 eV, while in the fluorographene layer this energy
is –4.926 eV. The energies of carbon-carbon bonds (–6.88 ÷ –4.93 eV) found as a result of calculations correlate
well with the experimentally established values of the energies of single and double carbon-carbon bonds (–7.05,



Dependence of the electronic and crystal structure of a functionalized graphene ... 687

TABLE 1. Structural parameters, energy characteristics, and electronic properties of a graphene
layer functionalized with fluorine with different numbers of chemically adsorbed fluorine atoms
(NF – the number of fluorine atoms adsorbed into an expanded unit cell of the graphene layer,
which contains 18 carbon atoms; a – the lattice translation vector; RC−F – the average bond length
between a fluorine and carbon atom; Etotal – the total bond energy per unit cell; Ebind – the energy
of all bonds in a unit cell; EC–C – the average energy of one carbon-carbon bond; EF – the Fermi
energy; ∆ – the band gap)

NF , at. a, Å RC−F , Å Etotal, eV Ebind, eV EC−C , eV EF , eV ∆, eV

0 7.4608 — –2831.65 –185.78 –6.881 –4.054 0

2 7.4609 1.634 –4117.22 –192.70 –6.623 –4.721 0.114

4 7.4672 1.506 –5403.59 –200.42 –6.396 –5.312 1.573

6 7.4978 1.485 –6689.77 –207.95 –6.161 –5.647 1.092

8 7.5381 1.473 –7976.20 –215.73 –5.936 –5.965 1.785

10 7.5708 1.471 –9262.02 –222.91 –5.688 –6.413 1.338

12 7.6235 1.453 –10549.3 –231.54 –5.494 –6.487 1.779

14 7.6948 1.458 –11836.8 –240.39 –5.308 –6.402 2.445

16 7.7698 1.442 –13123.9 –248.84 –5.108 –6.201 2.909

18 7.8050 1.439 –14411.5 –257.80 –4.926 –6.053 3.094

–3.84 eV) [19], which indicates the correctness of the calculations. During fluorination, the energy of C–C bonds
changes by about one third of the energy of the initial graphene. This is due to the fact that in the initial graphene layer
the carbon bond order is 1.33, and in the fluorographene layer the bond order becomes 1. Therefore, the bond energy
changes proportionally. Such a change in the binding energy should lead to a decrease in the mechanical properties of
fluorinated graphene in comparison with the properties of the initial graphene layer.

DFT-GGA calculations of the band structure and the density of electronic states showed that they change signif-
icantly with an increase in the concentration of adsorbed graphene. Figs. 2 and 3 show examples of plots for some
layers in which the fluorine concentration sequentially increases from 10, 25, 35.7, and 43.8 at.%. At the Fermi energy
level, the band gap changes are the most clear when the concentration of fluorine changes. If there is no band gap in
the initial graphene layer and there is a contact between the valence and conduction bands at the Fermi energy level,
then a band gap appears during fluorine adsorption. At a fluorine concentration of 10 at.%, the band gap remains small
at 0.114 eV (Fig. 2a, Fig. 2b, Table 1). With an increase of concentration, an increase of the band gap is observed
(Fig. 4). This growth is not monotonous: in the concentration range 10 – 15 at.%, a jump in the band gap to ∼ 1.5 eV
is observed, and then the band width gradually increases with increasing fluorine concentration, reaching 3.094 eV
for a completely fluorinated graphene layer. The band gap (0.114 eV) found by us for the low fluorine concentration
correlates well with the results given in [11] (0.118 – 0.400 eV) for a similar concentration. As a result of calculations
of the electronic structure of the initial graphene layers, it was found that the band gap at the Fermi energy level for this
layer is 0. This is in good agreement with the data of theoretical calculations performed earlier by other authors [20],
as well as the results of experimental research [21]. The calculated value of the band gap in fully fluorinated graphene
is 3.094 eV, which is in good agreement with the previously found theoretical values (2.7 – 3.5 eV [22], 3.07 eV [23])
and experimental values (3 eV [6]). Therefore, the bandgaps calculated by us for partially fluorinated graphene layers
should also be correct.

1.3. Conclusion

Thus, in this work, we have performed calculations of changes in the structure and electronic characteristics of
graphene layers with different concentrations of adsorbed fluorine atoms. It was found that an increase in the fluorine
concentration leads to an increase in the unit cell parameter of the layer (from 7.4608 to 7.8050 Å), a decrease in the
energy of the carbon-carbon bond (from –6.881 to –4.926 eV), and an increase in the band gap (0 to 3.094 eV). The
results obtained in this work can be used to synthesize new graphene-based materials for micro- and nanoelectronics.
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FIG. 2. The band structure of a graphene layer with chemically adsorbed fluorine atoms on the
surface, the number of which per expanded unit cell is: (a) 2 atoms; (b) 6 atoms; (c) 10 atoms;
(d) 14 atoms

FIG. 3. The density of electronic states (DOS) of a graphene layer with chemically adsorbed fluo-
rine atoms on the surface, the number of which per expanded unit cell is: (a) 2 atoms; (b) 6 atoms;
(c) 10 atoms; (d) 14 atoms
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FIG. 4. The dependence of the band gap (∆) on the number of fluorine atoms (NF ) which are
chemically adsorbed into the unit cell of the graphene layer, which contains 18 carbon atoms
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1. Introduction

It is well known that the macroscopic physical properties of metals under so-called “restricted geometry” con-
ditions are essentially different from those of the bulk. For example, indium and gallium nanoparticles crystalline
phases have been discovered that do not exist for bulk material metals [1–4]. Confinement changes the phonon spectra
of metal nanoparticles [5–10] and the properties of their electron subsystems [11–14]. The most surprising changes
have been observed for the superconducting properties of gallium, indium, lead and tin [15–20] nanoparticles obtained
by introducing these metals into nanoporous alkali borosilicate glasses. Furthermore, for this type of porous glass,
we will use the abbreviation PG. The special features of PG are the very flexible geometric form (i.e., as beads, rods,
fibers, ultrathin membranes, flat plates) and the controllable average pore diameters in the broad range between 0.3 and
1000 nm [21]. Special heat treatment of initial alkali borosilicate glasses of a suitable composition between 500 and
700 ◦C initiates a phase separation and two different interconnected phases are obtained. The first one is an alkali-rich
borate phase soluble in hot mineral acids, water or alcohols. The second one is almost pure silica. This procedure is
used practically for the preparation of the commercial controlled-pore glasses (CPG) [22].

Pores in these glasses form through a multiply-connected system of interconnected channels. Porous glasses
with a skeleton consisting almost entirely of amorphous silica (∼ 96 %) are obtained after the leaching procedure.
Currently, these glasses are widely used to create nanocomposite materials (NCM). In particular, for porous glasses
with an average pore diameter of 7 nm (PG7), it has been shown that nanocomposites “Sn (or Pb) + porous glass”
become the superconductors of the second type, and the critical magnetic fields leading to the destruction of the
superconducting state in these composites increase by 60-100-fold [19,20]. The crystal structure of low-melting metals
(Hg, Ga, In, Sn and Pb) embedded into PG7 has been studied by X-ray and neutron diffraction [1, 4, 10, 17, 23–25]
and it has been found that these metals form into the pores of PG7 the nanoclusters with characteristic size slightly
larger than the average pore diameter. It means that nanoparticles occupy space in several neighboring pores. In spite
of the large amount of research devoted to studies of crystal and macroscopic properties of NCM with embedded
low-melting metals the peculiarities of internal space organization of nanoparticles and fractal characteristics in these
NCM remain unclear. To obtain such data, one of the most informative techniques is the method of small-angle
neutron scattering (SANS), and in this paper, we have used this approach for studies of internal structure and fractal
characteristics of low-melting metals (In, Sn and Pb) embedded into micro- (PG7) and macroporous (PG-MAP) alkali
borosilicate glasses.
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2. Samples and method

For sample preparation we used two types of PG: PG7 with average pore diameter 7 ± 1 nm and macroporous
glasses (PG-MAP) with a broad distribution of pore diameters from 20 nm up to ∼ 100 nm (distribution median was
about 40 – 50 nm). Metals in the porous glasses were introduced from a melt at a pressure of ∼ 6 kbar (lead) and
∼ 10 – 11 kbar (indium, tin). After cooling a melt, the samples were removed, and their surfaces were thoroughly
cleaned from the remnants of the bulk material. We prepared four NCM: S1 – In + PG7, S2 – In + PG-MAP, S3 –
Sn + PG-MAP, S4 – Pb + PG-MAP. S0 was the reference sample of an initial alkali borosilicate glass after a thermal
treatment with the composition 96 % SiO2 – 3.8 % B2O3 – 0.2 % Na2O, which has been determined by chemical
analysis. This composition was used for the preparation of porous glasses PG7 and PG-MAP.

Small-angle neutron scattering (SANS) experiments were performed on YuMO time-of-flight spectrometer at
high flux pulse IBR-2 reactor (JINR, Dubna, Russia) [26, 27]. YuMO is an instrument with two movable detectors
system placed at sample-to-detectors distances of 5.28 and 13.4 m, resulting in a Q range of 0.006− 0.5 A−1, where
Q = (4π/λ) sin(θ/2) is a transferred momentum and θ is the scattering angle. The diameter of the sample in the
beam was 14 mm. The measured neutron scattering spectra were corrected for the transmission and thickness of the
sample, background scattering on the film substrate and on the vanadium reference sample using SAS software [28,
29], yielding a neutron scattering intensity in absolute units of cm−1. All measurements were carried out at room
temperature. The errors in determination of the alpha parameter for all samples (excepting the initial glass S0) on
Fig. 2 in the dependences I(Q) ∼ Q−α did not exceed 2 – 3 %. For S0 the error was about 7 %.

3. Results

Low resolution the SANS technique cannot give the detailed structure at the atomic level but is useful to describe
structural features typical at distances of 1 to 100 nm.

In the case of disordered systems, such as glasses with embedded metals, in the absence of strong correlations
between inhomogeneities (fluctuations in the scattering density), the scattered intensity can follow the power law ofQ:

I(Q) = A ·Q−α +B, (1)
where A and B are constants, B is the background. It has been shown [30] that for objects with a complex branched
surfaces (surface fractal of dimension from 2 ≤ Ds ≤ 3) 3 < α ≤ 4 scattering can be given by:

I(Q) = A ·Q−(6−Ds) +B, (2)

A = πN0(∆ρ)
2
Γ (5−Ds) sin (π(Ds− 1)/2) , (3)

where N0 is the measure of the fractal surface (in other words, a constant characteristic of the fractal boundaries), Γ –
gamma function and ∆ρ (contrast) is the difference between coherent scattering densities of the inner part of cluster
and its boundary (surface) layer, which have different composition of elements or lower density packing. In the ideal
case, where the interfacial region is sharp, one obtains the equation of Porod‘s law [31]:

I(Q) = 2π(∆ρ)2
(
S

V

)
Q−4, (4)

where S/V is the total area of the interface per unit of volume of the particle.
From the equation (4), it is easy to see that the parameter ∆ρ plays the principle role in a dependence I vs. Q.

The scattering densities of initial glasses with composition 96 % SiO2 – 3.8 % B2O3 – 0.2 % Na2O (mass. %) and
metals embedded into porous glasses have been calculated using the program SLD [32] and are presented in Table 1.

TABLE 1. Densities of coherent scattering for glass and metals

Element 96 % SiO2 – 3.8 % B2O3 – 0.2 % Na2O In Sn Pb Air into the pores

ρscatt, 1010 cm−2 3.32 1.56 2.31 3.1 ∼ 0

As has been mentioned above, the filling of porous glasses by metals has been performed from the melts. It is
natural to expect that due to metal contraction in the pores at cooling, the voids are formed into porous space of glasses.
Thus, in these nanocomposites, we have three types of objects (glass skeleton, metal nanoparticles and empty space)
and three types of interfaces (“matrix-voids”, “matrix – metal nanoparticles” and “voids – metal nanoparticles”).
Since the intensity of small-angle scattering into a zero angle is proportional to the square of the contrast ((∆ρ)2), the
intensity of scattering with a complete filling of the pores with metal would be much less than for empty porous glass
(see Table 1 and the equation (5)):
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I(0) = ϕMet (ρGlass − ρMet)
2
V, (5)

where ρGlass and ρMet are the scattering densities of glass and embedded metal. V and ϕ are the volume and the volume
fraction of metal nanoclusters. However, the experimental results show (Fig. 1) that scattering intensities from glasses
filled by metals significantly exceeds the scattering from the glass PG7. This means the following: 1 – S0 is not really
porous glass, 2 – in our samples S1 – S4 three types of scattering objects and interfaces exist and one of them is the
interface “glass – empty porous space”, which increases the total scattering according to the contrast (∆ρ)2 (Table 1).
The volume fractions of nanoclusters and voids in glass can be obtained using the Porod invariant of two and three
phase systems, calculated from the equations (6) and (7) [34]:

2πρ2Glassϕpores (1− ϕpores) =

∞∫
0

I(Q)Q2dQ, (6)

2π
⌊
ρ2GlassϕporesϕGlass + ρ2MetϕporesϕMet + (ρGlass − ρMet)

2
ϕMetϕGlass

⌋
=

∞∫
0

I(Q)Q2dQ, (7)

where ϕpores, ϕGlass and ϕMet – relative volume fractions of pores, glass skeleton and metals in these NCM. And from
the additional equations (8,9) connecting the volume fractions of metals and voids with the mass densities of glasses
ρGL (g/cm3) obtained from gravimetric measurements:

ρSiO2
ϕGlass + ρMetϕMet = ρGl =

MGl

V Gl
, (8)

ϕGlass + ϕMet + ϕPores = 1. (9)

3.1. Initial alkali borosilicate glass S0

For our initial glass S0 we have observed the principle difference between this glass and the conventional porous
glasses [35–38], i.e. in S0 there is no a correlation peak at Q0 = 0.015 – 0.022 Å−1 (Fig. 2A). It is shown that this
peak is characteristic of the presence of structural units with average size L ∼ 2π/Q0 and has been earlier observed in
papers [35–38] devoted to studies of porous glasses. Since L is essentially larger than the average pore diameter, one
can conclude that these units (scatterers) are massive and refer to the internal structure of porous glasses. The origin of
this phenomena it connected with a procedure of porous glass preparation – so-called spinodal decomposition [39] else
phase separation at liquation process. In S0, we have observed a change of slope in the curve I(Q) nearQ = 0.02 Å−1

only (Fig. 2A). According to calculation, the maximum size of inhomogeneities in glass is about 15 nm (Fig. 3 – black
squares), the volume fraction of pores is 1 % of the total volume. The pair correlation function for S0 (Fig. 3) can be
consider as a distribution of channel diameters which would be formed in this glass after leaching. I(Q) in the diapason
0.02 – 0.11 Å−1 obeys the power law Q−α with α = 3.25 (Fig. 2A – red straight line): it corresponds to scattering
from highly rough surfaces (surface fractals) due to the presence of secondary silicates into the channels in this glass
forming at heat treatment (liquation process). Thus we can conclude that the S0 glass is practically non porous.

3.2. NCM In + PG7 and In+PG-MAP (S1 and S2 samples)

Porod‘s law for In+PG7 (Fig. 2B) and In+PG-MAP (Fig.2D) at Q > 0.04 Å−1 is performed clearly and this
results in scattering on smooth channel surfaces. In the S1 sample at Q < 0.04 Å−1, the scattering extends to the
Guinier‘s region. In general, the picture looks like this: indium fills only a part of the total porous space in this sample,
but a part of the pores remains empty (Table 2), that gives the Porod‘s law at large Q. It is necessary to note that the
maximum cluster size (inhomogeneities, i.e. empty pores + metal, in the S1 sample) increases up to 20 nm (Fig. 3 –
red squares). The position of maximum corresponds to ∼ 8 nm, which is clearly smaller than the diffraction size
(∼ 11 – 15 nm) of indium nanoparticles obtained from analysis of diffraction patterns [4] for this NCM.

For NCM In+PG-MAP we have observed the crossover point at Q = 0.04 Å−1 at which the slope (parameter α)
of the dependence I(Q) ∼ Q−α changes from 4.02 to 3.19 (red straights on Fig. 2D). This Q value corresponds to a
space scale d = 2π/Q = 15 – 16 nm. The value α = 3.19 shows that in this NCM in porous space, the surface fractal
structures exist on a spatial scale greater than 16 nm. In this case, the maximum size of inhomogeneities in this NCM
increases up to 60 – 70 nm (Fig. 3 – blue squares).
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FIG. 1. Small-angle neutron scattering from samples: S0 – black squares, S1 (In + PG7) – red
rounds, S2 (In+PG-MAP) – blue triangles, S3 (Sn+PG-MAP) – green triangles, S4 (Pb+PG-MAP) –
cyan rhombs

TABLE 2. Volume fractions of metals (ϕMet) and voids (ϕPores) in samples S0 – S4 obtained from
the equations (6–9)

Sample S0 S1 (In+PG7) S2 (In+PG-MAP) S3 (Sn+PG-MAP) S4 (Pb+PG-MAP)

ϕMet, % 0 12.8 12.5 8.9 19.1

ϕPores, % 1.0 8.6 7.2 10.8 4.4

ϕGl, % 99.0 78.6 80.3 80.3 76.4

3.3. NCM Sn+PG-MAP (S3 sample)

For NCM Sn+PG-MAP we have also observed the crossover point at Q = 0.04 Å−1 (as in for NCM In+PG-
MAP), but at this case, the parameter α in the dependence I(Q) ∼ Q−α changes from 4.06 to 2.92 (red straights on
Fig. 2C). The value α = 2.92 shows that in this NCM in porous space the mass fractal structures exist on a spatial
scale greater than 16 nm. The maximum size of inhomogeneities in this NCM also increases to 60 – 70 nm (Fig. 3 –
green squares).
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FIG. 2. SANS data and fractal characteristics of the samples S0 – S4: A – S0, B – S1, C – S3, D –
S2, E – S4

3.4. NCM Pb+PG-MAP (S4 sample)

The scattering laws differ essentially from scattering on In+PG-MAP and Sn+PG-MAP (Fig. 2E). For the region
Q > 0.04 Å−1 I(Q) follows as ∼ Q−3.07, that is typical for a strongly rough surface. The intersection of the
background constant with the scattering curve at Q = 0.2 Å−1 gives an approximate minimum roughness size of
the order d ∼ 3 nm. Since the scattering density of lead is approximately the same as for glass itself (Table 1), the
picture of scattering is similar to the glass before leaching, when there are a lot of secondary silica into the pore space.
Starting from Q < 0.04 Å−1, the scattering is described as I(Q) ∼ Q−2.42 – which corresponds to scattering from
mass fractals – polydisperse distribution of lead nanoparticles and empty pores with air. The volume fraction of free
pores is significantly less than for other MAP samples (Table 2). NCM Pb+PG-MAP shows a typical correlation peak
for alkali borosilicate glasses, but it is not at Q = 0.015 Å−1, but at a position less than Q < 0.01 Å−1. These peaks
are also faintly visible on the samples starting from the second one. This is in agreement with the fact that if the cluster
size for samples on base of MAP glasses is on the order of d ∼ 60 – 70 nm, then the position of the correlation peak
Qcorr ∼ 2π/d should be in the range from 0.0089 to 0.01 Å−1.

3.5. Summary remarks

For NCM In+PG7, In+PG-MAP and Sn+PG-MAP atQ > 0.04 Å−1, we have observed Porod‘s law for scattering
intensity that corresponds to a smooth surface. It means that in thisQ region in the samples S1, S2 and S3 the interface
“matrix-air”, having the greatest contrast (∆ρ)2 among others (Table 1), plays the principle role. In the case of the
S4 (Pb+PG-MAP) sample, the situation changes drastically: parameter α becomes equal to 3.07 at large Q, i.e. here,
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FIG. 3. Pair correlation functions (PCF) obtained after treatment by GNOM program (ATSAS pack-
age [33]) for samples: S0 –black squares, S1 – red squares, S2 – blue squares, S3 – green squares,
S4 – cyan squares

we are dealing with a surface fractal structure mainly formed by lead atoms. Apparently, this is due to a significant
difference in the surface tension coefficients (σ) of these metals, since the filling takes place from the melt, followed by
cooling and crystallization in the pores: indeed σPb = 440·10−3 n/m, σIn = 556·10−3 n/m, σSn = 530·10−3 n/m [40].
It looks like as, if a part of lead does not have time to shrink into large nanoparticles on cooling and at crystallization
and becomes “smeared” in the matrix channels. Naturally, this process also takes place for indium and tin, but to a
lesser extent due to the difference in surface tensions and the lower total pore filling (Table 2).

At Q < 0.04 Å−1 in NCM Pb+PG-MAP and Sn+PG-MAP the parameters α are in the range from 2 to 3, which
correspond to the mass fractal; however, for indium, this parameter (α = 3.19) indicates the formation of a surface
fractal structure. Therefore, in wide-pore glass with the usual cooling mode of NCM. It is most likely, that this is due
to the low melting point of indium: i.e. in the wide-pore glass at the usual cooling mode of NCM, some of the indium
(similar to lead) does not have time to completely collect into nanoparticles and remains in a “smeared” state over the
porous space. In the case of In+PG7, the pore diameter is essentially smaller, and indium has time to crystallize into
nanoparticles to a greater extent.

Now let us discuss the results of pair correlation function (PCF) analysis presented in Fig. 3. As it has been shown
in the paper [4] in NCM In+PG7 the nanoparticles have anisotropic form with two characteristic diffraction sizes: 11
and 15 nm. However, it can be seen from Fig. 3 that the value of the correlation length is in the range 0 – 17 nm, i.e.
in the NCM there is a significant part of indium agglomerates much less than the diffraction size. On the other hand,
we have not seen such small particles in the diffraction spectra. This disagreement is easy to explain. In diffraction
studies, we have a response from a crystal structure only, since scattering from the amorphous metal phase “sinks” in
the general strong diffuse background from the matrix. In SANS measurements, only a contrast ∆ρ plays the principle
role. The contrast for the crystalline and amorphous phases is the same. Thus, we can conclude that this NCM contains
a considerable portion of indium in the amorphous state. A similar argumentation one can do for the samples S2 – S4,
only in these samples, according to preliminary diffraction measurements, the diffraction size of nanoparticles is in
the range of 25 – 40 nm.

There is one more argument in favor of the multicomponent structure of metals in these NCMs. For similar
random dendrite 3D systems (as our glasses), it has been found that the percolation threshold ρc is equal to 0.2 [41].
As it is seen from Table 2, the total amount of embedded metals in all cases (excepting Pb+PG-MAP) is smaller than
ρc, but a through conduction has been observed for all samples S1 – S4 [15, 18–20, 42]. This means that the spatial
organization of the internal structure of embedded metals can be described as follows: there are sufficiently large
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crystalline nanoparticles that either border directly on each other or are linked by weak bonds, which, apparently, are
largely consisted of amorphous metals.

To clarify the situation and to obtain estimations of the content of the crystalline and amorphous phases, we are
going to carry out additional combined diffraction and SANS studies of the temperature evolution of diffuse scattering
in vicinities of principle Bragg peaks and α parameters in theQ−α dependence at melting and crystallization of metals
in these NCM.

4. Conclusion

The fractal characteristics of NCM on base of porous alkali borosilicate glasses containing the low-melting metals
(In, Sn and Pb) have been obtained from analysis of SANS data at room temperature. It is shown, that for all NCM
there is the critical space scale near Q = 0.04 Å−1 (15 – 16 nm), at which one can see a crossover in the behavior of
the scattering intensity I(Q) ∼ Q−α.

It is shown that in these NCM we are dealing with a complex system that combines both the fractal properties of
embedded metals and the matrix itself. Combined analysis of SANS spectra, pair correlation function and conventional
diffraction patterns permits to conclude that the crystalline and amorphous phases of embedded metals coexist in these
NCM.

Acknowledgements

A. A. Naberezhnov thanks the RFBR-BRICS grant 19-52-80019 for partial financial support. A. V. Fokin thanks
the Russian Foundation for Basic Research, grant 19-02-00760. In FLNP JINR this work was partly supported by RF
Ministry of Education and Science, grant number 19-52-44003\19.

Conflict interests

Authors declare that they have no conflict interests.

References
[1] Lee M.K., Tien C., et al. Structural variations in nanosized confined gallium. Physics Letters A, 2010, 374, P. 1570–1573.
[2] Tanaka M., Takeguchi M., Furuya K. In situ observation of indium nanoparticles deposited on Si thin films by ultrahigh vacuum field emission

transmission electron microscope. Surface Science, 1999, 433–435, P. 491–495.
[3] Balamurugan B., Kruis F.E., et al. Size-induced stability and structural transition in monodispersed indium nanoparticles. Appl. Phys. Lett.,

2005, 86, 083102.
[4] Naberezhnov A.A., Sovestnov A.E., Fokin A.V. Crystal Structure of Indium and Lead under Confined Geometry Conditions. Technical

Physics, 2011, 56 (5), P. 637–641.
[5] Bonetti E., Pasquini L., et al. Vibrational density of states of nanocrystalline iron and nickel. Jour. Appl. Phys., 2000, 88 (8), P. 4571–4575.
[6] Trampenau J., Bauszuz K., Petry W., Herr U. Vibrational behaviour of nanocrystalline Ni. Nanostruct. Mater., 1995, 6, P. 551–554.
[7] Fultz B., Robertson J.L., et al. Phonon density of states of nanocrystalline Fe prepared by high-energy ball milling. J. Appl. Phys., 1996, 79,

P. 8318–8322.
[8] Suck J.B. Metallic Nanocrystals and Their Dynamical Properties. In: Gemming S., Schreiber M., Suck JB. (eds) Materials for Tomorrow.

Springer Series in Materials Science, 2007, 93. Springer, Berlin, Heidelberg, 196 p.
[9] Parshin P.P., Zemlyanov M.G., et al. Atomic Dynamics of Lead Introduced into Nanopores in Glass. JETP, 2011, 111 (6), P. 996–1002.

[10] Parshin P.P., Zemlyanov M.G., et al. Atomic Dynamics of Tin Nanoparticles Embedded into Porous Glass. JETP, 2012, 114 (3), P. 440–450.
[11] Borman V.D., Pushkin M.A., Tronin V.N., Troyan V.I. Evolution of the electronic properties of transition metal nanoclusters on graphite

surface. JETP, 2010, 110 (6), P. 1005–1025.
[12] Sovestnov A.E., Naberezhnov A.A., et al. Study of Palladium Nanoparticles Synthesized in Alkali Borosilicate Glass Pores by the X-Ray Line

Shift Method. Physics of the Solid State, 2013, 55 (4), P. 837–841.
[13] Balamurugana B., Maruyama T. Size-modified d bands and associated interband absorption of Ag nanoparticles. Jour. Appl. Phys., 2007, 102,

034306.
[14] Rao C.N.R., Kulkarni G.U., et al. Metal nanoparticles, nanowires, and carbon nanotubes. Pure Appl. Chem., 2000, 72 (1–2), P. 21–33.
[15] Kumzerov Yu.A., Naberezhnov A.A. Effect of restricted geometry on superconducting properties of low-melting metals (Review). Low Tem-

perature Physics, 2016, 42 (11), P. 1028–1040.
[16] Tien C., Wur C.S., et al. Double-step resistive superconducting transitions of indium and gallium in porous glass. Phys. Rev. B, 2000, 61 (21),

P. 14833–14838.
[17] Charnaya E.V., Tien C., Lee M.K., Kumzerov Yu.A. Superconductivity and structure of gallium under nanoconfinement. J. Phys.: Condens.

Matter, 2009, 21, 455304.
[18] Tien C., Charnaya E.V., et al. Vortex avalanches in a Pb-porous glass nanocomposite. Phys. Rev. B, 2011, 83, 014502.
[19] Panova G.Kh., Nikonov A.A., Naberezhnov A.A., Fokin A.V. Resistance and Magnetic Susceptibility of Superconducting Lead Embedded in

Nanopores of Glass. Physics of the Solid State, 2009, 51 (11), P. 2225–2229.
[20] Shikov A.A., Zemlyanov M.G., et al. Superconducting Properties of Tin Embedded in Nanometer-Sized Pores of Glass. Physics of the Solid

State, 2012, 54 (12), P. 2345–2350.
[21] Enke D., Janowski F., Schwieger W. Porous glasses in the 21st century – a short review. Microporous and Mesoporous Materials, 2003, 60,

P. 19–30.



SANS studies of nanostructured low-melting metals at room temperature 697

[22] Haller W. In Solid Phase Biochemistry, Scouten W.H. (Ed.), Wiley, New York, 1983, 535 p.
[23] Kumzerov Yu.A., Nabereznov A.A., Savenko B.N., Vakhrushev S.B. Freezing and melting of mercury in porous glass. Phys. Rev. B, 1995,

52 (7), P. 4772–4774.
[24] Golosovsky I.V., Delaplane R.G., Naberezhnov A.A., Kumzerov Yu.A. Thermal motions in lead confined within porous glass. Phys. Rev. B,

2004, 69, 132301.
[25] Kibalin Y.A., Golosovsky I.V., et al. Neutron diffraction study of gallium nanostructured within a porous glass. Phys. Rev. B, 2012, 86, 024302.
[26] Ostanevich Yu.M. Timeofflight smallangle scattering spectrometers on pulsed neutron sources. Makromol. Chem. Macromol. Symp., 1988, 15,

P. 91–103.
[27] Kuklin A.I., Islamov A.Kh., Gordeliy V.I. Two-detector System for Small-Angle Neutron Scattering Instrument. Neutron News, 2005, 16,

P. 16–18.
[28] Soloviev A.G., Solovieva T.M., et al. SAS. The package for Small-Angle Neutron Scattering Data Treatment. Version 2.4. Long Write-Up and

User‘s Guide. JINR Communication, 2003, P10-2003-86, 24 p.
[29] Soloviev A.G., Solovjeva T.M., et al. SAS program for two-detector system: seamless curve from both detectors. Journal of Physics: Conf.

Series, 2017, 848 (1), 012020.
[30] Bale H.D., Schmidt P.W. Small-Angle X-Ray-Scattering Investigation of Submicroscopic Porosity with Fractal Properties. Phys. Rev. Lett.,

1984, 53, P. 596–599.
[31] Teixeira J. Small-angle scattering by fractal systems. J. Appl. Crystallogr., 1988, 21, P. 781–785.
[32] Neutron/X-ray Scattering Length Density Calculator. URL: https://sld-calculator.appspot.com.
[33] Franke D., Petoukhov M.V., et al. ATSAS 2.8: a comprehensive data analysis suite for small-angle scattering from macromolecular solutions.

J. Appl. Cryst., 2017, 50, P. 1212–1225.
[34] Feigin L.A., Svergun D.I. Structure Analysis by Small Angle X Ray and Neutron Scattering, Princeton, New Jersey, 1987, 335 p.
[35] Levitz P., Ehret G., Sinha S.K., Drake J.M. Porous vycor glass: The microstructure as probed by electron microscopy, direct energy transfer,

smallangle scattering, and molecular adsorption. Jour. Chem. Phys., 1991, 95, 6151.
[36] Naberezhnov A.A., Vakhrushev S.B., Okuneva N.M., Sysoeva A.A. SANS studies of nanocomposites Sodium nitrite + Porous glasses. Ferro-

electrics, 2019, 539 (1), P. 16–21.
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Holmium orthoferrite nanocrystals (HoFeO3) were synthesized from an aqueous solution by the sol-gel method, using polyvinyl alcohol as a
stabilizer and annealing at temperatures of 650, 750, and 850 ◦C for an hour. According to the results of the performed analyses, it was found that
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1. Introduction

One of the promising areas of materials science is the creation of effective magnetoelectric ferrites using various
synthesis methods. Therefore, recently, orthoferrites of rare-earth metals, especially such a promising and still very
poorly studied material as holmium ferrite with a perovskite structure were of interest. Nanocrystalline HoFeO3 is
a multiferroic with a potentially unusual combination of electrical, magnetic, and optical properties [1–4]. AFeO3

samples are interesting due to their magnetic characteristics and application prospects. For example, they can be
compatible with biological materials [5], their nanoparticles can be used as small probes [6–9], which would allow
registering the cellular processes without affecting their course. In addition, particles of the nanometer size range are
used to increase the density of magnetic recording of information [10–12], production of the transformer coils and
other electrical devices with high efficiency [10, 13, 14].

Some orthoferrites are widely used in microwave devices due to their low coercive force (Hc), remnantmagnetiza-
tion (Mr) and high saturation magnetization (MS), excellent mechanical and chemical stability, rectangular hysteresis
loop, etc. [12, 15, 16].

For the synthesis of orthoferrites,the sol-gel method, which allows production of nanopowders with a narrow
particle size distribution at relatively low temperatures, is especially important [15, 18]. The presented method allows
production of highly dispersed powders, fibers or thin films from solutions at temperatures lower than in the case of
traditional solid-phase systems [19–24]. Such materials can be imparted with completely new functional characteris-
tics, completely different from the characteristics of conventional materials by controlling the composition, size, and
shape of nanocrystals [14, 25].

One of the promising methods for producing orthoferrites, which allows improving the above parameters, is the
solution combustion method. This method can lead to the synthesis of ferrites with small particle and grain sizes, high
density and conversion rates, excellent electromagnetic parameters and a homogeneous microstructure [3, 26–30].

Previously, the features of the formation of orthorhombic and hexagonal holmium orthoferrite during heat treat-
ment (625 – 725 ◦C for 8 hours) of the products of glycine-nitrate combustion were studied [3]. The photocatalytic
activity of orthorhombic HoFeO3 nanocrystals was studied in the process of photoinduced decomposition of methyl
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orange in an aqueous solution under irradiation with visible light. Compared to this method, the sol-gel synthesis is
simpler and therefore it is often more preferable. In prior research for the synthesis of holmium ferrite from a so-
lution, absolute ethanol was used as the solvent [31]. However, for the production of a sufficiently large number of
nanocrystals in large laboratories or research institutes, synthesis from an aqueous solution is more preferable for the
following reasons. 1. Profitability. 2. Safety. There is no danger of ignition of vapors. 3. Possibility of changing the
characteristics of absolute ethanol under the influence of the external environment.

Analysis of the literature data showed the feasibility of the synthesis of holmium ferrite by the sol-gel method.
Based on these data, the goal of this study was the synthesis of HoFeO3 nanocrystals from an aqueous solution using
the sol-gel method with the participation of PVA, to characterize them, to determine their magnetic characteristics and
the band gap of the obtained nanocrystals, to compare the achieved results with results of other synthesis methods and
properties of analogue materials.

2. Experimental

The starting materials for the synthesis of the target object were the following reagents: iron (III) nitrate nonahy-
drate Fe(NO3)3 · 9H2O, holmium nitrate pentahydrate Ho(NO3)3 · 5H2O, aqueous ammonia solution NH3·H2O (all –
”chemically pure”), PVA – polyvinyl alcohol [–CH2–CH(OH)–]n (GOST 10779-78), acting as a stabilizer-PVA, and
distilled water.

Nanocrystalline holmium ferrite was synthesized from an equimolar mixture of holmium (III) and iron (III) ni-
trates of chemically pure grade in the presence of polyvinyl alcohol (56672 g/mol, n = 1288) in an aqueous solution
according to the following procedure.

The mixture of 0.05 mol/L Fe(NO3)3 and Ho(NO3)3 (30 ml) was added to 70 ml of boiling distilled water with
stirring on a magnetic stirrer. After the addition of salts, magnetic stirring was continued for another 10 min at a
temperature above 90 ◦C. Then, to 200 ml of a boiling solution containing polyvinyl alcohol, 100 ml of the resulting
mixture was slowly added with stirring; the ratio of polyvinyl alcohol – sum of metal ions was 1: 3 by weight [32,33].
Over time, the resulting system became concentrated due to water evaporation and stirring was continued with a glass
stirring rod until a yellow-brown powder formed.

Thermogravimetric analysis of the powders was carried out using a TGA-DSC thermal analyzer, LabsysEvo
1600 ◦C (dry air, high purity, 99.99 %; 10 deg/min). The phase composition of the samples was determined by X-
ray phase analysis (XRD, D8-Advance diffractometer) with CuKα radiation. The obtained diffraction patterns were
analyzed using the JCPDS database [34]. Parameters a, b, c and crystal cell volume V were determined from the raw
file data using the X’pert High Score Plus 2.2b program.

The size of holmium ferrite crystallites according to X-ray diffraction data was determined based on the analysis
of the broadening of three maximum lines using the Scherrer formula [35].

The main method for controlling the size and shape of particles was electron microscopy: high-voltage transmis-
sion (TEM; JEM-1400) and scanning microscopy (SEM, S-4800).

The elemental composition of the product was monitored by local X-ray spectral microscopy (EDX, Horiba H-
7593).

For measurement of the magnetic properties (specific magnetisation and coercive force, excess magnetisation), a
VSM Microsene EV11 magnetometer with a vibrating sample was used.

3. Results and discussions

A comprehensive thermal analysis of a holmium ferrite sample obtained by the sol-gel method in the presence
of polyvinyl alcohol (Fig. 1a) showed that the weight loss of the sample was 60.47 wt%, which is explained by the
evaporation of water and the decomposition of organometallic compounds between Ho3+, Fe3+ cations and polyvinyl
alcohol, as well as the decomposition of nitrates. A similar situation was observed for lanthanum orthoferrite in the
study [20]. A fast and regular weight loss was observed in the range from 50 to ∼ 400 ◦C, and at a higher temperature
the sample weight decreased more slowly (about 5.6 %). The processes of decomposition-heating of organometallic
compounds under the action of atmospheric oxygen and oxygen formed during the decomposition of nitrates, with
the formation of holmium (III) and iron (III) oxides, are accompanied by a number of exothermic effects at 162.21,
216.27, 339.52, 581.69 and 652.36 ◦C; this can be used for the production of HoFeO3 nanoparticles by the method of
gel combustion as described, for example, in studies [20, 32, 33]. The endothermic effect at 90.82 ◦C was due to the
evaporation of water contained in the sample due to its storage in air.

XRD results show that holmium ferrite samples (Fig. 2) after annealing at 650, 750, and 850 ◦C for 60 min are
single-phase products, all peaks correspond to the reference diffractogram of HoFeO3 with an orthorhombic structure
(map number 046–0115) [34]. With an increase in the annealing temperature from 650 to 750 ◦C, the intensity of
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FIG. 1. TGA/DSC curves of the powders prepared by sol-gel technique using PVA (a) and Energy-
Dispersive X-ray spectroscopy (EDX) of HoFeO3 nanoparticles annealed at 750 ◦C for 1 h (b)

crystallization of holmium ferrite samples increases, and after annealing the samples in the range 750 – 850 ◦C, it did
not change. According to the results of local X-ray spectral microscopy, the composition of HoFeO3 after annealing at
750 ◦C for 1 h consisted of only three elements – Ho, Fe, and O, i.e. impurity components were not revealed (Fig. 1b).
The atomic ratio Ho:Fe = 1:1.01, which, within the within the measurement accuracy corresponds to their specified
nominal composition.

The broadening of X-ray diffraction lines was used to determine the average size of crystallites (regions of co-
herent scattering) by the Scherrer formula [35]; the results are presented in Table 1. Based on these calculations, we
can conclude that the crystallite size does not exceed 30 nm for HoFeO3. The calculation of the unit cell parameters
from the diffractometry data showed that an increase in the annealing temperature led to a slight increase in the unit
cell volume (Table 1), which was also observed in studies [36, 37]. As shown in the study [36], a reliable estimate of
the crystallite size from the broadening of diffraction peaks is possible only in combination with additional structural
data, for example, with the results of electron microscopy.

TABLE 1. Unit cell parameters and average size of HoFeO3 crystals synthesized from an aqueous
solution in the presence of PVA after annealing at different temperatures for 60 min

t, ◦C d, nm a, Å b, Å c, Å V , Å3

650 24 5.2819 5.5801 7.6151 224.444
750 28 5.2824 5.5846 7.6085 224.451
850 30 5.2825 5.5785 7.6239 224.664

SEM, TEM images, and a histogram of the particle size distribution of HoFeO3 nanopowders synthesized by the
sol-gel method from an aqueous solution in the presence of PVA after annealing at 750 ◦C for 60 min are shown in
Fig. 3. SEM and TEM images showed that the holmium ferrite particles have different shapes: approximately round
with a weakly expressed faceting and oval.The diameter of most crystallites (about 80 % of the number of particles)
of the presented orthoferrite was in the range of 31 – 40 nm (TEM). In addition, some particles exhibited a shape
characteristic of agglomerates, which complicated accurate determination of the size of crystallites and led to a wide
distribution of nanoparticles by size.

The process of formation of agglomerates can be caused by the intergrowth of crystallites, including oriented
intergrowth, in the process of nucleation and growth of nuclei, as was shown, for example, in studies [38–40] as well
as the sintering of nanoparticles during annealing.

Differences in the values of the average diameter according to the Scherrer formula and according to the SEM and
TEM data were due to the peculiarities of the methods: the first method allows the determination of the average crystal
size in the entire sample, and electron microscopy provides information on a small sample of particles, the dispersed
composition of which depends on the sample preparation procedure [42]. In addition, it is not always possible to
distinguish between a crystallite and a particle consisting of intergrown crystallites from a micrograph.

Absorption spectrum of HoFeO3 nanoparticles after annealing at 750 ◦C for 1 h in UV light showed strong
absorption in the region of ultraviolet and visible light (∼ 300 – 600 nm) (Fig. 4a). This is interesting since HoFeO3
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FIG. 2. XRD patterns of HoFeO3 nanopowders annealed at 650, 750, and 850 ◦C for 1 h
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FIG. 3. SEM (a), TEM (b) images and particle size distribution histogram of HoFeO3 powders
annealed at 750 ◦C for 1 h

can be used as a new visible light photocatalyst. Results of determining the photocatalytic activity of the synthesized
HoFeO3 nanocrystals are shown in Fig. 4a. The energy of direct transitions for the band gap was determined by fitting
the absorption data to the direct transition, and is presented in the study [36]. As a consequence, the band gap of
HoFeO3 nanoparticles is ∼ 1.80 eV (Fig. 4b). Such a small band gap is interesting for the potential application of
HoFeO3 in photocatalysis, sensor and electrode materials in solid oxide fuel cells.

FIG. 4. (a) Room temperature optical absorbance spectrum of the HoFeO3 sample annealed at
750 ◦C, (b) Plot of (Ahν)2 as a function of photon energy for HoFeO3 nanoparticles

Results of determining the field dependences of the magnetization of a holmium ferrite sample annealed at 750 ◦C,
measured at 300 K in a field of 5000 Oe, are presented in Fig. 5a. Nanoparticles HoFeO3, obtained by the sol-gel
method from an aqueous solution in the presence of PVA, are characterised at the selected annealing temperature by
low values of remnantmagnetization (Mr = 0.0044 emu/g) and coercive force (Hc = 25.14 Oe), with high value of
the specific magnetization (Ms = 0.73 emu/g) and a narrow hysteresis loop (Fig. 5b) and they did not reach magnetic
saturation in a field of 5000 Oe. Thus, the synthesized object is paramagnetic.

FIG. 5. MH curves at ±5 kOe measured at RT of the HoFeO3 sample annealed at 750 ◦C for 1 h

A comparison of the magnetic characteristics of holmium ferrite nanocrystals synthesized in this study from an
aqueous solution using PVA is presented in Table 2. As can be seen from the Table 2, these characteristics are not
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significantly different from characteristics of the samples synthesised in absolute ethanol [31] and strongly depend on
the synthesis method [1, 42]. Interestingly, the synthesized nanocrystalline HoFeO3 characterized by lower values of
Hc, but higher Ms compared with nanoparticles of orthoferrites of other rare earth elements such as YFeO3, NdFeO3

obtained by coprecipitation [20, 43], and LaFeO3 synthesized by the ceramic method [44].

TABLE 2. Magnetic characteristics of HoFeO3 nanoparticles in this study and from the literature as
a comparison

Objects
Coercive force

(Hc), Oe
Remnant magnetization

(Mr), emu/g
Saturation magnetization

(Ms), emu/g

HoFeO3 in this study 25.14 4.4·10−3 0.73
HoFeO3 [31] 8.19 ÷ 22.70 1.3·10−3 ÷ 4.3·10−3 0.71 ÷ 0.79
HoFeO3 [1] 2959 40.8·10−1 2.55
HoFeO3 [42] 461.13 6.05·10−2 —
YFeO3 [20] 53.36 0.19·10−3 0.39
NdFeO3 [43] 136.76 68.0·10−2 0.80
LaFeO3 [44] 1217.6 5.43·10−4 6.49·10−3

4. Conclusion

Based on the analysis of the data obtained, it can be concluded that the proposed synthesis procedure leads to
the formation of a single-phase nanocrystalline orthoferrite HoFeO3 with an average crystallite size of about 30 nm.
Changing the solvent from absolute ethanol to water with the addition of PVA did not adversely affect the properties
of the final product, but it is preferable due to the higher cost effectiveness, safety, and stability of the solvent prop-
erties. Synthesized HoFeO3 nanopowders were characterized by a low band gap, demonstrating the properties of a
paramagnetic material, therefore, it is potentially possible to use them not only in photocatalysis, but also as magnetic
materials.
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The effect of hydrothermal-microwave treatment time at 180 ◦C on the phase composition, dimensional parameters of crystallites and nanoparticles
of solid solutions of lanthanum and yttrium orthophosphates in the system 0.53LaPO4–0.47YPO4–(nH2O) has been determined. It has been
proposed the mechanism for structural transition of lanthanum-yttrium orthophosphate solid solution with rhabdophane structure into monazite
structure, which consists in the degeneration of nanocrystals having rhabdophane structure along certain edges into monazite structure. It is
shown that phase nanoparticles of monazite structure having average crystallite size of 15–17 nm begin to form after 30 minutes of hydrothermal-
microwave treatment at 180 ◦C immediately after complete crystallization of amorphous phase in the system. The nanoparticle size increase (length
of nanorods) with monazite structure after the stage of their formation occurs, mainly due to matter transfer from nanoparticles having rhabdophane
structure to nanoparticles having monazite structure. In this case, the system considered conditions of hydrothermal treatment (temperature –
180 ◦C, pressure ∼1–1.5 MPa, duration – up to 120 min) remains two-phase.
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1. Introduction

Much attention to the study of formation processes, structure and properties of materials, including nanocrystalline
materials, based on orthophosphates of rare earth elements is associated with set of practically important properties
that they possess. Ceramic materials based on rare earth element (REE) orthophosphates due to their high strength,
thermal stability and resistance to aggressive media are used as high-temperature insulation [1–3]. They have a high
isomorphic capacity for large number of lanthanides and actinides [4–7], are resistant to radiation damage [8], which
makes them promising as ceramic matrices for radioactive waste immobilization. Among the numerous REE or-
thophosphates, two- and multicomponent phases [9, 10] are of considerable interest. They have applicability as struc-
tural [11] and luminescent materials [12, 13], thermal barrier coatings [14], as proton-conducting electrolyte [15–18].
Lanthanum orthophosphate is used as component of two-phase mixtures with refractory oxides to produce reinforced
high-temperature ceramics [19].

A number of papers [20–26] have shown that some properties of materials change significantly in cases when
the crystal size is of the nanoscale region. This behavior pattern of nanocrystalline materials also applies to REE
orthophosphates [27–31]. In this regard, it is interesting, particularly, to study the processes of phase formation, struc-
tural transformations and physicochemical properties of nanocrystalline solid solutions in the system LaPO4–YPO4–
(H2O). Phase formation and their properties in this system were considered in [5, 32–35], however, the discrepancies
in obtained results make it relevant to continue such studies.

To obtain multicomponent nanocrystalline orthophosphates, methods of soft chemistry are successfully applied,
such as precipitation [36], sol-gel [37, 38], microreactor synthesis [39], hydrothermal [40–43] and hydrothermal
microwave-assisted synthesis [43–45]. Hydrothermal conditions make it possible to obtain nanocrystalline parti-
cles with different structures and morphologies by varying the pH, treatment time and temperature of synthesis
[9, 10, 46, 47]. One of the advantages for microwave-assisted synthesis is the rapid heating of reaction medium.
This feature, along with possibility of sensitive control of temperature and treatment time, is important for studying
the kinetics of nanocrystalline particles formation [43].

This paper is aimed at studying processes of formation and structural transformations under microwave-assisted
conditions of nanocrystalline solid solutions based on lanthanum-yttrium orthophosphates in the system 0.5LaPO4–
0.5YPO4–(nH2O). The article discusses the effect of isothermal holding time on formation and change in dimensional
parameters of nanocrystals of lanthanum-yttrium orthophosphates with rhabdophane and monazite structures.
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2. Experimental

Nanocrystalline samples of solid solutions of lanthanum-yttrium orthophosphates in the system LaPO4–YPO4–
(H2O) were synthesized in an Anton Paar Monowave 400 hydrothermal microwave reactor. Equimolar solutions of
lanthanum nitrate hexahydrate (C.P.), yttrium nitrate pentahydrate (C.P.) and ammonium dihydrogen phosphate (C.P.)
were used as mother substances. The ammonium phosphate solution was added at constant stirring for 10 minutes to
water solution of premixed lanthanum and yttrium nitrates with pH = 1. The ratio of reagent solutions was selected
to ensure the pre-set stoichiometry of products. The resulting suspension was transferred into glass autoclave flask of
microwave reactor (the fill factor 0.3). The daughter of reaction was stirred at 600 rpm during the whole treatment
time. The reactive atmosphere treated at 180 ◦C and was recorded inside the autoclave using the ruby thermometer.
The pressure into autoclave flask was about 1–1.5 MPa. The reactive atmosphere was heated to pre-set temperature
for 1 minute, the isothermal holding time from 5 up to 120 minutes, followed by cooling to 70 ◦C for 8 minutes.
Treatment products were precipitated by centrifugation, washed several times with distilled water, and dried at 80 ◦C.

The elemental composition of the samples was determined by EDAX attachment for X-ray spectral microanalysis
for FEI Quanta 200 scanning electron microscope (SEM) having composition determination error was about 2%.

Powder X-ray diffraction patterns were taken with a Rigaku SmartLab 3 X-ray diffractometer The X-ray (CuKα
radiation) within the angle range 2θ = 10–65 ◦C with an 0.01 ◦C step at a scanning speed 1 ◦C/min. Qualitative X-ray
diffraction analysis was carried out using the PDF-2 database. The rhabdophane and monazite phase ratio in these
samples was calculated according to the peaks that did not overlap in the pahse mixture: the characteristic peak for
rhabdophane is (100), and for monazite – (200). The X-ray amorphous phase portion was determined using corundum
as the internal standard. The average crystallite sizes, as well as lognormal size distributions, were defined using the
SmartLab Studio II software by Rigaku according to the specified reflexes.

Sample micrographs and electron microdiffraction data were obtained using the JEOL JEM-2100F transmission
electron microscope at accelerating voltage 200 kV. The images were processed using the ImageJ program. The
particle size were determined were determined from the data on approximately 100 separate particles for each sample.

3. Results and discussion

Elemental analysis of samples shows that the ratio of elements La:Y is 53:47 (± 1–2%) atm %, the ratio of
elements (La + Y): P is 51:49 (± 2%) at.%, corresponding within the analysis uncertainty to the ratio set by synthesis
LaPO4 : YPO4 = 0.5 : 0.5.

The X-ray diffraction data (Fig. 1) show that in as-precipitated sample, before the hydrothermal microwave-
assisted treatment, are presented rhabdophane reflexes.

Figure 2 shows data on quantitative phase ratio in the system depending on the isothermal holding time during
hydrothermal-microwave treatment at 180 ◦C. It should be pointed out that the sample contains ∼30% of amorphous
phase before the heating treatment.

FIG. 1. The X-ray diffraction pattern of samples before and after hydrothermal-microwave treat-
ment at 180 ◦C
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After hydrothermal treatment for 20 minutes, the X-ray amorphous phase completely disappears, the sample is
contented solely by the phase with rhabdophane structure. Taking into account the lack of other phases and the ratio of
elements in the system due to the analysis data – 0.53LaPO4–0.47YPO4–(nH2O), it can be concluded after microwave
hydrothermal treatment at 180 ◦C and under a pressure of 1–1.5 MPa for 20 min, the solid solution is formed with
the averaged composition La0.53Y0.47PO4(nH2O). Isothermal holding under hydrothermal conditions at 180 ◦C for
30 min leads to the occurrence of phase with monazite structure (Fig. 1, 2). It is worth noting that for all samples
in the studied system, 0.5LaPO4–0.5YPO4–(nH2O) do not complete the transition of the rhabdophane phase into
monazite. Phase ratio in samples with isothermal holding from 60 up to 120 min almost does not change (phase
with monazite structure): (phase with rhabdophane structure) ≈ 70: 30 (±5%) wt% (Fig. 2). Thus it is impossible a
priori to state that the transformation of the solid solution with rhabdophane into monazite structure occurs without
composition change. The complexity of determining the elemental composition of individual nanoparticles in two-
phase composition does not allow one to answer the question of the phase composition coexisting in the system by
their direct elemental analysis. In such cases, the necessary information can be given by the correlation between the
composition and parameters of the lattice constants.

FIG. 2. The phase ratio depending on the isothermal holding time under hydrothermal microwave-
assisted conditions at 180 ◦C

The available literature data on the of elementary cells volume of solid solutions La1−xYxPO4 with monazite
structure and solid solutions La1−xYxPO4(nH2O) with rhabdophane structure are represented in Fig. 3. According to
prior research on the dependence of the elementary cell volume of phase with monazite structure on the composition
of the La1−xYxPO4 solid solution significantly differ from the data of other papers, further analysis was carried out
without taking into account the results of this paper [35]. The data of this work on the elementary cell volume of
monazite structure led us to conclude that the composition of the solid solution corresponds to the values x ≈0.25–
0.28. The hydrothermal treatment time increase results in slight increase values x – from ∼0.25 to 0.28. It is much
more difficult to draw any quantitative conclusions about the lanthanum and yttrium ratio change in the solid solution
with rhabdophane structure during the structural transformation process, since the unit cell volume of phase with
rhabdophane structure depends upon, to a large extent, the water content in the structure. Particularly, this is reflected
in large fluctuations in the volume of the unit cell, in depending on the synthesis conditions (Fig. 3). However, the
data from this research shows that that with an increase in the duration of hydrothermal treatment, the unit cell volume
of the solid solution with a rhabdophane structure systematically and significantly decrease (Fig. 3), as may be a
consequence of an increase in the content of yttrium orthophosphate in it. Overall it compensates for the precipitation
of the solid solution with a monazite structure enriched with lanthanum orthophosphate in comparison with the initial
composition of the system. In such a way, the analysis carried out allows one to conclude the transition of the solid
solution La1−xYxPO4(nH2O) the rhabdophane structure into monazite structure leads to a phase composition change.
There can be an explanation for the simultaneous coexistence in two systems of phases observed in this experiment,
that is to say, under hydrothermal conditions at the temperature of 180 ◦C and a pressure of ∼1–1.5 MPa in the LaPO4–
YPO4–(H2O) system in the range of LaPO4:YPO4 = 0.53:0.47. There exists a solid solution with a monazite structure
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FIG. 3. Unit cell volume of phases of variable composition with the structure of rhabdophane and monazite

of the composition La1−xYxPO4, where x ≈0.25–0.28, and another solid solution with the structure of rhabdophane
La1−yYyPO4 (nH2O), where y > 0.47 (∼0.57).

The dependence of crystallite sizes of solid solutions of lanthanum-yttrium orthophosphates with rhabdophane
and monazite structure, determined from non-overlapping reflections (100) and (200), respectively, on the isothermal
holding time is shown in Fig. 4. The size distribution of crystallites determined from the same reflexes is shown in
Fig. 5. From the analysis of the data presented in Fig. 4, it follows that with an increase holding time from 0 to
20 minutes, the average crystallite size of solid solutions with rhabdophane structure increases from ∼10 to ∼22 nm.

The size distribution of crystallites of the solid solution with rhabdophane structure for sample with the isothermal
holding for 20 minutes becomes wider (Fig. 5). The existence of the solid solution of lanthanum-yttrium orthophos-
phate with monazite structure in the sample after 30 minutes leads to the narrow size distribution (Fig. 5) with the
subsequent growth of crystallites to 26 nm (and distribution width) for sample with isothermal holding for 120 min-
utes, which is consistent with the data [43].

Crystallites of solid solutions of lanthanum-yttrium orthophosphates with monazite structure, formed after 30 min
of isothermal holding, have the average size of about 14 nm, and for longer period, the average crystallite size,
determined by the (200) reflection, stabilizes at level of ∼18 nm (Fig. 4). Size distribution of crystallites of solid
solution with monazite structure as the isothermal holding time increases from 60 to 120 minutes does not undergo
any significant changes (Fig. 5). However, it should be noted that these results were formulated based on the X-ray
data for only one non-overlapping reflex (200).

TEM data analysis shows that the particles of the solid solution of lanthanum-yttrium orthophosphate with rhab-
dophane structure within the occurrence of single crystalline phase (after hydrothermal treatment for 20 minutes) have
characteristic shape of short rods with average thickness of 20–30 nm and length range of ∼25–100 nm (Fig. 6a).
Rhabdophane nanoparticles of the same morphology also can be found in TEM images of samples after hydrothermal
treatment with isothermal holding at 30 and 120 minute (Fig. 6c,e), even if, the monazite phase appears in significant
quantities according to X-ray diffraction data. At the same time, in the samples after hydrothermal treatment at 30
and 120 minutes, when the monazite phase is present, there occurs in the samples (Fig. 1,2), long and thin nanorods
which are clearly visible, which can be reliably correlated with the monazite phase structure according by electron
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FIG. 4. Average crystallite size (according to reflex (100) – rhabdophane structure, and according
to reflex (200) – monazite structure)

microdiffraction data. Fig. 6b,d,f show interplanar distances corresponding to phases with rhabdophane and mon-
azite structures, as well as electron microdiffraction data, showing available crystalline phases with rhabdophane and
monazite structures in the samples.

The size distribution of nanorod thickness and length is shown in Fig. 7. The determination of each particle
belonging to the phases with rhabdophane and monazite was made according to their morphological features.

A bimodal type of thickness distribution of nanoparticles with rhabdophane structure phase for the sample after
microwave-assisted treatment with isothermal holding at 180 ◦C for 20 minutes to a certain extent agrees with unusu-
ally wide crystallite size distribution data for this sample, which is not typical for other samples (Fig. 5). Apparently,
the distribution of crystallites in this sample also has bimodal character, which cannot be determined within the frame-
work of the existing possibilities of analyzing X-ray diffraction lines, based on the assumption about lognormal shape
of the crystallite size distribution curve. It should be noted that the average thickness sizes of nanoparticles of this
sample and the corresponding sizes of crystallites, determined from the reflection (100), are pretty close to each other.
This allows us to conclude that nanorods of solid solutions of lanthanum-yttrium orthophosphate with rhabdophane
structure at the stage of their formation are mainly represented by single-crystal particles. The bimodal size distribution
of thickness of particles with rhabdophane structure for the sample after 20 minutes under hydrothermal conditions
may be associated with the different nature of their formation when mixing reagents at room temperature and during
the amorphous phase crystallization under hydrothermal conditions. Nanoparticles with rhabdophane structure hav-
ing greater thickness remain in the sample after hydrothermal treatment for 30 minutes, while thinner particles are
transformed into particles with monazite structure. After transformation of some particles with rhabdophane structure
into monazite structure – after 30 min of isothermal holding, the rhabdophane particle thickness distribution becomes
unimodal (Fig. 7c), which correlates with the crystallite size distribution narrowing data for this sample (Fig. 5). The
average length of particles with rhabdophane structure more than doubles during the hydrothermal treatment process:
from ∼37 to ∼83 nm. The occurrence in the sample after prolonged hydrothermal treatment (120 minutes) of wide,
close to uniform thickness distribution of particles with rhabdophane structure at interval of particle size variation of
∼20–55 nm can be associated with coalescence of particles of solid solutions of lanthanum-yttrium orthophosphates,
for example, by the aggregation-accommodation mechanism [48]. It should be noted that coalescence of nanorods
with rhabdophane structure in fluent media is characteristic for these nanoparticles [39]. This pattern of nanoparti-
cle thicknesss increasing is confirmed by comparison of the TEM data with the data on the crystallite sizes of these
particles, which shows that their average values after prolonged hydrothermal treatment remain at level of ∼25 nm.

Figure 6d shows conjugated nanorods of monazite phase and rhabdophane phase. The rhabdophane phases are
attached to the planes corresponding to the elementary cell parameter c = 6.37 Å, at angle of 40 ◦C to the (101) plane
of monazite phases (at interplanar distance 4.1 Å).
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FIG. 5. Size distribution of crystallites of solid solutions of lanthanum-yttrium orthophosphates
with rhabdophane (a) and monazite (b)
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FIG. 6. Fig. 6. TEM micrographs of samples after hydrothermal treatment with isothermal holding
at 180 ◦C for various durations: (a,b) – 20 minutes; (c,d) – 30 minutes; (e,f) – 120 minutes. The
rhabdophane phase is designated as Rh, the monazite phase as M
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FIG. 7. Size distributions of thickness and length of rhabdophane and monazite nanoparticles ac-
cording to TEM data. Samples after isothermal holding under hydrothermal conditions at 180 ◦C
for various durations: (a,b) – 20 minutes; (c,d) – 30 minutes; (e,f) – 120 minutes
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The average thickness of nanorods with monazite structure does not change for the samples obtained after hy-
drothermal treatment at 30 and 120 minutes of isothermal holding, and is ∼12 nm, which corresponds to the crystallite
size at monazite phase, determined from X-ray diffraction data. That is, these nanoparticles can be considered mainly
as monocrystalline. The average length of nanorods with monazite structure increases from ∼90 to ∼120 nm. Such
length increase of nanorods of the phase with monazite structure correlates well with the fraction change of phases
with monazite and rhabdophane structures in the system (Fig. 2); with a high degree of confidence can be associated
with transfer of matter under hydrothermal conditions from the phase with rhabdophane structure to the phase with
monazite structure while increase the isothermal holding time from 30 to 120 min.

A comparative data analysis on changes in the phase ratio, elementary cell volumes, dimensional parameters of
crystallites and particles with rhabdophane and monocyte structures during the microwave hydrothermal treatment
process of precipitated lanthanum-yttrium orthophosphates, as well as direct observation of structural transformations
in TEM micrographs (see, for example, Fig. 6d) allows us to represent the formation pattern of solid solutions in the
system 0.53LaPO4–0.47YPO4–(nH2O), as a series of the following processes:

1. a precipitation of lanthanum-yttrium orthophosphate with formation of nanocrystals with rhabdophane structure
and amorphous phase;

2. crystallization of the amorphous phase under hydrothermal conditions with the formation of nanocrystals with
rhabdophane structure and the formation of bimodal size distribution of monocrystalline (predominantly) nanoparti-
cles;

3. the transformation of some nanocrystals with rhabdophane structure (the thinnest rod-like particles formed
under hydrothermal conditions from amorphous phase) into monazite structure by degenerating one structure into
another along the nanocrystal edges at the initial phase;

4. differentiation according to the composition of solid solutions of lanthanum-yttrium orthophosphates during
structural transformation and stabilization as result of this two-phase state of the system;

5. the length increase (without changing the thickness) of nanoparticles of solid solutions of lanthanum-yttrium
orthophosphates with monazite structure by transfer of matter under hydrothermal conditions from particles with
rhabdophane structure;

6. the thickness increase of nanoparticles of solid solutions with rhabdophane structure by accretion of initially
single-crystal nanoparticles;

7. the length increase of nanoparticles of lanthanum-yttrium orthophosphate with rhabdophane structure by mass
transfer of matter under hydrothermal conditions.

4. Conclusion

As a result of studies, it has been shown that nanoparticles of phase with monazite structure having average
crystallite size of 15–17 nm begin to form after 30 minutes of hydrothermal microwave-assisted treatment at 180 ◦C
immediately after complete crystallization of amorphous phase in the system, the structural transition of the solid
solution from phosphate lanthanum-yttrium with rhabdophane structure into monazite structure is based on degener-
ation of nanocrystals with rhabdophane structure along certain edges into monazite structure. The nanoparticle size
increase (length of nanorods) with monazite structure after the stage of their formation occurs mainly due to matter
transfer from nanoparticles having rhabdophane structure to nanoparticles having monazite structure, while thickness
increase of rod-like particles with rhabdophane structure occurs due to their aggregation-accommodation coalescence.
The system under considered conditions of hydrothermal treatment (temperature – 180 ◦C, pressure ∼1–1.5 MPa,
duration – up to 120 min) remains two-phase due to composition differentiation of coexisting phases.
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[7] Toro-González M., Dame A.N., Foster C. M., Millet L.J., Woodward J.D., Rojas J.V., Mirzadeh S., Davern S.M. Quantitative encapsulation
and retention of 227Th and decay daughters in core–shell lanthanum phosphate nanoparticles. Nanoscale, 2020, 12, P. 9744–9755.

[8] Lenz C., Thorogood G., Aughterson R., Ionescu M., J. Gregg D., Davis J., Lumpkin, G. The quantification of radiation damage in orthophos-
phates using confocal µ-luminescence spectroscopy of Nd3+. Frontiers in Chemistry, 2019, 7. Art.13.

[9] Osipov A.V., Mezentseva L.P., Drozdova I.A., Kuchaeva S.K., Ugolkov V.L., Gusarov V.V. Crystallization and thermal transformations in
nanocrystals of the YPO4-LuPO4-H2O system. Glass. Phys. Chem., 2007, 33, P. 169–173.

[10] Osipov A.V., Mezentseva L.P., Drozdova I.A., Kuchaeva S.K., Ugolkov V.L., Gusarov V.V. Preparation and thermal transformations of
nanocrystals in the LaPO4-LuPO4-H2O system. Glass. Phys. Chem, 2009, 35, P. 431–435.

[11] Ruigang W., Wei P., Jian C., Minghao F., Zhenzhu C., Yongming L. Synthesis and sintering of LaPO4 powder and its application. Mater.
Chem. Phys, 2003, 79(1), P. 30–36.
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1. Introduction

Nanotechnologies and nanostructured materials are attracting significant attention as most promising candidates
for achieving drastic improvement of solar energy conversion efficiency in next-generation nanostructured solar cells
(SCs) [1, 2]. In recent years, considerable interest has beenfocused on a new generation of inorganic-organic metal
halide perovskite solar cells (PSCs).

The first report on anew type of PSC with 3.8 % efficiency emerged in 2009 [3]. In this study perovskites
were used as sensitizers in Gratzel-type dye-sensitized solar cells (DSCs) [4, 5]. In short order, the efficiency of
PSCs was increased up to 6.5 % [6]. However, the application of liquid electrolyte in the hole-transporting material
(HTM)created a situation in which the stability of SCs was weak and the future of such type of perovskite DSCs looked
questionable [6]. Serious progress was gained with the emergence of solid-state PSCs where perovskite material
MAPbI3 was spin-coated on nanostructured TiO2 photoelectrode. The PSC n-i-p junction configuration was then
accomplished by coating the molecular spiro-MeOTAD HTM film and Au back contact [7]. During short period of
time the power conversion efficiency (PCE) of such cells has been dramatically increased and the best cell efficiency
has now reached 25.5 % [8, 9]. Thus, the above-mentioned achievements in PSC solar photovoltaics have made these
devices nearly as efficient as the best conventional SCs based on crystalline silica (c-Si).

In the meantime,the construction of solid state PSCs comprise organic-inorganic hybrid perovskite materials, like
ABX3, where A is an organic cation such as methylammonium (MA+), B is Pb2+ and X is Br, or I [10]. The main
problem of perovskite materials appeared to be due to their organic nature possessing poor stability when exposed
to heat, oxygen and moisture and also due to their rapid degradation under illumination [11–13]. To overcome the
stability problems a number of solutions have been proposed [14, 15]. However, the long-term stability of PSCs still
does not meet the necessary requirements for large scale production. While the stability remains a major problem to
be overcome, many other aspects of PSCs are now investigated. In this short overview, attention is given to the latest
achievements in constructing more efficient photoelectrodes for PSCs and also to the new trends in perovskite-based
photovoltaics associated with the development of high performance tandem PSC-based SCs and a new generation of
PSCs for low lighting conditions that opens great possibilities for indoor applications.

2. Current status of solar photovoltaics

The key challenge facing the global energy industry is the transfer towards resource-saving technologies and the
large-scale introduction of renewable energy sources. Among all the available renewable energy resources, the greatest
potential is for that ofsolar radiation energy, which can be directly converted into electricity using solar cells (SCs).
The global production of dominant silicon solar panels (mainly monocrystalline (c-Si) and polycrystalline (multi-Si)
is exponentially growing, and their cost is declining and currently stands at $0.21 – 0.35/W [16]. Silicon solar cells
have a number of undoubted advantages, including long-term stability and high efficiency when working under high
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intensity AM1.5G lighting conditions. Fig. 1 illustrates the exponential growth in global solar panel production during
the recent decades and the parallel drop in the cost of silicon solar panels. Long-term forecast of changes in the average
cost of electricity generated in the world by silicon solar panels assumes that after 2020, the cost of kWh of electricity,
received from the solar cells,will approach the cost of electricity obtained from conventional sources (coil, gas, oil),
which will mean the achievement of grid parity.

FIG. 1. Illustration of the exponential growth of world installed solar energy capacity (left) and the
dramatic drop in the cost of solar PV modules (right)

Other less common types of solar cells, mainly thin-film, which in the last decade have been claimed as potential
competitors to Si-based SCs, include solar cells based on amorphous and micromorphous silicon, SCs based on thin
chalcogenide films (CIGS), and SCs based on cadmium telluride (CdTe). To date, these technologies totally occupy
about 5 % of the global annual solar panels production, and no significant changes are expected in this distribution.
Returning to the question of grid parity, it should be noted that for solar photovoltaics, achieving sustainable grid
parity can lead to significant changes not only in this industry, but throughout the whole global energy sector. It
is worth mentioning that the level of such parity can vary significantly depending not only on the geography of the
region, but also on the features of its economic development and energy policy. However, despite the “exponential”
achievements of recent decades, the current situation in the field of solar photovoltaics is not so inspiring. The main
problem of photovoltaics lies in impossibility of further improvement, most importantly, costs reduction for silicon
solar panels, since the potential for the further decline in costs for this technology is greatly limited. In this respect, the
scientific community needs to establish new approaches which would allow, based on basic research or through the use
of new designs and materials, to create alternative types of SCs, which could provide the grid parity in the majority
of world regions and fundamentally change the global energy structure. If we analyze the work of the majority of
scientific teams in the field of solar photovoltaics throughout the world, it becomes obvious that the research aimed at
the development of the novel SC types is the most relevant currently.

3. Current status of perovskite solar cells

The perovskite material, used in conventional solid-state PSCs, such as CH3NH3PbX3 demonstrates a tunable
band gap ranging from 1.5 to 2.3 eV [17] and possesses high light absorption coefficient suitable for solar photovoltaic
applications [18]. At the same time, perovskite materials are low-cost while fabrication methods for PSCs have
a number of advantages over fabrication process of conventional c-Si solar cells. PSC’s architecture comprises a
mesoscopic layer of metal-oxide nanoparticles on a conductive substrate, which plays a role of the electron-conductive
photoelectrode, a perovskite (CH3NH3PbI3) layer deposited on top of the photoelectrode, a hole-conductive layer and
a metallic counter electrode [19]. The illustration of the PSC architecture and the laboratory samples of PSC devices
prepared in the Solar Photovoltaic Laboratory (IBCP RAS, Russia)is given in Fig. 2.

The initial meaning of “perovskite” was about the crystal structure of calcium titanate, which was discovered in
1839 by Gustav Rose and was named by the Russian mineralogist Lev Perovski. Since then, the term “perovskite” has
referred to all compounds with the same crystal structure as calcium titanate [20].

The first perovskite-based solar cell construction was reported by T. Miyasaka one decade ago [3]. This device
used a liquid electrolyte as an s hole-transporting material (HTM) and have shown poor stability. Later, N. Park et
al. [6] improved the PSC efficiency but the problem of the instability was not solved. The situation has changed dramat-
ically with the appearance of solid-state HTM (2,20,7,70-tetrakis(N,N-di-pmethoxyphenylamine)-9,90-spirobifluorene,
i.e., Spiro-OMeTAD). They succeeded in the improvement of the device stability and reached an efficiency of 10.9 %
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FIG. 2. Device architecture of the PSC (left) and the laboratory PSCs prepared in the Solar photo-
voltaic laboratory of IBCP RAS (right)

with an open-circuit voltage higher than 1.1 V [6]. Even better results were obtained in 2013 with the introduction of
graphene nanoparticles into PSCs which increased the efficiency up to 15.6 % [21]. In 2015, a new record of 20 %
efficiency was achieved by using perovskite material based on, formamidinium iodide HC(NH2)2PbI3 together with
poly-triarylamine (PTAA) HTM [22]. Finally, in 2017, the record efficiency of 22.1 %, was reported [23]. At the same
time, perovskite-based tandem cells with c-Si bottom cell with the efficiency of 26.7 % appeared [24]. Very recently
Oxford PV declared 28.0 % efficiency tandem perovskite-silicon solar cell while Helmholtz–Zentrum Berlin (HZB)
announced a certified efficiency of 29.15 %. However, in both cases, no scientific publications have yet appeared.

The efficiency progress of PSCs in comparison with other photovoltaic devices is discussed in [25]. Perovskite
solar photovoltaics, as compared to other photovoltaic technologies, including thin film CIGS, organic SCs, DSCs and
a variety of Si-based devices, aims to become the best alternative to solar photovoltaics of the future.

4. PSC research history

Currently, one of the most promising areas of basic research in the field of photovoltaics is the development of per-
ovskite solar cells (PSCs). Perovskite materials have a unique structure in which organic and inorganic components
are alternating. That is what causes the presence of perovskite unusual electrical, magnetic and optical properties.
First solar cells sensitized with perovskites have been presented in the article of T. Miyasaka (Tokyo, Japan) in 2009
in which the chemical compound using CH3NH3PbI3 (band gap 1.55 eV) in combination with a liquid electrolyte
reached the energy conversion efficiency of 3.8 % [3]. Later, through the optimization of the surface of the titanium
dioxide and the further processing in the laboratory perovskite N. Park (Suwon, South Korea) in 2011 managed to
get the efficiency value of 6.5 % [6]. However, the fabricated cells worked poorly as perovskites decomposed by
contact with sodium iodide/triiodide ions. In this regard, in 2012 M. Gratzeland, H. Park (Lausanne, Switzerland)
proposed to use an organic semiconductor Spiro-MeO-TAD as a hole transporter [11]. The efficiency of sunlight con-
version was increased to 8 – 10 %. Thus, there was a transition from the standard solar cells working in conjunction
with liquid electrolyte for solid state solar cells. In 2013, M. Gratzel and coworkers have shown that nanocrystals
sequential deposition precursors (CH3NH3PbI3 and PbI2) solution on the surface of mesoporous titanium dioxide can
effectively control the morphology of the applied perovskite layer CH3NH3PbI3 [26]. Maximum efficiency of thus
obtained solid solar cell based on mesoscopic layers of titanium dioxide was 15 %. The research team, headed by
Snaith (Oxford, UK) has proposed a way to create PSCs [7]. Based on the results obtained, they published a paper in
2012, according to which, the replacement in the solar cell layer of mesoporous titanium dioxide similar in structure to
the insulating layer of aluminum oxide voltage not only changed, but also increased. This indicates that the perovskite
has CH3NH3PbI3 intrinsic conductivity, while it can move in both electrons and holes, i.e. ambipolar material has
such properties. Referring to ambipolar properties perovskites in 2013 H. Snaithand colleagues (Oxford, UK) devel-
oped solid-state solar cell with a heterojunction type “pin”, which takes the role of an active layer of perovskite layer
disposed between the dense titanium dioxide layer (n-type) layer and Spiro-MeO-TAD (p-type) [27]. The mesoporous
titania layer was absent, as perovskites, which are synthesized by mixing PbI2 and CH3NH3PbI3 in γ-butyrolactone,
were deposited by vapor deposition. In this case, the conversion efficiency of solar energy into electric energy reaches
15.6 % [21]. After the scientific papers mentioned above, from 2013 to the present day, a large number of publications
have emerged devoted to finding ways to improve the efficiency of solar cells based on perovskites. For example, in
early 2015, M. Gratzel and colleagues suggested before application to the mesoscopic layer of titanium dioxide added
to the solution of the perovskite in a mixture of γ-butyrolactone and dimethylformamide (DMF) 4-butylphosphonic
acid 4-ammonium chloride. This additive acts as a crosslinker formed on the surface of the electrode grains of per-
ovskite structures by means of hydrogen bonds between –PO(OH)2, and –NH3 groups that facilitates penetration of
the particles into the pores CH3NH3PbI3 titanium dioxide and provides a more uniform layer of the light absorber. The
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efficiency of the solar cell, created in accordance with this methodology, reached 16.7 % [28]. In 2014, S. Seok and
colleagues (Daejeon, South Korea) conducted research of perovskite mixed composition CH3NH3Pb(I1−xBrx)3. It
has been found that the partial replacement of iodide ions, bromine ions (x = 0.1 – 0.15) increases the stability of the
desired material. In such a PSC, where poly-triarylamine was used as a hole carrier, the efficiency reached 16.2 % [29].
In the same laboratory, mixed perovskites of γ-butyrolactone and dimethyl sulfoxide (DMSO) were synthesized and
twice applied on a mesoscopic titania layer. Wherein the second time toluene was added to the solution recommended
perovskite. By this the most uniform and dense layers of absorbent material were obtained [29]. At the end of 2014
S. Seok (Daejeon, South Korea) used a more complex structure of perovskite, containing methylammonium ions and
formamidine as a sensitizer, achieving an efficiency of 17.9 %. This result was certified in a photovoltaic calibration
laboratory, and was the highest for that time [10]. Perovskite HC(NH2)2PbI3 used was characterized by band gap
(1.47 eV) which was more narrow than in CH3NH3PbBr3 (2.0 eV). In 2015, in the laboratory of H. Park (Seoul, South
Korea), they have established more than 40 samples of PSCs, which amounted to an average efficiency of 18.3 %,
with the maximum efficiency equal to 19.7 % [30]. In later works, by optimizing the design of a device architecture
with a precise controlling of the perovskite grains and grain boundaries, a power conversion efficiency of 22 % was
achieved [31]. The research group of S. Seok (Daejeon, South Korea) has provided the compositional engineering of
low band gap formamidinium lead iodide based layers, (FAPbI3)1−x(MAPbBr3)x, which allowed the synthesis of a
more stable microstructured dense layers of efficient PSCs [32, 33].

In recent years, the possibility of using PSCs in tandem was actively studied [34]. Different types of solar cells
may be combined with each other either mechanically (i.e., when they are simply connected to contacts), or monolith-
ically configured, when both cells are combined into one monolithic device and between them there is an additional
layer of conductive material. The efficiency of first tandem solar cells was 18.7 % [35]. Tandem solar cells based
on perovskite with a silicon element in a monolithic configuration was shown to achieve the efficiencies exceeding
25 % [36, 37]. The advantages of using perovskites as sensitizers in solar cells are obvious. First , they absorb light
across a wider range than those solar cells with dyes in a liquid electrolyte (in DSCs) used to date and secondly, they
have ambipolar characteristics, and thirdly, they are cheap and lead to efficiencies exceeding 20 %. However, there are
some unsolved problems to date [34, 38]:

1) Perovskites are unstable and degrade by prolonged exposure to sunlight;
2) Lead ions that are part of perovskites, are highly toxic;
3) PSCs are characterized by a strong hysteresis in the measurement of current-voltage characteristics in forward

and reverse modes;
4) Creating PSCs with a large area is complicated;
5) Stability problems and the development of inorganic PSCs.

As it was previously mentioned, for a short period, the efficiency of laboratory scale PSCs increased from 3 – 5
to 20 – 24 %, which made them competitive with conventional Si-based SCs and the most promising candidates for
solving the problems of global photovoltaics. However, it soon became apparent that the key component of the PSC –
the photoactive absorber layer of perovskite material CH3NH3PbI3 – was structurally unstable under conditions of
ambient humidity, light exposure, and rapidly and noticeably degraded under increased temperatures. Studies have
shown that under real outdoor conditions, the efficiency of MAPbI3-based PSCs decreases to zero over a short period
of time [39]. As a result, the main photovoltaic parameter of the PSCs, i.e. stabilized efficiency, remains uncompetitive
with respect to Si-based SCs hich possess high long-term stability.

Since the problem of achieving the long-term stability of conventional PSCs remains unresolved, in the past few
years attempts have been made to replace classical organo-inorganic materials in PSCs with inorganic systems based
on lead halides with perovskite structure of APbX3 type, where A is an inorganic cation, and the anion is PbX3− (where
X = Cl,Br, I). In this respect, the works carried out by the scientific team headed by P. Troshin (IPCP RAS, Russia)
attract a considerable attention. In their studies, perovskite materials were used with the structure of CsPbI3, which
showed significant advantages in terms of stability of the photovoltaic parameters being introduced in PSCs [40, 41].
Similar investigations have been carried out in the world most recognized photovoltaic research group NREL (NREL,
USA), where high efficiency values were achieved in such PSCs [42]. At the same time, a number of studies indicate
that the proposed compounds based on lead halides could be unstable over prolonged periods. The latter may happen
due to the high diffusion ability of halogen atoms and their high ionic mobility, which could be initiated by temperature
and photoeffects and as a result can lead to structural changes in the crystal lattice of halogen-containing compounds.

5. Inorganic PSCs based on complex oxides

Recently, compounds with the general structure A2B′B′′O6, which are double oxide perovskites of rare-earth
elements –R2NiMnO6 (R is a rare-earth element), have attracted special interest [43–47]. Unique semiconductor and
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optical properties were found for Sm2NiMnO6 (SNMO). Its high dielectric constant helps to reduce the recombination
rate of electron-hole pairs and the optical band gap (Eg = 1.4 eV) corresponds to the maximum of the solar radiation
spectrum. Both of these parameters are critical for the effective operation of photovoltaic converters [48, 49]. One of
the main advantages of this class of compounds is that such inorganic systems, a priori, have high long-term stability
under various temperature conditions, the absence of photodegradation and resistance to atmospheric humidity. Com-
plex oxides with a double perovskite structure have the optical absorption range close to that of the solar spectrum and
high photoconductivity. The optical band gap valuesEg are in the range of 2 – 2.5 eV, and with doping, could be varied
to 1 – 1.5 eV. Attempts to use such compounds for the fabrication of PSCs led to relatively low efficiencies of photo-
conversion, however, comprehensive fundamental and engineering efforts in this area have not yet been undertaken.
At the same time, preliminary studies carried out in several world laboratories have shown promising opportunities for
optimizing the design of PSCs based on these compounds and improving their photovoltaic parameters, which opens
up the possibility of developing a new class of PSCs with high long-term stability.

To conclude, perovskite photovoltaics currently plays a significant role in the field of solar cell research. Many
hundreds of laboratories across the world are specialized in this field and their number is constantly growing. Analysis
of research activities by competing groups within the perovskite photovoltaics area shows that the studies could be
divided into three groups in accordance with the type of photoactive materials used for PSCs fabrication. The largest
group studies the conventional organic-inorganic PSCs based on CH3NH3PbI3 or similar (mixed cation and/or mixed
halide) perovskite structures. The smaller second one is focused on the development of more stable inorganic PSCs
with APbX3 structure, where A is an inorganic cation. Finally, the main activities of the third group are related to the
studies aimed at the development of highly stable inorganic perovskite-type rare-earth oxides (e.g. Sm2NiMnO6) and
their photovoltaic applications [45].

6. Perovskite cells for indoor photovoltaics

6.1. Emerging of photovoltaics for low-intensity sources

Decades ago, when only Si-based SCs dominated in solar photovoltaics, efforts were provided to fabricate perfect
and efficient devices for application under indoor low-intensity illumination. Silicon SCs have a number of defi-
nite advantages, including long-term stability and high efficiency when working under standard conditions AM1.5G
(1000 W/m2). However, it was shown that the efficiency of c-Si SCs decreases at low levels of solar radiation and
significantly decreases under diffuse lighting conditions [50]. Fig. 3 shows the effects of light intensity and incidence
light angle on the efficiency for DSC and c-Si solar cells. A similar behavior, somewhat less pronounced, was ob-
served for other types of conventional, but less common solid-state PCs based on amorphous silicon (a-Si:H) and
chalcogenides (CIGS). In this regard, one of the relevant tasks of modern photovoltaics is the search for alternative
types of PCs, effective both in high solar radiation conditions and under low-intensity and defused light fluxes.

FIG. 3. Comparison of the effects of light-intensity (a) and incidence light angle (b) on the efficien-
cies of DSC and c-Si solar cells

Perovskite cells for indoor photovoltaics looks to promise a significant future for local power generation [51].
Fig. 4 illustrates the difference in the behavior of PCE dependence on light intensity for PSC and c-Si solar cells. It was
also shown that PSCs can efficiently convert waste lighting from different artificial sources into electric power. Per-
ovskite photovoltaic cells are highly efficient and cost-effective. Recently, it was shown that stoichiometry-controlled
perovskite-based photovoltaic cells illuminated under the dim light-emitting diode (LED) are highly effective and
provide unusually large PCE. It was found that 10 % bromide-doped perovskite photoactive layers exhibit the best
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performance as a result of better crystallization and uniform surface that helped to form larger grains of perovskite
with reduced defect concentrations, which suppressed carrier trapping and recombination and resulted in improved
PSC performance [53]. As a result, under dim LED indoor illumination of 1000 lx, these types of PSCs have gained
PCE of 34.5 % [54]. Actually, the result obtained demonstrates the appearance of the new indoor electronics.

FIG. 4. Dependence of power conversion efficiency (PCE) on light intensity for PSC and c-Si solar cells

Two new rapidly developing areas have emerged recently as a part of global energy trends. One of them is related
to the development of the Internet of Things (IoT) environment and the upcoming need for off-grid power for a large
number of electronic devices with low power consumption. Another one, called “energy harvesting” (“collection by
crumbs”), still not directly intersecting with the first, is the development of the low-power collecting systems from
various energy sources. Photovoltaic devices that do not need to be replaced, which should be adapted to work
in ambient lighting conditions, are considered as ideal candidates for indoor light harvesting and powering the IoT
devices. As was shown above, there is no practical prospects in using the traditional solar cells based on crystalline
silicon or chalcogenides for this purpose.

Application of PCs for efficient indoor light harvesting could be carried out by adapting solar cells based on
organo-inorganic compounds, in which the absorption spectrum of photoactive materials more closely matches the
spectral characteristic of radiation from the artificial light sources. Dye-sensitized solar cells (DSCs) and perovskite
solar cells (PSCs) could be regarded as the most promising candidates for this purpose. It has been shown that in DSCs
the efficiency increases as the illumination decreases from 10 – 12 % in AM1.5G mode to values exceeding 20 %
under diffuse artificial lighting (200 – 1000 lx). Under similar conditions, PSCs demonstrate even more impressive
results when the efficiency increases from ∼ 18 – 20 % in AM1.5G mode to ∼ 30 % under 200 – 1000 lx ambient
lighting [51, 53, 54].

6.2. Nanocrystalline solar cells performance under variable outdoors illumination

In recent years efforts have been focused on the development of DSC and PSC solar cells for efficient operation
under both high solar radiation during sunny days and under low-light conditions in cloudy weather. It was found that
under the diffuse lighting conditions in cloudy weather, DSCs and PSCs remain the only really functioning types of
solar photoconverters. The data obtained indicated that the efficiency for either PSCs or DSCs in outdoor conditions
demonstrated an increase in conversion efficiency with a decrease in light intensity. The data available from the
literature have shown great promise for the use of DSC- and PSC-based light energy SCs for highly efficient indoor
operation under low-power artificial light sources with a relatively narrow spectral range [50,54]. Thus, increase in the
efficiency and development of novel stable photoconverters based on DSC and PSC, optimized for indoor operation
under diffuse artificial lighting, is a new and relevant problem for modern photovoltaics.

In the field of basic research, regarding the processes of light energy conversion in DSC and PSC, optimized
for operation in a specific spectral range of artificial lighting, it becomes necessary to address a number of poor-
studied issues related to the specific energic characteristics of interfaces under conditions of predominant absorption
of photons with energies ranging from 2.5 – 3 eV (solar cells are illuminated outdoors by the solar spectrum in the
range of ∼ 0.6 – 3.5 eV). Another important aspect is that the light fluxes and therefore the number of photogenerated
charge carriers when operating under ambient lighting conditions are about 3 orders of magnitude lower compared
to the standard AM1.5G mode, which makes it critically important to optimize charge transfer carrier processes of
across the interfaces in conditions of low-intensity artificial lighting. In the applied aspect, bearing in mind the lack
of direct illumination of the photoconverter surface located indoors, new engineering solutions are required to create
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more efficient SCs designs, for which, in particular, it is possible to use the double-sided PC architecture. Fig. 5
shows an example of such a design realized in a double-sided photovoltaic device for indoor operation under ambient
lighting introduced by O. Shevaleevskiy and coworkers (IBCP RAS, Russia) [55]. Development of double-sided SCs
architectures for efficient indoor light harvesting opens a possibility to reach outstanding efficiencies. Bearing in mind
that with the appropriate location of a PSC with more than 30 % efficiency [54], where low intensity diffuse lighting
falls on the PSC surface from all sides, the efficiency of a double-sided photovoltaic device can be doubled, compared
to the one-sided conventional scheme, and could reach the value of around 60 % efficiency per unit area.

FIG. 5. Architecture of a double-sided DSC solar cell [55]

6.3. Current status of indoor photovoltaics

To date, the world production of solar cells, can be conventionally divided into the following categories: solar
modules of a large area for powerful solar power plants that generate network electricity, modules for distributed
systems of local consumers, and small-sized systems to power portable electronic devices [54]. In turn, the latter
category also includes SCs for low-power autonomous SC devices and systems (energy harvesting) for the application
in the enclosed areas under low-intensity artificial lighting. A decade ago DSCs only looked to be the most promising
for this purpose, where they demonstrated obvious advantages [56,57]. Unlike conventional SCs, DSCs demonstrated
a unique advantage of maintaining high indoor efficiency in low-intensity artificial lighting [58]. Despite the obvious
interest in using DSCs for these purposes, there appeared only a few significant publications on DSCs in indoor
environments under ambient lighting conditions [59–62]. The main milestone lies in a significant difference between
the AM1.5G solar radiation spectrum and the illumination parameters, adapted for indoor work with predominantly
artificial light. In the spectrum of the incident solar radiation AM1.5G, almost half of the energy is in the infrared
range. However, the limits of spectral absorption in conventional SCs based on crystalline silicon or chalcogenide
(CIGS) are located in the region of 1000 nm. The same concerns and PSCs while for both several requirements should
be met for efficient indoor operation. Fig. 5 shows the results which demonstrate the remarkable difference between
c-Si and perovskite solar cell behavior under varied illumination.

Alternatively, photovoltaic devices for the enclosed areas explores the behavior of the elements in artificial light
from the following light sources: incandescent bulbs, fluorescent lamps CFL (compact fluorescent lights) and LED
sources [63]. The intensity of the lighting sources when working indoors depends heavily on many factors, including
the type of room, the location of the SC, its orientation, etc., which can vary widely from dozens of µW/cm2 to
dozens of mW/cm2 [64]. The intensity of indoor lighting is measured in lx (lm/m3) and can be correlated with
P (W/m3) insolation capacity through the appropriate formulas. Typically, artificial light sources with a light flow
level of 200 – 500 lx or solar simulators with a radiation capacity of 50 – 5 µV/cm2 are used to study and operate
SCs indoors. In accordance with the standards established, the minimum lighting values in the office space should
be within 200 – 500 lx. It is also accepted that the lighting levels of the rooms correspond appropriately to: (1) low-
light (0 – 200 lx, or 0 – 180 µW/cm2); (2) medium light (200 – 500 lx, or 180 – 450 µW/cm2), and (3) high light
(> 500 lx, or > 450 muW/cm2). The scope of the ongoing scientific efforts for the constructing PSCs with specific
characteristics is directly related to the emerging of new direction in the world, called “Energy harvesting” (also
“Energy scavenging”), i.e. collection and accumulation of low-density energy from non-carbon sources, such as sun,
wind, thermal, gradient and kinetic energy. The introduction of “Energy harvesting” ideology in the industrial world
is aimed at using small amounts of energy (the “small-cut” energy collection) to power electronic devices with low
energy consumption, primarily for small low energy wireless standalone devices like sensors, switches, “smart dust”
etc. PV energy harvesting is a low-density solar energy collection that combines a combination of technologies to
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generate SC electricity in low-light environments indoors, and as a result of accumulation energy using batteries or
supercapacitors. Initially such devices were powered by SCs on the basis of amorphous silicon (a-Si), the effectiveness
of which, unlike other types of solid-state SCs, was less dependent on the light intensity. It is important to emphasize
that efficiency of a-Si SCs under low lighting conditions does not exceed 4 – 5 % [65]. Alternatively, DSCs in
similar conditions may show 4 times greater efficiency exceeding 20 % while PSCs promise to reach more than 30 %
efficiency [54]. It denotes that the required lighting period for powering the indoor electronic device using PSC will
be 5 times less than in case of using conventional a-Si SC for this purpose.

7. New materials for PSC fabrication: efficient nanocrystalline photoelectrodes

In PSCs, the photoelectrode plays a key role of the electron transport layer, which transfers charge carriers gener-
ated by a perovskite layer, absorbing photons, to the back contact of the device. To be effective, the electron transport
layer should minimize the recombination processes at the perovskite/electrode interface. While a number of different
metal oxides have been examined to find a proper electron transport material for this purpose the best performance
was reached using a conventional TiO2 layer [66, 67]. A sufficient increase of electron transport parameters in TiO2

mesoscopic electrodes can be gained by niobium doping that was first used in Nb-doped TiO2 photoelectrodes for
DSCs [68–70]. It was shown that with the increase of Nb concentration from 0 to 3 mol.% the conductivity of a
nanocrystalline layered TiO2 photoelectrode was also increased [69, 71]. Later,a similar behavior was observed in
PSCs where the use of a TiO2 layer doped with Nb content of 2.7 mol.%, which resulted in 19 % improvement of a
power conversion efficiency [72,73]. The transmittance spectra in Nb-doped TiO2 photoelectrodes presented in Fig. 6
have shown a blue shift, which was increased with doping concentration. Thus, the TiO2 band gap increases with
doping from 3.0 eV in the undoped sample to 3.2 eV in 2.7 mol.% Nb doped TiO2.

FIG. 6. Optical transmittance of Nb-doped TiO2 layers with varied Nb content [72]

The new trend of the last few years is the application of very wide-band gap oxides, such as ZrO2, with Eg ∼
6 eV [74]. Nanostructured layers based on a very large band gap metal oxides provide effective electron transfer,
even when the electron density in the conduction band remains negligible [75]. The effective electron conduction
through the nanostructured ZrO2 observed was explained on the basis of the hopping conduction mechanism through
localized states within forbidden zone of ZrO2 [74, 75]. Fig. 7 shows schematic energy band diagrams demonstrating
the energy band structure for PSCs based on a ZrO2 photoelectrode (Fig. 7a) and on traditional TiO2 photoelectrode
(Fig. 7b). The band diagram in Fig. 7a demonstrates that the conduction band edge of perovskite has the energy
above the conduction band edge of TiO2 photoelectrode that enables a classic photoexcited electron transfer from the
conduction band of perovskite layer to the conduction band of a TiO2 photoelectrode [76].

In order to change the optoelectronic characteristics of a ZrO2 it can be doped with yttrium oxide (Y2O3), which
peermits a more suitable design for the photoelectrode based on ZrO2–Y2O3 nanostructured material [77]. Doping
with rare-earth metals was shown to improve the transport characteristics of the photoelectrodes and increased the
efficiency of the PSCs. It was recently reported the construction and investigation of PSCs with a device architecture
of glass/FTO/ZrO2–Y2O3/CH3NH3PbI3/spiro-MeOTAD/Au, in which the doping content of Y2O3 in ZrO2–Y2O3

was varied from 0 to 10 mol.% [76].
Figure 8 demonstrates a comparative view of diffuse reflection spectra (R) for undoped ZrO2 and for ZrO2–

Y2O3 powders where the Y2O3 content varies from 3 to 10 mol.%. The Eg values for ZrO2 and ZrO2–Y2O3 system
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FIG. 7. Schematic energy band diagrams for PSCs based on ZrO2 (a) and TiO2 photoelectrodes (b) [76]

were obtained from the linear extrapolation of (αhν)2 which revealed that the increase of doping concentration also
increases the Eg value from 5.74 eV in ZrO2 to 5.63 eV in ZrO2–Y2O3 (3 %) [76].

FIG. 8. Diffuse reflectance spectra for the powders of undoped ZrO2 and ZrO2–Y2O3 system [76]

Figure 9 presents I–V characteristics, recorded for PSCs under standard illumination conditions AM1.5 G. A
comparison between the efficiencies of the PSCs fabricated with pristine and Y2O3-doped ZrO2 photoelectrodes
clearly shows the advantages of the dopped systems which sufficiently increases the short circuit currents and fill
factors of PSCs, thus increasing the power conversion efficiencies.

FIG. 9. J–V characteristics of the PSCs based on ZrO2–Y2O3 photoelectrodes [76]
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8. High efficiency tandem PSC/c-Si solar cells

Initially, tandem configurations with transparent top cells were successfully applied for the design of tandem
DSC/c-Si solar cells [79] and tandem DSC/PSC solar cells [78, 79]. However, in the meantime the most promising
design comprise the combination of perovskite and silicon solar cells [81]. Tandem perovskite-silicon solar cell with
the optimized design of the perovskite top cell and c-Si bottom cell reached certified efficiencies of 26.7 % [24]. Very
recently Oxford PV declared 28.0 % efficiency tandem perovskite-silicon solar cell while Helmholtz-Zentrum Berlin
(HZB) announced a certified efficiency of 29.15 %. However, in both cases no scientific publications appeared to-date.

Here, we focus on the structural adjustment of the top cell based on the structural evolution of perovskite/silicon
tandem solar cells to improve their performance [81, 82]. To date, c-Si-based SCs under AM1.5G lighting conditions
have demonstrated an efficiency greater than 25 %, but it is already approaching their practical limit. Further increase
in the efficiency of c-Si cells is possible in case of integrating into the tandem structures. For the construction of a
tandem system, in which a solid c-Si solar cell is used as bottom element, we need partially transparent SC as a top
device, through which with minimal losses passes a certain part of the solar spectrum, corresponding to the of optical
absorption characteristics of the bottom cell.

Extensive possibilities for the design of tandem cells are associated with the recent appearance of effective thin-
film transparent cells based on organic materials, DSCs and PSCs. PSCs opened a new promising research area,
focused on the development and study of different configurations for tandem structures on their basis. The best
results to-date are obtained using so-called 4T-configuration in the four-terminal tandem perovskite-silicon solar cell
PSC/c-Si [24]. Fig. 10 demonstrates the difference between the two-terminal and four-terminal configurations used
for construction of tandem perovskite-silicon solar cells.

FIG. 10. Monolithic two-terminal (a) and four-terminal (b) tandem perovskite-silicon solar cells

While PSCs show the efficiencies exceeding 20 %, the combination of the overlapping optical absorption areas
for PSC and c-Si elements, which possess, respectively, a width of 1.6 eV (PSC) and 1.1 eV (c-Si) opens a possibility
of obtaining in this configuration the efficiency of tandem PSC/c-Si cells exceeding 30 % [82]. A number of papers
describe the effective PSC/c-Si tandem solar cells. The design of such a tandem may use one of two possibilities. The
first one can concerns the design of monolithic SC based on the so-called two-terminal tandem solar cell, where the
top PSC is formed directly on the surface of the bottom c-Si SC, and its top electrical contact serves as both a bottom
contact for the whole device (Fig. 10b) [36, 37]. In this configuration, the electrodes of both tandem elements are
sequentially connected [81].

The monolithic two-terminal tandem cell has certain advantages, as it has only two output electrodes. However,
from our point of view, the monolithic system possesses one fundamental flaw inherent in its scheme. When con-
structing any type of monolithic two-electrode tandem SC, either with a parallel or with a series connection of the
individual elements, the main technical problem is to adjust their output electrical parameters (either by voltage or by
current), which should provide the optimal parameters of I–V characteristics of the device to achieve the maximum
efficiency under AM1.5G. However, with decreasing the illumination levels the efficiency of a two-terminal device
may drop due to the disproportionate deviation of the parameters for each cell.

These problems can be solved be using the so-called four-terminal solar cell, in which the two elements are com-
bined not electrically, but “mechanically stacked”, i.e. have a common optical circuit, while their electrical contacts
are not connected to each other [83]. It is implied that the electrical power is generated by the top and bottom elements
independently. The generated power is then transferred to the electronically controlled device, the task of which is to
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adjust their output parameters (Fig. 10a). The power consumed by such an electronic converter is negligible and will
not result neither in the power losses nor in the efficiency of the entire solar cell system.

9. Conclusion

In this review, we focused on the latest achievements in the construction of the efficient PSCs and described new
trends in perovskite solar photovoltaics, including the development of high-performance perovskite-silicon tandem
solar cells, inorganic PSCs with stabilized efficiency and a new generation of PSCs for low lighting conditions that
opens great possibilities for indoor applications. Special attention was paid to the development of new types of efficient
photoelectrodes for PSCs based on very large band gap metal oxides.
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1. Introduction

Due to the presence of several polymorphic modifications [1–4] zirconium dioxide is of interest as a model for
studying the effect of the synthesis methods and parameters on the formation of nanocrystals with different structure
[5–15]. Zirconium dioxide based nanomaterials with various structures, morphologies, and particle size parameters
have a wide range of applications [16–27], which makes the above studies relevant from a practical point of view as
well.

In particular, papers [20, 21] show the perspective of using the photoelectrodes based on nanocrystals formed in
the ZrO2–Y2O3 system in perovskite solar cells. At the same time, it is noted in these works that the change in the band
gap in such materials may depend not only on their composition, but also on the features of the nanoparticle structure
[20, 21]. As known, the band gap and other properties of functional materials can be sensitive to the methods and
parameters of synthesis [5–12, 23, 28–32]. As mentioned in papers [28–30], one of the specific features of formation
of the nanoparticles based on solid solutions in the ZrO2–M2O3(M = Gd2O3, Y2O3, In2O3) systems is the possibility
of forming the nanoparticles with a “core-shell” structure. Studying the possibility of forming the nanoparticles with a
particular structure and particular dimensional parameters, depending on the method and conditions of synthesis, will
make it possible to intentionally synthesize the nanoparticles with the required properties.

The perspectives of using the ZrO2(Y2O3) nanocrystals to convert solar energy necessitate a systematic study
of the formation processes of nanomaterials with a certain structure, morphology and dimension parameters of the
particles. The present study is aimed at solving these issues.

2. Experimental part

Zirconium dioxide based nanoparticles in the ZrO2–Y2O3 system were obtained, in a wide range of the compo-
nents’ ratios, by dehydration of co-precipitated hydroxides under hydrothermal conditions, according to the method
described in [6].

The precipitation was carried out from a mixture of aqueous solutions of zirconium oxychloride (ZrOCl2·8H2O,
chemically pure (TU 6-09-3677-74)) and yttrium chloride (YCl3·6H2O, pure (TU 6-09-4773-79)), with 12 M ammo-
nium hydroxide solution (NH4OH, reagent grade (GOST 3760-79)). The obtained precipitates were rinsed with dis-
tilled water and dried at a temperature of 100 ◦C. Hydrothermal treatment was carried out at a temperature T = 250 ◦C
and pressure P = 70 MPa. Time of the hydrothermal treatment was recorded according to the duration of isothermal
holding of autoclaves in the furnace. The duration of isothermal holding was 4 h.

The elemental composition was determined by energy-dispersive X-ray spectroscopy (EDS) with the use of a
scanning electron microscope (Hitachi S-570) with energy-dispersive analyzer (Bruker Quantax 220).
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The structural state of the samples and the parameters of the unit cells were determined from the data of X-ray
powder diffraction obtained using Shimadzu XRD-7000 X-ray diffractometer. Diffractograms were taken using CuKα

radiation in the range of angles 2θ from 10 to 60 ◦C. When determining the unit cell parameters of compounds in the
samples, silicon was introduced as an internal standard.

To study the structural changes during heating, the Shimadzu XRD-7000 diffractometer is equipped with a high
temperature furnace (Anton Paar HTN 1200 K). The sample was air-heated from room temperature to 1100 ◦C, with
a stop after every 100 ◦C. At each temperature step, the isothermal holding time was 10 min.

Dimensional parameters of the crystallites were determined from the data on the X-ray diffraction lines’ pro-
file. The crystallites’ distribution was determined using software (SmartLabStudio II). Average dimensions of the
crystallites were calculated using the Scherrer formula and also data on the crystallites’ size distribution.

The dimensional characteristics of nanoparticles were determined from the data of small-angle X-ray scattering
[33, 34]. Two methods were applied for the calculation, i.e. the “Guinier method” [33] and the method of “standard
curves” [34]. The small-angle measurements were made using Kratky block-camera. CuKα radiation was used. The
absorption factor of the sample was determined using an attachment with a moving slit.

The pycnometric density was measured by helium pycnometry, using the gas pycnometer Ultra Pycnometer 1000
(Quanta Chrome). For measurements, all the samples were pre-dried at 100 ◦C for 30 minutes. The measurements
were carried out in a 10 cm3 cell, with preliminary degassing of the sample for 5 min. in stream mode. The number
of consecutive measurements was 10, the preset limit of measurement error was maximum 0.01 g/cm3.

Thermal transformations were studied by differential scanning calorimetry combined with thermogravimetric
analysis, using the thermal analyzer NETZSCH (STA 429CD).

3. Results and discussion

The results of elemental analysis showed that, subject to the method sensitivity limits, there were no elements
other than Zr, Y, O. According to EDS analysis, subject to error limits of the method, the ratio of elements, in terms
of the oxides ZrO2 and Y2O3, corresponded to (nominal) composition of the samples specified for the synthesis, as
shown in Table 1.

TABLE 1. Results of elemental analysis of the samples based on the system ZrO2–Y2O3

Content of YO1.5 in the system, mol.%
Nominal composition EDS

5 5.0
8 8.6

12 12.0
15 16.4
20 19.7
25 23.3
30 31.0
45 46.4
55 57.2

According to X-ray diffraction analysis, all the samples obtained by co-precipitation of the components were
X-ray amorphous. After their hydrothermal treatment at 250 ◦C, for 4 h, at Y2O3 content in the samples of up to
46.4 mol.%, zirconium dioxide based phases with fluorite structure (Fig. 1a) were formed. For the sample containing
57.2 mol.% Y2O3, narrow peaks corresponding to Y(OH)3 were recorded (Fig. 1b) against the background of X-ray
maxima corresponding to the zirconium dioxide based phase with fluorite structure.

Based on the X-ray diffraction data, parameter values of the unit cell of the zirconium dioxide based phase with
fluorite structure were calculated, and the unit cell parameter was plotted against the amount of yttrium oxide in
the system (Fig. 2). The obtained values correlate well with literature data, up to the Y2O3 content in the system
corresponding to 19.7 mol.%, and can be described by a linear relationship:

a(x) = a0 +α · x, (1)

where a is a parameter of the cubic unit cell of the phase based on zirconium dioxide with fluorite structure; x is
content of YO1.5 in the system ZrO2–YO1.5, expressed in mole fractions; a0 = 5.116± 0.004 Å, α = 0.29 Å/mole
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FIG. 1. X-ray diffractograms of the samples in the system ZrO2–YO1.5: (a) samples obtained by
hydrothermal treatment of co-precipitated hydroxides at T = 250 ◦C, P = 70 MPa, τ = 4 h (Si –
peaks of the internal standard); (b) the sample containing 31.0 mol.% Y2O3, after heat treatment
during high temperature X-ray diffraction (Al2O3 – peaks of the high temperature cell); (c) the
sample containing 46.4 mol.% Y2O3, after additional heat treatment by air at T = 1300◦C

fractions. However, starting from YO1.5 content in the system of 19.7 mol.%, the dependence of a(x) greatly deviates
from the straight line (1), actually taking the following form in the range 31.0–46.4 mol.% Y2O3:

a(x) = a∞, (2)

where a∞ is a constant, which in this case equals to the value a∞ = 5.178±0.002.

FIG. 2. Unit cell parameter vs. amount of yttrium oxide in the system

The independence of the unit cell parameter on the phase composition indicates that increasing of yttrium ox-
ide content in the system does not lead to increase in its concentration in the phase of variable composition –
Zr(1−x)YxO(2−0.5x). The fact that in this range of compositions the X-ray diffractogram does not show any other
crystalline phases leads one to conclude that yttrium oxide not included in the structure of the variable composition
phase based on zirconium dioxide is in X-ray amorphous state. In papers [28, 29] this state was classified as the state
of yttrium oxide in the X-ray amorphous shell surrounding nanocrystalline particles. Thus, in the range of Y2O3
content of 23.3 to 46.4 mol.%, a noticeable amount of amorphous phase can be expected in the system, since the
concentration Y2O3 in these samples, as calculated from the data on the unit cell parameter values, varies in the range
21.7–22.6 mol.%, i.e. differs from the system composition.
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After high temperature treatment, the X-ray diffraction data (Fig. 1) showed that the system comprising 31.0
and 46.4 mol.% Y2O3 did not contain any other crystalline phases except for the phase of variable composition with
fluorite structure. Meanwhile, based on the data on the unit cell parameter values of the variable composition phase
Zr(1−x)YxO(2−0.5x) with fluorite structure for these samples (Fig. 2.), we can conclude that yttrium oxide concentration
therein equals to x ≈ 0.272 mole fractions (≈ 27.2 mol.% Y2O3), i.e. significantly less than the content of yttrium
oxide in the system. Thus, even after thermal treatment a significant portion of yttrium oxide remains in the X-ray
amorphous state. However, based on the state diagram of the system ZrO2–Y2O3 [1–4] we could expect yttrium oxide
entering the solid solution at a treatment temperature of 1000–1300 ◦C. Apparently, insufficient thermal treatment
time does not allow the formation of Zr(1−x)YxO(2−0.5x) phase with fluorite structure of equilibrium composition, and
spatial constraints, presented as grains of the zirconium dioxide based phase with fluorite structure, do not allow the
transformation of the amorphous phase based on yttrium oxide into crystalline one. The possibility of realizing such
an effect was noted in [38] and was theoretically analyzed in [39].

As shown in [40], in the course of heat treatment nanocrystalline zirconium dioxide loses water in several stages,
at different temperatures. However, the weight loss is associated not only with the removal of the surface adsorbed
water, but also with composition change and with the corresponding structural transitions in the nanocrystals based on
zirconium dioxide, in the temperature range 200–500 ◦C [40, 41]:

ZrO1.965(OH)0.070 ·0.19H2O→ ZrO1.965(OH)0.070 +0.19H2O,

ZrO1.965(OH)0.070→ ZrO2 +0.035H2O.

A similar situation, as Fig. 3 shows, is observed in the samples based on the system ZrO2–Y2O3. When studying
the samples behavior by means of synchronous thermal analysis, prominent endothermic effect is observed in the
range of temperatures of ∼ 25–150◦C, which is accompanied by weight loss and corresponds to the removal of water
adsorbed on the nanoparticles surface. At higher temperatures, two more steps of water loss in the samples are
observed: in the range of temperatures of ∼ 150–570 ◦C and ∼ 570–1120 ◦C, respectively.

FIG. 3. Results of synchronous thermal analysis
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Analysis of the thermogravimetric study results allowed us to conclude that the composition of the zirconium
dioxide based nanoparticles obtained by hydrothermal treatment can be presented as a formula comprising a certain
amount of chemically bound water: Zr(1−x)YxO(2−0.5x) · nH2O. The results of estimating the amount of chemically
bound water, depending on the content of yttrium oxide in the system, are shown in Fig. 4. Considering the results
of [41] relating to water state in the structure of nanoparticles based on zirconium dioxide, we can conclude that in the
nanoparticles, where zirconium dioxide is partially substituted by yttrium oxide, water is presented both in the form
of crystallization water with dehydration temperature range of ∼ 150–570 ◦C, and in the form of constitution water –
the temperature range of removal of ∼ 570–1120 ◦C.

FIG. 4. Amount of water n1(H2O) and n2(H2O) (n2(OH)= 2 ·n2(H2O) in the nanoparticles of vari-
able composition (n1(H2O) + n2(H2O) = n(H2O) vs. yttrium oxide content in the system

Considering the results of [41] relating to the hydrated state in the nanocrystals based on zirconium dioxide and
the relationships shown in Fig. 4, or in the analytical form:

n1(H2O) = 0.07+1.022 · x,

n2(H2O) = 0.012+0.325 · x,
n2(OH) = 2 ·n2(H2O) = 0.024+0.675 · x,

where n1 is the amount of crystallization water, mole fractions; n2 is the amount of constitution water, mole frac-
tions, (n(H2O = n1(H2O) + n2(H2O)), the formula of the solid solution comprising yttrium oxide and water can
be recorded as follows: Zr1−xYxO2−0.5x−0.5(0.024+0.675·x)OH(0.024+0.675·x) · (0.07+1.022 · x)H2O. The values obtained
are in qualitative compliance with data presented in [41], wherein comprehensive studies by means of proton mag-
netic resonance, X-ray phase analysis and comprehensive thermal analysis were used to determine the composition
of nanoparticles based on zirconium dioxide, expressed by the formula ZrO1.965(OH)0.07·0.19H2O. Some quantita-
tive differences between the chemical composition of a nanocrystalline zirconium dioxide based compound obtained
for nanocrystals not containing yttrium oxide in the structure – ZrO1.965(OH)0.07·0.19H2O [41], and the composi-
tion obtained by extrapolation x→ 0 of the expression Zr1−xYxO1.988−0.838xOH(0.024+0.675·x) · (0.07+ 1.022 · x)H2O,
i.e. ZrO1.988OH0.024·0.07H2O, are apparently due to their structural differences. In the case described in [41], the
nanocrystals have a structure close to tetragonal one, which is stabilized by water entry into the lattice. The paper dis-
cusses the case of nanocrystals of solid solutions based on zirconium dioxide, whose structure is described as a cubic
one, stabilized by the substitution of zirconium ions by yttrium ions in the crystal lattice, with charge compensation in
the anion sublattice.

The density of the samples was determined by the method of helium pycnometry, in comparison with the X-ray
density shown in Fig. 5. The X-ray density of the crystalline samples was determined from data on the volume of
the unit cells and their elemental composition, with and without regard for water included in their structure. Based
on the analysis of the relationship in Fig. 5, it can be concluded that as the yttrium oxide amount in the system
increases, the values of pycnometric density of the samples somewhat decrease as compared with the X-ray density,
calculated both with and without regard for water in the structure. This is most likely due to the presence in the
samples enriched with yttrium oxide, especially at a content of x > 19.7 mol.%, where, under hydrothermal synthesis
conditions, an amorphous phase is produced that is enriched with hydrated forms of yttrium oxide having significantly
lower density than zirconium dioxide based crystalline phases of interest. Since the substance density decreases
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FIG. 5. Samples density vs. amount of Y2O3

during the transition to the amorphous state [42, 43], the density of hydrated forms of yttrium oxide can be estimated
as: ρ(YOOH) < 4.48−4.63 g/cm3 [44–46], ρ(Y(OH)3)< 3.80−3.90 g/cm3 [44, 47–49].

Based on the analysis of data obtained by small-angle X-ray scattering, size distribution of the particles was de-
termined, and mean values of the particle sizes were calculated (Table 2). Data in Fig. 6 show that as yttrium oxide
amount in the system increases, both mean dimensions of crystallites and mean dimensions of particles decrease re-
markably. Almost complete matching, within error limits, of the mean dimensions of crystallites and particles (except
for the point at 46.4 mol.% of Y2O3) indicates that the obtained nanoparticles are predominantly monocrystalline.
Comparison of the size distribution curves of crystallites and particles (Fig. 7) shows their similar nature. In both
cases, there is a tendency towards narrowing of the sizes distribution region and shifting of the size distribution max-
ima towards smaller sizes both of particles and crystallites, as yttrium oxide content in the system increases, and this
is another proof of the above conclusion about monocrystalline nature of the nanoparticles, which is irrespective of
the size thereof.

TABLE 2. Results of the study by means of small-angle X-ray analysis

Y2O3 Particle diameter, nm
Particle surface per Density*) Specific surface

content in
unit volume, m2/cm3 g/cm3 area, m2/g

the sample
standard curve Guinier

(S/V )particle ρ Sspeci f icmethod D method Dr

5.0 12.0±0.2 11.98±0.05 917±39 6.21 151±9
8.6 8.90±0.04 8.77±0.06 1224±3 6.19 197±5
16.4 8.26±0.06 8.29±0.04 1400±2 6.17 225±3
23.3 7.92±0.8 7.84±0.06 1539±8 6.14 248±2
31.0 5.9±0.2 5.7±0.1 1777±47 6.12 293±7
46.4 9.7±0.6 9.4±0.1 1571±12 6.11 254±5
57.2 5.12±0.06 5.08±0.04 1887±32 6.06 309±3

*) X-ray density with regard for water included in the structure

Based on the data on the particle size and their X-ray density with regard for water included in the structure,
specific surface areas of the samples were calculated (Fig. 8).

Note the inverse relationship between the samples’ specific surface areas on the one hand and the size of nanopar-
ticles and the content of yttrium oxide in the system on the other. This is due to the fact that the nanoparticle sizes
themselves steadily decrease as the amount of yttrium oxide in the samples increases. The nature of the relation-
ship between water adsorbed on the nanoparticles’ surface on the one hand and their specific surface areas and Y2O3
content in the system on the other (Fig. 9) is explained similarly.
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FIG. 6. Crystallite (a) and particles (b) size in the system ZrO2–Y2O3 vs. amount of yttrium oxide

FIG. 7. Size distribution of crystallites (a) and particles (b)

FIG. 8. Specific surface areas of the samples vs composition (a) and size (b) of the particles
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FIG. 9. Amount of water adsorbed on the surface of nanoparticles vs. their specific surface areas
and amount of yttrium oxide in the system

4. Conclusion

The study showed that nanocrystalline particles are formed in the ZrO2–Y2O3 system under hydrothermal condi-
tions, with the particle size decreasing as yttrium oxide content in the system increases. The limiting content of Y2O3
in the nanocrystals based on zirconium dioxide with fluorite-like structure is 21.7–22.6 mol.%, when they are formed
by hydrothermal treatment of co-precipitated hydroxides at T = 250 ◦C, pressure P = 70 MPa, for 4 h. Yttrium oxide
not included in the structure forms an amorphous phase, stable even upon high-temperature treatment of the samples.
It is shown that under hydrothermal conditions the structure of nanocrystals based on ZrO2(Y2O3) solid solution in-
cludes water, its content depending on yttrium oxide concentration in the solid solution. Comparison of the data on
the crystallites’ and particles’ size distribution showed that the nanoparticles formed under hydrothermal conditions
are monocrystalline structures.
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