On the long-distance charge transport in DNA-like macromolecules
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In this paper, we investigate the possibility of stable migration of charge carriers over long distances in DNA-like macromolecular structures in the form of an adiabatic soliton and derive the conditions for the formation of solitons. We find two types of soliton solutions: symmetric and antisymmetric. Comparing the energy of both types of soliton solutions with the energy of free extra charge, we find the region of the system parameters in which the soliton states are more energetically favorable than the states of quasi-free charges. At the same time, which of the two mentioned soliton solutions corresponds to an energetically favorable state depends on the ratio of the energy parameters of the molecular structure.
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1. Introduction

Deoxyribonucleic acid (DNA) is a stable macromolecular structure that carries the genetic information of living organisms. This molecule stores significant amounts of information that plays a key role in the functioning of a living cell, such as that related to the synthesis of vital proteins, for example. The primary structure of DNA consists of two polynucleotide chains, each of which is made up of a series of nucleotides linked to each other via phosphate PO₄ and hydroxyl OH groups, which are located on the sugar components. Specific nucleotide residues are purine and pyrimidine bases: adenine (A), guanine (G), thymine (T) and cytosine (C). The bases of one strand are linked to the complementary base belonging to other strand by a network of hydrogen bonds: adenine is linked to thymine (A–T) by double hydrogen bond, and guanine is linked to cytosine (G–C) by a triple hydrogen bond. In this way, a double–stranded DNA macromolecule is formed. The secondary structure of DNA is the double helix. For the biological functionality of DNA the primary and secondary structures are responsible [1, 2].

The appearance and migration of an extra charge in DNA can have a major impact on the functioning of this molecule [1, 3–7]. For example, one source of DNA damage can be the oxidative stress process and UV irradiation, when an electron is removed from nucleotide and an extra positive charge (hole) is created. A major target for oxidants is guanine, since it has the lowest ionization potential compared to other DNA bases. The oxidative stress

![Schematic structure of the double helix DNA macromolecule](image1)

![Simplified structure of DNA-like macromolecule](image2)

**FIG. 1.** Left panel: Schematic structure of the double helix DNA macromolecule. The backbone of the DNA strand is made of alternating phosphate and sugar groups. Right panel: Simplified structure of DNA-like macromolecule. Nucleotide bases are presented by spheres, regularly distributed along the strains. The most probable directions of charge migration from a given nucleotide (enabled by the overlapping of electron π-orbitals between neighboring nucleotides) are marked with arrows.
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the polaron binding energy $E_\chi$ with the phonon subsystem (which is related to the value of the particle–phonon coupling constant $\chi$ and determines the polaron binding energy $E_\chi$) \cite{7, 10, 12–16}. Investigations devoted to the determination of the values of these parameters in DNA as well as in other biological macromolecules is still ongoing, but, according to various results, estimated values of these parameters (especially those concerning $\chi$) explore the whole regime ranging from weak to strong coupling limit \cite{17, 18}. Therefore, in addition to the hopping mechanism of the quasi-free and non-adiabatic (small) polaron migration, it is necessary to consider other possibilities.

In this paper, we consider the possibility that an induced charged particle (due to interaction with phonons of the structure) forms an adiabatic polaron (soliton). For this purpose, a simple molecular structure in the form of a double helix with identical structural elements is considered, in which the difference between different nucleotide residues is ignored and it is assumed that each of them can be a target for an extra charge with the same efficiency.

Here, we assume that the $\pi$-orbital overlap can occur not only between two adjacent structural elements belonging to the same chain (which causes migration along the same chain), but also between two structural elements belonging to different chains. The assumptions made allow us to obtain a simple analytical model that can give a much clearer picture of the charge migration process in DNA-like molecules, but can also serve as a starting point for more accurate numerical calculations.

2. The model

We consider an extra charge (exciton in general) in a structure consisting of the two coupled identical macromolecular chains, each of which is composed of $N \gg 1$ structural elements (molecular groups). The physics of charge migration in such a structure is usually described in the framework of common tight binding model, modified here in order to incorporate the interchain coupling of charge excitations on different chains. The helical structure is taken into account in such a way that we allow delocalization of the charge from the $n$-th node (where it is located) to the node that is close to its current position due to the helical form of the macromolecule ($n \pm \delta$ node). For DNA macromolecule, $\delta = 5$ (see Fig. 1). As a consequence, we allow the charge to be able to migrate from $n$-th to $n \pm 1$ node as well as from $n$-th to $n \pm \delta$-node along the same chain. In addition, due to the spatial proximity, we allow the charge to migrate from $n$-th node of one chain to $n$-th and $n \pm 1$-th nodes placed on another chain. We take into account the charge coupling with acoustic phonon modes. Only local exciton–phonon coupling is considered. Under these conditions, the model Hamiltonian has the form:

\[ \hat{H} = \hat{H}_e + \hat{H}_{ph} + \hat{H}_{int}, \]  

\[ (1) \]
where the exciton Hamiltonian is:

\[ \hat{H}_e = E_0 \sum_{n,j} \hat{a}^\dagger_{n,j} \hat{a}_{n,j} - J_1 \sum_{n,j} \hat{a}^\dagger_{n+1,j} (\hat{a}_{n+1,j} + \hat{a}_{n-1,j}) \]

\[ + J_\delta \sum_{n,j} \hat{a}^\dagger_{n,j} (\hat{a}_{n+\delta,j} + \hat{a}_{n-\delta,j}) + L_1 \sum_{n,j} \hat{a}^\dagger_{n,j} \hat{a}_{n,3-j} \]

\[ + L_2 \sum_{n,j} \hat{a}^\dagger_{n,j} (\hat{a}_{n+1,3-j} + \hat{a}_{n-1,3-j}) , \]

the phonon Hamiltonian is:

\[ \hat{H}_{ph} = \sum_{q,j} \hbar \omega_q \hat{b}^\dagger_{q,j} \hat{b}_{q,j} , \]

and, finally, the Hamiltonian of exciton–phonon interaction is:

\[ \hat{H}_{int} = \frac{1}{\sqrt{N}} \sum_{n,q,j} F_q e^{i q \cdot R_n} \hat{a}^\dagger_{n,j} \hat{b}_{q,j} + \hat{b}^\dagger_{q,j} (\hat{b}_{q,j} + \hat{b}^\dagger_{q,j}) . \]

Here \( n \) labels the lattice sites along the strands, and it takes the values from \(-N/2\) to \( N/2\). Index \( j \) enumerates molecular strands \((j = 1, 2)\), \( R_0 \) is the distance between two adjacent structural elements of the same chain, operators \( \hat{a}^\dagger_{n,j} (\hat{a}_{n,j}) \) correspond to the exciton creation (annihilation) operators on \( n \)-th site of the \( j \)-th strand, and \( \hat{b}^\dagger_{q,j} (\hat{b}_{q,j}) \) correspond to the phonon creation (annihilation) operators of the \( q \)-th phonon mode \((q) \) on the \( j \)-th strand. \( E_0 \) is the energy of charge excitation on the corresponding \((n, j)\) molecule, \( J_1 \) is the transfer integral between the neighboring molecules on the same strand (we adopt that \( J_1 > 0 \)), while \( J_\delta \) is the transfer integral between sites \( n \) and \( n \pm \delta \) on the same strand, which originates from the helical structure of the macromolecule. Finally, \( L_1 \) and \( L_2 \) are the transfer integrals between the nearest \(((n, j) \leftrightarrow (n,3-j))\) and the first neighboring \(((n,j) \leftrightarrow (n \pm 1,3-j))\) molecules on different chains. In the case of Peierls dielectrics, it is commonly adopted that \( L_1 < 0 \), but in some substances it may be of the opposite sign or it may alternate along a chain [19]! Here, we adopt that \( J_1 \) is positive, while other transfer integrals can be either positive or negative.

The interaction of the charge with the phonon subsystem is determined through the exciton–phonon coupling parameter \( F_q \). The form of this parameter depends on the phonon’s nature. In what follows, we will assume that the mechanical oscillations of both chains are mutually independent, which can be justified by the fact that the interaction energies of adjacent two structural elements of different molecular chains are significantly less than the interaction energies of two adjacent structural elements belonging to the same chain. In addition, we suppose that the electron interacts with acoustic phonon modes only [20–22]. For that reason, the exciton–phonon coupling parameter has the form: \( F_q = 2i \chi \sqrt{\hbar / 2 M \omega_q} \sin(q R_0) \), where \( \omega_q = \omega_0 \sin(q R_0)/2 \) is the phonon frequency, and \( \omega_0 = 2 \sqrt{\kappa / M} \) is the characteristic phonon energy. Here, parameter \( \chi \) is the strength of exciton–phonon interaction, \( \kappa \) is the stiffness of the particular chain, and \( M \) is the mass of the molecular group at the chain site \( n \). Finally, we adopt the linear dispersion law for phonons: \( \omega_q = c |q| \), where \( c = \omega_0 R_0/2 \).

In order to discuss the stable long-distance charge migration along the DNA structure, we suppose that, due to the charge–phonon interaction, the extra charge forms a soliton-like large polaron. The nature of the formed polaron quasiparticle, in the case of macromolecular structures, depends on the values of the basic energy parameters, such as the transfer integrals \( J_1 \) of the charge transfer between the nearest neighboring molecular group along the same chain (here, we suppose that the interchain transfer integral \( L \) is lower than \( J_1 \) and, consequently, its influence on the polaron formation is neglected), so called the polaron binding energy \( E_b = 1/N \sum_q |F_q|^2 / \hbar \omega_q = 8 \chi^2 / M \omega_0^2 \), and the characteristic phonon energy \( \hbar \omega_0 \). The concept of a large polaron is applicable to structures that satisfy the following condition [7, 12, 13, 23, 24]:

\[ 2J_1 \gg E_b \gg \hbar \omega_0. \]

Here, the adiabatic condition \( (2J_1 \gg \hbar \omega_0) \) ensures that the fluctuations of charge and macromolecular subsystems are uncorrelated, and they can be neglected [7, 23, 24]. As a consequence, the mean values of the products of the charge and phonon operators may be factorized, and theoretical treatment can be carried out within the semiclassical approximation, for example, in the framework of the Pekar variational ansatz [12, 23, 24]. Physically, this means that the deformation of the lattice formed due to the interaction of excitons with the phonon subsystem is slow compared to the exciton subsystem, and it can not follow the quasiparticle motion (deformation of the lattice forms a “frozen” structure). The strong coupling condition \( E_b \gg \hbar \omega_0 \) ensures that the potential well that appears due to the lattice distortion (and which captures the extra charge) is deep enough to prevent the destruction of the formed polaron state.
(it provides the polaron stability). On the other hand, this coupling should not be very strong in order to allow the polaron to span a large number of lattice sites, when continuum approximation is applicable. Such a condition is satisfied in the case when $2J_1 \gg E_b$ [12, 13]. On the basic of existing data, it seems that the mentioned criteria are satisfied in many biological macromolecular structures, including DNA. As usual, in most conjugated polymers, the typical values of the phonon energies are in the range 0.12 eV in polyacene molecule, 0.2 eV in double-strand polyacene, and 17 meV in alpha-helix structure. In the case of DNA, phonon energies are about $\hbar \omega_0 = 1$ meV [25]. Typical values for the intersite transfer integral are approximately 2.5 eV in conjugated polymers, while in alpha-helix its value is estimated on the order of few eV. According to different calculations, the values of the electron and hole transfer integrals in DNA are about $J_1 \approx 0.1$ eV [18, 26]. The values for the charge–phonon coupling parameter lie in the entire range from the weak to the strong charge–phonon coupling limit. They are estimated in several eV/A: for polyacene $\chi \approx 4.1$ eV/A, and for DNA $\chi$ ranges from 0.3 eV/A to 2.3 eV/A [17].

In order to describe the process of ST in structures consisting of two or more chains, it is necessary to introduce additional parameters which will take into account additional interactions between the chains and other interactions arising from additional geometric properties of the structure (helical geometry, for example): $p_1 = L_1/J_1$, $p_2 = L_2/J_1$, and finally, $p_3 = J_3/J_2$.

To study the dynamics of our system, we use the simple time dependent extension of the Pekar variational ansatz, that allows the simple factorization of charge and phonon variables [23, 24, 27, 28]:

$$|\psi\rangle = \sum_{n,j} \psi_{n,j}(t) |\tilde{a}_{n,j}^\dagger \rangle |0\rangle_e \otimes |\beta(t)\rangle,$$  \hspace{1cm} (6)

where $|\beta(t)\rangle = \Pi_{q,j} |\beta_{q,j}(t)\rangle$ is the multimode phonon coherent state, and $|\beta_{q,j}(t)\rangle$ is the eigenfunction of the phonon annihilation operator: $b_{q,j}(t)|\beta_{q,j}(t)\rangle = \beta_{q,j}(t)|\beta_{q,j}(t)\rangle$. Due to the conservation of the probability for the quasiparticle, exciton amplitudes are normalized. So that:

$$\sum_{n,j} |\psi_{n,j}(t)|^2 = 1. \hspace{1cm} (7)$$

The functions $\psi_{n,j}(t)$ and $\beta_{q,j}(t)$ are treated as dynamical variables. In order to find exciton and phonon amplitudes, as a first step we find the explicit form of the functional $\mathcal{H} = \langle \psi | \hat{H} | \psi \rangle$:

$$\mathcal{H} = \mathcal{E}_0 \sum_{n,j} \psi_{n,j}^* \psi_{n,j} - J_1 \sum_{n,j} \psi_{n+1,j}^* \psi_{n-1,j} + J_3 \sum_{n,j} \psi_{n-\delta,j}^* \psi_{n-\delta,j} + \sum_{q,j} \mathcal{E}_q \delta_{q,j} \beta_{q,j}^* \beta_{q,j} + L_1 \sum_{n,j} \psi_{n,j}^* \psi_{n+3,j} + L_2 \sum_{n,j} \psi_{n,j}^* \psi_{n+1,j} + \psi_{n-3,j} + \psi_{n-1,j} + \psi_{n,j}$$  \hspace{1cm} (8)

Equations of motion for dynamical variables $\psi_{n,j}(t)$ and $\beta_{q,j}(t)$ are:

$$i\hbar \psi_{n,j}^\dagger = \frac{\partial \mathcal{H}}{\partial \psi_{n,j}}, \quad i\hbar \beta_{q,j}^\dagger = \frac{\partial \mathcal{H}}{\partial \beta_{q,j}}.$$

In the continuum limit:

$$\psi_{n,j}(t) \rightarrow \psi_j(x,t), \quad nR_0 \rightarrow x, \quad \sum_n \rightarrow \int \frac{dx}{R_0},$$

we have:

$$i\hbar \dot{\psi}_j(x,t) = (\mathcal{E}_0 - 2J_1 + 2J_3) \psi_j(x,t) - (J_1 - \delta^2 J_3) R_0^2 \frac{\partial^2 \psi_j(x,t)}{\partial x^2} + L_2 R_0 \frac{\partial^2 \psi_{3-j}(x,t)}{\partial x^2} + (J_1 + 2L_2) \psi_{3-j}(x,t)$$  \hspace{1cm} (9)

$$+ \frac{1}{\sqrt{N}} \sum_q \mathcal{E}_q e^{iqx} \psi_j(x,t) (\beta_{q,j}(t) + \beta^*_{q,j}(t)),$$
and the equation of motion for the phonon amplitudes are:

\[ i\hbar \frac{\partial q_j(t)}{\partial t} = \hbar \omega q \frac{q_j(t)}{\omega} + \frac{F^*_q}{\sqrt{N}} \int_{-\infty}^{+\infty} \frac{dx}{R_0} e^{-iqx} |\psi_j(x, t)|^2. \] (10)

In the obtained system of equations (9) and (10) we have coupled charge and vibrational amplitudes. Since our goal is to analyze the properties of the extra charge, the first step we must take is to eliminate from the Eq. (9) the variables that describe the phonon subsystem. Because we investigate the extra charge propagation in the form of a stable “wave pulse” (soliton form), we assume that the charge probability densities depend on \( t \) and \( x \) through coordinate \( \xi = x - vt \): \( |\psi(x, t)|^2 = |\psi(x - vt)|^2 \), where \( v \) is the soliton velocity. In this case, Eq. (10) becomes an ordinary differential equation of the first order, and it can be easily integrated. The general solution of this equation has the form: \( \beta_{q,j}(t) = \beta^\text{homogeneous}(0)e^{-i\omega_j t} + J_{q,j}(t) \). Here, the first term is the homogeneous solution corresponding to the incoherent part of lattice displacement coming from free lattice modes, and it can be disregarded in the adiabatic approximation. Since we search for a stable stationary polaron solution, the main contribution to the polaron formation comes from the particular solution. The particular solution of the phonon equation of motion attains the form:

\[ \beta^\text{part}(t) = - \frac{1}{\sqrt{N}} \frac{F^*_q}{\hbar \omega_q} \frac{1}{1 - \frac{\beta^\text{part}}{\omega_q}} \int_{-\infty}^{+\infty} \frac{dx}{R_0} e^{-iqx} |\psi_j(x, t)|^2. \] (11)

After substitution of the obtained phonon amplitudes (11) into (9), we obtain the system of the two coupled nonlinear Schrödinger equations (NSE) for polaron amplitudes \( \psi_1(x, t) \) and \( \psi_2(x, t) \):

\[ i\hbar \psi_j = -(J_1 - \delta^2 J_8)R_0 \frac{\partial^2 \psi_j}{\partial x^2} + L_2 R_0 \frac{\partial^2 \psi_{3-j}}{\partial x^2} + (L_1 + 2L_2) \psi_{3-j} - \frac{2E_0}{c^2} |\psi_j|^2 \psi_j. \] (12)

Physically irrelevant term \( \langle \mathcal{E}_0 - 2J_1 + 2J_8 \rangle \psi_j(x, t) \) is absorbed by the transformation \( \psi_j(x, t) \rightarrow e^{(\langle \mathcal{E}_0 - 2J_1 + 2J_8 \rangle - t)} \psi_j(x, t) \).

The resulting expression (12) depends on \( J_1 \) and \( J_8 \) only through the corrected transfer integral \( J = J_1 - \delta^2 J_8 \). Therefore, one can see that, in the framework of the presented model, \( J_8 \) corrects only the value of the exciton transfer integral \( J_1 \). Since the overlap of the \( \pi \)-orbitals between the \( n \)-th and \( n \pm \delta \)-th nodes in the chain is very small, the value of the corrected \( J \) is rather close to \( J_1 \).

### 3. Soliton solutions

Thus, we have the system of two partial differential equations (12) for two unknown functions \( \psi_1(x, t) \) and \( \psi_2(x, t) \). Similar systems of equations have been studied in various problems, especially in biophysics and nonlinear optics [7, 31–34]. Apart from two trivial cases, namely, \( \psi_1(x, t) \neq 0 \), \( \psi_2(x, t) = 0 \) and \( \psi_1(x, t) = 0 \), \( \psi_2(x, t) \neq 0 \), the explicit solutions of such systems have not yet been fully examined, and they are generally unknown. Nevertheless, their properties may be examined by means of various approximate approaches. In this sense, the average profile approximation can be very useful as it allows analytical calculations, the accuracy of which has been demonstrated by comparison with numerical analysis [32–34]. The main idea of this approach is the assumption that the solutions of the coupled system of NSE are not substantially different from those of the uncoupled ones. Consequently, the stationary solutions of the above equations (12) can be sought in the form:

\[ \psi_j(x, t) = A_j e^{i(kx - \Omega t)} e^{i\phi(x - vt)} = A_j \phi(x, t). \] (13)

Here, \( A_j \) is the real amplitude of the soliton propagating along the molecular chain \( j \), \( k \) is the wave vector of the soliton carrier wave, \( \Omega \) is the frequency of the carrier wave, \( v \) is the soliton speed. The real function \( \phi(x - vt) \) is the envelope of the extra charge wave function, which we looking for in the form of a wave pulse. This means that the initial conditions for envelope function are (in the “moving” coordinate frame, where \( \xi = x - vt \)):

\[ \lim_{\xi \to \pm \infty} \phi(\xi) = \lim_{\xi \to \pm \infty} \frac{d\phi(\xi)}{d\xi} = 0, \]

\[ \lim_{\xi \to 0} \phi(\xi) = \phi_0, \quad \lim_{\xi \to 0} \frac{d\phi(\xi)}{d\xi} = 0. \] (14)
Since we accept the assumption that the DNA macromolecule is made up of two identical molecular strands, we can assume that the soliton wave has identical form on both macromolecular chains and it is $\psi(x,t)$ in (13). The normalization condition for the extra charge function in the continuum approximation becomes:

$$\sum_j \int_{-\infty}^{+\infty} \frac{dx}{R_0} \psi_j^*(x,t)\psi_j(x,t) = \sum_j A_j^2 \int_{-\infty}^{+\infty} \frac{d\xi}{R_0} \phi^2(\xi) = 1.$$  

If we additionally require that the envelope of the electronic wave function is normalized, the normalization condition becomes:

$$\sum_j A_j^2 = 1, \quad \frac{1}{R_0} \int_{-\infty}^{+\infty} d\xi \phi^2(\xi) = 1.$$  \hspace{1cm} (15)

So, relations (12), (13), (14) and (15) are the mathematical framework for our study on the possible existence of solitons in DNA-like macromolecular structures. Let us analyze these equations and see under what conditions soliton solutions can occur. After substituting (13) into (12) and separating the real and imaginary parts of obtained equations, from the imaginary part we find the set of algebraic equations for amplitudes $A_1$ and $A_2$:

$$A_1 (\hbar v - 2kR_0^2 J) + A_2 \cdot 2kR_0^2 L_2 = 0,$$
$$A_1 \cdot 2kR_0^2 L_2 + A_2 (\hbar v - 2kR_0^2 J) = 0.$$  \hspace{1cm} (16)

The resulting system of algebraic equations has a nontrivial solution in the case when the determinant of the system is equal to zero. This condition yields two kinds of solutions, with the wave vector of the carrier wave in the form:

$$k = \frac{m^* v}{\hbar},$$  \hspace{1cm} (17)

where the parameter $m^*$ can be considered as the soliton’s effective mass. One of the solutions corresponds to the symmetric form for the amplitudes $A_1 = A_2 = 1/\sqrt{2}$, with the soliton’s effective mass $m^* = \frac{\hbar^2}{2(J - L_2)R_0^2}$. Another solution corresponds to an antisymmetric representation for the amplitudes $A_1 = -A_2 = 1/\sqrt{2}$, with the soliton’s effective mass $m^* = \frac{\hbar^2}{2(J + L_2)R_0^2}$.

The real part of Eq. (12) after substituting Eq. (13) into it determines the differential equation for the soliton envelope $\phi(x - vt)$, which, in the moving coordinate framework, attains the form:

$$\phi_{\xi\xi}(\xi) - \alpha \phi(\xi) + \gamma \phi^3(\xi) = 0,$$  \hspace{1cm} (18)

where $\gamma = \frac{G}{2R_0^2(J - L_2)}$ with $G = \frac{2\hbar}{1 - v^2/c^2}$, and $\alpha = k^2 - \frac{L - \hbar \Omega}{R_0^2(J - L_2)}$ in the case of the symmetric amplitudes, while, for the antisymmetric amplitudes, we have $\gamma = \frac{G}{2R_0^2(J + L_2)}$, $\alpha = k^2 - \frac{L + \hbar \Omega}{R_0^2(J + L_2)}$, and $L = L_1 + 2L_2$.

As we mentioned, the pulse shape of the charge envelope function can be expected under the boundary conditions (14). In both cases (symmetric and antisymmetric), the nonlinear differential equation (18) has the soliton solution when $\alpha > 0$ and $\gamma > 0$. In this case, we have the following soliton solution:

$$\phi(\xi) = \frac{\phi_0}{\cosh(\sqrt{\alpha} \xi)}, \quad \phi_0^2 = 2\alpha/\gamma,$$  \hspace{1cm} (19)

where $\phi_0$ is the soliton amplitude, and $\xi = x - vt$. In the case of the symmetric solution we have:

$$\phi_0^2 = \frac{G}{16(J - L_2)^2}, \quad \alpha = \frac{\gamma}{2} \phi_0^2 = \frac{G^2}{64R_0^2(J - L_2)^2},$$
$$\hbar \Omega = \frac{\hbar^2 v^2}{4R_0^2(J - L_2)} - \frac{G^2}{64(J - L_2)} + L,$$  \hspace{1cm} (20)
while in the antisymmetric case, we obtain:

\[
\begin{align*}
\phi_0^2 &= \frac{G}{16(J + L_2)}, \\
\alpha &= \frac{\gamma}{2} \phi_0^2 = \frac{G^2}{64R_0^2(J + L_2)^2}, \\
\hbar\Omega &= \frac{\hbar^2v^2}{4R_0^2(J + L_2)} - \frac{G^2}{64(J + L_2)} - L.
\end{align*}
\]

(21)

Bearing in mind the definition of \( \gamma \) in (18), for \( J > 0, J \gg |L_{1,2}| \), one can conclude that \( v < c \) (“subsonic” soliton solution). It should be noted that the state of the considered system is determined by the set of parameters \( (E_b, J_1, L_1, L_2, J_3) \). These parameters depend on the physical properties of the macromolecule under consideration. In fact, the soliton’s velocity should be added to the parameters that determine the state of the system. This parameter is “external” in the sense that it does not depend on the physical properties of the macromolecule itself, but it is determined either by the environment (for example, by the fact that the ensemble of induced charges is in thermal equilibrium with the environment in which the macromolecule is placed), or by some other way (during a chemical reaction, during an experiment, etc.).

4. Energy spectra for soliton

4.1. Energy spectra of linear excitations

Let us now examine the energetic stability of the soliton solution. For this purpose, we have to find the soliton energies for all obtained solutions and compare them with the energy of the quasi-free exciton (charge) state, i.e. the energy corresponding to the functional \( \mathcal{H} \), defined by (8), but in the absence of the exciton–phonon coupling. Let us first find the energy of free exciton states: setting \( F_0 = 0 \), taking the exciton amplitudes in the form \( \psi_j(x, t) = A_j \cdot e^{-i\frac{\hbar}{\omega_0}xt} \) and put them into equation of motion for the exciton amplitude (9), we obtain the linear system of equations for amplitudes \( A_1 \) and \( A_2 \) in the form:

\[
\begin{align*}
\mathcal{E}(k) - \mathcal{E}_0 + 2J_1 \left( 1 - \frac{R_0^2k^2}{2} \right) - 2J_5 \left( 1 - \frac{\delta^2 R_0^2k^2}{2} \right) &= A_j, \\
- \left[ L_1 + 2L_2 \left( 1 - \frac{R_0^2k^2}{2} \right) \right] \cdot A_{j-1} &= 0.
\end{align*}
\]

(22)

It should be noted that \( k \) appearing in (22) is the wave vector of free quasiparticle in a periodic structure with the spatial period \( R_0 \), and, consequently, \( k \in [-\pi/R_0, \pi/R_0] \). This parameter should not be confused with the parameter of the same notation, defined by the relation (17), which represents the wave vector of the soliton carrier wave. The obtained system of equations has nontrivial solutions provided that the determinant of the system is equal to zero. From this condition, we find that the energy spectrum for quasi-free excitons has two bands:

\[
\mathcal{E}_{A,S}^{\text{free}}(k) = \mathcal{E}_0 - 2J_1 \left( 1 - \frac{R_0^2k^2}{2} \right) + 2J_5 \left( 1 - \frac{\delta^2 R_0^2k^2}{2} \right)
\]

\[
+ \left[ L_1 + 2L_2 \left( 1 - \frac{R_0^2k^2}{2} \right) \right].
\]

(23)

The sign “−” in (23) corresponds to the antisymmetric solution of (22) (denoted by \( A \)), while the sign “+” corresponds to the symmetric solution of (22) (denoted by \( S \)). We can see that the spectrum of the linear excitations splits into two bands: symmetric and antisymmetric ones, separated by the energy gap. The width of this gap depends on the transfer integrals \( L_1 \) and \( L_2 \) only. The corresponding eigenstates are the linear superpositions of the exciton states belonging to different strands. As a consequence, the quasi-free exciton states are hybrid states, fully delocalized, in which the particle probability density is uniformly distributed over both strands.

It is useful to express all energies in term of parameters \( S = E_b/\hbar\omega_0 \) and \( B = 2J/\hbar\omega_0 \). The bottom of the energy band of a quasi-free exciton, in the case of the exciton symmetric (antisymmetric) state (since \( |L_2| < J_1 \)) is:

\[
\mathcal{E}_A^{\text{free}} = \frac{\mathcal{E}_0}{\hbar\omega_0} - B \left( 1 - p_5 + p_1 + 2p_2 \right),
\]

\[
\mathcal{E}_S^{\text{free}} = \frac{\mathcal{E}_0}{\hbar\omega_0} - B \left( 1 - p_5 - p_1 - 2p_2 \right).
\]

(24)

Here, \( \mathcal{E}_{A,S}^{\text{free}} = \mathcal{E}_{A,S}^{\text{free}}/\hbar\omega_0 \) is the bottom of the energy of the antisymmetric (symmetric) quasi-free exciton state, normalized by the characteristic phonon energy \( \hbar\omega_0 \).
4.2. Energy spectra of soliton

The mean value of the exciton Hamiltonian (2) in the continuum approximation is:

\[ H_e = \langle \psi | H_e | \psi \rangle = (\mathcal{E}_0 - 2J_1 + 2J_2 + \frac{\hbar^2}{m} \sum_j \int \frac{dx}{R_0} |\psi_j|^2 - J R_0^2 \sum_j \int \frac{dx}{R_0} \left\{ \psi_j^* \frac{\partial^2 \psi_j}{\partial x^2} \right\} + (L_1 + 2L_2) \sum_j \int \frac{dx}{R_0} \left\{ \psi_j^* \psi_{3-j} \right\} \]

\[ + L_2 R_0^2 \sum_j \int \frac{dx}{R_0} \left\{ \psi_j^* \frac{\partial^2 \psi_{3-j}}{\partial x^2} \right\} - \frac{2E}{1 - v^2/c^2} \sum_j \int \frac{dx}{R_0} |\psi_j|^4. \] (25)

After substitution (13) into (25), we express the mean value of the exciton Hamiltonian in terms of the soliton amplitudes \( A_j \):

\[ H_e = (\mathcal{E}_0 - 2J_1 + 2J_2 + (J_1 - \delta^2 J_2) R_0^2 k^2 + \alpha (J_1 - \delta^2 J_2) R_0^2 \left[ 2 \frac{\phi_0^4 \gamma R_0}{\sqrt{\alpha}} (J_1 - \delta^2 J_2) \right] + \left[ (L_1 + 2L_2) - L_2 R_0^2 \delta^2 k^2 - \alpha L_2 R_0^2 + 2 \frac{\phi_0^4 \gamma R_0}{\sqrt{\alpha}} L_2 \right] \sum_j A_j A_{3-j} \]

\[ - \frac{4G \phi_0^4 R_0}{\sqrt{\alpha}} \sum_j A_j^4. \]

To obtain the above equation, we used the results of the following integrals:

\[ I_1 = \int_{-\infty}^{+\infty} \frac{d\xi}{R_0} \phi^2(\xi) = 1 \]

(as a consequence of the normalization conditions),

\[ I_2 = \int_{-\infty}^{+\infty} \frac{d\xi}{R_0} \phi(\xi) \phi(\xi) = 0, \quad I_3 = \int_{-\infty}^{+\infty} \frac{d\xi}{R_0} \phi^4(\xi) = 4 - \frac{\phi_0^4}{R_0 \sqrt{\alpha}}, \quad I_4 = \int_{-\infty}^{+\infty} \frac{d\xi}{R_0} \phi(\xi) \phi(\xi) = \frac{2}{3} \frac{\phi_0^4 \gamma}{R_0 \sqrt{\alpha}} - \alpha. \]

In the case of the antisymmetric solution, the soliton energy expressed in terms of the set of the basic system parameters, normalized to the energy \( \hbar \omega_0 \), in the “subsonic” limit \( v/c \ll 1 \), is:

\[ E_{sol}^A = \left\{ \frac{\xi_0}{\hbar \omega_0} - \frac{B}{2} (2 + p_1 + 2p_2) + \frac{S^2}{24B} \cdot \frac{1}{1 + p_2} - \frac{S^3}{3B^2} \cdot \frac{1}{(1 + p_2)^2} \right\} \]

\[ + \frac{v^2}{c^2} \left\{ \frac{1}{8B} \cdot \frac{1}{1 + p_2} + \frac{S^2}{12B} \cdot \frac{1}{1 + p_2} - \frac{S^3}{B^2} \cdot \frac{1}{(1 + p_2)^2} \right\}. \] (27)

At the same time, the normalized energy of the symmetric soliton is:

\[ E_{sol}^S = \left\{ \frac{\xi_0}{\hbar \omega_0} - \frac{B}{2} (2 - p_1 - 2p_2) + \frac{S^2}{24B} \cdot \frac{1}{1 - p_2} - \frac{S^3}{3B^2} \cdot \frac{1}{(1 - p_2)^2} \right\} \]

\[ + \frac{v^2}{c^2} \left\{ \frac{1}{8B} \cdot \frac{1}{1 - p_2} + \frac{S^2}{12B} \cdot \frac{1}{1 - p_2} - \frac{S^3}{B^2} \cdot \frac{1}{(1 - p_2)^2} \right\}. \] (28)

The obtained relations (27) and (28) make it possible to analyze the energy stability of soliton solutions and, consequently, represent the basic result of the presented analysis. Comparing them with the corresponding energies of quasi-free excitons (24), one can conclude whether the formation of a soliton is more favorable in comparison with the state of a quasi-free charge from the energy point of view. For our purpose, it is important to investigate the values of the system parameters that provide the condition \( E_{sol}^S < E_{free} \) in the region where \( B > S \). The results are shown in Figs. 2 and 3. The left panels of the figures demonstrate that the stable soliton solutions of extra charge can be formed in DNA-like structures with small values of \( |p_1| \), i.e., \( |L_1| \ll |J| \), and in which the adiabatic parameter \( B \) is not very much higher than the coupling constant \( S \). Moreover, it can be seen that antisymmetric solitons are more favorable when the transfer integrals of the same strand \( J \) and different chains \( L_{1,2} \) have the same signs \( (p_{1,2} > 0) \), while symmetric ones might be realized when their signs are different \( (p_{1,2} < 0) \).
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FIG. 2. The dependence of the soliton energy on the adiabatic parameter $B$ for $S = 5$, $p_1 = 0$, $v/c = 0$, and $p_1 = 0.1$, $p_2 = 0.01$ (left panel), $p_1 = 0.9$, $p_2 = 0.01$ (right panel). Full lines correspond to the energy of the free extra charge, while the dashed ones correspond to the energy of the soliton.

FIG. 3. The same as in Fig. 2 with $p_1 = -0.1$, $p_2 = -0.01$ on the left panel, and $p_1 = -0.9$, $p_2 = -0.01$ on the right panel.

5. Conclusion

In this paper, the possibility of stable long-distance migration of charge carriers in DNA-like macromolecular structures in the form of an adiabatic soliton was investigated. We derived the conditions for the formation of two types of soliton solutions: symmetric and antisymmetric. Analysis of the soliton energy spectra showed that when the transfer integrals of the same strand $J$ and different chains $L_{1,2}$ have the same signs ($p_{1,2} > 0$), then it is more favorable for antisymmetric solitons, while the symmetric ones might be realized when signs of the transfer integrals are different ($p_{1,2} < 0$). It should also be noted that the formation of stable soliton solutions of both types can occur in structures only with small values of $|p_1|$, i.e. $|L_1| \ll |J|$, and in which the adiabatic parameter $B$ is not very much higher than the coupling constant $S$. In addition, according to the presented model, the helical structure of DNA-like macromolecules does not have a large effect on the formation of solitons because of the large helix pitch. This only affects the effective decrease in the overlap integral $J_1$, i.e. to the parameter $B$.
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