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Dirac operator with different potentials on edges of quantum graph:
resonance asymptotics
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Asymptotics of resonances for the Dirac operator with different potentials on edges of a quantum graph with the Kirchhoff coupling conditions at
vertices is studied. The results are obtained for a quantum graph that consists of a compact interior and a finite number of exterior edges of infinite
length connected to the interior.
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1. Introduction

In the past few decades, quantum graphs have become the subject of intense study. We will not describe in detail
the history of the development of the theory of quantum graphs, but refer to works [1, 2]. In this article, we will study
the Weyl asymptotics of resonances for the Dirac operator on a quantum graph with Kirchhoff coupling conditions at
the vertices.

As for the Weyl asymptotics of resonances, almost all results were obtained for the Schrödinger operator acting
on the edges of a quantum graph. For example, E. B. Davies and A. Pushnitski in prior research [3] obtained results
for a quantum graph, on the edges of which the Schrödinger operator acts, and Kirchhoff constraints are used as the
connection conditions at the vertices. Earlier, a similar problem with connection conditions at vertices of a general
type was also investigated, the results can be seen, for example, in the articles [4, 5]. In addition to the above, results
were also obtained by adding a magnetic field [6] to the system. We would like to obtain similar results for the Dirac
operator acting on the edges of a quantum graph.

Resonances have attracted great attention over time. There are a number of works concerning the problem of
resonances, particularly the completeness of resonance states which is related to the resonance asymptotics (see,
e.g., [7–17]). The purpose of this paper is to investigate the asymptotics of the resonances of the Dirac operator on a
quantum graph. The Dirac operator D at edge e has the domain W 1

2 (e) ⊗ C2, W 1
2 (e) is the Sobolev space. At j−th

edge, it acts as follows:

Dj = −i d
dx
⊗ σ1 + aj ⊗ σ3, (1)

where σ1 =

(
0 1

1 0

)
, σ3 =

(
1 0

0 −1

)
, aj ∈ R is some constant, specific for each edge. As the conditions for

the connection at the vertices, we will use the assumption of the continuity of the function f (1) and the Kirchhoff
coupling conditions: ∑

j

∂fej (V ) = 0, (2)

where ∂fej (V ) = f ′ej (0) if the vertex V is the beginning of the edge ej , and ∂fej (V ) = −f ′ej (ρ(ej)) if the vertex V
is the end of the edge ej and ρ(ej) is edge length ej .

The main result about the asymptotics of resonances will be given for the function N(R,F ), which calculates the
number of zeros of the function F (k), taking into account their multiplicity, not exceeding the parameter R:

N(R,F ) = {#k : F (k) = 0 and |k| < R}, (3)

where the form of the function F will be described below.
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2. Preliminary

As mentioned previously, we will consider a quantum graph consisting of the so-called inner and outer parts. The
rigorous mathematical definitions for the inside and outside are taken from [3] and provided below.

Definition 2.1. An edge e ∈ G is internal if it has finite length. Other-wise, the edge e ∈ G is external.

Definition 2.2. A vertex v ∈ G is interior if all edges outgoing from it are interior. Otherwise, the vertex v ∈ G is
external.

Definition 2.3. The interior of the quantum graph G is the quantum graph G0, which contains all the interior edges
of the graph G and the vertices that are their ends.

Definition 2.4. The volume of the inner quantum graph is equal to the sum of the lengths of all inner edges.

It will be shown that the topological structure of a quantum graph affects the form of the asymptotics of reso-
nances. In studying the asymptotics of resonances in a similar problem with the Schrödinger operator acting on the
edges, the so-called balanced vertices play an important role. If the Dirac operator acts on the edges, then the balanced
vertices also play an important role.

Definition 2.5. An outer vertex v ∈ G is balanced if the number of inner and outer edges going out from it is equal.
Otherwise, the vertex v ∈ G is unbalanced.

Let us study in more detail the form of the system of differential equations (1) and coupling equations at the
vertices (2). On each interior edge, the solution to the differential equation (1) is the following vector-function:

yj(x) = bje
i(λ−aj)x + cje

−i(λ−aj)x, (4)

and on each outer edge the solution (1) is the following function:

yj(x) = dje
i(λ−aj)x. (5)

Strictly speaking, on the outer edge, the solution (1) has the form yj(x) = dje
i(λ−aj)x + d̃je

−i(λ−aj)x, but within the
framework of this problem, we assume that the boundary conditions at infinity of the outer edge are such that d̃j = 0
for any outside edge.

When describing the formulation of the problem, we used the coupling conditions at the vertices described by the
equations (2). The system of coupling conditions at the vertices can be written in matrix form:

A · ϕA = 0, (6)

where ϕA is a vector whose coordinates are the variables bj , cj , dj and the values of the function f at the vertices are
f(Vj).

It is easy to see that the matrix A is determined ambiguously for a fixed quantum graph, namely, it is possible
to change the order of the variables bj , cj , dj , f(Vj), as well as to change the order of the constraint equations at
the vertices. The following function will be taken as the function F , which will be used to study the asymptotics of
resonances (3):

F (λ) = det(A), (7)
where the matrix A can be any matrix describing the conditions of communication at the vertices of a quantum graph
(6). This definition is correct, since the function is the determinant of the invariant up to a sign with respect to the
permutation of rows and columns. In what follows, as a matrix A, it is more convenient to use the matrices A+, A−:

A+ · ϕ+ = 0,

A− · ϕ− = 0.
(8)

In order to describe the form of the vectors ϕ± and matrices A±, we introduce auxiliary notation. Consider some
vertex Vi. Suppose that it contains p interior edges eij , the solutions of which are characterized by the coefficients
bij , cij (4). Suppose q of the inner edges eik emerges from the vertex, the solutions of which are characterized by
the coefficients b̃ik, c̃ik (4). And finally, suppose that r of outer edges eil emerge from the vertex Vi, the solutions of
which are characterized by the coefficients dil (5). Then the vectors ϕ± are equal to the following:

ϕ± = (V ±1 , ..., V
±
N )T , (9)

where N is the number of vertices in a quantum graph and V ±i denotes the following:

V +
i = (bi1, ..., bip, c̃i1, ..., c̃iq, di1, ..., dir, f(Vi)),

V −i = (ci1, ..., cip, b̃i1, ..., b̃iq, di1, ..., dir, f(Vi)).
(10)
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Thus, we have decided on the order of the columns of the matrices A±, it remains to choose a convenient order of the
rows. The rows of the matrix are arranged as follows. Using the notation introduced above, suppose that the vertex
Vi has the number of internal edges that enter it, is equal to pi, the number of internal edges that go out of it is qi, the
number of external edges that go out of it, is equal to ri. Then the first p1 + q1 + r1 rows of the matrices A± describe
the equations characterizing the continuity of the function f at the vertex V1. The next line describes the Kirchhoff
constraint equation at the vertex V1. In a similar way, p2 + q2 + r2 + 1 lines describe the constraint equations at the
vertex V2, and so on for all other vertices.

It is worth noting that, depending on the choice of the orientation of the inner edges of the quantum graph, the form
of the matrices A, and as a consequence of the matrices A±, will change. In this regard, the question arises whether
the orientation of the zeros of the function F (λ) will not be affected. It was shown in the [3] article that changing the
orientation will not affect the zeros of F (λ). And although this was proved for quantum graphs on whose edges the
Schrödinger operator acts, we can also use this result, since the general form of the equation (4) coincides with the
general form of the solution on the edges for the Schrödinger operator.

When investigating the asymptotics of resonances, we will use a theorem formulated below. A rigorous mathe-
matical proof of this theorem can be found in [5].

Theorem 2.6. Let F (k) =
n∑
r=0

kvrar(k)eikσr , where vr ∈ R, ar(k) are rational functions of the complex variable

k with complex coefficients that do not vanish identically, and σr ∈ R, σ0 < σ1 < ... < σn. Suppose also that vr
are chosen so that lim

k→∞
ar(k) = αr is finite and non-zero for all r. There exists a compact set Ω ⊂ C, real numbers

mr and positive Kr, r = 1, ..., n such that the zeros of F (k) outside Σ lie in one of n logarithmic strips, each one
bounded between the curves −Imk +mr log |k| = ±Kr. The counting function behaves in the limit R→∞ as:

N(R,F ) =
σn − σ0

π
R+O(1). (11)

3. Results

Before proceeding to the main results, we prove some auxiliary statements.

Lemma 3.1. The following relation takes place:∣∣∣∣∣∣∣∣∣∣∣∣

a1 0 · · · 0 −1

0 a2 · · · 0 −1

· · · · · ·
. . . · · ·

...
0 · · · 0 an −1

b1 b2 · · · bn 0

∣∣∣∣∣∣∣∣∣∣∣∣
=

n∏
i=1

ai ·
n∑
j=1

bj
aj
. (12)

To prove this, it is sufficient to add all (j−th) columns multiplied by
1

aj
to the last column. As a result, one

obtains the triangular determinant.
As you can see from the theorem 2.6, the coefficients before e in various powers of the function F (λ) are of

particular interest. For further convenience, we introduce several auxiliary variables:

e+ =
M∏
j=1

zj ,

e− =
M∏
j=1

z−1j ,

zj = ei(λ−aj)ρ(ej),

(13)

where ρ(ej) is the length of the edge ej , M is the number of interior edges in the quantum graph. Next, we will
calculate the coefficient in front of e± of the function F (λ).

Lemma 3.2. The coefficient c+ before e+ of the function F (λ) = det(A+) is as follows:

c+ =
∏N
i=1 cVi ,

cVi
=
∑
Vi∈ej

aj −
∑

Vi∈ek
ak + λ · l, (14)
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where ej are inner edges, ek are outer edges, l is a number equal to the difference between the number of outer and
inner edges containing the vertex Vi.

Proof. According to the choice of the order of rows and columns for the matrix A+, it has the following form:

A+ =


Ṽ1 · · · · · · · · ·
· · · Ṽ2 · · · · · ·

...
...

. . .
...

· · · · · · · · · ṼN

 , (15)

where the blocks Ṽi characterize the vertex Vi, have the size (pi + qi + ri + 1) × (pi + qi + ri + 1), where the
designations pi, qi, ri are taken from the description of the construction of the matrix A+, and contain the elements
zj = ei(λ−aj)ρ(ej). Moreover, by the construction of the matrix A+, the elements of zj are contained only in the
blocks Ṽj . Then, it is easy to see that the coefficient before e+ in det(A+) is the same as the coefficients before e+ of
the function FV , which is equal to the following:

FV =

N∏
i=1

det Ṽi. (16)

Recalling the description of the matrix A+, as well as the system of differential equations (4), (5) with matching
conditions at the vertices (2), let us study in more detail the form of the block Ṽi:

zi1 0 · · · · · · · · · · · · · · · · · · 0 −1

· · ·
. . . · · · · · · · · · · · · · · · · · · · · · · · ·

· · · · · · zip 0 · · · · · · · · · · · · 0 −1

0 · · · 0 1 0 · · · · · · · · · 0 −1

· · · · · · · · · · · ·
. . . · · · · · · · · · · · · · · ·

0 · · · · · · · · · 0 1 0 · · · 0 −1

0 · · · · · · · · · · · · 0 1 · · · · · · −1

· · · · · · · · · · · · · · · · · · · · ·
. . . · · · · · ·

0 · · · · · · · · · · · · · · · · · · 0 1 −1

−zi1χi1 · · · −zipχip −χj1 · · · −χjq) χk1 · · · χkr 0



, (17)

where χij = λ− aij , the vertex Vi has p inner edges entering it, q inner edges leaving it, and r outer edges leaving it.
Using lemma 3.1, we calculate det(Ṽi):

det(Ṽi) =

p∏
l=1

zil · (
p∑
l=1

(−λ+ ail) +

q∑
m=1

(−λ+ ajm) +

r∑
n=1

(λ− akn)) =

=

p∏
l=1

zil · (
∑
ej∈G0

aj −
∑

ek∈G\G0

ak + λ · (r − p− q)) =

p∏
l=1

zil · cVi
.

After calculating det(Ṽi), it is easy to determine what FV is equal to:

FV =

M∏
i=1

zi · cV , (18)

where M is equal to the number of interior edges. From 18 it can be seen that c+ =
N∏
i=1

cV . Thus, the lemma is

proved.
Note. It is worth mentioning similar coefficients for e−. If solutions of the form d̃ie

−i(λ−ai)x are considered on
the outer edges, the coeffici-ents will be similar to the results of the lemma 3.2 up to sign. In the case of considering
solutions of the form die

i(λ−ai)x on the outer edges, the coefficients will be similar to the results of the lemma 3.2
with the only difference that the sums over the outer and inner edges will not be subtracted, but added.

Now let us formulate a theorem, which is the main result of this article.
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Theorem 3.3. Consider a quantum graph consisting of a compact interior and a finite number of edges of infinite
length that are attac-hed to the interior of the quantum graph. The edges of this quantum graph will be acted upon
by the Dirac operator 1. As the connection conditions at the vertices of the quantum graph, we will use the Kirchhoff
connection conditions and the assumption of the continuity of the solution function on the quantum graph. Then the
asymptotics of the resonance counting function as R→∞ is of the form:

N(R,F ) =
2W

π
R+O(1), (19)

where the variable W satisfies the following inequalities:

0 ≤W ≤ V =

N∑
j=1

lj . (20)

It should be noted that W < V is equivalent to the existence of an external balanced vertex Vi, in which the
following relation holds: ∑

Vi∈ej

aj =
∑
Vi∈ek

ak. (21)

Proof. To prove the statement (20), we use the theorem 2.6. Then, using the notation from this theorem 2.6

and using the results of the lemma 3.2, we obtain −V ≤ σ0 ≤ 0, 0 ≤ σn ≤ V , where V =
N∑
j=1

lj . Consequently

0 ≤ σn − σ0 ≤ 2V and by theorem 2.6 N(R,F ) = 2W
π R + O(1), where 0 ≤ W ≤ V , as required in the relation

(20).
To prove the relation (21), note that for the inequality W < V to hold, it is necessary and sufficient that at least

one of the two inequalities−V < σ0 or σn < V . That is, the coefficient before e+ or e− must be equal to 0. In lemma
3.2 the coefficient before e+ of F (λ) was determined. It is easy to see that the coefficient before e+ is 0 if and only if
there is an external balanced vertex for which the relation (21) holds.

Thus, the theorem is proved.
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