
Ministry of Education and Science of the Russian Federation 
Saint Petersburg National Research University of Information 

Technologies, Mechanics, and Optics 
 
 
 
 
 
 
 
 
 
 

NANOSYSTEMS: 
PHYSICS, CHEMISTRY, MATHEMATICS 

 
 

2021, volume 12 (6) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Наносистемы: физика, химия, математика 
2021, том 12, № 6 



 
 

 
 

NANOSYSTEMS: 
PHYSICS, CHEMISTRY, MATHEMATICS 

 

ADVISORY BOARD MEMBERS 
Chairman: V.N. Vasiliev (St. Petersburg, Russia), 
V.M. Buznik (Moscow, Russia); V.M. Ievlev (Voronezh, Russia), P.S. Kop’ev(St. Petersburg, 
Russia), N.F. Morozov (St. Petersburg, Russia), V.N. Parmon (Novosibirsk, Russia), 
A.I. Rusanov (St. Petersburg, Russia), 
 

EDITORIAL BOARD 
Editor-in-Chief: I.Yu. Popov (St. Petersburg, Russia) 
 

Section Co-Editors: 
Physics – V.M. Uzdin (St. Petersburg, Russia), 
Material science – V.V. Gusarov (St. Petersburg, Russia), 
Chemistry – V.K. Ivanov (Moscow, Russia), 
Mathematics – I.Yu. Popov (St. Petersburg, Russia). 
 

Editorial Board Members: 
V.M. Adamyan (Odessa, Ukraine); O.V. Al’myasheva (St. Petersburg, Russia); 
A.P. Alodjants (Vladimir, Russia); S. Bechta (Stockholm, Sweden); J. Behrndt (Graz, Austria); 
M.B. Belonenko (Volgograd, Russia); A. Chatterjee (Hyderabad, India); A.V. Chizhov 
(Dubna, Russia); A.N. Enyashin (Ekaterinburg, Russia), P.P. Fedorov (Moscow, Russia); 
E.A. Gudilin (Moscow, Russia); H. Jónsson (Reykjavik, Iceland); A.A. Kiselev (Durham, 
USA); Yu.S. Kivshar (Canberra, Australia); S.A. Kozlov (St. Petersburg, Russia); 
P.A. Kurasov (Stockholm, Sweden); A.V. Lukashin (Moscow, Russia); I.V. Melikhov 
(Moscow, Russia); G.P. Miroshnichenko (St. Petersburg, Russia); I.Ya. Mittova (Voronezh, 
Russia); Nguyen Anh Tien (Ho Chi Minh, Vietnam); V.V. Pankov (Minsk, Belarus); 
K. Pankrashkin (Orsay, France); A.V. Ragulya (Kiev, Ukraine); V. Rajendran (Tamil Nadu, 
India); A.A. Rempel (Ekaterinburg, Russia); V.Ya. Rudyak (Novosibirsk, Russia); 
H.M. Sedighi (Ahvaz, Iran); D Shoikhet (Karmiel, Israel); P Stovicek (Prague, Czech 
Republic); V.M. Talanov (Novocherkassk, Russia); A.Ya. Vul’ (St. Petersburg, Russia); 
A.V. Yakimansky (St. Petersburg, Russia), V.A. Zagrebnov (Marseille, France). 
 

Editors: 
I.V. Blinova; A.I. Popov; A.I. Trifanov; E.S. Trifanova (St. Petersburg, Russia), 
R. Simoneaux (Philadelphia, Pennsylvania, USA). 
 

Address: ITMO University, Kronverkskiy pr., 49, St. Petersburg 197101, Russia. 
Phone: +7(812)607-02-54, Journal site: http://nanojournal.ifmo.ru/,  
E-mail: nanojournal.ifmo@gmail.com 
 

AIM AND SCOPE 
The scope of the journal includes all areas of nano-sciences. Papers devoted to basic problems of physics, 
chemistry, material science and mathematics inspired by nanosystems investigations are welcomed. Both 
theoretical and experimental works concerning the properties and behavior of nanosystems, problems of its 
creation and application, mathematical methods of nanosystem studies are considered.  
The journal publishes scientific reviews (up to 30 journal pages), research papers (up to 15 pages)  
and letters (up to 5 pages). All manuscripts are peer-reviewed. Authors are informed about the referee opinion 
and the Editorial decision. 

      N   A   N   O 

Ф &Х &М 
 



CONTENT 
 

MATHEMATICS  
 

J.I. Abdullaev, A.M. Khalkhuzhaev, L.S. Usmonov 
Monotonicity of the eigenvalues of the two-particle Schrӧdinger 
operator on a lattice 657 
 
Hanan Ahmed, Anwar Alwardi, Suha A.Wazzan 
Domination topological properties of polyhydroxybutyrate and 
polycaprolactone with QSPR analysis 664 
 
PHYSICS 
 

E.A. Belenkov, V.A. Greshnyakov, V.V. Mavrinskii 
Ab initio calculations of layered compounds consisting of sp3 
or sp+sp2 hybridized carbon atoms 672 
 
V.D. Krevchik, A.V. Razumov, M.B. Semenov, 
I.M. Moyko, A.V. Shorokhov 
Temperature dependence of recombination radiation 
in semiconductor nanostructures with quantum dots 
containing impurity complexes 680 
 
N.V. Sytenko 
Polarization phenomena in coherent excitation of atomic systems: 
an overview of results 690 
 
R.K. Goncharov, A.D. Kiselev, N.G. Veselkova, 
Ranim Ali, F.D. Kiselev 
Discrimination and decoherence of Schrӧdinger cat states in 
lossy quantum channels 697 
 
CHEMISTRY AND MATERIAL SCIENCE 
 

Kamal Bhujel, Suman Rai, Ningthoujam Surajkumar Singh 
Review on NiO thin film as hole transport layer in perovskite 
solar cell 703 
 
S.A. Kirillova, V.I. Almjashev, V.L. Stolyarova 
Phase equilibria and materials in the TiO2–SiO2–ZrO2 system: 
a review 711 
 
Texin Joseph, Meera Jacob, Veena R Nair, Jaya T Varkey 
Removal of metal ions using Chitosan based electro spun 
nanofibers: a review 728 
 



Runjun Sarma, Monoj KumarDas, Lakshi Saikia, Ratul Saikia 
Novel gold nanoparticle-protein-semiconductor quantum dot 
hybrid system: synthesis, characterization and application 
in cancer cell imaging 749 
 
A.A. Luginina, S.V. Kuznetsov, V.K. Ivanov, V.V. Voronov, 
A.D. Yapryntsev, D.I. Petukhov, S.Yu. Kottsov, 
E.V. Chernova, P.P. Fedorov 
Dispersibility of freeze-drying unmodified and modified 
TEMPO-oxidized cellulose nanofibrils in organic solvents 763 
 
Y.D. Kaldante, R.N. Shirsat, M.G. Chaskar 
Photocatalytic degradation of Rose Bengal dye over mechanochemically 
synthesized zinc oxide under visible light irradiation 773 
 
G.A. Illarionov, D.S. Kolchanov, V.V. Chrishtop, I.A. Kasatkin, 
A.V. Vinogradov, M.I. Morozov 
Study of the resistive switching and electrode degradation 
in Al/TiO2/FTO thin films upon thermal treatment in reducing 
atmosphere 783 
 
K.D. Martinson, V.E. Belyak, D.D. Sakhno, 
N.V. Kiryanov, M.I. Chebanenko, V.I. Popkov 
Effect of fuel type on solution combustion synthesis 
and photocatalytic activity of NiFe2O4 nanopowders 792 
 
M.O. Enikeeva, O.V. Proskurina, E.S. Motaylo, 
D.P. Danilovich, V.V. Gusarov 
The influence of conditions of the monazite structured 
La0.9Y0.1PO4 nanocrystas sintering on thermal and mechanical 
properties of the material 799 
 
C.P. Gandhi, Rajni Garg, Nnabuk Okon Eddy 
Application of biosynthesized nano-catalyst for biodiesel synthesis 
and impact assessment of factors influencing the yield 808 
 
Information for authors 818 
 



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2021, 12 (6), P. 657–663
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We consider the two-particle Schrödinger operator H(k), (k ∈ T3 ≡ (−π, π]3 is the total quasimomentum of a system of two particles) corre-
sponding to the Hamiltonian of the two-particle system on the three-dimensional lattice Z3. It is proved that the numberN(k) ≡ N(k(1), k(2), k(3))

of eigenvalues below the essential spectrum of the operator H(k) is nondecreasing function in each k(i) ∈ [0, π], i = 1, 2, 3. Under some addi-
tional conditions potential v̂, the monotonicity of each eigenvalue zn(k) ≡ zn(k(1), k(2), k(3)) of the operator H(k) in k(i) ∈ [0, π] with other
coordinates k being fixed is proved.
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1. Introduction

Coherent optical fields provide a strong tool for manipulating ultracold atoms and a unique setting for quantum
simulations of interacting many-body systems because of high-degree of controllable parameters such as optical lat-
tice geometry and dimensionality, particle masses, tunneling, two-body potentials, temperature etc. [1–4]. However,
in such manipulations, due to diffraction, there is a fundamental limit for the length scale, given by the wavelength
of light [5] and therefore, the corresponding models are naturally restricted to the short-range case. However, recent
experimental and theoretical results show that integrating plasmonic systems with cold atoms, especially using optical
potential fields formed from the near field scattering of light by an array of plasmonic nanoparticles allows one to con-
siderably increase the energy scales in the realization of Hubbard models and engineer effective long-range interaction
in many body dynamics [5–7].

Hamiltonians, corresponding to systems of particles on a lattice, were first considered in the 1990s by D. S. Mattis
[8], A. I. Mogilner [9], and after that, research has rapidly developed. The kinematics of quantum quasiparticles on a
lattice is rather peculiar, even in the two-particle case. For example, because the discrete analog of the Laplacian or of
its generalization is not translation invariant, the Hamiltonian of the system cannot be divided into two parts with one
part corresponding to the motion of the center and the other corresponding to the internal degrees of freedom. This
is the so-called phenomenon of “excess mass” for lattice systems: the effective mass of the two-particle bound state
exceeds the sum of the effective masses of the quasiparticles constituting the system (see, e.g., [8, 9]). In contrast to
the continuous case, where the center-of-mass motion can be separated, the two-particle problem on a lattice reduces
to studying the one-particle problem using the Gelfand transformation. Namely, the Hilbert space `2((Z3)2) can
be decomposed into the direct (continuous) von Neumann integral associated with the representation of the Abelian
(discrete) group Z3 formed by commutative operators on the lattice. Then the two-particle Hamiltonian can also be
decomposed into the direct (continuous) von Neumann integral. In contrast to the continuous case, the corresponding
fiber operators H(k), k ∈ T3, associated with the decomposition of the direct integral depend parametrically on the
quasimomentum k, which ranges the first Brillouin zone R3\(2πZ)3. Because the spherical symmetry of the problem
is lost, the spectra of the family H(k),k ∈ T3, become rather sensitive to variations in the quasimomentum k.

Spectral properties of the two-particle discrete Schrödinger operator H(k) = H0(k)− V , k ∈ T3 are studied in
the more works (see.i.e. [10–13]). In work [13] a two-particle discrete Schrödinger operator H(k), k ∈ T3 with zero
range potential v̂(n1 − n2) = µδn1n2 was considered and the existence of a unique eigenvalue z(k) of the operator
H(k) was established. In [13] it is proved that the eigenvalue z(k) = z(k(1), k(2), k(3)), k ∈ T3 is symmetric and
even in each variable k(i) ∈ [−π, π], i = 1, 2, 3 and strictly increases in each k(i) ∈ [0, π], i = 1, 2, 3. In particular,
it was shown that the two-particle operator H(k), k 6= 0 has a positive eigenvalue below the essential spectrum,
provided that H(0) has a virtual level at zero.
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The following effect was discovered in [14] for a wide class of two-particle Schrödinger operators H(k), as-
sociated with the Hamiltonian of the system of two arbitrary particles. If the discrete Schrödinger operator H(0),
0 = (0, 0, 0) ∈ T3, has a virtual level or an eigenvalue on the lower threshold of the essential spectrum, then the
operator H(k), has an eigenvalue below the threshold of the essential spectrum for all nonzero values of the quasimo-
mentum k ∈ T3. Similar results was discussed in [15] for d− dimensional lattice case. In [16] was studied the discrete
spectrum of the two-particle Schrödinger operator Hµ,λ(k),k ∈ T2, associated to the Bose–Hubbard Hamiltonian
Ĥµ,λ of a system of two identical bosons interacting on site and nearest-neighbor sites in the two dimensional lattice
Z2, with interaction magnitudes µ ∈ R and λ ∈ R, respectively, and completely described the spectrum of Hµ,λ(0)
and established the optimal lower bound for the number of eigenvalues of Hµ,λ(k) outside its essential spectrum for
all values of k ∈ T2. Namely, the (µ, λ) -plane was partitioned that in each connected component of the partition,
the number of bound states of below or above its essential spectrum cannot be less than the corresponding number
of bound states of Hµ,λ(0) below or above its essential spectrum. In [17] a two-particle Schrödinger operator H on
the d− dimensional diamond lattice was considered and a sufficiency condition of finiteness for discrete spectrum
eigenvalues of H was found.

In this note, we consider the two-particle operator H(k) = H0(k)− V , k ∈ T3 with general potential v. For the
potential v̂(x) = (Fv)(x) we assume:

v̂(x) ≥ 0, ∀x ∈ Z3, v̂ ∈ `1(Z3). (1.1)

Non-negativity v̂(x) ≥ 0 will ensure the positivity interaction operator V . We denote by V 1/2 its positive square
root.When proving monotonicity the eigenvalue zn(k) of the operator H(k) with respect to k(i) ∈ [0, π], we will use
the monotonicity property of the operator-valued function:

G(k, z) = V
1
2 (H0(k)− zI)−1V

1
2

by z ∈ (−∞, Emin(k)) and k(i) ∈ [0, π], where the number Emin(k) is the left edge of the essential spectrum of the
operator H(k). For any k ∈ (−π, π)3 the operator G(k, z) converges uniformly to the limit operator G(k, Emin(k))
as z → Emin(k). Under the condition (1.1), it is proved that G(k, Emin(k)) belongs to the class Σ1 (see. proof of the
Lemma 3.1.) Since G(k, Emin(k)) is monotonic in each k(i) ∈ [0, π], i = 1, 2, 3 it follows that the number N(k) of
eigenvalues lying below the essential spectrum of the operator H(k) is nondecreasing function with respect in each
k(i) ∈ [0, π], i = 1, 2, 3 (Theorem 2.1).

We will prove the monotonicity G(k, z) by z ∈ (−∞, Emin(k)), that is G(k, z1) ≤ G(k, z2) at z1 < z2. This
implies that each eigenvalue λn(k, z) of the operatorG(k, z) is increasing function with respect to z ∈ (−∞, Emin(k))
(Lemma 3.4). Given v̂(2s, n(2), n(3)) ≡ 0,∀s ∈ Z or v̂(2s + 1, n(2), n(3)) ≡ 0,∀s ∈ Z the operator-valued function
G(k, z) decreases by k(1) ∈ [0, π] (Lemma 3.5). It follows that each eigenvalue zn(k) of the two-particle operator
H(k) increases in k(1) ∈ [0, π] (Theorem 2.3).

2. Representation of Hamiltonian associated to a system of two particle on a lattice. Statement of the main
result

Energy operator Ĥ of a system of two quantum particles on a three-dimensional lattice Z3 acts in the Hilbert
space `2((Z3)2) by:

Ĥ = Ĥ0 − V̂ ,

where the free energy operator Ĥ0 acts in `2((Z3)2) as:

Ĥ0 = − 1

2m1
∆x1
− 1

2m2
∆x2

.

Here, m1,m2 > 0 are denoted the masses of particles, which in the future are considered equal to one, ∆x1
= ∆⊗ I

and ∆x2
= I ⊗ ∆, lattice Laplacian ∆ is a difference operator describing the transfer of a particle from a site to

neighboring site:

(∆ψ̂)(x) =

3∑
i=1

[ψ̂(x + ei) + ψ̂(x− ei)− 2ψ̂(x)], ψ̂ ∈ `2(Z3),

where e1 = (1, 0, 0), e2 = (0, 1, 0), e3 = (0, 0, 1) are the unit vectors in Z3.
The interaction of two particles is described by the operator V̂ :

(V̂ ψ̂)(x1,x2) = v̂(x1 − x2)ψ̂(x1,x2), ψ̂ ∈ `2((Z3)2).
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Under the conditions (1.1), the energy operator Ĥ is the bounded self-adjoint operator in the space `2((Z3)2). Transi-
tion to momentum representation is performed by using the Fourier transform F : L2((T3)2)→ `2((Z3)2). Operator
energy H = F−1ĤF in the momentum representation commutes with the group of unitary operators Us, s ∈ Z3 :

(Usf)(k1,k2) = exp
(
− i(s,k1 + k2)

)
f(k1,k2), f ∈ L2((T3)2).

From the last fact we obtain [18] that there are decompositions of the space L2((T3)2), operators Us and H into
direct integrals:

L2((T3)2) =

∫
T3

⊕L2(Fk)dk, Us =

∫
T3

⊕Us(k)dk, H =

∫
T3

⊕H̃(k)dk.

Here
Fk = {(k1,k2) ∈ (T3)2 : k1 + k2 = k};

Us(k),k ∈ T3 is the multiplication operator by the function exp(−i(s,k)) in the space L2(Fk), and fiber operators
H̃(k),k ∈ T3 in L2(Fk) are defined according to the formula

(H̃(k)f)(q,k− q) = (E(q) + E(k− q))f(q,k− q)− (2π)−
3
2

∫
T3

v(q− s)f(s,k− s)ds

and it is unitarily equivalent to the operator H(k) = H0(k)− V , the so-called the Schrödinger operator. Unitarity is
carried out using the unitary transformation:

uk : L2(Fk)→ L2(T3), (ukg)(q) = g(
k

2
− q,

k

2
+ q).

H0(k) is the multiplication operator by the function:

Ek(q) = E(
k

2
+ q) + E(

k

2
− q),

where:

E(q) =

3∑
j=1

(1− cos q(j))

and V is the integral operator in L2(T3), generated by the kernel (2π)−3/2v(q− s). The kernel v of the integral
operator V is the Fourier transform of the potential v̂. The potential v̂ satisfies the conditions (1.1), therefore, the
function v is continuous on T3.

We denote byN(k) the number of eigenvalues of the operatorH(k), lying to the left Emin(k) = minq∈T3 Ek(q).

Theorem 2.1. N(k) ≡ N(k(1), k(2), k(3)) is nondecreasing function in each k(i) ∈ [0, π] with other coordinates of
k ∈ T3 being fixed.

Assumption 2.2. Let:
v̂(2s, n(2), n(3)) = 0,∀s ∈ Z (2.1)

or:
v̂(2s+ 1, n(2), n(3)) = 0,∀s ∈ Z. (2.2)

Theorem 2.3. Let assumption 2.2 be fulfilled. Then, each eigenvalue zn(k) ≡ zn(k(1), k(2), k(3))− of the operator
H(k) increases in k(1) ∈ [0, π].

Remark 2.4. Let:
v̂(n(1), 2s, n(3)) = 0,∀s ∈ Z

or:
v̂(n(1), 2s+ 1, n(3)) = 0,∀s ∈ Z

(respectively
v̂(n(1), n(2), 2s) = 0,∀s ∈ Z

or:
v̂(n(1), n(2), 2s+ 1) = 0,∀s ∈ Z).

Then, each eigenvalue zn(k) of the operator H(k) increases in k(2) ∈ [0, π] (respectively in k(3) ∈ [0, π]).
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3. Eigenvalues of the two-particle operator

Let us investigate the essential and discrete spectra of families of two-particle discrete Schrödinger operator
H(k), k ∈ T3. Here, we will study the number N(k) of eigenvalues of the operator H(k), lying below the essential
spectrum and dependence of the eigenvalues zn(k) on the total quasi-momentum k ∈ T3.

We introduce the following notation: for a self-adjoint operator B acting in a Hilbert spaceH and not having any
essential spectrum on the right from the point µ, denote byHB(µ) ⊂ H, µ ∈ R subspaces such that nonzero elements
f ∈ HB(µ) satisfy the inequality (Bf, f) > µ(f, f) and put:

n(µ,B) = sup
HB(µ)

dimHB(µ).

If some point of the essential spectrum B is greater µ, then n(µ,B) is equal to infinity, and if n(µ,B) finite,
then it is equal to the number of eigenvalues of the operator B, which is greater than µ (see., for example, Glazman’s
lemma [19])

The number n(µ,B) is the same as the number of eigenvalues of the operator B lying to the right of µ. For any
k ∈ (−π, π)3 and z ≤ Emin(k) we define the integral operators G(k, z) and Q(k, z), acting in the space L2(T3) with
the kernels:

G(k, z;p,q) =
1

(2π)3

∫
T3

v
1
2 (p− t)(Ek(t)− z)−1v 1

2 (t− q)dt

and:
Q(k, z;p,q) = (2π)−

3
2 v

1
2 (p− q)((Ek(q)− z) 1

2 )−1,

where:
v

1
2 (p) = (F v̂

1
2 )(p) =

1

(2π)3/2

∑
n∈Z3

√
v̂(n) exp(i(n,p)).

Note that for any z < Emin(k) the equalities

G(k, z) = V
1
2 r0(k, z)V

1
2 , Q(k, z) = V

1
2 r

1
2
0 (k, z),

hold, where r0(k, z) is the resolvent of the unperturbed operator H0(k), and V
1
2 is the positive square root of the

positive operator V. In the limiting case z = Emin(k), we have the following assertion.

Lemma 3.1. For any k ∈ (−π, π)3 the operator Q(k, Emin(k)) belongs the Hilbert-Schmidt class Σ2.

Proof. By virtue of conditions (1.1) for the potensial v̂(·) the function v
1
2 (·) belongs to L2(T3). The function Ek(p)−

Emin(k) can be represented as:

Ek(p)− Emin(k) = 2
3∑
i=1

cos
k(i)

2
(1− cos p(i)), k ∈ (−π, π)3, (3.1)

and it has only nondegenerate minimum at the point p = 0, therefore:∫
T3

∫
T3

|Q(k, Emin(k);p,q)|2dpdq =
1

(2π)3

∫
T3

|v 1
2 (p)|2dp

∫
T3

dq

Ek(q)− Emin(k)
<∞.

It means that Q(k, Emin(k)) belongs to the Hilbert-Schmidt class Σ2. �

From the representation G(k, z) = Q(k, z)(Q(k, z))∗ it follows positivity and the operator G(k, z) belongs to
the class Σ1 with all k ∈ (−π, π)3 and z ≤ Emin(k).

Lemma 3.2. The number z < Emin(k) is an eigenvalue of the operator H(k) if and only if λ = 1 is an eigenvalue of
the operator G(k, z).

Proof of Theorem 2.1. Using the view (3.1) we get that the function:

(G(k, Emin(k))ψ,ψ) =

∫
T3

|(V 1/2ψ)(p)|2dp
Ek(p)− Emin(k)

=

∫
T3

|(V 1/2ψ)(p)|2dp
2
∑3
i=1 cos k

(i)

2 (1− cos p(i))

is non-decreasing in each k(i) ∈ [0, π] with fixed other coordinates. This means that the function N(k) also has this
property. �

Let us denote by λ1(k, z) ≥ λ2(k, z) ≥ · · · ≥ λn(k, z) ≥ · · · eigenvalues of the compact positive operator
G(k, z). Each eigenvalue λn(k, z) is the even function by k(i) ∈ [−π, π]. Now we will prove the monotonicity of
each eigenvalue λn(k, z) by z ∈ (−∞, Emin(k)) and k(i) ∈ [0, π].
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The following lemma is a Birman-Schwinger principle for the operator H(k).

Lemma 3.3. For any k ∈ (−π, π)3 and z ≤ Emin(k) the equality:

n(−z,−H(k)) = n(1, G(k, z)), (3.2)
holds.

Proof. A proof of a similar lemma is given in the paper [15]. �

Lemma 3.4. For any k ∈ (−π, π)3 each positive eigenvalue λn(k, z) of the operator G(k, z) increases by z ∈
(−∞, Emin(k)).

Proof. For any ψ ∈ L2(T3) and z1 < z2 ∈ (−∞, Emin(k)) the inequality holds∫
T3

|(V 1/2ψ)(p)|2dp
Ek(p)− z1

≤
∫
T3

|(V 1/2ψ)(p)|2dp
Ek(p)− z2

.

Hence (G(k, z1)ψ,ψ) ≤ (G(k, z2)ψ,ψ), so λn(k, z1) ≤ λn(k, z2). Now, we show the strict inequality:

λn(k, z1) < λn(k, z2). (3.3)

Let H[λn,∞)(G(k, z1)) be subspace generated by the eigenfunctions of the operator G(k, z1), corresponding
eigenvalues λ1(k, z1) ≥ λ2(k, z1) ≥ ... ≥ λn(k, z1) > 0. For any non-zero ψ ∈ H[λn,∞)(G(k, z1)) we obtain:

(G(k, z2)ψ,ψ) =

∫
T3

|(V 1/2ψ)(p)|2dp
Ek(p)− z2

>

∫
T3

|(V 1/2ψ)(p)|2dp
Ek(p)− z1

= (G(k, z1)ψ,ψ) ≥ λn(k, z1)(ψ,ψ).

Hence, strict inequality (3.3) holds. �

Lemma 3.5. Let assumption 2.2 be fulfilled. Then, for any z ∈ (−∞, Emin(k)), each positive eigenvalue λn(k, z) of
the operator G(k, z) decreases in k(1) ∈ [0, π].

Proof. Let the condition (2.1) be satisfied. Then for the function v
1
2 (p), the following equality

v
1
2 (p(1) + π, p(2), p(3)) = −v 1

2 (p(1), p(2), p(3))

holds. Similarly, if satisfing the condition (2.2), then

v
1
2 (p(1) + π, p(2), p(3)) = v

1
2 (p(1), p(2), p(3)).

Therefore, in both cases |(V 1
2ψ)(p)| = |ϕ(p)| is a π - periodic function by argument p(1). For any ψ ∈ L2(T3) we

have

(G(k, z)ψ,ψ) =

∫
T3

|ϕ(p)|2dp
Ek(p)− z

=

∫
T2

{ π∫
−π

|ϕ(p)|2dp(1)

B(′k,′ p; z)− 2 cos k
(1)

2 cos p(1)

}
d′p. (3.4)

Here, ′k = (k(2), k(3)), ′p = (p(2), p(3)) ∈ T2,

B(′k,′ p; z) = 6− 2 cos
k(2)

2
cos p(2) − 2 cos

k(3)

2
cos p(3) − z > 0, z < Emin(k).

The inner integral of the right-hand side of the equality (3.4) is represented as the sum of two integrals over the
intervals [−π, 0] and [0, π]. In the first integral, making the replacement variable p(1) = π+q(1) and using the identity
cos(π + x) = − cosx and property
|ϕ(p(1) + π,′ p)| = |ϕ(p)| we have:

(G(k, z)ψ,ψ) = 2

∫
T2

B(′k,′ p; z)

{ π∫
0

|ϕ(p)|2dp(1)

B2(′k,′ p; z)− 4 cos2 k
(1)

2 cos2 p(1)

}
d′p. (3.5)

Since B(′k,′ p; z) > 0 with all ′p ∈ T2, z < Emin(k), the inner integral in (3.5) strictly decreases with increasing
k(1) ∈ [0, π]. The monotonicity of the integral implies that:

(G(k, z)ψ,ψ) > (G(k′, z)ψ,ψ) (3.6)

if ϕ = V 1/2ψ is a nonzero element in L2(T3) and k = (k(1), k(2), k(3)), k′ = (k
(1)
1 , k(2), k(3)) at 0 ≤ k(1) <

k
(1)
1 ≤ π. Note that from the inclusion ψ ∈ H[λn,∞)(G(k′, z)) \ {0} it follows that V 1/2ψ 6= 0. Therefore, from
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the inequality (3.6), the assertion (G(k, z)ψ,ψ) ≥ λn(k′, z)(ψ,ψ) holds for all ψ ∈ H[λn,∞)(G(k′, z)) \ {0}. This
proves that λn(k, z) > λn(k′, z) by 0 ≤ k(1) < k

(1)
1 ≤ π. �

Proof of Theorem 2.3. Let k = (k(1), k(2), k(3)) and k1 = (k
(1)
1 , k(2), k(3)) be two arbitrary points such that

0 ≤ k(1) < k
(1)
1 ≤ π. Let the operator H(k) has N = N(k) eigenvalues z1(k) ≤ z2(k) ≤ · · · ≤ zN (k), lying below

Emin(k). Existence is not less than N(k) eigenvalues of the operator H(k1) follows from Theorem 2.1. From here, it
follows that the operator G(k, z) has N(k) eigenvalues:

λ1(k, z) ≥ λ2(k, z) ≥ · · · ≥ λN (k, z) > 1

by z ∈ (zN (k), Emin(k)]. The continuity of G(k, z) with respect to the totality of variables k ∈ T3 and z < Emin(k)
implies the continuity of λn(k, z), 1 ≤ n ≤ N, with respect such arguments k and z. It is easy to show that

lim
z→−∞

||G(k, z)|| = 0. (3.7)

From the inequality λn(k, z) ≤ ||G(k, z)|| it follows that for any n ∈ {1, 2, ..., N} the equation λn(k, z) = 1
has a unique solution z = zn(k) ∈ (−∞, Emin(k)). Uniqueness follows from the monotonicity of λn(k, ·) in
(−∞, Emin(k)). By virtue of Lemma 3.2, the number zn(k) is the eigenvalue of the operator H(k). Using the
definition of zn(k), the inequality λn(k, z) ≥ λn+1(k, z) and monotonicity of the function λn(k, ·) we obtain that
zn(k) ≤ zn+1(k), n = 1, N − 1. Now, let’s show the monotonicity of zn(k) in each k(1) ∈ [0, π]. By virtue of
Lemma 3.5 an eigenvalue λn(k, z) is the decreasing function with respect to k(1) ∈ [0, π], and hence:

1 = λn(k, zn(k)) > λn(k1, zn(k)).

On the other side:
1 = λn(k1, zn(k1)) > λn(k1, zn(k)).

Since λn(k, ·) is an increasing function in (−∞, Emin(k)), we get zn(k1) > zn(k). �
Notice that the assumption (2.1) is essential. The following example shows that if the assumption (2.1) is not

satisfied, then there is a potential v̂ and the segment [π − δ, π], such that the eigenvalue E0(k) of the operator H(k)
strictly decreases in k(1) ∈ [π − δ, π].

Example 3.6. Let v̂(0) = 2v̂(e1) = 2v̂(−e1) = 2, v̂(n) = 0 at n 6= 0,n 6= ±e1. Then the operator H(π, π, π) has
simple eigenvalueE0 = 4. Using perturbation theory, we obtain that the operatorH(π−β, π, π) has a unique simple
eigenvalue E0(π − β, π, π) in the neighborhood of E0 for small β, and for E0(π − β, π, π) the following asymptotic
formula holds [20]:

E0(π − β, π, π) = E0 −
v̂(0)− 3v̂(e1)

v̂(0)− v̂(e1)

1

4
β2 +O(β4) at β → 0.

This implies the existence of the segment [π − δ, π], where E0(k(1), π, π) strictly decreases.

4. Conclusion

We study the two-particle Schrödinger operator H(k), (k ∈ T3 ≡ (−π, π]3 is the total quasimomentum of a
system of two particles) corresponding to the Hamiltonian of the two-particle system on the three-dimensional lattice
Z3. We prove that the number N(k) ≡ N(k(1), k(2), k(3)) of eigenvalues below the essential spectrum of the operator
H(k) is nondecreasing function in each k(i) ∈ [0, π], i = 1, 2, 3. We show the monotonicity property of each
eigenvalue zn(k) ≡ zn(k(1), k(2), k(3)) of the operator H(k) in k(i) ∈ [0, π] with other coordinates k being fixed.

In [21], for the case d = 1 and card{n ∈ Z : v̂(n) > 0} =∞, the limit result:

lim
k→π−

N(k) = +∞,

for the number N(k) of the eigenvalues of the operator H(k) was proved. We remark that in our case if card{n ∈
Z3 : v̂(n) > 0} =∞, then one can prove the above limit result.

In the following, we give some generalizations of the statement of Theorem 2.3. If the potential v̂ satisfies one of
the conditions:

v̂(2s(1) + 1, 2s(2) + 1, 2s(3) + 1) = 0, ∀s = (s(1), s(2), s(3)) ∈ Z3,

v̂(2s(1), 2s(2), 2s(3)) = 0, ∀s = (s(1), s(2), s(3)) ∈ Z3,

then the eigenvalue zn(k(1), k(2), k(3)) of the operator H(k) increases with respect to each argument k(1), k(2) and
k(3) in [0, π].
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One can show that the statement of Theorem 2.3 is preserved, if the dimension d of the lattice Zd is greater than
three. It is clear that for d = 1, 2, is impossible to define the Birman-Schwinger operator G(k, z) in the whole space
at the point z = Emin(k). Let us denote by:

Le2(Td) = {f ∈ L2(Td) : f(−p) = f(p)} and Lo2(Td) = {f ∈ L2(Td) : f(−p) = −f(p)}.
For the even potential v̂, the subspaces Le2(Td) and Lo2(Td) are invariant under the operator H(k). The operator
Go(k, z), corresponding to the operatorHo(k) = H(k)|Lo

2(T
d), can be defined as a compact operator on the boundary

z = Emin(k) of the essential spectrum. In this case, one can prove a similar result concerning to the monotonicity of
the eigenvalues of the operator Ho(k) with respect to k(i) ∈ [0, π].
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1. Introduction

Polyhydroxyalkanoates (PHAs) are biologically produced in various biological organisms. There are several
microorganisms known as the gatherer of PHAs such as Pseudomonas sp., Bacillus sp., etc [1]. Where the PHAs are
stored and mixed as granules in the cytoplasm [2]. PHAs have a wide range of applications such as biomedicine [3,4].
PHAs are similar in terms of their physical and chemical properties to oil-based plastics such as polypropylene [5–7].
Let G = (V,E) be a connected, simple graph with vertex set V and edge set E. A set D ⊆ V is said to be a
dominating set of a graph G, if for any vertex v ∈ V − D, there exists a vertex u ∈ D such that u and v are
adjacent. The domination number γ (G) of a graph G is the minimum cardinality of a minimal dominating set in G.
A dominating set D = {v1, v2, ..., vr} is minimal if D − vi is not a dominating set [8]. A dominating set of G of
minimum cardinality is said to be a minimum dominating set. Topological indices are the numerical parameters of
a graph, and these parameters are the same for graphs which are isomorphic. A variety of topological indices have
been created and developed, and many studies have been conducted on them in various fields of molecular graphs
and networks [9–14]. A. M. Hanan Ahmed et al. [15], have introduced new degree-based topological indices called
domination topological indices which are based on the minimal dominating sets. The domination degree is defined as:

Definition 1.1. [15] For each vertex v ∈ V (G), the domination degree denotes by dd (v) and define as the number of
minimal dominating sets of G which contains v.

The first and second domination Zagreb indices and modified first Zagreb domination indices are defined as:

DM1 (G) =
∑

v∈V (G)

d2d (v) ,

DM2 (G) =
∑

uv∈E(G)

dd (u) dd (v) ,

DM∗1 (G) =
∑

uv∈E(G)

[dd (u) + dd (v)] ,

where dd (v) is the domination degree of the vertex v. The total number of minimal dominating sets ofG is denoted as
Tm (G) [15]. The forgotten domination, hyper domination, and modified forgotten domination indices of graphs [16]
are defined as:

DF (G) =
∑

v∈V (G)

d3d (v) ,
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DH (G) =
∑

uv∈E(G)

[dd (u) + dd (v)]
2,

DF ∗ (G) =
∑

uv∈E(G)

d2d (u) + d2d (v) .

For more discussion about domination topological indices, refer to [10–12].

2. Materials and methods

In this paper, the results will be organized into two parts:the first part, in which the total number of minimal
dominating sets are determined, and then the domination degree for all vertices is calculated. Using the domination
degree, the exact values of the domination topological indices are calculated. In the second part, the quantitative
structure property relationships (QSPR) analysis of these indicators is discussed, as well as the verification of the
chemical applicability of the domination topological indicators. A set of physical and chemical properties of polymers
were considered for such a test and the corresponding experimental values are given in Table 1.Analysis tools the
linear structures of the models obtained by the program are drawn Excel. For the nonlinear regression analysis, we
use R-software.

TABLE 1. Physiochemical properties of PHB, PHV, and PHBV such as Melting Point (M.P.)

Polymer name M.P. C◦

PHB[n] 170

PHV[n] 180

PHBV[n] 145

3. Main results

Polyhydroxybutyrate (PHB) is one type of PHA and, it is of great importance, as biologically derived plastics
have the potential for biodegradability [17]. In this section, we calculate the domination topological indices of degrad-
able plastics such as PHB. We will use the symbol PHB[n] (see Fig. 1) for one layer of this structure containing n
connections together. The substance chart PHB[n] contains 12n vertices and 12n − 1 edges, where n is the quantity
of connections in a layer.

FIG. 1. Polyhydroxybutyrate PHB[n], (a) unit of PHB[n], (b) appear PHB[3]

Lemma 3.1. Let G ∼= PHB [n], for n ≥ 1. Then Tm (G) = 16n, and

dd (v)

{
24n−2, if v is the common vertex;
24n−1, otherwise.

Proof. Let G be the molecular graph of Polyhydroxybutyrate PHB[n]. We first divide G into n components A1, A2,
A3,...,An. We calculate the minimal dominating sets of each component so that we get, Tm (A1) = 16, Tm (A2) = 16,
Tm (A3) = 16, ..., Tm (An) = 16. Every minimal dominating set of A1 is added to each minimal dominating set of
A2 and we check for the minimality of the resulting dominating sets. As a result, we obtain 256 minimal dominating
sets. Note that the common vertex will be removed if this vertex is present in the same minimal dominating set with
that vertex in the first unit which is adjacent to it.
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Next, every minimal dominating set of A3 is added to each of these 256 minimal dominating sets and we check
for the minimality of the resulting dominating sets. Similarly, the second common vertex will be removed if this vertex
is present in the same minimal dominating set with that vertex in the previous unit which is adjacent to it. Here, we
obtain 256× 16 = 4096 minimal dominating sets. Continuing in this manner we get Tm (G) = 16n, and

dd (v) =

{
24n−2, if v is the common vertex;
24n−1, otherwise.

Theorem 3.2. Suppose G is the molecular graph of Polyhydroxybutyrate PHB[n], for n ≥ 1. Then:

DM1 (G) = 28n−4 (45n+ 3) ,

DM2 (G) = 28n−2 (10n+ 1) + 28n−3 (2n− 2) ,

DM∗1 (G) = 24n (10n+ 1) +
(
24n−1 + 24n−2

)
(n− 1) .

Proof. ifG ∼= PHB [n], the set of vertices ofG divides into two sets, C is the set of all common vertices, |C| = n−1
and B contains another vertex of G, |B| = 11n+ 1. By using Lemma 3.1, we have:

DM1 (G) =
∑

v∈V (G)

d2d (v) =
∑

v∈V (B)

((24n−1)2 +
∑

v∈V (C)

(24n−2)2 = 28n−4 (45n+ 3) .

From Table 2, we get:

DM2 (G) =
∑

uv∈E(G)

dd (u) dd (v) = 28n−2 (10n+ 1) + 28n−3 (2n− 2) ,

DM∗1 (G) =
∑

uv∈E(G)

dd (u) + dd (v) = 2× 24n−1 +
(
24n−1 + 24n−2

)
(2n− 2) + 2× 24n−1 (10n)

= 24n (10n+ 1) +
(
24n−1 + 24n−2

)
(n− 1) .

The edges of G are separated as follows (Table 2).

TABLE 2. Edge partition of PHB[n]

(dd (u) , dd (v)) Number of edges(
24n−1, 24n−1

)
1 (First edge in first unit)(

24n−1, 24n−2
)

2n− 2(
24n−1, 24n−1

)
10n

Theorem 3.3. If G ∼= PHB[n], for n ≥ 1, then:

DF (G) = 212n−6 (89n+ 7) ,

DH (G) = 28n (10n+ 1) +
(
28n + 28n−3

)
(n− 1) ,

DF ∗ (G) = 28n−1 (10n+ 1) +
(
28n−1 + 28n−3

)
(n− 1) .

Proof. LetG ∼=PHB[n], for n ≥ 1. By using the partition of vertices ofG as in proof of Theorem 3.2, and Lemma 3.1,
we get:

DF (G) =
∑

v∈V (G)

d3d (v) =
∑

v∈V (B)

((24n−1)3 +
∑

v∈V (C)

(24n−2)3

=

[
88× 212n−6 + 212n−6

64

]
n+ 7× 212n−6 = 212n−6 (89n+ 7) .

From Table 2, we have:

DH (G) =
∑

uv∈E(G)

(dd (u) + dd (v))
2 = 28n (10n+ 1) +

(
28n + 28n−3

)
(n− 1) ,

DF ∗ (G) =
∑

uv∈E(G)

d2d (u) + d2d (v) = 28n−1 (10n+ 1) +
(
28n−1 + 28n−3

)
(n− 1) .
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Now, we compute domination topological indices of Polyhydroxyvalerate (PHV) biodegradable plastic, we use
the notation PHV[n] (see Fig. 2) for one layer of this structure contains n unites. The chemical structure of PHV[n]
consists of 15n vertices and 15n− 1 edges, where n is the number of units in a layer.

FIG. 2. Polyhydroxyvalerate PHV[n], (a) unit of PHV[n], (b) represents PHV[3]

Lemma 3.4. Let G ∼=PHV[n], for n ≥ 1. Then Tm (G) = 32n and:

dd (v) =

{
25n−2, if v is the center vertex;
25n−1, otherwise.

Proof. The proof of this lemma is on the same line as that of Lemma 3.1.

Theorem 3.5. Let G be the chemical structure of PHV[n], for n ≥ 1. Then:

DM1 (G) =
(
7× 210n−1 + 210n−4

)
n+ 3× 210n−4,

DM2 (G) = 7× 210n−1n,

DM∗1 (G) = 25n (13n+ 1) + 3× 25n−1 (n− 1) .

Proof. Let G ∼= PHV[n], we can divide the vertices of G into two sets: the set C which contains the common vertices,
|C| = n− 1 and the set B, which contains the other vertices of G, |B| = 14n+ 1 by using Lemma 3.4, we get:

DM1 (G) =
∑

v∈V (G)

d2d (v) =
∑

v∈V (B)

((25n−1)2 +
∑

v∈V (C)

(25n−2)2

=

(
7× 210n+3 + 210n

16

)
n+ 4× 210n−4 − 210n−4 =

(
7× 210n−1 + 210n−4

)
n+ 3× 210n−4.

From Table 3, we get:
DM2 (G) =

∑
uv∈E(G)

dd (u) dd (v) = 7× 210n−1n,

DM∗1 (G) =
∑

uv∈E(G)

dd (u) + dd (v) = 25n (13n+ 1) + 3× 25n−1 (n− 1) .

The edges of G are separated as follows (Table 3).

TABLE 3. Edge partition of PHV[n]

(dd (u) , dd (v)) Number of edges(
25n−1, 25n−1

)
1 (first edge in the first unit)(

25n−1, 25n−2
)

2n− 2(
25n−1, 25n−1

)
13n

Theorem 3.6. Suppose G is the molecular structure of PHV[n], then:

DF (G) =
(
7× 215n−2 + 215n−6

)
n+ 7× 215n−6,

DH (G) = 210n (13n+ 1) +
(
210n + 210n−3

)
(n− 1) ,

DF ∗ (G) = 210n−1 (13n+ 1) + 210n−3 (5n− 5) .
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Proof. Let G ∼=PHV[n], for n ≥ 1. By using the partition of vertices of G as in the proof of Theorem 3.5 and
Lemma 3.4, we get:

DF (G) =
∑

v∈V (G)

d3d (v) =
∑

v∈V (B)

((25n−1)3 +
∑

v∈V (C)

(25n−2)3

=

(
7× 215n+4 + 215n

64

)
n+ 7× 215n−6 =

(
7× 215n−2 + 215n−6

)
n+ 7× 215n−6.

From Table 3, we have:

DH (G) =
∑

uv∈E(G)

(dd (u) + dd (v))
2 = 210n (13n+ 1) +

(
210n + 210n−3

)
(n− 1) ,

DF ∗ (G) =
∑

uv∈E(G)

d2d (u) + d2d (v) = 210n−1 (13n+ 1) + 210n−3 (5n− 5) .

In this part we shall compute domination topological indices of chemical structure of the co-polymer of PHB
and PHV. One layer of this structure we denote it by PHBV[n] (see Fig. 3) containing n units. The chemical graph
PHBV[n] contains 27n vertices and 27n− 1 edges.

FIG. 3. Polyhydroxybutyrovalerate for the co-polymer PHBV[n], (a) unit of PHBV[n], (b) appear PHBV[2]

Lemma 3.7. Let G ∼= PHBV[n], for n ≥ 1. Then Tm (G) = 512n and

dd (v) =

{
29n−2, if v is the center vertex;
29n−1, otherwise.

Proof. The proof of this lemma is on the same line as that of Lemma 3.1.

Theorem 3.8. Suppose G is the molecular structure of PHBV[n]. Then:

DM1 (G) = 51× 218n−3n+ 3× 218n−4,

DM2 (G) =
(
23× 218n−2 + 218n−1

)
n,

DM∗1 (G) = 29n (23n+ 4)− 3× 29n−1.

Proof. Let G ∼=PHBV[n]. The set of vertices of G can be divided into two sets: the set C contains all center vertices,
|C| = 2n− 1 and the set B contains the remaining vertices of G, |B| = 25n+ 1. By using Lemma 3.7, we get:

DM1 (G) =
∑

v∈V (G)

d2d (v) =
∑

v∈V (B)

((29n−1)2 +
∑

v∈V (C)

(29n−2)2

=

(
50× 218n + 218n

8

)
n+ 3× 218n−4 = 51× 218n−3n+ 3× 218n−4.

From Table 4, we have:

DM2 (G) =
∑

uv∈E(G)

dd (u) dd (v) ,=
(
23× 218n−2 + 218n−1

)
n,

DM∗1 (G) =
∑

uv∈E(G)

dd (u) + dd (v) = 29n (23n+ 4)− 3× 29n−1.

The edges of G are separated as follows (Table 4).
Theorem 3.9. Let G ∼= chemical structure of PHBV[n], for n ≥ 1. Then:

DF (G) = 101× 227n−5n+ 7× 227n−6,
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TABLE 4. Edge partition of PHBV[n]

(dd (u) , dd (v)) Number of edges(
29n−1, 29n−1

)
1 (first edge in the first unit)(

29n−1, 29n−2
)

4n− 2(
29n−1, 29n−1

)
23n

DH (G) = 218n (23n+ 1) + 9
(
218n−2n− 218n−3

)
,

DF ∗ (G) = 218n−1 (23n+ 1) + 5
(
218n−2 − 218n−3

)
.

Proof. Suppose G ∼=PHBV[n], for n ≥ 1. By using the partition of vertices of G as in the proof of Theorem 3.8 and
Lemma 3.7, we get:

DF (G) =
∑

v∈V (G)

d3d (v) =
∑

v∈V (B)

((29n−1)3 +
∑

v∈V (C)

(29n−2)3 = 101× 227n−5n+ 7× 227n−6.

Now, from Table 4, we have:

DH (G) =
∑

uv∈E(G)

(dd (u) + dd (v))
2 = 218n (23n+ 1) + 9

(
218n−2n− 218n−3

)
,

DF ∗ (G) =
∑

uv∈E(G)

d2d (u) + d2d (v) = 218n−1 (23n+ 1) + 5
(
218n−2 − 218n−3

)
.

4. QSPR Analysis

QSPR analysis remains the focus of many studies aimed at the modeling and prediction of physicochemical and
biological properties of molecules. A powerful tool to help in this task is chemometrics, which uses statistical and
mathematical methods to extract maximum information from a data set. QSPR uses chemometric methods to describe
how a given physicochemical property varies as a function of molecular descriptors relevant to the chemical structure
of a molecule. Thus, it is possible to replace costly biological tests or experiments of a given physicochemical property
with calculated descriptors, which can, in turn, be used to predict the properties of interest for new compounds.
The basic strategy of QSPR is to find an optimum quantitative relationship, which can be used for the prediction
of the properties of compounds, including those unmeasured. It is obvious that the performance of QSPR model
mostly depends on the parameters used to describe the molecular structure. Many efforts have been made to develop
alternative molecular descriptors which can be derived using only the information encoded in the chemical structure.
Much attention has been concentrated on “topological indices” derived from the connectivity and composition of
a molecule which has made significant contributions in QSPR studies. The topological index has advantages of
simplicity and quick speed of computation and so attracts the attention of scientists.

In this section, we are going to discuss the QSPR analysis of the domination topological indices. Further, we show
that the characteristics have a good correlation with the physico-chemical characteristics of polymers. In this part, we
will show the importance of domination topological indices to predict the physiochemical property in Table 1. In this
study, we used the nonlinear regression analysis modelled as: log (y) = a+ b log (x), where y is the physicochemical
property of the chemical compounds and x represents the domination topological indices. These were calculated using
R-software for the values of one physicochemical property and the six domination topological indices of PHB, PHV,
and Copolymer (PHBV) for n = 1, n = 2 and n = 3.

By using the above model of nonlinear regression analysis, we can obtain different nonlinear models for the
domination topological indicesas follows:

log (M.P.) = 5.2− 0.005 logDM1,

log (M.P.) = 5.2− 0.0053 logDM2,

log (M.P.) = 5.2− 0.01 logDM∗1 ,

log (M.P.) = 5.2− 0.004 logDF,

log (M.P.) = 5.2− 0.005 logDH,

log (M.P.) = 5.2− 0.0052 logDF ∗.

Now, the predicted values of physiochemical property are given in Table 5.
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TABLE 5. The values of M.P. Predicted by domination topological indices

Polymer
name

M.P. – Predicted by

DM1 DM2 DM∗1 DF DH DF ∗

PHB[1] 175.3 175.1 172.1378 175.1 174.2 174.6

PHV[1] 173.9 173.5 170.537 173.4 172.8 173.1

PHBV[1] 168.7 168.03 164.882 167.4 167.58 167.7

PHB[2] 169.9 169.3 166.2931 168.88 168.86 168.9

PHV[2] 167.5 166.7 163.561 165.94 166.3 166.3

PHBV[2] 157.9 156.7 153.9177 154.9 156.9 156.6

PHB[3] 165.01 164.1 161.0975 163.11 163.9 163.8

PHV[3] 161.4 160.3 157.3411 158.9 160.3 160.2

PHBV[3] 148.11 146.3 144.0490 143.5 147.2 146.5

Figure 4 indicates how much the predicted values of physio-chemical properties are correlated with the well-
known physio-chemical properties. The degree of correlation between any two data sets is measured by the correlation
coefficient (R). When the value of R becomes close to unity, two data sets are more correlated. The QSPR study of
domination indices reveals that these domination indices can be helpful in predicting the Melting Point (M.P.). From
Fig. 4, the range of the correlation is 0.56 < R < 0.57 which shows a good correlation of predicted values of Melting
Point (M.P.) with exact values of M.P. In fact, these obtained values for the correlation coefficient for these domination
indices are satisfactory. On another hand, all domination indices are good to predict the M.P. of these polymers.
Melting Point is an important physicochemical property using these domination indices to predict the values of this
property is very useful and saves time and money. It has been shown that these indices can be considered useful
molecular descriptors in QSPR research of polymers.

The correlation coefficient values of predicted physicochemical properties with the exact values of physio-chemical
properties of the chemical compounds used in this study are given in Table 6.

FIG. 4. Graphical relationships between predicted values of M.P., and the exact values of M.P.
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TABLE 6. The correlation coefficient values of predicted physicochemical properties with the exact
values of physio-chemical properties

Physicochemical
property

M.P. – Predicted by

DM1 DM2 DM∗1 DF DH DF ∗

M.P. 0.57 0.562 0.56 0.563 0.562 0.562

5. Conclusion

We calculated domination topological indices for PHB, PHV, and their copolymer, PHBV. There are many dif-
ferent applications of these polymers that resemble petroleum-based plastic such as polypropylene, which is useful
in kinking many of the physical and chemical properties of these polymers with domination topological indices. We
have also discussed the QSPR analysis of PHB, PHV, and their copolymer, PHBV. The cases in which good cor-
relations were obtained suggested the validity of the calculated topological indices to be further used to predict the
physicochemical properties of chemical compounds.
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The density functional theory method was used to study new layered carbon nanostructures consisting of sp3- and sp+sp2-hybridized atoms. The
nanostructures are theoretically built on the basis of graphene 5 – 7 layers. As a result of calculations, it is found that the structures of two diamond-
like bilayers and twenty-one graphyne layers are stable. The diamond-like bilayers have a band gap of ∼ 1.8 eV, so their properties should be
semiconducting. For fourteen graphyne layers, the band gap is zero and their properties are metallic. Seven graphyne layers have band gaps ranging
from 0.05 to 0.2 eV.
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1. Introduction

There are three crystalline allotropic forms of carbon, such as carbyne, graphite and diamond, which consist
of carbon atoms in two-, three- and four-coordinated states in the corresponding crystal structure [1]. The orbitals of
valence electrons of carbon atoms in these compounds are sp-, sp2- or sp3-hybridized [2]. There are also various carbon
nanostructures such as fullerenes, nanotubes, graphene layers, and others [3–5]. In most of these nanostructures,
carbon atoms are in the states of sp2-hybridization. It is necessary to investigate the possibility of the existence of
diamond-like and carbyne-like carbon nanostructures consisting of sp3- and sp-hybridized atoms, respectively. The
theoretical analysis performed earlier showed that the existence of diamond-like layers of sp3-hybridized atoms, as
well as graphyne layers of sp+sp2 atoms, is possible [6–13]. The structure of such layered carbon nanostructures can
theoretically be constructed on the basis of polymorphic varieties of graphene [6, 10]. Earlier, we studied diamond-
like bilayers and graphyne monolayers formed on the basis of the main polymorphic graphene varieties L6, L4−8,
L3−12, and L4−6−12 [6, 8, 10, 13]. The stability of diamond-like and graphyne-like layers correlates well with the
stability of graphene layer precursors. Therefore, nanostructures formed from the most stable graphene polymorphs
must be stable. According to theoretical calculations, one of the most stable structural varieties of graphene is L5−7

graphene [14, 15]. Graphenes, whose layers consist of pentagons and heptagons, has several polymorphic varieties of
which L5−7a and L5−7b are the most stable [15]. Therefore, the study of diamond-like and graphyne layers formed
from L5−7a and L5−7b graphenes was carried out in this work.

2. Calculation methods

To obtain the initial structures of diamond-like layers, the theoretical technique described in [1, 6] was used. The
structures of these layers were obtained as a result of the formation of covalent bonds between atoms of parallel two-
dimensional graphene-like precursors (Fig. 1). Six polymorphic graphene varieties were considered as precursors of
diamond-like layers (Fig. 2).

Graphyne sp+sp2 layers were built on the basis of two polymorphs of 5 – 7 graphene by replacing carbon-carbon
bonds with fragments of diatomic carbyne chains according to the method described in [10,13]. Fig. 3 shows a diagram
illustrating the construction of a structure of one graphyne layer based on the graphene L5−7a layer. Each carbon atom
in the graphene layer is covalently bonded to three neighboring atoms, so one, two, or three bonds can be replaced with
a carbine chain. If each three-coordinated atom has all bonds with neighboring two-coordinated atoms, then layers of
α-graphyne were obtained. When two bonds or one bond were replaced, the structure of β- and γ-graphyne varieties
was formed, respectively.

Further calculations of the structure and electronic properties of layered carbon nanostructures were performed
using the density functional theory (DFT) method in the Quantum ESPRESSO software package [16]. The calculations
were performed using the generalized gradient approximation [17] only for valence electrons. The influence of ionic
cores was taken into account by the method of the norm-conserving pseudopotential. For integration in the Brillouin
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FIG. 1. Scheme of model obtaining of diamond-like bilayer from two graphene layers

FIG. 2. Structures of graphene layers: (a) L6; (b) L5−7a; (c) L5−7b; (d) L4−8; (e) L4−6−12; (f) L3−12

FIG. 3. Diagram of the structure formation of a graphyne γ1-L5−7a layer: (a) the initial graphene
L5−7a layer; (b) cutting some of the interatomic bonds in the initial graphene and replacing them
with fragments of diatomic carbine chains; (c) the optimized graphyne γ1-L5−7a layer structure

zones, 20 × 20 × 1 k-point grids were used. The kinetic energy cutoff value was taken equal to 800 eV. To reduce
the mutual influence of neighboring carbon layers, unit cells with the parameter c = 15 Å were chosen. Modeling of
phase transitions was carried out on the basis of the technique described in [6].

3. Results and discussion

3.1. Diamond-like bilayers

As a result of the DFT calculations of the cross-linked graphene L5−7 layer structures, the possibility of stable
existence of two new structural varieties of diamond-like bilayers was established. The new DL5−7a and DL5−7b

bilayers have orthorhombic unit cells, in contrast to the hexagonal or tetragonal DL6, DL4−8, DL4−6−12 and DL3−12

bilayers (Table 1). The unit cell parameters of the initial graphene layers and diamond-like bilayers are given in
Table 1. The lengths of the elementary translation vectors of diamond-like DL5−7a and DL5−7b bilayers are 10 –
13 % longer than the corresponding values for the initial graphene layers. The bilayer thickness is ∼ 1.608 Å. The
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interatomic bond lengths are in the range from 1.5376 to 1.6268 Å in the bilayer structures. The angles between
covalent bonds in the diamond-like DL5−7a and DL5−7b bilayers vary from 89.56 to 140.83 ◦, while the smallest
(60 ◦) and largest (150 ◦) angles are observed in the DL3−12 and DL4−6−12 bilayers. The pores of the maximum
diameter are approximately 2.08 Å. The structures of the DL5−7a, DL5−7b, and DL6 bilayers are the least stressed in
comparison with the structure of cubic diamond, since the total deviations of the bond angles from the diamond angle
(109.47 ◦) take the smallest values. The most stressed layered nanostructures are the DL4−6−12 and DL3−12 bilayers.

TABLE 1. Calculated structural parameters and properties of the initial graphene layers, cubic di-
amond, and diamond-like bilayers (a, b, and N are the unit cell parameters; ∆Ed is the difference
total energy relative to the diamond total energy)

Structure
Symmetry

group a, Å b, Å
N ,

atoms
Density,
mg/m2

∆Ed,
eV/atom

Band
gap, eV

L6 p6/mmm 2.4872 2.4872 2 0.745 −0.04 —

L5−7a cmmm 7.5183 5.8942 16 0.720 0.22 —

L5−7b pbam 8.9919 4.6430 16 0.764 0.20 —

L4−8 p4/mmm 3.4687 3.4687 4 0.663 0.52 —

L4−6−12 p6/mmm 6.8116 6.8116 12 0.596 0.66 —

L3−12 p6/mmm 5.2563 5.2563 6 0.500 1.09 —

Diamond Fd3̄m 3.5969 3.5969 8 — 0.00 5.61

DL6 p6/mmm 2.7369 2.7369 4 1.230 1.22 1.86

DL5−7a cmmm 8.2607 6.4825 32 1.192 1.32 1.88

DL5−7b pbam 10.1451 5.2704 32 1.194 1.31 1.68

DL4−8 p4/mmm 3.8218 3.8218 8 1.092 1.55 2.38

DL4−6−12 p6/mmm 7.5116 7.5116 24 0.980 1.65 1.41

DL3−12 p6/mmm 5.8204 5.8204 12 0.816 2.00 1.36

The surface densities of the diamond-like DL5−7a and DL5−7b bilayers are 1.192 and 1.194 mg/m2, respectively,
and exceed that for hexagonal L6 graphene by 65 % (Table 1). The total energy calculations of the bilayers showed
that the most stable layers should be the diamond-like DL6, DL5−7a, and DL5−7b bilayers, since their total energies
are higher than those for cubic diamond by 1.22 – 1.32 eV/atom. The least stable bilayer is DL3−12, for which the
difference total energy (∆Ed) is 2.00 eV/atom. Diamond-like bilayers with minimum total energies are formed from
the most stable graphene layers (Table 1). The calculated data analysis showed that the value of ∆Ed decreases
linearly with an increase in the surface density of the bilayer. It should be noted that the DL5−7a and DL5−7b bilayers
should be less stable than thirty-three three-dimensional diamond polymorphs studied in [18], since the different
energies of these bilayers are higher than the corresponding energies of these diamond polymorphs by at least 0.19 eV.
However, the two new bilayers are more stable than diamond-like CA1 (T-carbon) and CA12 phases, which consist of
polymerized tetrahedranes [18, 19].

To study the electronic properties of the diamond-like bilayers, the band structures and the density of electronic
states were calculated. For all bilayers, the calculations of the electron energies in the Brillouin zones were carried out
in the planes specified by the vectors k1 and k2. Fig. 4 shows the calculated band structure for the most stable DL5−7b

bilayer. It was found that the widths of the direct band gap in the DL5−7a and DL5−7b bilayers are 1.88 and 1.68 eV,
respectively, which are 66 – 70 % less than that for cubic diamond (Table 1). The spectrum of electronic states in the
Brillouin zone of the diamond-like DL5−7b bilayer is also shown in Fig. 4. The minimum band gap, determined as the
difference between the electron energies of the bottom of the conduction band and the top of the valence band, for the
diamond-like DL5−7a bilayer is 1.40 eV, which is 10 % less than the corresponding value for the DL5−7b bilayer. Only
for the diamond-like DL4−6−12 bilayer, the band gap values determined from the band structure and the spectrum of
electronic states coincide. Therefore, the new DL5−7a and DL5−7b bilayers must be semiconductors with an indirect
band gap.



Ab initio calculations of layered compounds consisting of sp3 or sp+sp2 hybridized carbon atoms 675

FIG. 4. Electronic band structure and density of states (DOS) of the diamond-like DL5−7b bilayer

One of the ways to experimentally obtain diamond-like materials is strong compression of precursors consisting
of sp2-hybridized atoms [2, 20, 21], therefore, the phase transitions of bilayer graphenes into diamond-like bilayers
under uniaxial compression were simulated. As a result of the compression of the initial graphene L5−7 layers along
the 001 crystallographic axis, the formation of covalent bonds between adjacent graphene layers occurs. Fig. 5 shows
the graphs of the dependences of the difference in total energy on the distance between adjacent layers, illustrating
the first order phase transitions. The diamond-like DL5−7a and DL5−7b bilayer structures are formed when the initial
graphene layers approach each other at a distance of 1.758 Å (Fig. 5). The pressure at which the “bilayer graphene
L5−7a→DL5−7a bilayer” structural transformation occurs is 12.9 GPa, while the pressure for the “L5−7b→DL5−7b”
phase transition is 10.0 GPa. These values are much less than the calculated values of the formation pressures of cubic
and hexagonal diamonds [22].

FIG. 5. Dependences of the difference total energy (∆Etotal) on the interlayer distance for the
phase transitions of graphene layers into diamond-like bilayers

3.2. Graphyne-like layers

Based on the graphene L5−7a layer, the initial structures of one α-, four β- and four γ-graphyne layers were theo-
retically constructed. Twenty-eight original graphyne layers of γ- and β-structured varieties, as well as one α-structure
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were built on the basis of the graphene L5−7b layer. Calculations by the DFT-GGA method of the geometrically op-
timized structure of graphyne layers showed that only two α-layers, one γ-layer, and eighteen structural varieties of
β-layers retained the original graphyne structure (Table 2). Images of the structures of these stable layers are shown in
Figs. 6 and 7. In the course of optimization, the structures of unstable γ-type layers were transformed into structures of
different graphene layers or into structures of graphyne layers with a smaller relative number of sp-hybridized atoms
(Fig. 8).

TABLE 2. The structural, energy and electronic characteristics of graphyne L5−7 layers (P is the
number of non-equivalent structural positions of atoms; N is the number of atoms in the unit cell;
ρ is the layer density; ∆Etotal calculated as Etotal minus total energy of the hexagonal graphene
layer; Esub is the sublimation energy; ∆ is the band gap width at the Fermi energy level EF )

Graphyne
layer P

N ,
atoms ρ, mg/m2 ∆Etotal,

eV/atom
Esub,

eV/atom ∆, eV EF , eV

α-L5−7a 10 32 0.37 1.10 6.66 0.00 −4.69

β1-L5−7a 12 24 0.46 1.10 6.66 0.00 −4.71

β2-L5−7a 12 24 0.46 1.05 6.71 0.00 −4.64

β3-L5−7a 12 24 0.48 0.98 6.78 0.00 −4.84

β4-L5−7a 7 24 0.48 0.98 6.78 0.00 −4.83

α-L5−7b 16 64 0.36 1.10 6.66 0.00 −4.64

β1-L5−7b 12 48 0.47 1.03 6.73 0.00 −4.58

β2-L5−7b 24 48 0.46 1.10 6.66 0.00 −4.60

β3-L5−7b 24 48 0.46 1.22 6.54 0.00 −4.55

β4-L5−7b 24 48 0.47 1.01 6.75 0.17 −4.78

β5-L5−7b 24 48 0.47 1.01 6.75 0.08 −4.59

β6-L5−7b 24 48 0.46 1.08 6.68 0.00 −4.57

β7-L5−7b 12 48 0.46 1.05 6.71 0.11 −4.57

β8-L5−7b 48 48 0.47 1.04 6.72 0.18 −4.66

β9-L5−7b 24 48 0.47 1.04 6.72 0.20 −4.70

β10-L5−7b 10 48 0.48 0.98 6.78 0.00 −4.91

β11-L5−7b 10 48 0.48 0.98 6.78 0.11 −4.99

β12-L5−7b 12 48 0.46 1.10 6.66 0.00 −4.59

β13-L5−7b 24 48 0.47 1.03 6.73 0.05 −4.68

β14-L5−7b 10 48 0.48 0.98 6.78 0.00 −4.91

γ1-L5−7b 8 32 0.62 1.03 6.73 0.00 −4.24

The numerical values of some structural parameters characterizing the layers of L5−7 graphyne are shown in Ta-
ble 2. The unit cells of the layers are orthorhombic and monoclinic, containing from 24 to 64 atoms. The values of
the vectors of elementary translations a and b vary in the range from 8.0 to 25.9 Å. The number of different structural
positions (P ) of atoms in the unit cells is minimal for the β4-L5−7a layer (P = 7), the maximum value of this param-
eter is observed for the β8-L5−7b layer (P = 48). The ratio of the number of atoms in the sp- and sp2-hybridization
states varies from 1:1 in the graphyne γ1-L5−7b layer to 2:1 in the β-type layers and 3:1 in the α-graphyne layers. The
layer density is minimal for the α-type layers (0.36 – 0.37 mg/m2), the maximum density (0.62 mg/m2) is observed
for the γ1-L5−7b graphyne layer. For the β-type graphyne layers, the density is ∼ 0.47 mg/m2. The layer density of
the graphyne layers is lower than the layer density of 0.74 mg/m2 for hexagonal graphene (Table 2).
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FIG. 6. Geometrically optimized structures of stable graphyne layers: (a) α-L5−7b; (b) β1-L5−7b;
(c) β2-L5−7b; (d) β3-L5−7b; (e) β4-L5−7b; (f) β5-L5−7b; (g) β6-L5−7b; (h) β7-L5−7b; (i) β8-L5−7b;
(j) β9-L5−7b; (k) β10-L5−7b; (l) β11-L5−7b; (m) β12-L5−7b; (n) β13-L5−7b; (o) β14-L5−7b; (p) γ1-
L5−7b
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FIG. 7. Geometrically optimized structures of stable graphyne layers: (a) α-L5−7a; (b) β1- L5−7a;
(c) β2- L5−7a; (d) β3- L5−7a; (e) β4-L5−7a

FIG. 8. Transformation of the structure of graphyne γ-L5−7a layers during geometric optimization:
(a) a graphyne γ1-L5−7a layer is transformed to a graphene L5−6−7a layer; (b) a graphyne γ3-L5−7a

layer is transformed to a graphene L5−7a layer

The difference energy ∆Etotal, calculated as the difference between the total energies in the graphyne layers and
the hexagonal graphene layer, varies from 0.98 to 1.22 eV/atom. This indicates a lower stability of graphyne layers
compared to graphene layers. However, the sublimation energies of 6.66 – 6.78 eV/atom for the graphyne L5−7b layers
fall within the range of values typical for carbon compounds that stably exist under normal conditions. The maximum
sublimation energy is observed for the β3-L5−7a, β4-L5−7a, β10-L5−7b, β11-L5−7b, and β14-L5−7b layers (Table 2).
Apparently, these graphyne layers should be the most stable.

The DFT-GGA calculations of the band structure and density of electronic states of the graphyne L5−7 layers
showed that the density of electronic states is zero at the Fermi energy for seven layers, and the band gap varies from
0.05 to 0.20 eV. The band gap for the remaining fourteen layers is zero. The Fermi energy (EF ) varies in the range
from −4.99 to −4.24 eV (Table 2).

4. Conclusions

Thus, a number of new carbon nanostructures according to specially developed algorithms were theoretically
built on the basis of graphene L5−7a and L5−7b layers. These new nanostructures were two diamond bilayers and
thirty-eight graphyne layers. As a result of the DFT-GGA calculations, it was found that diamond-like bilayers and
twenty-one graphyne layers have stable structures. After geometric optimization, the structure of seventeen graphyne
layers turned out to be unstable. These layers, consisting of sp+sp2-hybridized atoms, tend to transform their structure
into the structure of graphene layers, consisting only of sp2-hybridized atoms. The band gap for most of the stable
graphyne layers is zero, while for the rest of the graphyne layers, it does not exceed 0.2 eV. Diamond-like layers have a
direct band gap of 1.88 and 1.68 eV for the DL5−7a and DL5−7b bilayers, respectively. The new polymorphic varieties
of graphyne, apparently, can be experimentally obtained by polymerization of molecules, the structure of the carbon
framework of which is close to the structure of the corresponding graphyne layers [23]. The diamond-like bilayers
based on L5−7 graphene can be obtained by uniaxial compression of these graphene bilayers at pressures of∼ 11 GPa.
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The practical application of the new carbon nanostructures with a layered structure is possible in electronics and as
molecular sieves [24, 25].
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Temperature dependence of the spectral intensity of recombination radiation in a quasi-zero-dimensional structure, containing impurity complexes
“A+ + e” (a hole localized on a neutral acceptor, interacting with an electron localized in the ground state of a quantum dot), has been investigated
in an external electric field in the presence of tunneling decay of a quasistationary A+-state. Probability of dissipative tunneling of a hole has been
calculated in the one-instanton approximation, and the influence of tunneling decay and of an external electric field on the A+-state binding energy
and on the spectra of recombination radiation, associated with the optical transition of an electron from the ground state of a quantum dot to the
A+-state of the impurity center, has been investigated in the adiabatic approximation. “Dips” in the temperature dependence of the SIRR have been
revealed, which are associated with the presence of resonant tunneling at certain values of temperature and strength of the external electric field, for
which the double-well oscillatory potential becomes symmetric.
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1. Introduction

The relevance of studies of the spectral intensity of recombination radiation (SIRR) temperature dependence
in quasi-zero-dimensional structures is determined by the fact that, first, electro-optical systems based on quantum
dots (QD)s have significantly better parameters compared to similar devices based on quantum wells. Second, the
temperature quenching of luminescence is usually associated with the presence of a nonradiative channel caused by a
defect located in a QD [1, 2] or at the barrier boundary. In this work, we would like to draw attention to the possible
existence of one more channel of temperature quenching of luminescence associated with tunneling processes, in
particular, with the process of dissipative tunneling of a hole localized at the A+-center into the matrix, surrounding
the QD. As will be shown below, the temperature “spreading” of the wave function for the quasi-stationary A+-state
under tunnel decay conditions is accompanied by an increase in the energy of the radiative transition of an electron
and a corresponding decrease in the overlap integral of the wave functions of a hole and an electron, which leads to
temperature quenching of the recombination radiation. The aim of this work is to study theoretically the temperature
effect, associated with the electron – phonon interaction, on the binding energy of a hole in the “A+ + e”-impurity
complex in a spherically symmetric QD, as well as on the spectral intensity of the recombination radiation of a quasi-
zero-dimensional structure in the presence of a dissipative tunneling.

2. Binding energy of a quasi-stationary A+-state in a quantum dot in the presence of dissipative tunneling in
an external electric field

Let us consider the problem of quasi-stationary states of a hole in an impurity complexA+ +e in a semiconductor
spherically symmetric QD. The interaction of an electron in the QD ground state with a hole, localized at theA0-center,
will be considered in the framework of the adiabatic approximation [3]. In this case, the electron potential Vn,l,m(~r)
acting on the hole can be considered averaged over the electron motion:

Vnlm (~r) = − e2

4πε0ε

R0∫
0

|Ψnlm (~re)|2

|~r − ~re|
d~re, (1)

where e is the the electron charge; ε is the dielectric permittivity of QD material; ε0 is the electrical constant; m =
0,±1,±2, ... is the magnetic quantum number; l = 0, 1, 2... is the orbital quantum number, Ψnlm (~re) is the wave
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function of an electron in a QD determined by the expression (2):

Ψnlm (~re) = Ylm (θe, ϕe)
Jl+ 3

2
(Knlre)

√
2πR0

√
rJl+ 3

2
(KnlR0)

, (2)

where Knl is defined by an expression of the following form:

Knl =

√
X̃2
n,l

R∗20

+
kT

Eh
ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)]
. (3)

Here νLA, νTA are the velocities of longitudinal and transverse phonons; Ω =
π~ΘG

a

√
2

ρV
, G is the overlap

integral, Θ is the deformation potential, a is the lattice constant, ρ is the QD material density, V is the QD volume,
Eh is the Bohr hole energy, X̃n,l is the half-integer root of the Bessel function l + 1/2.

Let us consider the case corresponding to the p-state of an electron, in this case l = 1, m = 0, then expression (1)
can be represented in the form

Vn10(~rh) =

− e2

4πε0ε

π∫
0

sin θedθe

2π∫
0

dϕe

 rh∫
0

|Ψn10 (re, θe, ϕe)|2 re2dre√
rh2 + re2 − 2rhre cos θe

+

R0∫
rh

|Ψn10 (re, θe, ϕe)|2 re2dre√
rh2 + re2 − 2rhre cos θe

 . (4)

Or, taking into account the explicit expression for the wave function:

Vn10(~rh) = − 3e2

32π3ε0εR2
0J

2
5
2

(Kn1R0)

π∫
0

sin θe cos2 θedθe

2π∫
0

dϕe

 rh∫
0

J2
5
2

(Kn1re) redre
√
rh2 + re2 − 2rhre cos θe

+

R0∫
rh

J2
5
2

(Knlre) redre
√
rh2 + re2 − 2rhre cos θe

 . (5)

After integration over the angular variables ϕe, θe and over the radial coordinate of the electron re, we obtain:

Vn10(rh) =
e2

27π3ε0εR∗60 K
∗5
n1r
∗4
h J

2
5
2

(K∗n1r
∗
h)

[
3R∗40 + 6K∗2n1R

∗4
0 r
∗2
h + 9r∗4h + 6K∗2n1R

∗2
0 r
∗4
h

− 4K∗4n1R
∗4
0 r
∗4
h − 9r∗4h cos (2K∗n1R

∗
0) + 12K∗2n1R

∗2
0 r
∗4
h cos (2K∗n1R

∗
0)

− 3R∗40 cos (2K∗n1R
∗
0) + 4K∗4n1R

∗4
0 r
∗4
h (Ci (2K∗n1R

∗
0) − Ci (2K∗n1r

∗
h))

−4K∗4n1R
∗4
0 r
∗4
h ln

(
R∗0
r∗h

)
−
(
9r∗3h + 3R∗30 −K∗2n1R

∗3
0 r
∗2
h

)
2K∗n1R

∗
0r
∗
h sin (2K∗n1R

∗
0)

]
. (6)

Here, r∗h = rh/ah, R∗0 = R0/ah,

K∗n =

√
X2
n,l

R∗20

+
kT

EhR∗20

ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)]
,

Ci (x) is the cosine integral.
In the case under consideration, p-state with m = 0, the potential energy minimum is shifted relative to the

QD center. Position of the minimum rhmin is determined from the solution of the transcendental equation, which is
obtained by equating the first derivative of expression (6) to zero:

dVn,1,0(rh)

drh
= 0. (7)
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Expanding expression (6) in a Taylor series near rhmin and limiting ourselves to the quadratic term in the radial
coordinate of the hole rh, we obtain:

Vn10(rh) =
e22−7π−3

ε0εR∗60 K
∗5
n1r
∗6
hminJ

2
5/2 (K∗n1R

∗
0)

[
r∗2hmin

(
2K∗2n1R

∗2
0 r
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) )
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0 r
∗4
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∗
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R∗0
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))
−

− 2K∗n1r
∗
hminR

∗
0

(
K∗2n1R

∗3
0 r
∗2
hmin sin (2K∗n1r

∗
hmin)− 9r∗3hmin sin (2K∗n1R

∗
0)− 3R∗30 sin (2K∗n1r

∗
hmin)

)
+

+ (r∗h − r∗hmin) 2R∗40 r
∗
hmin

(
− 6− 6K∗2n1r

∗2
hmin + 2K∗4n1r

∗4
hmin + 6

(
1−K∗2n1r

∗2
hmin

)
cos (2K∗n1r

∗
hmin) +

+K∗n1r
∗
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(
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hmin − 12

)
sin (2K∗n1r

∗
hmin)

)
−
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2R∗40
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∗3
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)
sin (2K∗n1r

∗
hmin)

)]
, (8)

where r∗hmin = rhmin/ah.
Within the framework of the adiabatic approximation for the p-state of an electron, we obtain:

Vn10(r∗h) = − e2

εR∗0
βn −

mhω
2
n (r∗h − r∗T )

2

2
, (9)

where values βn, ωn and r∗T are defined as follows:

βn =
2−7π−3
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(10)

~ωn =
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~2e22−5π−3
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and
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(12)
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Since the confining potential of a QD, generally speaking, should have a finite depth, then in our model of the
hole potential of confinement (9), the amplitude of the potential U0 is an empirical parameter and satisfies the relation

U0 = −e2βn/4πε0εR0 +m∗hω
2
nR

2
0/2 = m∗hω

2
0R

2
0/2,

whence ω0 =
√
ω2
n − e2βn/2πε0εmhR3

0 is the characteristic frequency of the hole confining potential of a QD within
the adiabatic approximation, and in this case U0/ (~ω0)� 1.

Usage of the adiabatic approximation makes it possible to take into account the effect of an external electric field
on the bound state of the hole. Let the electric field strength vector ~E0 be directed along the x coordinate axis, then
the energy levels of the oscillatory potential (9) will have the form:

En,0,0n1n2n3
(T ) = − e2

εR0
βh −

|e|2E2
0

2mhω2
n

+ ~ωn
(
n1 + n2 + n3 +

3

2

)
+

+ kT ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)]
, (13)

and the corresponding one-particle wave functions are written as:

Ψn
n1n2n3

(x, y, z) = Cnexp

(
− (x− x0)

2
+ y2 + z2

2a2
n

)
Hn1

(
x− x0

an

)
Hn2

(
y

an

)
Hn3

(
z

an

)
. (14)

Here, Cn =
[
2n1+n2+n3n1!n2!n3!π3/2a3

n

]−1/2

; an =
√
~/ (m∗hωn); x0 = |e|E0/

(
m∗hω

2
n

)
; Hn (x) are the Hermite

polynomials; n1, n2, n3 are the quantum numbers corresponding to energy levels of a harmonic oscillator. We will
assume that the process of decay of the quasi-stationary level of theA+-center is due to dissipative tunneling. It should
be noted that in the one-instanton approximation, the decay probability Γ0 (dissipative tunneling), under conditions of
an external electric field, can be represented in the form Γ0 = B exp (−S), where the expressions for S and B were
obtained in our previous papers (in the Bohr units) [4, 5]:

S =
1

2

(
b′0 + x∗0
a′0 + x∗0

+ 1

) (
3− b′0 + x∗0

a′0 + x∗0

)
τ∗0 −

1

2β∗

(
b′0 + x∗0
a′0 + x∗0

+ 1

)2

τ∗0
2 − 1

2γ∗

(
b′0 + x∗0
a′0 + x∗0

+ 1

)2

×

×

(
(1− x∗2)√

x∗1

[
coth

(
β∗
√
x∗1

)
−

cosh
(
(β∗ − τ∗0 )

√
x∗1
)
− cosh

(
β∗
√
x∗1
)

sinh
(
β∗
√
x∗1
) + cosh

(
(β∗ − τ∗0 )

√
x∗1

)]
−

− (1− x∗1)√
x∗2

[
coth

(
β∗
√
x∗2

)
−

cosh
(
(β∗ − τ∗0 )

√
x∗2
)
− cosh

(
β∗
√
x∗2
)

sinh
(
β∗
√
x∗2
) + cosh

(
(β∗ − τ∗0 )

√
x∗2

)])
, (15)

B =
2Ed

√
U∗0

~
√
π

(
b′0 + x∗0
a′0 + x∗0

+ 1

)√
ε∗T ×

{
A∗
[
β∗1 cosh

(
β∗1
2

)
− 1

]
+D∗

[
β∗2 cosh

(
β∗2
2

)
− 1

]
+

+A∗

1− β∗1
2

(
β∗
1

2 − τ01
∗
)

sinh
(
β∗
1

2

)
+D∗

β∗2
2

cosh
(
β∗
2

2 − τ02
∗
)

sinh
(
β∗
2

2

) − 1

}×
A∗

β∗1
2

cosh
(
β∗
1

2 − τ01
∗
)

sinh
(
β∗
1

2

) − 1

+D∗

β∗2
2

cosh
(
β∗
2

2 − τ02
∗
)

sinh
(
β∗
2

2

) − 1

−1/2

, (16)

where

x∗1,2 =
1

2

ε∗2L a∗2
4U∗0

+ 1 +
ε4
ca
∗2

4ε∗2L U
∗
0

∓

√(
ε∗2L a

∗2

4U∗0
+ 1 +

ε4
ca
∗2

4ε∗2L U
∗
0

)2

−
ε∗2L a

∗2

U∗0

 ,
γ∗ =

√
(ε∗2L a

∗2/ (4U∗0 ) + 1 + ε∗ 4
c a∗2/ (4ε∗2L U

∗
0 ))

2 − ε∗2L a∗2/U∗0 ,

τ∗0 = arsinh

[(
1− b′0 + x∗0

a′0 + x∗0

)
sinh (β∗) /

(
1 +

b′0 + x∗0
a′0 + x∗0

)]
+ β∗” ,

ε∗T = kT/Eh, ε∗L = ~ωL/Eh, ε∗c = ~
√
c/Ed, β∗” =

√
U∗0 /a

∗ε∗T , b′0 = b0/ah, a′0 = a0/ah, x0
∗ = x0/ah;
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Eh and ah are the Bohr energy and the hole radius correspondingly;

A∗ =
(
2ε∗2L a

∗2 − x∗1
)
/ ((x∗1 − x∗2)x∗1), D∗ =

(
2ε∗2L a

∗2 − x∗2
)
/ ((x∗1 − x∗2)x∗2),

β∗1 =
√

2 U∗0x
∗
1/ (a∗ε∗T ), β∗2 =

√
2 U∗0x

∗
2/ (a∗ε∗T ), τ∗01 = τ∗0

√
x∗1/
√

2, τ∗02 = τ∗0
√
x∗2/
√

2.

Using the zero-range potential procedure (see, for example, [3]), in combination with the one-instanton approx-
imation [5], we obtain an equation that determines the dependence of the hole energy in the complex A+ + e on
temperature T , QD parameters, and dissipative tunneling.

The short-range potential of an impurity is simulated by a potential of zero radius with a power γ = 2π~2/(αm∗h),
which has the form:

Vδ (x, y, z;xa, ya, za) = γδ (x− xa) δ (y − ya) δ (z − za)

[
1 + (r − ra)

∂

∂r

]
, (17)

where α is determined by the binding energy Ei of the same A+-center in a bulk semiconductor.
In the effective mass approximation, the wave function Ψλh (x, y, z;xa, ya, za) of an electron localized at a short-

range potential satisfies the Schrödinger equation:

(Eλh −H) Ψλh (x, y, z;xa, ya, za) = Vδ (x, y, z;xa, ya, za) Ψλh (x, y, z;xa, ya, za) , (18)

where EQDh = −~2λ2/ (2m∗h) – the eigenvalues of the Hamilton operator Hδ = H + Vδ (x, y, z;xa, ya, za); H =

−~2/ (2m∗h) ∇2 +m∗hω
2
0

(
x2 + y2 + z2

)
/2− |e|E0x.

To determine the binding energy of a hole in a complex A+ + e in the adiabatic approximation, it is necessary to
construct a one-particle Green’s function G (x, y, z;xa, ya, za;Eλn) to the Schrödinger equation with a Hamiltonian,
containing potential (17):

G (x, y, z;xa, ya, za;Eλh) = −
∑

n1,n2,n3

Ψn∗
n1,n2,n3

(xa, ya, za) Ψn
n1,n2,n3

(x, y, z)

−EQDh + i~Γ0 + En,0,0n1,n2,n3 (T )
. (19)

The Lippmann–Schwinger equation for a A+-state in a QD with a parabolic confinement potential can be written
as:

Ψh (x, y, z;xa, ya, za) =

+∞∫
−∞

+∞∫
−∞

+∞∫
−∞

dx1dy1dz1G (x, y, z;xa, ya, za;Eλh)×

× Vδ (x, y, z;xa, ya, za) Ψλh (x1, y1, z1, xa, ya, za) . (20)

Substituting (17) into (20), we obtain:

Ψh (x, y, z;xa, ya, za) = γG (x, y, z;xa, ya, za;Eλh) (TΨh) (x, y, z;xa, ya, za) , (21)

where:

(TΨλh) (x, y, z;xa, ya, za) ≡ lim
r→ra
ϕ→ϕa
θ→θa

[
1 + (r − ra)

∂

∂r

]
Ψλh (x, y, z;xa, ya, za) . (22)

Acting by the operator T on both sides of relation (21), we obtain an equation that determines dependence of
the energy Eλh of the bound state of the A+-center on the parameters of the QD, on the position of the impurity
Ra = (xa, ya, za), and on the temperature T :

α =
2π~2

m∗h
(TG) (xa, ya, za;xa, ya, za;Eλh) , (23)

here, α is determined by the energy Ei of the bound state of the same A+-center in a massive semiconductor.
Then, for Green’s function (29), taking into account (23) and (24), we obtain in the Bohr units:

G
(
x, y, z, xa, ya, za; η2

λh

)
= − 1

π3/2a2
nEh

exp

(
− (x∗ − x∗0)

2
+ y∗2 + z∗2 + (x∗a − x∗0)

2
+ y∗2a + z∗2a

2

)
×

×
∑

n1,n2,n3

Hn1
(x∗ − x∗0)Hn1

(x∗a − x∗0)

2n1 !n1!

Hn2
(y∗)Hn2

(y∗a)

2n2 !n2!

Hn3
(z∗)Hn3

(z∗a)

2n3 !n3!
×

{
−η2

h − β∗h −
x∗20

4β−2
+ i4Γ∗0 + β−1

(
n1 + n2 + n3 +

3

2

)
+
kT

Eh
ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)]}−1

,

(24)
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where the next notations are introduced: η2
h = EQD

h
/Eh; R∗0 = R0/ah; β = Eh/~ωn; a∗n = an/ah;

β∗h = e2βh/εR
∗
0Ehah; Γ∗0 = ~Γ0/4Eh.

Further, given that:(
−η2

h − β∗h −
x∗20 β

−2

4a∗2h
+ i4Γ∗0 +

kT

Eh
ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)]
+ n1 + n2 + n3 +

3

2

)−1

=

β−1

∞∫
0

dt exp

[
−t
(
−β
(
η2
h + β∗h +

x∗20 β
−2

4a∗2h
− i4Γ∗0

)
+

+n1 + n2 + n3 +
3

2
+
kTβ

Eh
ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)]]
, (25)

the expression for the Green’s function takes the following form:

G
(
x, y, z, xa, ya, za, η

2
h

)
= − 1

π
3
2 a2
nβEh

exp

(
− (x∗ − x∗0)

2
+ (x∗a − x∗0)

2
+ y2 + y2

a + z2 + z2
a

2an

)
×

×
∞∫

0

dt exp

[
−t
(
−β
(
η2
h + β∗h +

x∗20 β
−2

4a∗2h
− i4Γ∗0

)
+
kTβ

Eh
ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)]
+

3

2

)]
×

×
∞∑

n1=0

(
e−t

2

)n1 Hn1

(
x−x0

an

)
Hn1

(
xa−x0

an

)
n1!

∞∑
n2=0

(
e−t

2

)n2 Hn2

(
y
an

)
Hn2

(
ya
an

)
n2!

×

×
∞∑

n3=0

(
e−t

2

)n3 Hn3

(
z
an

)
Hn3

(
za
an

)
n3!

. (26)

Making summation over the quantum numbers n1, n2, n3, and separating the divergent part of the expression for
the Green’s function (26), we obtain:

G
(
r,Ra, η

2
h

)
= − 1

π
3
2 a2
nβEh

∞∫
0

dt exp

[
−t
(
−β
(
η2
h + β∗h +

x∗20 β
−2

4a∗2h
− i4Γ∗0

)
+

3

2
+

+
kTβ

Eh
ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)])]
×

×

{
(1− exp (−t))−

3
2 exp

(
−r

2 +R2
a

2an

)
exp

(
2 (rRa) e−t −

(
r2 +R2

a

)
e−2t

an (1− e−2t)

)
− 1

t
√
t

exp

[
− (r −Ra)

2

2a2
nt

]}
−

−
exp

(
−
√

2
(
−η2

h − β∗h −
x∗2
0 β−2

4a∗2h
+ i4Γ∗0 + kT

Eh
ln
[
4 sinh

(
Ω

vLA

√
kT

)
sinh

(
2Ω

vTA

√
kT

)]
+ 3

2

)
|r−Ra|
an

)
2π

3
2 anβEh |r −Ra|

. (27)

Substituting (27) into (23) we obtain the dispersion equation that determines the dependence of the binding energy
of a hole EQDh in the complex A+ + e on the parameters of the QD, on temperature T , and on the electron quantum
number n. Using the procedure of the zero-range potential method (see, for example, [3]) in combination with the
one-instanton approximation [5], we obtain the dispersion equation that determines dependence of the hole binding
energy in the complex A+ + e on the temperature T and on parameters of dissipative tunneling:

ηi =

√
−η2

h − β∗h −
x∗20 β

−2

4a∗2h
+ i4Γ∗0 +

kT

Eh
ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)]
+

3

2
+

+

√
2

βπ

∞∫
0

dt exp

{
−tβ

(
−η2

h − β∗h −
x∗20 β

−2

4a∗2h
+ i4Γ∗0 +

3

2β
+
kT

Eh
×

× ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)])}[
1

2t
√

2t
−
(
1− e−2t

)− 3
2 exp

(
−R

∗2
a β
−1

2
× 1− e−t

1 + e−t

)]
,

(28)
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where R∗a = Ra/an; ηi =
√
|Ei| /Eh, ηh =

√
E

(QD)
h /Eh.

It should be noted that the binding energy of a hole in the case under consideration is a complex quantity. Its

real part determines the average binding energy of the resonant state of the A+-center E(QD)
h = ReE(QD)

h
, and the

doubled imaginary part determines the broadening of the corresponding energy level ∆Eh = 2 ImE(QD)
h

. Fig. 1
shows the result of a numerical analysis of the dispersion equation for the case of a centered A+-center (R∗a = 0) at
different values of the QD radius R∗0. It was taken into account that the binding energy of the A+-state is measured
from the level of the ground state of the adiabatic oscillatory well.

FIG. 1. Dependence of the binding energy of quasi-stationary states of a hole in the complexA++e
on the temperature T and the magnitude of the external electric field E0, for the following values
of the QD parameters and dissipative tunneling R∗0 = 1 (R∗0 = R0/ah – QD radius R0 in units of
the effective Bohr radius of the hole ah); U∗0 = 350 (U∗0 = U0/Eh is the amplitude of the adiabatic
potential U0 of an electron in units of the effective Bohr energy of a hole Eh), ηi = 3.

As can be seen from Fig. 1, that in the field dependence of the binding energy of the A+-state, there are “dips” at
a certain temperature. This is due to the effect of “tuning” the starting energy level of the A+-state to the states caused
by the hole-phonon interaction in the matrix surrounding the quantum dot, i.e. with the effect of resonant tunneling.
The depth of the dip increases with increasing temperature, which is due to the dynamics of the temperature-dependent
peak in the field dependence of the probability of dissipative tunneling [5]. A decrease in the binding energy of the
A+-state with an increase in the external electric field strength is associated with the Stark shift in energy and with
the polarization of the A+-center, and with an increase in temperature – with the broadening of energy levels and the
corresponding “spreading” of the wave function of the A+-state.

3. Temperature and field dependences of the spectral intensity of recombination radiation in a
quasi-zero-dimensional structure with impurity complexes

Let us consider the process of radiative transition of an excited electron to the level of A+-center. The Coulomb
interaction of an electron with a hole is accompanied by a radiative transition of an electron to the energy level of
A+-center under conditions of tunneling decay of a quasi-stationary A+-state. The energy spectrum of an electron in
the size-quantized band can be represented as [6, 7]:

En,l =
X̃2
n,lEh

R∗20

+ kT ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)]
, (29)

here X̃n,l is the root of the Bessel function of half-integer order l + 1/2.
The wave function of an electron is given by expression (2).
The SIRR, taking into account the dispersion of QD sizes and the finite lifetime of the resonant A+-state, is

determined by an expression of the next form [8]:

Φ (ω) =
4ω2
√
εe2

c3V

∣∣∣∣Pehe0

m0

∣∣∣∣ ∫ ∑
nlm

|M |2 P (u)
Γ0

~2Γ2
0

4 + (Enlm − Eλh − ~ω)
2
du, (30)
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where m0 – the free electron mass; Peh is the matrix element of the momentum operator at the Bloch amplitudes
of band carriers; ω is the frequency of the emitted electromagnetic wave with polarization e0; V is the QD volume;
P (u) – the Lifshitz–Slezov function [9]:

P (u) =


34eu2 exp [−1/ (1− 2u/3)]

25/3 (u+ 3)
7/3

(3/2− u)
11/3

, u <
3

2
,

0, u >
3

2
.

(31)

The wave function of A+-state, in the case of a central location of the A+ center in the QD, has the form:

Ψh (r) = −C
∞∫

0

dt exp

{
−βt

(
−η2

h − β∗h −
x∗20

a∗4n
+ i4Γ∗0 +

kT

Ehβ
ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)]
+

+
3

2β

)}
× (1− exp (−t))−3/2

exp

(
−
(
1 + e−2t

)
(1− e−2t)

× r2

2a2
n

)
, (32)

where C is the normalization factor, determined by an expression of the next form:

C =

 2
√
π

[η2
h (T )]

2

Γ
(

1 +
η2h(T )

2

)
· a3
n

Γ
(
η2h(T )−1

2

) [
η2
h (T )

2

(
Ψ

(
η2
h (T )

2
+ 1

)
−Ψ

(
η2
h (T )

2
− 1

2

)
− 1

)]
− 1

2

. (33)

Here, η2
λh (T ) is determined by the dispersion equation (28).

The matrix element of the radiative transition of an excited electron to the level of A+-center in the dipole ap-
proximation has the form:

M = iλ0

√
2πα∗I0
ω

(En,l,m − Eh) 〈Ψh (r) |(~eλ, ~r)|Ψn,l,m (ρ, θ, ϕ)〉 . (34)

Taking into account (2), (28) and (32), the matrix element of the radiative recombination transition of an electron
from the ground state of the size-quantized band to the level of A+-center in the QD can be represented as:

M =
a−1
h 2−

3
2π−

5
4

√
3β

1
2

√
2πR∗40 J 3

2

(
X̃n,1

)
 Γ

(
1 +

η2h(T )
2

)
[η2
h (T )]

2
Γ
(
η2h(T )−1

2

)×
×
[
η2
h (T )

2

(
Ψ

(
η2
h (T )

2
+ 1

)
−Ψ

(
η2
h (T )

2
− 1

2

)
− 1

)]]− 1
2

+∞∫
0

π∫
0

2π∫
0

r∗2dr∗ cos θ sin θdθdϕ×

×
∞∫

0

dt exp

[
−t
(
−η2

hβ − ββ∗h −
x∗20 β

a∗4n
+ i4βΓ∗0 +

kTβ

Eh
ln

[
4 sinh

(
Ωn

vLA
√
kT

)
sinh

(
2Ωn

vTA
√
kT

)]
+

3

2

)]
×,

× (1− exp (−t))−
3
2 exp

(
−
(
1 + e−2t

)
(1− e−2t)

× r∗2

2

)
Yl,m (θ, ϕ)

Jl+ 3
2

(
X̃n,l

R∗
0
r∗
)

√
r∗Jl+ 3

2

(
X̃n,l

) , (35)

where R∗0 = R0/ah.
Calculation of (35) leads to integrals giving selection rules for quantum numbers m and l:

2π∫
0

exp (imϕ) dϕ =

{
2π, if m = 0,

0, if m 6= 0,
(36)

π∫
0

Pl (cos θ) cos θ sin θdθ =


2

3
, if l = 1,

0, if l 6= 1.
(37)

Thus, the radiative transition of an electron to the level of the A+-center is possible only from states with the
values of quantum numbers l = 0 and m = 0.
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The remaining integral over the radial coordinate r∗ has the form:

∞∫
0

dr∗r∗3/2Jl+ 3
2

(
X̃n,lr

∗

R∗0

)
exp

(
−
(
1 + e−2t

)
2 (1− e−2t)

r∗2

)
=

√
X̃n,l

R∗0
exp

−1

2

(
1− e−2t

1 + e−2t

)(
X̃n,l

R∗0

)2
(1− e−2t

1 + e−2t

)3/2

. (38)

Taking into account (36), (37), and (38), for the square of the matrix element (35), we have:

|M |2 =
2−2π−5/2βhX̃n,1

a2
hR
∗9
0

∣∣∣J 3
2

(
X̃n,1

)
J 5

2

(
X̃n,1

)∣∣∣2
∣∣∣∣∣∣

Γ
(

1 +
η2h
2

)
[η2
h]

2
Γ
(
η2h−1

2

) [η2
h

2

(
Ψ

(
η2
h

2
+ 1

)
−Ψ

(
η2
h

2
− 1

2

)
− 1

)]∣∣∣∣∣∣
−1

×

×

∣∣∣∣∣∣
∞∫

0

dt exp

[
−t
(
−η2

hβ − ββ∗h −
x∗20 β

a∗4n
+ i4βΓ∗0 +

kTβ

Eh
ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)]
+

3

2

)]
×

× (1− exp (−t))−3/2
exp

−1

2

(
1− e−2t

1 + e−2t

)(
X̃n,1

R∗0

)2
(1− e−2t

1 + e−2t

)3/2
∣∣∣∣∣∣
2

. (39)

Taking into account (31) and (39) for the spectral intensity of recombination radiation (SIRR) in QD (30), we can
write:

Φ (X,T ) = Φ0 ×
a4
hβhX̃n,1X

2

R∗12
0

∣∣∣J 3
2

(
X̃n,1

)
J 5

2

(
X̃n,1

)∣∣∣2 ×
3/2∫
0

duP (u)×

×

∣∣∣∣∣ Γ
(

1 +
η2h
2

)
(η2
h)

2
Γ
(
η2h−1

2

) [η2
h

2

(
Ψ

(
η2
h

2
+ 1

)
−Ψ

(
η2
h

2
− 1

2

)
− 1

)] ∣∣∣∣∣
−1

×

×

∣∣∣∣∣
∞∫

0

dt exp

[
−t
(
−η2

hβ − ββ∗h −
x∗20 β

a∗4n
+ i4βΓ∗0 +

kTβ

Eh
ln

[
4 sinh

(
Ω

vLA
√
kT

)
sinh

(
2Ω

vTA
√
kT

)]
+

3

2

)]
×

× (1− exp (−t))−3/2
exp

−1

2

(
1− e−2t

1 + e−2t

)(
X̃n,1

R∗0

)2
(1− e−2t

1 + e−2t

)3/2
∣∣∣∣∣
2

×

× Γ∗0

Γ∗20 +
(
X2

n,1

R∗2
0

+ kT
Eh

ln
[
4 sinh

(
Ω

vLA

√
kT

)
sinh

(
2Ω

vTA

√
kT

)]
− η2

λh −X
)2 , (40)
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√
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Figure 2 shows the SIRR dependence on the magnitude of the external electric field E0. It can be seen that
the decrease in the SIRR value with increasing of E0 is accompanied by “dips”, that appear at certain values of the
external electric field strength and temperature. In [5], it is shown that variation of the strength of the external electric
field can lead to transformation of the shape of the double-well oscillatory potential, which simulates the system
“QD – surrounding matrix”, while the transition to the symmetric shape of the double-well oscillatory potential is
accompanied by the appearance of a peak in the field dependence of tunneling probability. Thus, the nature of the dip
appears to be related to the effect of resonant tunneling, when the double-well oscillator potential becomes symmetric.
An increase in the SIRR value with the temperature increasing (Fig. 2) is associated with an increase in the overlap
integral of the wave functions of the initial and final states due to temperature smearing of energy levels. It should
be noted that the presence of dissipative tunneling makes the optics of quantum dots very sensitive to the parameters
of the surrounding matrix, which determine, respectively, the frequency of the phonon mode εL and the constant of
interaction with the contact medium (with the heat-bath) εC . With an increase in the value of εL, the wave function
of the A+-state “spreads” due to the hole-phonon interaction, which is accompanied by a decrease in the SIRR value.
An increase in the parameter εC leads to an increase in the “viscosity” of the surrounding matrix, i.e. to a decrease
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FIG. 2. The SIRR dependence on the inverse temperature 1000/T and the external electric field
strength E0 at R∗0 = 1; U∗0 = 350; ηi = 3.

in the probability of dissipative tunneling. As a result, the binding energy of the A+-state increases, and the overlap
integral of the wave functions of the initial and final states decreases, which leads to a decrease in the SIRR value.

4. Conclusion

The possibility of the existence of a luminescence temperature quenching channel in semiconductor quasi-zero-
dimensional structures with “A+ + e” impurity complexes associated with dissipative tunneling of a hole into the
matrix, surrounding the QD, has been theoretically substantiated. It is shown that this channel “triggers” efficiently at
the temperature and strength of the external electric field, for which the double-well oscillatory potential, simulating
the “quantum dot – surrounding matrix” system, becomes symmetric (resonant tunneling effect).
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1. Introduction

Many phenomena are known to be conditioned by the formation of coherent states. They include laser genera-
tion itself and the phenomena resulting from laser generation – coherent population trapping and electromagnetically
induced transparency.

The phenomenon of coherent population trapping (CPT) was discovered in the 1980s and, therefore, it has been
studied comprehensively. However, the studies on CPT gave impetus for research into the phenomena associated with
coherent trapping, which led to the discovery of new phenomena as well as to the search for practical applications of
CPT, such as frequency stabilization and ultrahigh resolution spectroscopy, lasers without inversion, obtaining “slow”
light, and ultra-deep cooling of atoms, the phenomenon that may lead to the creation of electronic memory. In addition,
it was proposed to use CPT as a basis for spatial superlocalization of atoms for dimensions that are much smaller than
the light wavelength in caustics of inhomogeneously polarized wave fronts; also, a method for diagnosing the magnetic
field in plasma was developed, etc. Since the research began, coherent population trapping has been showing itself
in an increasing number of experimental situations. The “side effects” of this phenomenon lead to unexpected and
surprising consequences, some of which are not fully understood.

2. Coherent population trapping

In the late 1990s, interest in the behavior of three-level systems in the fields of two electromagnetic waves in-
creased. The research showed that three-level systems (in the general case, multilevel systems) cannot always be
excited to the upper state. This phenomenon was first described in [1], [2]; the authors experimentally detected the
disappearance of absorption in an ensemble of sodium atoms was when it was irradiated by a laser field. Subsequently,
this phenomenon was called “coherent population trapping”. Further studies, the results of which are partially given
in [3], showed that during excitation according to the Λ-scheme (see Fig. 1), special states are generated in the sys-
tem that do not interact with the external electromagnetic field; these states arise at certain ratios between frequency
detuning in each wave used for excitation.

In [4], a three-level system comprising two lower levels of the superfine structure of the 87Rb atom ground state
52S1/2 and a lower level of the superfine structure of 52P1/2 state of that atom is considered. The authors compare the
theoretical and experimental time dependences of absorption arising from a sudden change in the sign of the frequency
detuning. The theoretically obtained dependence is accompanied by oscillations whose frequency increases with time,
which agrees with the experimental results.

Consideration of the CPT phenomenon, not related to the solution of systems of differential equations, but based
only on the symmetry properties, is presented in [5], where a system of three levels a, b and c, and level b is populated
from levels aand c by the Λ-scheme. This paper shows that if the wave function of a system is expanded by eigenfunc-
tions of states |a〉, |b〉 and |c〉, then, based on the symmetry properties of the differential equations for products of the

form ci
d

dt
ci, i = a, b, c, where ca, cb and cc are expansion coefficients, we can obtain a relation resembling the hyper-

boloid equation with complex coefficients determined by dipole moments. Further, using normalization of expansion
coefficients, the relations linking the squares of the population modulus of states |a〉 and |c〉 through the functions
describing the fields in the shoulders of the Λ-scheme and the population of state |b〉 are obtained in the paper. Finally,
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FIG. 1. Λ-scheme

assuming that the envelopes of these fields are described by Gaussian packets, the geometrical interpretation of the
experimental results is performed.

It is essential that in experiments, the CPT phenomenon is often recorded in the form of the Hanle effect, which
manifests itself in a sharp decrease in absorption depending on the magnitude of the magnetic field strength in the
vicinity of the zero value of this field. Such a dip is often called “black resonance”. The black resonance curves
were observed in [6], [7], where transitions between the superfine levels of the sodium atom in a magnetic field were
studied. In [7], using numerical integration of the Liouville von Neumann equation for closed and open systems, it was
shown that in the general case, the width of the black resonance depends on the magnetic field Hand the integration
time (in the authors’ terminology, “interaction time”) tfin or, in other words, I = I (H, tfin). Note that the width
of resonance decreases with an increase in interaction time. The authors explain it by the population loss of the open
system in the process of evolution. Thus, it follows from this work that an increase in the interaction time leads to
dark resonance narrowing, and the main contribution to the intensity is made by the neighborhood of point H = 0,
where the absence of absorption leads to the absence of the population loss. In a closed system, where the population
remains, I (H, tfin) does not depend on time.

In [8], a method for diagnosing the magnetic field in plasma is proposed. It is based on the following idea: if
the direction of the magnetic field coincides with the direction of the propagating electromagnetic wave ( ~H ‖ ~k), the
electric field will induce dipole moments in the direction perpendicular to the field, leading to transitions between
magnetic sublevels with changes in the magnetic quantum number ∆m = ±1 and transitions with frequency 2ωL.
If ~H and ~k directions do not coincide, then the system will have transitions with frequencies ωL and 2ωL. This
circumstance allows us to judge about the magnetic field direction by the with respect to the radiation intensities at the
frequencies ωL and 2ωL.

In [9], where, using the 87Rb as an example, the influence of system parameters on the character of the three-level
system transition to the CPT state is considered. It is shown that at high Rabi frequencies, the system’s transition to
the CPT state is accompanied by oscillations. In the opposite case of small Rabi frequencies, the system reaches this
state smoothly, after a short transient process.

Because of superfine splitting, each of the two lower levels of the 87Rb (I = 3/2)—2S1/2 and 2P1/2—, splits
into two levels characterized by the total moments F1 = 1 and F2 = 2. If we now place such a system in a magnetic
field and excite it with light polarized along the left-hand circle of the upper level F1e = 2 from the two lower levels
F2g = 2 and F1g = 1, then a transition MF1g

= −2→MF2e
= −1 is formed, as well as a chain of three Λ- schemes:

Λ1 : MF1g
= 0→MF2e

= −1;MF2g
= 0→MF2e

= 1;

Λ2 : MF1g
= 0→MF2e

= 1;MF2g
= 0→MF2e

= 1;

Λ3 : MF1g
= 1→MF2e

= 2;MF2g
= 1→MF2e

= 2.

If we now modulate the applied magnetic field according to the harmonic law cos

(
4π

T
t+ φ

)
, we will find Λ2 system

in the CPT state at point t =
T

2
. Due to the shift of magnetic sublevels in the magnetic field, Λ1 and Λ3 systems

will reach the CPT state at a time somewhat later than Λ2. The transition of Λ2 to this state will be accompanied
by oscillations, which, according to [9], are caused by a redistribution of the population in Λ2 system. In the case
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of an increase in the detuning, systems Λ1 and Λ3 first go to the CPT state at certain but different times, and at very
significant detuning, these two systems can be considered as one that goes to the CPT state near the point where the
amplitude of the magnetic field modulation becomes zero.

Papers [10], [11], and [12] consider the effect of the field phases involved in the excitation process of multilevel
systems closed in the excitation process, i.e., when the excitation process depends on the characteristics of only a
pair of neighboring levels ~E =

∑
i

~eiεi cos (ωit+ φi), where ~ei is the polarization field vector with amplitude εi,

frequency ωi, and phase φi, which has the sense of the excitation frequency tuning. It is shown that if the condition

ω1n =
n−1∑
i=1

ωi,i+1 of system closure in the excitation process is fulfilled, the solution of the system of density matrix

equations depends on some total phase Φ = φn,1 −
n−1∑
i=1

φi+1,i. The results of theoretical studies are compared with

those of the experiment in [4], where the absorption oscillations were observed with a sharp change in the detuning in
the radio-frequency field arm. The experiment showed that the absorption signal oscillation frequency increased with
an increase in the tuning, which agrees with the theoretical prediction.

In all of the above-mentioned publications, the width of the signal used for excitation was assumed to be much
narrower than the width of the levels included in the excited system. In the opposite case, when considering the
CPT problem, it should be assumed that the system in question interacts with a field the phases of which are random
quantities. The presence of random phases leads to the fact that the system of equations for the density matrix contains
random quantities and, therefore, is stochastic. Consequently, its solution does not give the quantities themselves, but
only their values averaged over the phase distribution [13].

A theoretical study on the emission of 6s21S0 → 6s6p1P1 transition in an ensemble of 137Ba and 138Ba atoms in
the presence of a magnetic field used to separate the Zeeman sublevels is carried out in [14]. In this case, the system
of 1P1 state sublevels forms the upper state, while a similar set of 1S0 state sublevels forms the lower state. All levels
between the upper and lower states form a reservoir where the upper state decays radiatively. Both σ and π radiations
were used for excitation. This paper also considers the shapes of the resonances resulting from the transitions from
various Zeeman sublevels of the excited state to similar sublevels of the ground state.

Reference [15] considers the effect of a strong magnetic field on the polarization characteristics of the radiation
of a multilevel system whose set of lower levels is populated from the ground state by axially symmetric excitation,
while the upper levels are populated from the lower levels in a coherent manner. Specific calculations were made for
2p3Pj − 3s3S1 transition of the helium atom. Using the numerical solution of the Liouville von Neumann equation,
it is shown that the system reaches the CPT state when the laser frequency becomes quite significant. At smaller
values of detunings, a population-type ordering of angular momentums is induced on the excited state of the system,
whereas an alignment-type ordering is absent. When the direction of excitation anisotropy makes a right angle with
the magnetic field’s direction, the system reaches the CPT state, i.e., the population and, consequently, the alignment
of the system are zeroed out.

The description of the CPT phenomenon in complex polyatomic systems is, at least from the computational point
of view, a rather complicated problem. When considering such problems, one has to resort to various approximations.
For example, in [16], when considering a three-level system consisting of 62P1/2, 62P3/2 and 62S1/2 levels of T l atom
in the presence of a magnetic field, the wave function of the system was defined as an expansion in the eigenfunctions
of these states. The resulting system of differential equations is solved in the resonance approximation, which reduces
the problem to the solution of a system of differential equations with constant coefficients. As a result, the time
dependence of the squares of the modulus of the expansion coefficients, the populations of the states in question, was
obtained.

To conclude the discussion of the CPT phenomenon, it should be noted that in [17], where the problem of ob-
serving the CPT phenomenon in semiconductors was discussed theoretically using numerical integration of the Bloch
equations, it was shown that despite the difficulties associated with the band structure and the strong multiparticle
effects associated with excitons, signs of dark states can also be observed in these media.

3. Electromagnetically induced transparency

A phenomenon related to CPT is electromagnetically induced transparency (EIT), which was discovered in 1991
[18]. It consists in disappearance of absorption of a weak test field in one arm of the Λ-scheme, while a strong binding
field acts in the other arm. Under the action of these two fields, the system becomes practically transparent with respect
to the test field if the frequency difference of the fields acting in both shoulders coincides with the frequency difference
of the transitions. From a computational point of view, the EIT problem is easier than the similar CPT problem, since
in the latter case, the system’s evolution can be found by numerical solution of the system of differential equations for



Polarization phenomena in coherent excitation of atomic systems: an overview of results 693

the density matrix. In the EIT problem it is initially assumed that the binding field is much stronger than the test field,
for which the Liouville von Neumann system of equations is to be solved based on perturbation theory.

A considerable number of works are devoted to the EIT phenomenon (see review [19]). In addition, Reference [20]
experimentally and theoretically illustrates the disappearance of absorption in 52S1/2 (F = 1) ↔ 52P1/2 (F = 2)

transition in an ensemble of 87Rb atoms, while a strong binding field acts in 52S1/2 (F = 2) ↔ 52P1/2 (F = 1)
shoulder. Reference [21] considers the EIT phenomenon in an optically dense medium, which is particularly inter-
esting because both the absorption and dispersion properties of the medium can be controlled by the phase of the
laser beam, which makes it possible to control the properties of the propagating radiation more efficiently than in a
conventional experiment on EIT.

The system of three superfine levels of 87Rb atom is considered in [22]. The test beam corresponded to the
52S1/2 (F = 1) ↔ 52P1/2 (F = 1) transition, and the binding one, to the 52S1/2 (F = 2) ↔ 52P1/2 (F = 1) tran-
sition. If we do not consider the influence of magnetic sublevels, the system under consideration is a classical Λ-
scheme. In the case when this system is in the CPT state, it can be argued that, eventually, only 52S1/2 (F = 1)
level will be populated, since the Rabi frequency in the arm containing the binding beam is larger than the one in the
arm containing the trial beam. The paper shows that the consideration of Zeeman sublevels has a strong influence
on the behavior of the system, which is manifested by the fact that the set of Zeeman sublevels 52P1/2 (F = 1) and
52S1/2 (F = 2) forms a system in the CPT state, and all the population accumulates mainly at the 52S1/2 (F = 2)
level. Moreover, the CPT state is achieved at relatively weak binding fields and it weakly depends on detuning.

Along with the EIT phenomenon, which consists in enlightening the medium due to coherence, there is an op-
posite, in some sense, phenomenon – electromagnetically induced absorption (EIA) [23], [24], [25]. A prerequisite
condition for the EIA is a strong difference in the excitation intensities of the test and binding beams. In [25] it is
shown that the necessary conditions under which the EIA emerges are the following:

1. the quantum numbers of the upper and lower states e and g—respectively Fe and Fg—differ by one;
2. g → e transition is closed;
3. the ground state is degenerate, i.e., Fg > 0.
In [24] and [25], the EIA phenomenon is described in detail. In [24], the 52S1/2 (F = 3) → 52P1/2 (F = 4)

transition of 87Rb atom is studied both experimentally and theoretically. In [25], the results of the experiment on the
observation of resonance from the 52S1/2 (F = 3)→ 52P3/2 transition are analyzed.

In [26], for a mixture of 87Rb atoms and a buffer gas, neon, in particular, the effect of a test beam, polarized
linearly and corresponding to the F0 = 2→ F = 1 transition, on the EIT signal was studied. The Hanle effect, which
implies the presence of a sharp maximum in the bandwidth at zero magnetic field, was used to record the system’s
enlightening by the test beam. The observations showed that the EIT signal has the form of a Lorentz curve if the laser
beam has the form of a broad Gaussian curve or has a low intensity. A similar situation is observed if the laser beam is
U-shaped with the same width as the aforementioned Gaussian curve. For a narrow Gaussian beam or a beam of high
intensity, the EIT signal has a non-Lorentzian shape.

In [27], the EIP phenomenon was considered experimentally and theoretically on a mixture of 87Rb and 85Rb
isotopes. The theoretical consideration was based on a system of six superfine levels: two superfine structure levels of
the ground 2S1/2 state and four superfine structure levels of the first excited state 2P3/2. The test and binding fields
in this work are directed toward each other and have opposite linear polarizations. As a result of the experiment, the
absorption dependences of the test field on the binding field detuning were obtained. The experimental results are
compared with the data of numerical calculations made in the framework of the Liouville von Neumann solution. In
so doing, nonuniformity of the populating levels of the superfine structure caused by the Doppler effect is taken into
account. The paper also considers the possibility of describing the system within the framework of the traditional
three-level excited by the Λ-scheme. It is shown that the resulting half-width of the EIT resonance strongly depends
on the velocities and, after averaging over the velocities, can be used for the qualitative characteristics of the system
under consideration.

An interesting way of creating coherent states is described in [28], which considers a system formed by three
levels of the Pb atom: 6p7p [1/2, 3/2]1 (level c), 6s7s [1/2, 1/2]1 (level b), 6p2 [1/2, 1/2]0 (level a). A strong field
binds b and c levels, whereas the frequency of the test field is somewhat less than the transition frequency between b
and a levels. The binding field forms a coherent state from |b〉 and |c〉 states. The experimental conditions are such
that the considered levels are collisionally broadened, and the collisions broaden b and a levels to a greater extent. The
interaction energy of atoms of the same element in the same states (resonance collisions) is inversely proportional to
the third degree of inter-nuclear distance, whereas the similar value for collisions of the same atoms in different states is
inversely proportional to the sixth degree of internuclear distance. Therefore, the Lorentzian lineshape corresponding
to the a↔ b transition will widen and overlap with a similar lineshape corresponding to the c↔ b transition .
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To conclude the overview of the works devoted to the EIT phenomenon, it is worth noting that in solids, where
states are strongly broadened, the creation of coherent states may involve serious difficulties. These difficulties were
partially overcome in [29], where absorption disappeared in a ruby crystal under the action of an external field.

4. Laser generation without inversion

Another phenomenon associated with induced coherence is laser generation without inversion. The assumptions
about the feasibility of obtaining this phenomenon were first made in [30] and [31]. In [30], the authors point to a
possibility of amplifying an ultrashort pulse in the Λ-scheme due to low-frequency coherence. In [31], the problem of
the evolution of the system in question was solved in the framework of the Schrödinger equation, i.e., the wave function
of the system was expanded by the system of wave functions of the states under consideration with coefficients a1, a2,

a3. The absorption coefficient Wab ∼ −
d

dt
|a1|2 was calculated under the initial condition of a1 = 1. Similarly, the

transmission coefficient was calculated under the initial condition of a2 = 1.
The possibility of inversionless generation is considered in monograph [32]. Here, at arbitrary population of the

levels of a three-level system at the initial moment of time, the Liouville von Neumann equation for the density matrix
is solved in approximation linear on Rabi frequencies. It follows that one can choose the parameters of the problem
so that the absorption will become zero.

The fundamental role of low-frequency coherence in laser generation without inversion was demonstrated in [33],
where an ensemble of Sm atoms is considered. Its lower state has a total momentum j = 1, and the upper state has
a total momentum j = 0. Due to Zeeman splitting, the superimposed magnetic field forms a four-level system. A
sequence of picosecond pulses polarized in the right and left circles was used to induce low-frequency coherence at
the Zeeman sublevels of the lower state according to the scheme j = 1; m = −1 ↔ j = 0; m = 0 ↔ j = 1;
m = 1. After passing through the sequence of pulses, at a moment in time consistent with the sign and magnitude of
the induced low-frequency coherence, a linearly polarized short pulse (π-pulse) is fed to provide the population of the
upper state according to the scheme j = 1; m = 0↔ j = 0; m = 0. However, the population of the upper state was
always less than the population of the lower state. The authors observed an abrupt increase in the signal if the π-pulse
was formed at a time when the low-frequency coherence was maximal (the latter oscillated with the doubled Larmor
frequency), and no signal enhancement was observed if the π-pulse was formed when this coherence was absent.

The feasibility of laser generation without inversion is discussed in many works (for example, [34], [35], [36]).
However, Zibrov and others were the first to observe this phenomenon experimentally. In their work [37], the authors
consider set of four levels of the 87Rb atom superfine structure: two levels of the superfine structure of the ground
state 2S1/2 with F = 1 (level b) and F = 1 (level b′), the first excited state 2P1/2 with F = 2 (level a), and one of the
levels of the superfine structure of 2P3/2 state with F = 2 (level c). Levels c and b are bound by a strong binding field
with the Rabi frequency Ωc, whereas levels a and b are bound by a weak test field. Since the set of a, b,c levels form
a V -scheme, the joint action of the test and binding fields results in the highest population at b′ level. If we introduce
another field (pumping field) linking the levels b′ and a, then the population balance will change due to the radiative
decay of a level into b and b′ levels.

When solving the system of equations for the density matrix in accordance with perturbation theory, being limited
to the zero order by the test field, the relation for the absorption coefficient in a− b shoulder is obtained:

χ ∼ −

(
ρ
(0)
aa − ρ(0)bb

)
+
|Ωc|2

γacγbc

(
ρ
(0)
bb − ρ

(0)
cc

)
γac +

|Ωc|2

γac

.

The formula shows that negative absorption requires either a population inversion—ρ
(0)
aa > ρ

(0)
bb — or, in the case

of large Rabi frequencies, ρ(0)bb > ρ
(0)
cc , which can be achieved for good ratios between the radiative decay efficiencies.

In that study, the authors confirmed both theoretically, using the numerical solution of the system of the Liouville
von Neumann equations for the density matrix, and experimentally the presence of the test field frequency interval, at
which the absorption coefficient becomes negative, that is, there is a generation.

Work [38] is similar to [37] with the difference that in the first one, the authors use the Λ- scheme formed by two
levels of the superfine structure of the sodium atom in 2S1/2 state with F = 1 and F = 2, as well as 2P1/2 level
of the first excited state of this atom to experimentally confirm generation without inversion. In this work, a strong
binding field acts between F = 2 levels of 2S1/2 state and F = 1 level of 2P1/2 state. This field, together with a very
weak test field binding the superfine structure levels of 2S1/2 and 2P1/2 states with F = 1, leads to the emergence of
EIT resonance. The authors experimentally show that at a frequency close to the EIT frequency, the test signal in the
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system is amplified, which holds for a very short period of time at the same frequency as the test field. The system
was placed in a ring resonator, wherein laser generation caused by vacuum fluctuations was observed.

In [39], the feasibility of laser generation without inversion at fine levels of the helium atom is considered. The
approach to the generation problem in this work is fundamentally different from that proposed in [37], [38]. Within
the framework of the built model, the possibility of generation is shown by reducing the broadening of the lower levels
of the Λ-scheme. According to the Λ-scheme, excitation was carried out from the excited 23P1 and 23P2 helium atom
states, which made it possible to avoid a significant broadening of the lower levels due to their interaction with the
buffer gas. It is shown that although the frequency in one arm of the Λ-scheme is a hundred times greater than in the
other, no less strong polarization field effect is obtained even at equal Rabi frequencies. In the paper it is noted that
creation and maintenance of population at levels 23P1 and 23P2 in practice is most likely to involve certain difficulties.

In [40], an approach proposed to obtain laser generation without inversion does not require a quantum superpo-
sition of states in the active medium. The authors show that with periodically varying pumping, the generation is
achievable even when the population inversion of the active medium is negative. This is possible due to the fact that
the laser in the strong coupling mode is a nonhermetic system with an exceptional point existing at the negative value
of the population inversion. It is shown that because of the nonorthogonality of the eigenstates near the exceptional
point, a change in the pumping power over time can lead to laser parametric instability and excite autoscillations of
the electromagnetic field. These oscillations take place even when the population inversion of the active medium is
negative.

In standard lasers, light amplification requires a population inversion between the upper and lower states in order
to break the reciprocity between absorption and stimulated emission. However, in a medium in a certain superposition
state, quantum interference can completely suppress absorption, leaving the stimulated emission intact, which opens
the possibility of radiation without inversion. Such a situation is considered in [41]. The authors show that radiation
without inversion occurs naturally during the propagation of intense femtosecond laser pulses in air. It is caused by a
combination of molecular ionization and molecular alignment, which are inevitable in intense light fields. This effect
may allow for broadband radiation in many molecular gases without inversion, opening up unusual possibilities for
remote sensing.
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1. Introduction

Quantum states known as the even (odd) Schrödinger cat states, |α+〉 (|α−〉), are represented by symmetric
(antisymmetric) superpositions of the coherent states:

|α±〉 =
1√

M±(α)

(
|α〉 ± |−α〉

)
, (1)

where

M±(α) = 2(1± 〈α| − α〉) = 2(1± exp(−2|α|2). (2)

These states have a long history dating back to the original paper by Dodonov, Malkin and Man’ko [1]. and, apart
from the fundamental interest, are shown to be technologically useful.

In metrology, even coherent states in combination with parity detection method are used to realize super-resolving
angular rotation measurements [2]. Optical Schrödinger cat states can also serve as a basis for quantum computa-
tions [3], teleportation and cryptography [4–7]. These states have been produced experimentally using the optical
Kerr effect in 1986 by Yurke and Stoler [8]. Among more recent experimental procedures suggested for generation of
optical cat states are the method based on photon subtraction of an optical squeezed state [9–12] and the protocol that
uses homodyne detection and photon number states [13] (see [14] for a review on generating cat states).

In this paper, our goal is to assess the fragility of the cat states propagating in noisy quantum channels. More
specifically, we consider the statistics of photocounts underlying the method to discriminate between the parity of
the cat states and examine its sensitivity to environment induced decoherence effects. We shall also calculate the
fidelity of the states depending on the amplitude and the transmission of the fiber channel. In addition to the model of
the quantum channel based on the beam splitter-like transformation acting in the enlarged Hilbert space, we employ
Lindblad dynamics of an one-mode bosonic system to model a lossy optical fiber.
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2. Results

Following [6,7,15], we begin with the simplest model of the noisy channel representing the fiber. In this model, the
lossy mode is combined with the beam splitter of the transmission, τ , along with the input vacuum state in additional
environmental (ancillary) mode E:

|α±〉 → |Ψ±〉 = T̂BS(τ)|α±〉 ⊗ |0〉E

=
1√

M±(α)

{
|
√
τα〉 ⊗ |

√
1− τα〉E ± |−

√
τα〉 ⊗ |−

√
1− τα〉E

}
, (3)

where T̂BS(τ) is the unitary describing the beam splitter with the transmittance τ . Clearly, |Ψ±〉 is the entangled
two-mode state generated by the beam splitter. Note that, according to Ref. [16], the phase modulator can be regarded
as a multiport beam splitter that transforms a one-mode Schrödinger cat state into entangled multimode state.

The density operators can now be readily derived by tracing out the ancillary mode. The result:

ρ̂± = TrE |Ψ±〉〈Ψ±| = P±|γ±〉〈γ±|+Q±|γ∓〉〈γ∓|, (4)

where γ ≡
√
τα, shows that the density matrices are mixtures of even and odd cat states with the coefficients given

by:

P+ = cosh((1− τ)|α|2)
cosh(τ |α|2)

cosh(|α|2)
, Q+ = 1− P+ = sinh((1− τ)|α|2)

sinh(τ |α|2)

cosh(|α|2)
,

P− = cosh((1− τ)|α|2)
sinh(τ |α|2)

sinh(|α|2)
, Q− = 1− P− = sinh((1− τ)|α|2)

cosh(τ |α|2)

sinh(|α|2)
. (5)

Since 〈γµ|γν〉 = δµν , the above coefficients Pν and Qν are the eigenvalues of the density operator ρ̂ν .
The effect of decoherence for even and odd cat states is characterized by the probabilities Q+ and Q−. It is

not difficult to see that, Q± tends to 1/2 as |α| becomes infinitely large, and thus the operators ρ̂+ and ρ̂− are both
approaching the limit of the completely chaotic (equiprobable) mixture as |α| increases. For small |α| with α ≈ 0, ρ̂+

and ρ̂− are close to the vacuum state |0〉〈0| and the mixed state (1− τ)|0〉〈0|+ τ |1〉〈1|, respectively.
Given the density operator (4), we can now evaluate the fidelity:

F± = 〈α±|ρ̂±|α±〉 (6)

characterizing the difference between the mixed and pure states: ρ̂± and |α±〉〈α±|. For even and odd cat states, we
have:

F+ =
cosh((1− τ)|α|2)

cosh2(|α|2)
cosh2(

√
τ |α|2),

F− =
cosh((1− τ)|α|2)

sinh2(|α|2)
sinh2(

√
τ |α|2). (7)

FIG. 1. Fidelity as a function of the transmittance coefficient τ and the mean photon number |α|2
for (A) odd and (B) even cat states
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Fig. 1 shows the fidelities F− and F+ as an function of the transmittance τ the mean photon number |α|2. It is seen
that, in the zero amplitude limit where the symmetric cat state is close the vacuum state, the fidelity F+ approaches
unity. The corresponding value for the fidelity of the antisymmetric cats equals τ . At large |α|, the fidelitites are
exponentially decaying functions of the mean photon number: F± ≈ exp(−(1−

√
τ)2|α|2).

Our next step is to study how decoherence that has a detrimental effect on the fidelity will affect the distinguisha-
bility of the cat states. For this purpose, we shall discuss performing photocounting measurements as the means to
discriminate between the even and odd cat states based on the parity of the photon number registered by a photon-
number resolving photodetector.

FIG. 2. Probabilities to detect (A) even and (B) odd number of photocounts as a function of the
transmittance coefficient τ and the mean photon number |α|2 for the symmetric (even) Schrödinger
cat

In order to evaluate the statistics of photocounts for the quantum cat states, ρ̂+ and ρ̂−, we shall use the well-
known Kelley-Kleiner formula [17] and deduce the following expression for the probability to detect k photons:

Prν(k) =
1

k!
Tr
[
: (ηdâ

†â)ke−ηdâ
†â : ρν

]
= PνCν(k) +QνC−ν(k), (8)

where

Cν(k) ≡ 1

k!
〈γν | : (ηdâ

†â)ke−ηdâ
†â : |γν〉

=
(ηdτ |α|2)k

k!

exp((1− ηd)τ |α|2) + (−1)kν exp(−(1− ηd)τ |α|2)

exp(τ |α|2) + ν exp(−τ |α|2)
, (9)

ηd is the efficiency of the photodetector.

FIG. 3. Probabilities to detect (A) even and (B) odd number of photocounts as a function of
the transmittance coefficient τ and the mean photon number |α|2 for the antisymmetric (odd)
Schrödinger cat
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From Eq. (9) it can be readily seen that, in the case where the efficiency and the transmittance are both equal to
unity, ηd = τ = 1, the probability of odd (even) number of clicks:

P (odd)
ν =

∞∑
k=0

Prν(2k + 1), P (even)
ν =

∞∑
k=1

Prν(2k) (10)

vanishes for the even (odd) states, P (odd)
+ = 0 (P (even)

− = 0), and thus the cat states are perfectly distinguishable. Note
that, in contrast to the case of pure odd cat state, where the no-click probabilty is zero, P−(0) = 0, for the pure even
cat state, this probability decays with |α|2, P+(0) = 1 − P (even)

+ = 1/ cosh(|α|2), and represents the non-vanishing
contribution of the vacuum state.

As is shown in Figs. 2 and 3, dependence of the decoherence induced probabilities P (odd)
+ and P (even)

− on the
channel transmittance reveal nonmonotonic behavior. From the above discussion, these probabilities equal zero in the
limit of the lossless channel with τ = 1. In the opposite case, with τ = 0, the density operators are projectors on the
vacuum state |0〉 and P (odd)

± = P
(even)
± = 0. So, referring to Fig. 4, the no-click probabilities P+(0) and P−(0) are

both equal to unity in the no-signal limit with τ = 0.

FIG. 4. No-click probability as a function of the transmittance coefficient τ and the mean photon
number |α|2 for (A) symmetric (even) and (B) antisymmetric (odd) Schrödinger cats

The results indicate that the statistics of photocounts for the odd cat state at small |α|2 are less sensitive to the
decoherence effects as compared to the even states. Interestingly, there is the optimal value of |α| that gives the greatest
possible difference P (even)

+ − P (odd)
+ , whereas P (odd)

− − P (even)
− monotonically decreases with |α|.

An alternative approach to modelling of the quantum channel representing a noisy fiber is based on the master
equation method [16, 18, 19]. In our case we can start from the one-mode Markovian thermal bath version of the
Lindblad equation for the density matrix given by:

∂ρ̂

∂t
= Lρ̂ = −iΩ[n̂, ρ̂] + κ

(
Dââ† ρ̂+ e−zTDâ†âρ̂

)
,

n̂ = â†â, DÂB̂ ρ̂ ≡ 2Âρ̂B̂ − B̂Âρ̂− ρ̂B̂Â, (11)

where the dagger denotes Hermitian conjugation, ρ̂ is the density matrix representing the quantum state; â† (â) is the
creation (annihilation) operator; [Â, B̂] = ÂB̂− B̂Â stands for the commutator; Ω (κ) is the element of the frequency

(relaxation) constant, zT =
~Ω0

kBT
is the dimensionless inverse temperature parameter, where Ω0 is the bare frequency,

~ is the reduced Planck constant, kB is the Boltzmann constant and T is the temperature of the environment.
By using the method of characteristics, it can be shown that temporal evolution of the normally ordered charac-

teristic function is described by the relation [20]:

χN (β, t) = Tr[eβâ
†
e−β

∗âρ̂(t)] = e−〈n〉|β|
2

χini(e
(iΩ−Γ)tβ), 〈n〉 = (1− e−2Γt)nT (12)
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where Γ = (1− e−zT )κ is the relaxation rate; nT = (ezT − 1)−1 is the mean number of thermal photons; and χini(β)
is determined by the initial condition ρ̂(0) = |αν〉〈αν | as follows:

χini(β) = χν(β) = 〈αν |eβâ
†
e−β

∗â|αν〉

=
cosh(βα∗ − β∗α) + νe−2|α|2 cosh(βα∗ + β∗α)

1 + νe−2|α|2 . (13)

An important point is that the probability of clicks (8) is expressed in terms of the moments 〈: n̂m :〉:

Prν(k) =

∞∑
m=0

(−1)mηm+k
d

k!m!
〈: n̂m+k :〉. (14)

In particular, for the cat states, generating function of the moments:

χ̃ν(|β|) =
1

2π

2π∫
0

χν(|β|eiφ)dφ =

∞∑
m=0

(−1)m|β|2m

(m!)2
〈: n̂m :〉ν ,

〈: n̂m :〉ν =
1 + (−1)mνe−2|α|2

1 + νe−2|α|2 |α|2m (15)

is obtained by averaging χν(β) over the phase of β and leads to the expression for the probability of photocounts
given by Eq. (9). Then the phase averaged characteristic function (12):

χ̃N (|β|, t) =
1

2π

2π∫
0

χN (|β|eiφ, t)dφ = e−〈n〉|β|
2

χ̃ν(
√
T |β|) =

∞∑
m=0

(−1)m|β|2m

(m!)2
〈: n̂m :〉 (16)

gives the expression for the normally ordered moments of the photon number operator

〈: n̂m :〉 =

m∑
l=0

[ m!

(m− l)!

]2 〈n〉l
l!
Tm−l〈: n̂m−l :〉ν , (17)

where T = e−2Γt is the channel transmittance. Formula (17) can now be combined with Eq. (14) to compute the
probability of photocounts (10). It is not difficult to see that, at ηd = 1, the probabilities P (odd)

+ and P (even)
− vanish

in the zero-temperature limit with nT = 0. Thus we arrive at the conclusion that within the framework of Lindblad
dynamics distinguishability of the Schrödinger cat states is solely governed by the mean number of thermal photons
〈n〉 ∝ nT rather than the channel transmittance.

3. Conclusion and discussion

We have studied the fidelity and the statistics of photocounts for the even and odd Shrödinger cat states subjected
to the effects of decoherence in the noisy quantum channel representing a lossy optical fiber. For the beam splitter
model of the quantum channel characterized by the transmittance τ , the probabilities that determine the photocounting
statistics are computed in realtion to τ and the mean photon number |α|2. By contrast to this model, exact results
describing Lindblad dynamics of photon states show that the key parameter governing decoherence induced effects on
photocounting is the mean number of thermal photons nT .

In our analysis, the criterion used to discriminate between the even and odd states is based on the parity of
photocounts registered by a photodetector. Since the vacuum state contribution to the even Schrödinger cat states is
found to reduce their distinguishability, the odd coherent states present the most robust case.

In general, from our results, it might be concluded that, despite daunting nature of the task to utilize Schrödinger
cat states for quantum communications, these states can be used in entanglement distribution (swapping) protocols at
sufficiently short distances.
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The saturation in increasing the power conversion efficiency (PCE) of silicon-based solar cells made researchers around world to look for the alter-
natives. An alternative solar cell would possess some basic requirements like cost effectiveness, reproducible, durable (stability), non-toxicity and
higher efficiency. Perovskite solar cell (PSC) opened the new realm of hope for this alternative, consisting of perovskite absorber sandwich between
the hole transport layer (HTL) and the electron transport layer (ETL). Good performance of PSCs can be achieved by optimizing many parameters
of the components of PSC for obtaining the highest PCE. Among them, the HTL also plays a very vital role. Previously, organic poly (3,4-ethylene-
dioxythiophene):poly (styrene sulfonic acid) PEDOT:PSS was being widely used as the HTL in PSCs, but due to its hygroscopic nature and acidic
properties, it lowered the stability and the life time of the PSCs. Later it was replaced mostly by NiO, a p-type transparent conducting oxide (TCO)
enhancing the PCE of PSCs. Its excellent stability and electrical/optical properties attracted the interest of many researchers. Different types of
PSCs used NiO thin films prepared from different synthesis routes and obtained variation in efficiency of PSCs. Different parameters of NiO thin
films like thickness, annealing temperature (AT) and duration, precursor combinations and more in synthesis processes, have a significant role in
optimizing the PCE. Though there are many routes for obtaining NiO thin film, here we are trying to focus more on sol-gel method, as this route is
very cost effective and employs basic equipment. Its evolution, present status and the future perspectives will also be discussed.
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1. Introduction

In human civilization, energy has played an important role in societal evolution. The trend of social development
and many more dimensions of human civilization depend upon the availability of the energy resources and its rational
utilization. The limited sources of energy materials and the ever-increasing demand for energy create a situation of
scarcity over the resources. Sources of energy materials directly affect the global economy. So, the whole world is
concerned about the permanent solution of the energy crisis.

Ultimately researchers are interested in solar energy. Solar energy can be converted into electrical energy and
can be used as alternative to conventional carbon-based sources of energy. Gradual development took place from the
initial discovery of the solar photovoltaic effect in 1839 by French Scientist Edmond Becquerel [1]. Since the world’s
first Photovoltaic solar cell by Chapin et al. [3], solar cells have been based on silicon, selenium, cadmium, copper,
dye-sensitized photochemical cell, thin film solar cell based on different materials with solar storage [2], to perovskite
solar cells at present. Perovskite based solar cell shave recently reached an efficiency > 25 % [4].

Many elements and compounds have photovoltaic properties which allow conversion of solar energy into elec-
trical energy. Historically, the silicon-based solar cells have gained the popularity, but due to their limited efficiency,
scientists are finding alternatives. The perovskite solar cell is currently popular. Lead-based perovskite solar cells have
almost attained the efficiency of the silicon-based solar cells. As Pb is toxic to the environment, its commercialization
became the hurdle in the development of high efficiency solar cell. So, now an alternative to the Pb-PSCs is currently
a topic of research interest. Pb-free PSCs seem to be promising alternatives for replacing the conventional Si-based
solar cells [5].

2. Perovskite and NiO in the solar cell

Perovskite is a crystal named after the Russian mineralogist Lev Perovski. Its crystal structure generalized as
ABX3 form, in which A is a 2+ metal cation, B is a 4+ metal cation and X is a 2− oxygen anion or halogens.
Common examples are CaTiO3, BaTiO3, and CsSnI3, etc. Gradually, many more perovskite materials were discovered
and halide perovskite, organic perovskite, mixed organic-inorganic perovskite, double and triple perovskite materials
were also introduced. In 2009, the first perovskite based Dye Sensitized Solar Cell (DSSC) was reported by Kojima



704 Kamal Bhujel, Suman Rai, Ningthoujam Surajkumar Singh

et al. [6] and first solid state solar cell based on perovskite was reported by Kim et al. [7]. Currently, the organo-lead-
halide perovskite has achieved the highest efficiency in comparison to the Si-Solar Cells. Pb is mostly replaced by Sn
and achieved the comparable efficiency. Since, the oxide of Sn is unstable in ambient environment; it has become a
serious issue to be resolved. Inorganic and double perovskites are also an other possibility for research.

The general architecture of the thin film based PSCs has a multi-layer structure of its components like electrodes,
ETL, perovskite absorbers, HTL and back contact. Perovskite absorbers are mainly sandwiched between the HTL
and ETL (Fig. 1) [42]. The variation in the ETL and HTL has shown improvement in increasing the efficiency of
the PSCs. ETLs are the n-type semiconductors vis phenyl-C61- butyric acid methyl ester (PCBM), ZnO, SnO2,
TiO2, etc. and HTLs are the p-type semiconductors namely, 2,2’,7,7’-tetrakis(N,N-pdimethoxyphenylamino)-9,9’-
spirobifluorene (Spiro-OMeTAD), poly(3,4-ethylenedioxythiophene)/poly(styrenesulfonicacid) (PEDOT:PSS), NiOx,
CuSCN, etc. Previously the organic HTL PEDOT:PSS was very common in PSCs, but due to its hygroscopic and poor
electron blocking nature, significant degradation in PCE occurred. If the electrons are not blocked properly, then the
recombination at the interface layer will be increased, leading to low cell efficiency [8]. PEDOT:PSS also has an acidic
nature. Transport materials need to be transparent, able to block the electron, should possess Ohmic contact with the
electrodes and good stability. NiO thin film was the next candidate with all these properties. It was found that the
inorganic materials provide good stability and carrier mobility [10].

FIG. 1. a) Typical device architecture of the inverted planar PSCs. b) Energy levels of layers in the
stack (Copyright permission taken from ref. [42])

Electron-hole pairs (E–H) are generated when light is incident upon the absorber. To extract the E–H and to trans-
port to the corresponding electrodes, ETL and HTL are required respectively. In general, PSCs, ETL is deposited on the
TCO (mainly FTO/ITO) followed by the perovskite absorber. HTL is deposited above the absorber to extract the holes
efficiently. On the top of the hole, metal layer of silver (Ag) or gold (Au) is deposited (TCO/ETL/Perovskite/HTL/Ag)
and in inverted configuration, just the position of HTL and ETL are interchanged (TCO/HTL/Perovskite/ETL/Ag).
Previously, the ETL and HTL were incorporated with some meso-porous layers also.

This review mainly concentrates on development in synthesis process of NiO thin film for the application as HTL
in PSCs. With the introduction of NiO as HTL in PSCs, many possibilities have been seen in improving the efficiency
of the PSCs. NiO thin films have been synthesized varying many synthesis routes and parameters like thickness,
different precursors or solvents [9], annealing time and temperature and influenced the properties of the solar cell.
There are many routes for depositing the NiO thin film, including: sol-gel route (Fig. 2) [10, 11], direct spin coating
from pre-synthesized nanocrystals [12], combustion method [13], electrodeposition [14], sputtering [15], pulsed laser
deposition (PLD) [16], atomic layer deposition (ALD) [17], spray pyrolysis [18], chemical precipitation methods [19]
and many more have been used for the thin film deposition.

Nickel oxide (NiO) has a basic cubic structure with the space group Fm3M which is similar to that of NaCl. Its
lattice parameter is 0.4173 nm [20]. NiO is a wide bandgap material having the band gap in the range of 3.6 – 4.0 eV
with the work function of 5.4 eV. It is a highly transparent nano thin film enabling it to be a good p-type TCO [21,22].

3. Literature survey

Jimenze et al. synthesized NiO thin film via a dip-coating sol-gel route using Ni-acetate as precursor. They studied
the effect of AT on crystal structure and found the films to be amorphous when annealed between 175 – 250 ◦C and
above 250 ◦C it was crystalline with a good surface homogeneity. They found the dependency of electrical conductivity
with the thickness in the range of 2 × 10−5 to 6.5 × 10−3 (Ω·cm)−1 and similarly the energy band gap Eg was from
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FIG. 2. Schematic sol-gel route for NiO thin film synthesis following the method of ref [11]

3.9 to 3.8 eV for the corresponding film thickness varying from 49 to 191.8 nm. The transmittance of films decreased
with increased thickness and the films with thickness > 100 nm had very low optical transmittance. Slower growth
rate resulted in good morphology and uniform homogeneity with increasing electrical conductivity [23]. The effect of
precursor on the grain size of the thin film was observed as 2 – 3 nm in case of Ni-sulfate precursor than Ni-acetate
(average 5 nm) via SG route [24]. The electrical resistivity decreased with an increase in temperature (semiconductor
behavior) and thickness was calibrated graphically for chemical bath-deposited films [25]. AT changes the surface
roughness and the crystal structure. At an AT up to 300 ◦C good surface morphology was not observed, and it was
found to be amorphous in nature. However, above 300 ◦C, the surface roughness also started improving with the
proper crystal structure. The correlation between the deposition parameters and optical properties of the NiO thin film
was also established. The AT and dipping speed also affected the refractive index and the extinction coefficient of the
films [26]. Ghamadi et al. prepared thin film by the SGSC method using Ni-Ac as precursor with an optimum AT of
600 ◦C. Their study showed that the volume energy loss is greater than the surface energy loss at all incident photon
energies. The optical band gap was 3.44 eV. They used single electronic oscillator mode to obtain the values for the
oscillator strength, oscillator energy. They also calculated dielectric and refractive index of the film with values of
4.04 and 2.01 respectively. The value of third order susceptibility was estimated using Frumer model as 1.62× 10−13

esu [27]. Patil et al. synthesized NiO nanopowder via chemical precipitation route using nickel acetate as a precursor.
Further, the NiO powder was mixed with m-cresol and prepared as a thin film using a spin-coater. They observed the
decrease in band gap energy from 3.86 to 3.47 eV and increase in electrical conductivity from 10−4 to 10−2 (Ω·cm)−1

after annealing the NiO films from 400 to 700 ◦C [28]. With increasing AT from 400 – 700 ◦C there was an increase in
mean grain size. Increasing the grain size (40 – 60 nm) caused a decrease in the grain boundary density of a film and
decrease in scattering of carriers at grain boundaries. With an increase in AT, the absorption coefficient of the film also
increased. This could be assumed due to increase in the density of states of holes with increase in AT [29]. Annealing
(600 ◦C) in different environments (air and N2) showed that grain size increased with the increased in number of
layers for annealing at aerobic environment but in N2 environment there was a decrease in grain size. Even the
optical band gap energy decreased from 3.76 to 3.52 eV and 3.75 to 3.49 eV annealed in air and N2 respectively. The
resistivity of air annealed film was more than that of N2 as 900 × 103 and 40 Ω·cm respectively. Aerobic annealing
leads to production of larger grains and better crystalline structure with lower oxygen vacancies, which can be the
predominant factor of conductivity with higher resistivity [10]. Thermal analysis showed that below an AT of 400 ◦C
there was continuous decomposition and weight loss and after reaching 400 ◦C, the weight loss became constant,
leading to the formation of NiO crystal [30]. Annealing increased the surface roughness and it might be due to the
fact that the annealing process would enlarge the NiO particle sizes [31]. Sahoo et al. showed the influence of AT on
morphological, optical and electrical properties of SGSC synthesized NiO thin film. AT affected the current at light
and dark mode from 9.9 to 3.3 mA and 7.9 to 3.6 mA respectively [11]. Kayani et al. synthesized NiO powder via
SG route varying the AT from 400 to 1000 ◦C. The crystalline sizes increased with increased AT from 12 to 32 nm
from 400 – 1000 ◦C respectively. The dislocation density decreased from 6.5 × 10−3 to 2.3 × 10−3 nm−2 with an
increase in AT. The transmittance decreased with increasing AT, but the band gap increased from 3.02 to 3.14 eV.
This increase in the band gap may be due to an increase in the defect levels. When magnetic field was applied on
NiO nanoparticles the magnetization showed a more or less linear dependence. Therefore, NiO nanoparticles showed
paramagnetic behavior. NiO also showed ferromagnetic behavior above the critical diameter of 55 nm, below which,
the nanoparticles became single magnetic domains [32]. The transmittance decreased with increasing the thickness
but couldn’t find the proper correlation of reflectance with the thickness. Band gap energy increased from 3.87 to
3.94 eV as thickness increased from 124 to 166 nm. Electrical conductivity which was increased from 7.94 × 10−3

to 27.89 × 10−3 (Ω·cm)−1 when film thickness increased from 124 to 137 nm but again decreased at 145 nm and at
166 nm showed a good electrical conductivity with 84× 10−3 (Ω·cm)−1 [33]. Average crystalline size increased with
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increasing AT whereas dislocation density decreased. Annealing reduced the lattice defects of the film and increased
the crystalline quality by modifying the periodic arrangement of atoms in the crystal lattice [34].

4. NiO as hole transport layer

HTL serves as an electron blocking layer in bulk heterojunction (BHJ) solar cell. Previously used HTL PE-
DOT:PSS degraded so early and had a limited performance. Aqueous solution of PEDOT:PSS was highly acidic in
nature with pH 1.2. Due to its hygroscopic nature, moisture may get absorbed leading to proton release and anode
corrosion [8]. As a result, it leads to the degradation of device, lowering lifetime and overall performance of the
device. For an ideal candidate to be used as HTL, it should have Eg > 3 eV, p-type transparent conducting material,
it should be chemically stable and possess good conductivity.

Steirer et al. introduced NiO thin film replacing the PEDOT:PSS in OPV. The NiO thin film was deposited by a
solution based Ni-organic inkjet technique. Although the work function of NiO was tailored by O2-plasma treatment
but the real effect was not understood properly. Thicker films produced uniform devices with lower open-circuit volt-
age (Voc), lower short-circuit current density (Jsc) and higher series resistance (Rs). Thinner films failed to produce
uniform device on a substrate causing inconsistent performance, perhaps due to incomplete surface coverage. But the
optimum thickness varied from device to device. The device ITO/NiO/P3HT:PCBM/Ca/Al, attained the PCE of 3.6 %.
In comparison,the performance of NiO was as good as that of PEDOT:PSS [16]. Films synthesized via PLD technique
was applied in BHJ solar cell improved the performance with work function of ∼ 5.3 eV, optical transmittance of
> 80 %. The problem in forming good Ohmic contact caused lowering of efficiency to some extent [35]. Hsu et al.
demonstrated, for the first time, the fabrication of uniform, defect-free, and conformal NiO ultra-thin films for use as
HTL in BHJ polymer solar cell via ALD optimizing its processing parameters. ALD offers unparalleled advantages
owing to its unique capabilities, including defect-free deposition, complete and uniform coverage over large-area/high-
aspect-ratio surface features, precise control over deposited thickness, and low deposition temperatures. Thickness was
optimized and 4 nm seemed to be the optimum one giving comparable PCE of 3.38 % comparable to PEDOT:PSS [17].
You et al. improved the air stability of the PSC using solution processed NiO as HTL. The maximum PCE obtained
was 14.6±1.5% with device architecture glass/ITO/NiOx/CH3NH3PbI3/PCBM/Al. The crystallinity of perovskite on
NiO was also improved compared to the that of formed on PEDOT:PSS. The number of grain boundaries was reduced
with an increase in crystal size, leading to a decrease in the recombination process. These factors may affect the higher
open circuit voltage in case of NiO than PEDOT:PSS. The thickness also changed the device efficiency as the thinner
NiO film (< 40 nm) showed current leakage and low shunt resistance, resulting in a low open-circuit voltage and fill
factor. Perhaps in thinner films the coverage of NiO could be very low, while for thicker films (120 nm), the series
resistance also seemed to be increasing, leading to a decrease in the fill factor. Thus, the optimized film with 80 nm
thickness showed the best performance. The air stability of device in ambient environment without encapsulation with
NiO as HTL remained good for 60 days, but the device with organic HTL started degrading only after 5 days [36].
Singh et al. applied NiO thin film as HTL in organic solar cell viaan inkjet printing technique. With device structure
ITO/NiO(IJ)/P3HT:PC60BM (70 nm)/LiF(1 nm)/Al obtained maximum PCE of ∼ 2.60 %. Parameters such as AT, sur-
face treatment, thickness of NiO thin film played key roles in optimization [37]. Loi developed a direct method of NiO
film deposition from NiO nanopowder mixing with HCl. He mainly optimized the AT of the NiO thin film with 350,
400, and 450 ◦C and the corresponding obtained PCE were 16.23, 15.48, and 14.18 % respectively. The completed per-
ovskite solar cell structures were FTO/PEDOT:PSS or NiOx/MAPbI3−xClx/PCBM/C60 + C/Ag [12]. Electron beam
physical vapor deposition (EBPVD) based NiO HTL was incorporated into FTO/EBNiO/CH3NH3PbI3/PCBM/BCP
solar cell showed faster charge transfer and more effectively suppressed recombination and fewer surface trap states
with a PCE of 10.80 % [38]. Kim used polyethylene glycol (PEG)-assisted sol-gel synthesis of the compact NiO as
HTL. There was a significant improvement in the uniformity and smoothness of the film morphology of the compact
NiO, which modified the interfacial properties between the layers. It helped in the good extraction of charge and
suppression of charge recombination. He also incorporated PEDOT:PSS onto NiO layer as a hybrid HTL, which facil-
itated efficient cascade charge migration and passivation of the tiny pinholes. The introduction of compact NiO HTL
improved the PCE from 5.68 to 6.91 % and for the hybrid PEDOT:PSS and NiO HTL, PCE improved from 7.26 to
7.93 %. Thus, optimizing the interfacial properties also improved the overall PCE of the solar cells [39]. Akhtaruz-
zaman et al. used the EBPVD technique to synthesize NiO thin film and incorporated in PSC as HTL with structure
glass/FTO/NiOx/CH3NH3PbI3/PC61BM/BCP/Ag. There was a difference in PCE for the HTLs which was normal
NiO and annealed NiO thin film as 13.20 and 13.24 % respectively. Their optimized AT was 500 ◦C with a thickness
of 18 nm. There was a difference in degradation in efficiency with time for normal and annealed device. In ambient
environment normal device retained 72.2 % and annealed device retained 76.96 % of the initial efficiency after 28 days
of fabrication of the PSCs [40]. The comparative performance of the PSCs with NiO as HTL is given in Table 1.
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TABLE 1. Overall Performance of the PSCs with NiO as HTL based on SGSC method

Device Configuration Voc [V] Jsc [mA/cm2] FF PCE Ref.

FTO/NiOx/CH3NH3PbI3/C60/SnO2 NCs/Ag 1.12 23.7 0.76 18.8 % [41]
ITO/NiO/Cs0.05(MA0.17FA0.83)0.95Pb(I0.9Br0.1)3/

PCBM/ZnO/Al 1/023 22/2 0/82 18.6 % [42]

ITO/NiO/CH3NH3PbI3/PCBM/Ti(Nb)Ox/Ag 1.07 21.88 0.79 18.49 % [43]

FTO/NiO/CH3NH3PbI3/PCBM/BCP/Ag 0.99 22.92 0.803 18.15 % [44]

ITO/NiO/CH3NH3PbI3/C60/Bis-C60/Ag 1.03 21.80 0.784 17.70 % [45]

FTO/NiO/Perovksite/PCBM/Bis-C60/Ag 1.10 21.67 0.75 17.64 % [46]

ITO/NiO/Perovskite/PCBM/PDINO/Ag 1.11 20.57 0.765 17.5 % [47]

ITO/NiO/CH3NH3PbI3/PCBM/Ag 1.04 23.51 0.69 16.91 % [48]

NiOx/MAPbI3−xClx/PCBM/C60+C/Ag 1.08 24.25 0.66 16.76 % [12]

ITO/NiO/CH3NH3PbI3/PCBM/Ag 1.103 21.28 0.714 16.74 % [49]

TO/NiO/CH3NH3PbI3/PCBM/Ag 1.09 19.9 0.769 16.68 % [50]

TO/NiO/CH3NH3PbI3/PCBM/Ag 1.07 20.58 0.748 16.47 % [51]

ITO/NiOx/CH3NH3PbI3/PCBM/Al 1.01 21.0 0.76 14.5 ± 1.6 % [36]

FTO/NiOx/CH3NH3PbI3/PCBM/BCP/Ag 0.99 17.16 0.78 13.24 % [40]

ITO/NiO/CH3NH3PbI3−xClx/PCBM/BCP/Al 0.92 12.43 0.68 7.80 % [52]

ITO/NiO/P3HT:PCBM/Ca/Al 0.58 8.6 0.66 3.60 % [16]

ITO/NiO/P3HT/PCBM/Ca/Al 0.58 10 0.58 3.38 % [17]

ITO/NiO(IJ)/P3HT:PC60BM/LiF/Al 0.60 8.57 0.50 2.60 [37]

5. Doping

Improvement in the efficiency of the cell is the main concern, so doping of some metals into NiO was also applied
to enhance the HTL property. Jung et al. incorporated Cu doped NiO in PSCs consisting of methylammonium lead
halide perovskite. Synthesis via low temperature combustion method (150 ◦C) and conventional solution based high
temperature method (500 ◦C) achieved the highest PCE of 17.8 and 15.52 % respectively. ITO-free Cu-NiO based
PSC showed PCE of 13.42 % [13]. Li doping in NiO thin film affected the grain size to decrease and variation in
transmittance. Li doping also decreased the band gap but there was no such difference in crystallinity due to AT [53].
Addition of Cu-dopant increased the grain size influencing the surface morphology and decrease in transmittance. The
optical band gap value of the Cu-doped NiO film (3.69 eV) was lower than that of the undoped NiO film (3.73 eV)
and the resistivity of the Cu-doped NiO film was 23 Ω·m, which was significantly lower than that of the undoped NiO
film (320 Ω·m) [54]. The doping effect has also been observed in conductivity at lower AT of 700 ◦C as increasing
in conductivity [55]. Cs:NiOx HTL achieved 16 – 19 % PCE [56] and molecule F6TCNNQ dopingachieved PCE of
20.86 % [57]. So, doping also enhanced the PCE of the PSCs. The comparative performance of the PSCs of doped
NiO as HTL is given in Table 2.

6. Conclusion

The exploration of different properties of NiO nanoparticles and thin films led to the potential use in various
applications. Incorporation of inorganic HTL showed a sound improvement in the overall performance of the PSCs.
Different synthetic routes had its own advantages and disadvantages. The best route will be the one which is very
cost effective and provides higher efficiency while leaving the other properties intact. Although the sol-gel method
has its own limitations, it is very accessible for everyone. So, more improvement can be met using this method. The



708 Kamal Bhujel, Suman Rai, Ningthoujam Surajkumar Singh

TABLE 2. Overall Performance of the PSCs with doped-NiO as HTL based on SGSC method

Device Configuration Voc [V] Jsc [mA/cm−2] FF PCE Ref.
ITO/F6TCNNQ:NiOx/CsFAMAperovskite/

PCBM/ZrAcac/Ag 1.12 23.18 0.80 20.86 % [57]

ITO/Cu:NiO/CH3NH3PbI3/C60/BCP/Ag 1.12 22.28 0.81 20.26 % [57]
FTO/Cu:NiO/meso-Cu:NiO/CH3NH3PbI3/

PCBM/bis-C60/Ag 1.11 21.58 0.81 19.62 % [58]

FTO/Cs:NiOx/MAPbI3/PCBM/ZrAcac/Ag 1.12 21.77 0.79 19.35 % [56]

ITO/Cu:NiO/CH3NH3PbI3/PCBM/BCP/Ag 1.11 20.76 0.81 18.66 % [59]

ITO/Cu:NiO/CH3NH3PbI3/Bis-C60/C60/Ag 1.05 21.60 0.77 17.46 % [13]

ITO/Li:NiO/CH3NH3PbI3/PCBM/Ag 1.05 22.8 0.64 15.51 % [60]

FTO/Cu:NiO/CH3NH3PbI3/PCBM/Ag 1.11 18.75 0.72 14.98 % [61]

FTO/LiCu:NiO/CH3NH3PbI3/PCBM/Ag 0.965 20.28 0.71 14.04 % [62]

doping has also showed good improvement. In most of the findings, variation in annealing temperature was done for
optimization. The SGSC method is very facile for low cost synthesis and can sustain good method for higher PCE of
the PSCs in future also.
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This paper analyzes the available data on phase equilibria in the TiO2–SiO2–ZrO2 system. The advantages of specialized databases and software
systems for the analysis of information on phase equilibria are pointed. Phase diagrams are kind of a roadmap for the design of materials. As shown
in the review, nanomaterials are no exception to this. Data on phase equilibria, such as eutectic points, solubility limits, binodal and spinodal curves,
make it possible to predict the possibility of the formation of nanoscale structures and materials based on them. In its turn during the transition to the
nanoscale state, the mutual component solubility, the temperature of phase transformation may change significantly, and other features may become
observable. This provides additional variability when choosing compositions and material design based on the phases of a given system. As an
example, for design of nuclear fuel assemblies that are tolerant to severe accidents at nuclear power plants, mixed carbides (so-called MAX-phases)
are considered as one of the most promising options as nanoscale layers on fuel cladding. It is suggested that the materials of the TiO2–SiO2–ZrO2

system, which are the product of oxidation of some MAX-phases, can serve as an inhibitor of their further corrosion. Ensuring the stability of
materials based on MAX-phases expands their prospects in nuclear power. This requires comprehensive information about phase equilibria and
formation conditions of nanostructured states in the analyzed system.
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1. Introduction

Nuclear power safety directly depends on the choice of reactor materials. The core materials are especially critical.
In particular, the zirconium as a fuel cladding material, which has proven itself well under normal operating conditions,
turns out to be extremely dangerous in beyond design basis accidents [1]. For this reason, there is an active search for
a safer material to replace zirconium all over the world. One of these options is MAX-phases – a family of ternary
layered compounds corresponding to the conditional formula Mn+1AXn (n = 1, 2, 3, ...), where M is a transition
d-metal (Sc, Ti, V, Cr, Zr, Nb, Mo, Hf, Ta); A – p-element (Si, Ge, Al, Ga, S, P, Sn, As, Cd, I, Tl, Pb); X is carbon or
nitrogen. These materials exhibit a unique combination of properties common to both metals and ceramics [2,3]. They
are of low density; high thermal and electrical conductivity; high strength; excellent corrosion resistance in aggressive
liquid media, resistance to high-temperature oxidation and thermal shock; easily machined; high melting point and are
quite stable at temperatures up to 1000 ◦C and above [2–5]. That is, according to the combination of characteristics,
the MAX-phases can be ideal for the fuel cladding material of nuclear reactors. However, the prospects of their use
cannot be assessed without a comprehensive study of their stability, especially in the Nuclear Power Plants accident
conditions. In this case, their unique features can be used to the full, leading to a decrease in the likelihood of severe
accidents or, at least, to mitigate their consequences.

One of the aspects of such investigations is the study of the oxidation products of MAX-phases, in particular,
zirconia, silica and titania. Materials based on these components, presenting certain combinations of phases and
features of their dimensional parameters and mutual arrangement, can both contribute to the destruction of claddings
based on MAX-phases and serve as good protectors against their further corrosion. To assess the boundaries of stability
and predict the properties of these materials, it is necessary to know the phase equilibria in the TiO2–SiO2–ZrO2

system, as well as to know the features of the formation of structures that have the physicochemical and mechanical
properties necessary to create a protective layer.
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So, for example, on the basis of the system under consideration, the formation of nested glass-crystalline structures
is possible. Interest in materials with a hierarchically organized spatial distribution of phases, including nanostructured
materials, is associated with their unique characteristics. For such materials, it becomes possible to fine-tune their
properties in a very wide range [6–9].

The study of the formation of hierarchical structures deserves special attention. One of these processes is phase
decay and, in particular, separation in the liquid phase – miscibility gap [10–20]. The structures that appear upon rapid
cooling of samples from the miscibility gap can be classified as hierarchical due to the appearance of a number of
sublevels with rounded inclusions ranging in size from 0.01 to 10 µm [11].

Materials with a hierarchical structure arising during the crystallization of immiscible viscous oxide liquids can be
classified as nanomaterials containing nanosized blocks (crystallites) at the lowest levels of the hierarchy, included in
a glassy or crystalline matrix [7]. In addition to the size factor, the shape and spatial distribution of phases have a sig-
nificant effect on the properties of such materials. The hierarchical structure formed during the cooling of immiscible
melts is associated with the boundaries of phase stability and reflects the history of the decay of primary and formation
of secondary phases [21]. This determines, as a rule, the characteristics of the materials thus formed [18, 19, 22–25].

Thereby, to solve the problem of creating and studying the physicochemical features and stability of materials, it
is necessary to analyze the available information on phase equilibria. In the review, we are performed such an analysis
for the TiO2–SiO2–ZrO2 system. It also provides information on materials based on the TiO2–SiO2–ZrO2 system and
their relationship with data on phase equilibria.

2. TiO2–SiO2 system

The TiO2–SiO2 system is important for interpreting the interaction of titanium and silicon dioxides in the pro-
duction of ceramics, glass ceramics, and glasses. Based on the components of the system, it is possible to create
fundamentally new materials with unique mechanical, optical and catalytic properties [26–37]. In addition, the com-
ponents of the system themselves have a variety of properties that are promising for modern technology [38–40].

The data given in the literature on the TiO2–SiO2 system are contradictory [4, 41–43, 45–53]. In particular, the
authors of [41–43] carried out experiments in a reducing atmosphere, and in this connection, possibly, in addition to
TiO2, the samples contained the oxides Ti2O3 and Ti3O5. The authors of [42] found that this system is characterized by
the presence of a region of immiscibility of two liquid phases, which was not noted in [44]. In [45], contrary to previous
studies, two series of solid solutions were found in the system, the existence of which was not confirmed later in [46].
The authors of [46] clarified the position of the eutectic point defined in [44]. According to those authors [46], the
eutectic in the TiO2–SiO2 system corresponds to a composition of 8.1 mol. % TiO2 and a temperature of 1550±4 ◦C.
In [46], data on the position in the system of the region of immiscibility of two liquid phases arising at 1780±10 ◦C
in the range from 15.0 to 90.9 mol. % TiO2, i.e., significantly different from the data of [42].

Other research [47] shows the calculated diagram of the state of the system obtained on the basis of previously
published data on phase equilibria in the system and thermodynamic data on SiO2 and TiO2 [48]. It is noted that the
experimental data on the boundaries of the region of immiscibility of two liquid phases are unknown, and the critical
point of the miscibility gap is 56.3 mol. % TiO2 and 2618 ◦C, was obtained only from the data of thermodynamic
modeling of the region of immiscibility of liquid phases. In addition, the existence of solid solutions from the side of
TiO2 is taken into account. It should be noted that the work [47] used an approach based on combining the available
experimental information for phase equilibria and thermodynamic properties of the phases of the system. Then it is
describing the properties of each phase by a mathematical model containing a set of tunable parameters, and carrying
out the procedure for finding the parameters of the phase models that best suit all available information about the phase
equilibria of the system of interest to the researcher. This approach has become widespread and has actually become
the standard for thermodynamic optimization of phase diagrams. In the literature, the method has the abbreviation
CALPHAD (from the CALculation of PHAse Diagrams) [54].

In works [49,50] on the basis of experimental data [46,51–53] and their own data on the boundaries of the region
of immiscibility of two liquid phases, a variant of the thermodynamically optimized diagram of phase equilibria in the
TiO2–SiO2 system based on the sub-regular model was proposed. In the case when the thermodynamic parameters
of the used model are taken to be independent of temperature, the critical point of the miscibility gap is 50.8 mol. %
TiO2 and 2374 ◦C, and for the linear dependence of the model parameters on temperature – 54.7 mol. % and TiO2

2339 ◦C.
In [55], the eutectic and monotectic nature of the phase diagram of the TiO2–SiO2 system was confirmed by the

Differential Thermal Analysis method (DTA) on an original setup. The temperature of the eutectic (1543±3 ◦C) and
monotectic (1780±7 ◦C) transformations has been specified. The temperature of the eutectic is somewhat at odds
with the previously obtained literature data, however, in general, it can be considered that the experimental data are in
good agreement with the previously obtained results in [44, 46]. Scanning electron microscopy proved the presence
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of a region of two immiscible melts. The data obtained for the temperature of monotectic transformation coincided
with the results of [46], and the results for the liquidus line above the monotectic temperature also do not contradict
them. Based on the coordinates of the liquidus line and the points of invariant transformations, the parameters of the
model of subregular ionic solutions [56] for melts of the TiO2–SiO2 system were determined and a thermodynamically
optimized phase diagram was constructed in the temperature range of 1500–1900 ◦C.

In [57], phase equilibria in the TiO2–SiO2 system in the region of liquid phase separation were experimentally
investigated. It is shown that in the experimental study of silicon-containing immiscible melts, an important factor that
determines the microstructure and complicates the interpretation of the data is the dynamics of system cooling. Along
with the rate of cooling of the melt, it is necessary to take into account such parameters of the system as the viscosity
and density of coexisting liquid phases, diffusion of components, etc. Thus, for a melt based on SiO2 at temperatures
below monotectic, due to high viscosity, the liquid phase is slowly freed from the solid phase based on TiO2, and at
temperatures above monotectic, the release of the liquid phase from TiO2 occurs at a significantly higher rate. Also, the
work carried out a critical analysis of the available and obtained experimental data. A thermodynamically optimized
phase diagram of the TiO2–SiO2 system based on the model of subregular solutions has been constructed. The
phase diagram obtained by optimization by the CALPHAD method differs markedly from the diagram given in [50],
which was constructed using experimental data on the composition of liquid phases at the boundary of the miscibility
gap at temperatures significantly higher than the monotectic temperature. Apparently, in [50], the microstructure of
samples quenched from temperatures of 2185 and 2260 ◦C was unreasonably interpreted as corresponding to the
state of equilibrium immiscibility at these temperatures (Fig. 1a). Such a character of the microstructure may be a
consequence of the decomposition of a homogeneous melt during quenching. This assumption is supported by the fact
that a uniform pattern of phase decomposition is observed over the entire volume of the sample.

FIG. 1. Phase diagram of the TiO2–SiO2 system: a – 1 – [47], 2 – [49], 3 – [50], 4 – [57]; b – [58]:
1 – binodal curves; 2 – spinodal curves

In [58], on the basis of experimental data obtained in [57], the parameters of the subregular melt model were
determined without and taking into account the temperature dependence of the mixing energies of the components.
Using the obtained parameter values, as well as thermodynamic data for the pure components [59–61], and taking
into account the absence of miscibility of the components in the solid phase, the binodal and liquidus lines in the
TiO2–SiO2 system were constructed. On the basis of the obtained thermodynamic model, the curves of spinodal
decomposition of the liquid phase were also constructed (Fig. 1b). Comparison of the experimental data with the
curves of binodal separation and spinodal phase decomposition showed that, upon rapid cooling of the melt, the phase
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decomposition in the liquid-phase region proceeds according to the spinodal mechanism [48] with the formation of
materials with a hierarchically organized structure down to the nanometer scale. There are at least three levels of the
hierarchy (Fig. 2). Thus, there is a fundamental possibility of experimentally constructing the spinodal of the system
from data on the composition, shape, and spatial distribution of the solid regions of the phases over the volume of the
material, obtained upon rapid cooling of the melt from the region of existence of two immiscible liquids.

In addition to determining the boundaries of phase equilibria and the features of phase separation and decompo-
sition during cooling of immiscible oxide liquids in the TiO2–SiO2 system, the dependence of the microstructure on
heating and cooling conditions was investigated. The results of the studies performed indicate that the parameters of
the microstructure can be controlled at all levels of the hierarchy.

The authors of [63] draw attention to the fact that in the phase diagram of TiO2–SiO2 system, there are large
discrepancies between the calculated and experimental data (Fig. 3). They suggest that these discrepancies are likely
due to inherent difficulties in the system: the need to operate in an inert atmosphere to avoid the formation of Ti2O3

and Ti3O5, and the high temperature problems associated with miscibility gap and high SiO2 content. For example,
in [46], it is indicated that difficulties arose with the determination of the eutectic in the SiO2-rich region, since it was
impossible to reach equilibrium due to the high viscosity and the steep slope of the liquidus. In [57], the importance
of the quenching rate for obtaining equilibrium data is also indicated. In general, it is necessary to implement new
approaches for further experimental studies that will allow confirming the equilibrium data. As indicated, the experi-
mental data from [57] are closest to the calculations. The critical temperature of the miscibility gap in the TiO2–SiO2

system is closer to [57]. The melting point of rutile is higher than that taken from [64]. The run of the liquidus curve
correlates well with the new values from the Scientific Group Thermodata Europe (SGTE) substance database. Devi-
ations from monotectic and eutectic points have not yet been explained and should be further investigated. The line
going from pure rutile to the eutectic at 9 mol. % SiO2 is parallel to that in [46] and the eutectic temperature is also
higher than the experimental one. The calculated liquid level decreases towards SiO2 enrichment. The discrepancy
can be explained by the experimental difficulty in establishing equilibrium, and the kinetics can be very complex for
such viscous compositions. The absence of the SiO4−

4 ion is notable. The SiO4−
4 ion is usually present in most oxide

binary systems MOx–SiO2. However, in the case of the TiO2–SiO2 system, according to the experimental phase di-
agram, there is a wide region of immiscibility between TiO2 and SiO2. This indicates that TiO2 does not participate
in the destruction of the SiO2 network, and does not use it together. In the model proposed in [49], liquid TiO2 is
described as Ti4+ : O2−, where the addition of TiO2 to SiO2 does not destroy the oxygen bridge of SiO2. Thus, there
is a metastable miscibility gap between TiO2 and SiO2.

In [63], calculated data on the activity of SiO2 in the TiO2–SiO2 system at 1527, 1627, and 2527 ◦C are also
presented. Unfortunately, there is only one experimental point at 1627 ◦C for the TiO2 : SiO2 molar ratio of 1 : 1 [65].
A strong positive deviation from ideality and the inflection point of the liquidus arises due to the presence of liquid
phase separation (Fig. 3).

The concepts of the nature of immiscibility in the TiO2–SiO2 system, opposite to those of [63], are given in [66].
Thermodynamic/dynamic modeling of liquid immiscibility in silicate systems is seriously hampered by the lack of
in situ studies of the structural evolution of the melt. In work [51], the structural evolution at the atomic level of the
TiO2–SiO2 system with a miscibility gap is studied by in situ high-energy X-ray diffraction. The authors suspended
10 mg fragments of sintered at 1000 ◦C ceramics in a stream of pure oxygen and melted with a CO2-laser. Samples
were overheated up to 2300 ◦C, then they were quenched to the target temperature, and the droplet was stabilized for
20–30 s and the diffractometric data were collected for 15 s. In the opinion of the authors, this was sufficient to avoid
a strong drift of the composition due to the evaporation of SiO. For a composition of 30 mol. % TiO2, a homogeneous
liquid was assumed by the authors at a level of 2220 ◦C. At 1950 ◦C, according to their data for a composition of 30
mol. % TiO2, a heterogeneous state was observed. At 1600 ◦C there was a metastable miscibility gap. Authors did
not carry out measurements between these temperature levels. They chose the composition and temperature based on
one of the versions of the phase diagram [46]. The authors, taking the work [46] as a basis, did not take into account
other data [57, 58, 63], which can significantly affect the processing of their data and conclusions.

It was found that both the configuration of the [SiO] monomers and the polymerization between them are closely
related to the incorporation and extraction of metal cations (Ti4+). The [SiO] monomer undergoes oxygen-deficient
polymerization and over-polymerization before liquid-liquid separation and self-healing after liquid-liquid separation,
thus challenging the traditional concept of unchanged monomer [SiO4].

Ti4+ cations with tetrahedral oxygen coordination first participate in the formation of the network before liquid
separation. The four-fold Ti–O bond breaks during liquid separation, which can facilitate the movement of Ti4+

through the Si–O network to form TiO2-rich nodules. The structural features of the nodules were also investigated
and found to be very similar to those of the TiO2 melt, suggesting parallel crystallization behavior in the two cases.
The authors [66] hope that their results will allow one to see the structural evolution of immiscible liquid phases on
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FIG. 2. Formation of a multilevel hierarchical microstructure in the process of spinodal decomposi-
tion of immiscible oxide liquids [58]: a – scheme of the phenomenon: 1 – binodal separation curve
and 2 – spinodal decomposition curve; 1, 2, 3 – levels of the structural hierarchy, b – hierarchically
organized microstructure in the TiO2–SiO2 system
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FIG. 3. Immiscibility thermodynamic analysis in the TiO2–SiO2 system taken from [63]: a – cal-
culated miscibility gap, experimental data and models; b – calculated miscibility gap, liquidus,
terminal phases and experimental data; c – SiO2 activity at 1527, 1627 and 2527 ◦C, experimental
point at 1627 ◦C; d – Yion for SiO2, SiO4−

4 , O2− species at 2727 ◦C

an atomic scale, which will contribute to the construction of a complete thermodynamic/dynamic structure describing
systems of silicate immiscibility in the liquid phase outside of existing models.

Thus, despite a large number of studies on phase equilibria in the TiO2–SiO2 system, there are a number of
conflicting information on the position of the phase equilibrium lines that require additional analysis, experimental
and calculated refinements.

3. TiO2–ZrO2 system

Phase formation in the TiO2–ZrO2 system was studied in a number of works [67–98], but only the high-temperature
region of the phase diagram is described in detail, as a rule, above 1000–1200 ◦C. There are very few studies of the
behavior of this system in the low-temperature region, as well as those taking into account the particle size of the
components. At the same time, for the creation of new materials, including those based on TiO2–ZrO2 composites,
nanosized compositions can be promising, the reactivity, behavior, structure and properties of which are determined
to a large extent by the sizes of their constituent particles [99–105].

The data obtained in [104] show that the nucleation process limits chemical transformations in the low-temperature
region in the system under study. The formation of a compound of variable composition (Zr,Ti)2O4 with a fluorite
structure at low temperatures is caused by the formation of the hydroxocomplex [Zr(OH)2·4H2O]8+4 (OH)−8 in the
structure of which Ti4+ ions are dissolved at the stage of precipitation. Moreover, the limiting substitution of Zr4+

ions for Ti4+ ions in the amorphous hydroxocomplex is significantly lower than 45 mol. %. Thus, the results obtained
in this work confirm the promise of an approach to the control of solid-phase chemical transformations and phase
transformations in nanostructured systems based on the formation of pre-nucleus clusters with a given structure (see,
for example, [106, 107]).
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It was noted in [105] that there are significant inconsistencies between the versions of the TiO2–ZrO2 phase
diagrams regarding the structure and phase field of the existence of zirconium titanate, especially at low temperatures.
As a result, a detailed study of the formation of zirconium titanate was carried out. ZrTiO4 nanocrystals with a
skrutinite structure (α-PbO2) were obtained by coprecipitation followed by calcination in air. Phase formation was
studied in the temperature range 25–1100 ◦C using simultaneous thermal analysis, high-temperature diffractometry,
and scanning electron microscopy. It was found that crystallization of ZrTiO4 occurs at temperatures above 700 ◦C
after complete removal of water. Nanoceramics based on ZrTiO4 were obtained by sintering the nanopowder at
1200 ◦C for 5 hours. The thermophysical characteristics of the obtained nanodispersed ceramics were measured
using laser pulse analysis and thermomechanical analysis. The resulting ceramics exhibit improved thermal insulation
properties (α = 0.138–0.187 mm2/s, λ = 5.446–11.512 W/(m K)) and a low coefficient of thermal expansion (CTE =
(3.45–7.38) × 10−6 K−1) in the temperature range 25–800 ◦C. This makes the resulting nanoceramics promising as
a material for creating thermal barrier coatings.

Fig. 4 shows the known experimental versions of the phase diagrams of the TiO2–ZrO2 system. It is easy to see
that the data on phase equilibria are replete with discrepancies, both in the region of the solubility of the components
in each other, and in the field of the formation of compounds, their nature and character.

It should be noted that in [67] the liquidus curve is shown with the eutectic in exact accordance with the historically
first constructed phase diagram [70] (Fig. 4a, red lines). Compounds formation was not found in [68]. The phase
diagram published in [69] shows the absence of compounds and eutectics at 45–50 mass. % TiO2 and 1600 ◦C.

FIG. 4. Phase diagram of the TiO2–ZrO2 system (experimental study): a – red line [70], black
line [71], b – black line [72, 73, 75, 85], red line [88], c – red line [78], black line [79], d – [81,
82], e – [83], f – [96]; ss – solid solution, m-, t-, c- – monoclinic, tetragonal and cubic polymorph,
respectively, L – liquid
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In [71], fourteen compositions were prepared from zirconium dioxide with impurities less than 1 % and anatase.
The samples were mixed, compressed into tablets and heated for two hours in an oxygen-acetylene oven with excess
O2 at 1760 ◦C. After that, they were heated in an electric resistance furnace at 1370 ◦C for 336 hours and at 980 ◦C
for 1465 hours. The phases were determined using X-ray diffractometry. The plotted phase diagram (Fig. 4a, black
lines) does not include the cubic form of the ZrO2 solid solution or the ZrTi2O6 phase.

The system has been extensively researched and the phase diagram (Fig. 4b, black lines) reproduced the results
of other studies [72, 73, 75, 85]. In [72], ZrO2 (with 2 mass. % HfO2 and without other spectrographically observed
impurities of more than 0.05 %) and TiO2 (with 1.5 mass. % SiO2 and without other spectrographically observed
impurities of more than 0.005 %) was used. They investigated the solid solution boundaries between ZrO2 and
ZrTiO4, the effect of the TiO2 solid solution on the monoclinic-tetragonal transition of ZrO2, and the TiO2 solid
solution boundary. The following analytical methods were used: X-ray diffraction at elevated and room temperatures
and electrical conductivity.

In [75, 85], using ZrO2 with a purity of 99.8 %, including 1.8 mass. % HfO2 and TiO2 with a purity of 99.7 %,
18 liquidus points were determined from the solar heating and rapid cooling curves. The temperatures measured by
the brightness pyrometer were considered with accuracy up to ±20 ◦C at 2700 ◦C and ±15 ◦C at 1700 ◦C. In addition,
25 compositions quenched in air from the melt, as well as from 1700 ◦C were studied by X-ray diffractometry. High
temperature X-ray diffractometry was also used on the ZrO2 rich side to determine the boundaries of the solid solution
below 1200 ◦C. As for the maximum degree of a tetragonal solid solution, the data [75,85] agree with the data [72–74],
but differ somewhat from other studies.

The agreement for the lowest transition temperature between monoclinic and tetragonal ZrO2 is poor. In [75,85],
the dependence of the unit cell parameters on the composition for solid solutions based on ZrO2, ZrTiO4 and TiO2 are
presented. They also offer a fourth form of ZrO2 that is stable above 2494 ◦C, but this is doubtful as it is based solely
on small kinks in the rapid cooling curves.

Although other studies [72–75, 85] agree with the end terms of solid solutions and one solid solution based on an
intermediate compound, some details of phase equilibria remain a big question.

In [70], the starting materials were dense ZrO2 with a nominal purity of 99 % and highly purified TiO2 with a
purity of >99.9 %. Samples for 16 compositions were mixed with a binder and compressed into tablets, which were
then annealed in air for 4 hours at 1200 ◦C on Pt foil. After cooling, the samples were crushed, pressed, and annealed
for 4 h at 1350 ◦C in air. X-ray examination showed that the solid phase reactions were completely done. The tablets
were then ground, mixed again with the binder, compressed into tablets, from which small four-sided pyramids were
ground. These pyramid samples were heated in an oven with resistance heaters and thorium oxide lining with an
oxidizing atmosphere to determine the solidus and liquidus temperatures. The rounding of the corners of the pyramids
was taken as the temperature of the solidus, and the complete melting was taken as the liquidus. Cooled fused samples
and others quenched at temperatures up to 1600 ◦C were studied petrographically and by X-ray diffraction. The X-ray
diffraction pattern of ZrTiO4 powder is indexed as a rhombic phase.

In Fig. 4 (b, red lines) show the phase diagram of the TiO2–ZrO2 system according to [88]. The precursors were
prepared by the sol-gel method, heated to 800 ◦C, and held at that temperature for 10 h. The products were studied
by X-ray diffraction and DTA. Metastable solid solution based on ZrTiO4 is shown by dash-dotted lines. The main
diagram is taken from [76] (Fig. 4b, black lines).

In [78], analytically pure ZrO2 and TiO2 were used as starting materials. The pressed powders were heated in an
electric resistance oven for 168 hours. The samples were examined by DTA and X-ray diffractometry. It was found
that the ZrO2 tetragonal solid solution undergoes eutectoid decomposition at 1080 ◦C. The monoclinic to tetragonal
transition of ZrO2 occurs at 1160 ◦C and the tetragonal to cubic transition at 2300 ◦C. The data obtained are shown as
a refinement on a fragment of the phase diagram (Fig. 4c, red lines).

Twenty-five compositions were prepared from ZrO2 and TiO2 of high-purity qualification, pressed into tablets,
and heated in a gas (air) furnace at 1700 ◦C in corundum crucibles in [79]. Sintering and thermal analysis were
carried out on air in a solar oven. DTA in a He atmosphere was used to determine the temperatures of formation of
ZrTiO4 and eutectic. The phases were studied by X-ray diffraction and microstructural analysis. At 1700 ◦C, there is
a single-phase region of tetragonal zirconia up to about 17.5 mol. % TiO2, a single-phase solid solution ZrTiO4 from
∼40 to 52 mol. % and a rutile-based solid solution TiO2 from about 82.5 mol. %. Cooling curves of pure ZrO2 and
ZrO2-based solid solutions show that cubic ZrO2 transfers to the tetragonal form at 2330±25 ◦C and the transition
temperature is reduced to 2190 ◦C by adding TiO2. The unit cell sizes of various solid solutions are reported. Phase
diagrams are constructed (Fig. 4c, black lines).

The subsolidus region of the system has attracted and continues to attract close attention of researchers. In papers
[81, 82], preliminary data on phase relations are given for the system. The experimental data also are focused around
the ZrTiO4 compound. Pure (unalloyed) powders were prepared using alkoxide precursors. It was found that ZrTiO4
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solid solutions undergo an order-disorder phase transition, and the phase below ∼1125–1150 ◦C is only metastable
(Fig. 4d, dashed lines). The stable phase at temperatures below ∼1150 ◦C is the solid solution Zr1−xTi1+xO4. This
phase has an incommensurate superstructure, and its structure based on Zr5Ti7O24 was described in [84]. Evidence
for a phase transition in ZrTiO4 was included in [81, 82].

The phase relations in the TiO2–ZrO2 system in [83] were investigated near the ZrTiO4 compound by means of
an experimental study, including the characterization of both single-crystal and powder samples. Since ZrTiO4 melted
incongruently at 1820 ◦C, it could not be grown directly from the melt of its own composition. Therefore, growth
methods using a flux were used [77]. Conventional ceramic powders with particle sizes several orders of magnitude
larger than powdered alkoxide precipitates were obtained by solid-phase reaction of high-purity TiO2 (anatase) and
low-hafnium ZrO2. Several cycles of prolonged thermal treatment at ∼1500 ◦C with grinding between heat treatments
were necessary for the complete reaction to proceed until a homogeneous solid solution was obtained.

The total number of heat treatments varied from ∼3–7 for different compositions. In the case of some composi-
tions, doping with 0.5 mol. % Y2O3 was carried out to accelerate the kinetics of phase transitions in order to achieve
phase equilibrium in studies. Some compositions were prepared by coprecipitation of a mixed metal alkoxide so-
lution using zirconium n-butoxide [Zr(OC4H9)4] and titanium isopropoxide [Ti(OC3H7)4] as starting materials and
toluene as solvent. The sediment was X-ray amorphous. The average particle size of the agglomerates was from 1.0
to 0.05 µm, and the BET surface area was 350 m2/g, corresponding to a particle size of 10.5 nm. These powders crys-
tallized at temperatures above 450 ◦C to a metastable single-phase structure. To achieve true structural equilibrium,
prolonged annealing (over 1 month) at temperatures from 500 to 1000 ◦C was required. Powder X-ray diffraction, neu-
tron powder diffraction, and X-ray diffraction studies on a single-crystal precession chamber were used to characterize
the structure of various solid solutions of zirconium titanate prepared and thermally-treated for research.

The presented unit cell parameters were obtained from the refinement of X-ray powder diffraction data using the
least squares method [77], with additional refinement using multiple regression analysis to determine the dispropor-
tionate vector (intermediate degrees of the a-axis superstructure observed during a continuous phase transition from
high to low temperature forms of zirconium titanate) when appropriate. The existence of the new compound ZrTi2O6

as a stable low-temperature phase was confirmed by the recently published discovery of the mineral srilankite [80],
which has the same nominal composition and structure. The lattice parameters reported for the new mineral are in
good agreement with the results of experiments on low-temperature crystallization at 650 ◦C using coprecipitated
powders. The wide range of solid solution from 35 to 75 mol. % TiO2 was the result of metastable crystallization
at low temperature of the high-temperature disordered α-PbO2 polytype, and the single-phase field was much wider
than the equilibrium region at high temperatures. It was found that minor impurities play a large role in the kinetics
of the order-disorder transition in zirconium titanate compositions. The addition of 0.5 % Y2O3 to compositions for
high-temperature synthesis leads to the fact that the cell of tripled phase, leading to a phase with a Zr : Ti ratio of
∼5 : 7, is in equilibrium with cubic ZrO2 and Y2Ti2O7 pyrochlore. The authors revised the earlier phase diagram of
the system represented on Fig. 4d to include this new information (Fig. 4e).

Fig. 4f shows the TiO2–ZrO2 phase diagram constructed from experimental data in the range from 800 to 1200 ◦C
(1 atm) [96]. The data above 1200 ◦C correspond to the data of [92]. The temperature range under consideration was
previously inaccessible for equilibrium experiments due to the kinetic features of crystallization of (Zr,Ti)2O4. The
crystallization of the ordered phase from the oxides was facilitated by the addition of a flux (CuO or Li2MoO4/MoO3),
and seeds. Note that all phases (tetragonal and monoclinic ZrO2, ordered and disordered (Zr,Ti)2O4, TiO2) are solid
solutions, and the phase fields are marked with a predominant end member of the corresponding series. No distinction
is made between partially or fully ordered (Zr,Ti)2O4, and the “ordered” label includes both partially and fully ordered
(Zr,Ti)2O4 in this study.

The method of synthesis at high pressures with flux and seeds, developed previously [93, 94], was successfully
applied for synthesis at atmospheric pressure and effectively ensured phase equilibria in the ZrO2–TiO2 system at
temperatures below 1200 ◦C. Thus, the phase diagram extended by 400 ◦C differs from previously published works
in that the composition of ordered (Zr,Ti)2O4 depends more on temperature than is constant [83, 89]. Moreover, the
authors of [96] did not find evidence of the previously proposed two-phase field of the coexistence of ordered and
disordered (Zr,Ti)2O4 [97]. Rather, the onset of the ordered transition was marked by the stability of the (Zr,Ti)2O4

phase with a composition (xTi = 0.495), which differs both from the disordered (Zr,Ti)2O4 above 1160 ◦C and from
the ordered (Zr,Ti)2O4 below 1060 ◦C. Thus, the two different ordered phases differ in composition. Nevertheless, it
was noted in [96] that detailed studies are needed to determine their exact ordering [86].

Many attempts have been made at the thermodynamic optimization of the phase diagram of the TiO2–ZrO2 system
(Fig. 5). But since there is a wide variety of experimental material, the calculated versions of the diagram also differ
greatly.
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FIG. 5. Phase diagram of the TiO2–ZrO2 system (thermodynamic optimization): a – [85, 87], b –
[97], c – [91], d – [98], e – [90]; ss – solid solution, m-, t-, c- – monoclinic, tetragonal and cubic
polymorph, respectively, R – rutile, L – liquid

Fig. 5a shows a calculated version of the phase diagram based on data from [87]. The diagram was calculated
using the known thermodynamic data for ZrO2, various estimates for TiO2 based on correlations between the interac-
tion parameters and ionic radius [85], and other data. To model the mixing of components, a simple subregular model
was adopted using only the ideal entropy of mixing and without taking into account any temperature dependence of
the mixing parameter coefficients. The thermodynamic properties of the ZrTiO4 and ZrTi2O6 compounds relative to
hypothetical “cubic” TiO2 have been determined to comply with the published experimental phase relationships.

Various interaction parameters were used for the crystalline and liquid phases, the solubility of ZrO2 in TiO2 was
neglected. The parameter of interaction of the liquid phase was adjusted in such a way as to reproduce the peritectic
melting of ZrTiO4 at 1820 ◦C, as well as a temperature of 1760 ◦C and a composition of 80 mol. % TiO2 corresponding
to the eutectic point.

The thermodynamic optimization of the TiO2–ZrO2 phase diagram performed in [97] are in good agreement with
the available experimental data (Fig. 5b). The presence of two-phase fields between pyrochlore and ZrTiO4, as well
as between pyrochlore and t-ZrO2 at 1300 ◦C, which were not considered in earlier versions of the phase diagram, is
essential. Two invariant transition-type reactions were found in calculations and then experimentally confirmed in the
temperature range between 1300 and 1500 ◦C.

The phase diagram of the TiO2–ZrO2 system, calculated on the basis of the available experimental data [70–
72, 74–76, 79, 83], based on the fact that ZrTiO4 and ZrTi2O6 are taken as peritectically decomposing stoichiometric
compounds, is shown in Fig. 5c according to the data of [91].

The phase diagram and thermodynamic data available for the TiO2–ZrO2 system were reviewed. An attempt was
made to provide a consistent set of thermodynamic parameters describing the system by combining the CALPHAD
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method using Thermo-Calc software and a database system. The set of thermodynamic functions is intended for a
simplified version of the TiO2–ZrO2 phase diagram, in which ZrTiO4 and ZrTi2O6 are considered as stoichiometric
compounds. Comprehensive comparisons are made with the available experimental data, and it is shown that the set
can satisfactorily take into account most of the experimental data, with the exception of the data on the homogeneity
of ZrTiO4 and ZrTi2O6.

The thermodynamically optimized phase diagram of the TiO2–ZrO2 system according to experimental data [98]
and data from other authors is shown in Fig. 5d.

The phase relationships in the TiO2–ZrO2 system were studied in the temperature range from 1000 to 1600 ◦C us-
ing X-ray diffractometry and scanning electron microscopy (SEM) with energy dispersive X-ray spectrometry (EDS).
The temperature of peritectic reactions Liquid = β-(ZrxTi1−x)2O4 + TiO2 and Liquid + t-ZrO2 = β-(ZrxTi1−x)2O4

were determined to be 1756 and 1844 ◦C, respectively.
The compositions of the eutectic were determined by SEM/EDS as 83.2 ± 1.0 mol. % TiO2. The temperature

of the eutectic reaction Liquid = β-(ZrxTi1−x)2O4 + TiO2 determined in this work is in good agreement with other
data. The eutectic composition measured in this work contains more TiO2 compared to previous results. However,
the results obtained are within the uncertainty of experimental methods. The enthalpy of formation of the β-ZrTiO4

compound from oxides was measured to be –18.3 ± 5.3 kJ/mol using capillary calorimetry.
The molar heat capacities of the β-(ZrxTi1−x)2O4 compound were measured in the range –38–950 ◦C. Exper-

imental data were used for the thermodynamic values (i.e., the heat capacity and enthalpy of formation of the β-
ZrTiO4 compound) measured in this work. In order to optimize the description of the heat capacity of α-ZrTiO4 and
β-(ZrxTi1−x)2O4, as well as the contribution of the enthalpy of formation of the β-ZrxTi1−xO4 phase, respectively.
Using the obtained experimental results together with the literature data, thermodynamic parameters were obtained in
the TiO2–ZrO2 system.

In [90], a thermodynamic description of the TiO2–ZrO2 system based on a critical evaluation of limited ex-
perimental data from literature is obtained. Non-stoichiometric compound ZrTiO4 is described as (Ti,Zr)1O2 while
ZrTi2O6 is treated as a stoichiometric phase. Comparison shows that the calculated phase diagram agrees reasonably
with the experimental set selected by authors (Fig. 5e).

So, in this system, there are many contradictions in both experimental and calculated data. In general, we can
conclude that this system needs detailed revision, with independent experimental and calculation expertise.

4. SiO2–ZrO2 system

Interest in the phase relationships in the SiO2–ZrO2 system in connection with the need for these data for the
technology of baddeleyite and zircon refractories has not weakened since [108]. The known variants of state diagrams
are shown in Fig. 6.

The most complete version is presented in the experimental work [109] (Fig. 6b). Subsequent works are only
clarifying on the temperature boundaries of the existence of zircon [110] (Fig. 6b), on the region of solid solutions
[111] (Fig. 6c), and on the border of metastable miscibility gap and the critical point of the immiscible region [112]
(Fig. 6c).

In [113] (Fig. 6d), the Gibbs energies of three solid polymorphic and liquid ZrO2 were again optimized based on
a critical assessment of all available experimental data. All data from the experimental phase diagram and thermody-
namic properties of the solid and liquid phases in each binary system were simultaneously evaluated and optimized to
obtain a set of model parameters. Certain discrepancies in the phase diagram and thermodynamic data in the literature
were eliminated with this optimization. Any type of thermodynamic data and phase equilibria can be calculated using
models with optimized parameters.

It can be concluded that this system has been studied in sufficient detail and no additional research is required on it.
However, if we discuss the nanoscale state of the components of this system, then it is possible for the manifestation
of features that appear to contradict the available data on phase equilibria, for example, the phenomenon of phase
selection [114].

An example of phase selection, which is a consequence of the fact that for the formation of a critical nucleus,
the condition of a minimum distance between nanoparticles of more than half the size of the critical nucleus must be
met, can be the nature of the course of solid-phase processes in systems with different reagent particle sizes of. In
particular, the study of the interaction between ZrO2 and SiO2 showed that the use of a mixture of ZrO2 nanoparticles
(15–20 nm) with amorphous SiO2 nanoparticles (about 5 nm) as a reaction composition does not lead to the formation
of ZrSiO4, but crystallization of cristobalite occurs. At the same time, during thermal treatment of a mixture of ZrO2

particles tens of micrometers in size with the same SiO2 nanoparticles, ZrSiO4 is formed in significant amounts. The
explanation for this phenomenon, unusual for the kinetics of solid-phase reactions, when a decrease in the particle size
of reagents causes a decrease in the rate of the chemical reaction, is that the size of the critical ZrSiO4 nucleus is much
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FIG. 6. Phase diagram of the SiO2–ZrO2 system: a – [108]; b – red line [109], black line [110];
c – black line [111], blue line and dots [112], d – [113]; ss – solid solution, m-, t-, c – monoclinic,
tetragonal and cubic polymorph, respectively, trid. – tridymite, crist. – cristobalite, L – liquid

larger than the distance between ZrO2 nanoparticles in the reaction composition of ZrO2 and SiO2 nanoparticles [114].
At the same time, crystallization of cristobalite in a composition of ZrO2 and SiO2 nanoparticles is possible, which is
explained by the small size of the nuclei of this phase.

It should also be noted that isostructural ZrSiO4 uranium silicate is not formed by high-temperature methods, but
is easily synthesized under hydrothermal conditions at relatively low temperatures [115].

5. TiO2–SiO2–ZrO2 system

There are only a few brief works on the study of the TiO2–SiO2–ZrO2 ternary system [51, 116, 117]. In [116], a
projection of the liquidus surface was constructed, on which the dashed line indicates the immiscibility area (Fig. 7a),
as well as two isothermal sections at 1400 ◦C (Fig. 7b) and at 1500 ◦C (Fig. 7c).
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FIG. 7. Phase diagram of the TiO2–SiO2–ZrO2 system [116]: a – liquidus surface projection; b –
1400 ◦C isothermal section; c – 1500 ◦C isothermal section, ss – solid solution

Initial reagents are not described. The original compositions were taken according to previous studies [51,117] to
clarify the critical points. The exact compositions are not given, as are the instruments or research methods. However,
most likely, the DTA method was used to obtain data of this type in this temperature range.

Fig. 7a is taken from [51] with modification according to the results of study [116] (Fig. 7b,c) present a summary
of several experimental studies of the ZrSiO4–TiO2 system [117] and the TiO2–ZrO2 system [70]. Data are summa-
rized as preliminary experimental results. Three peritectics and one eutectic were found. Only a eutectic at 1500 ◦C
has been suggested by earlier studies in this system. The new critical points appear to be consistent with experimental
observations of the cooling and crystallization behavior of the respective compositions, as shown in Fig. 7. Thus, the
system needs further detailed research.

6. Conclusions

The incompleteness, contradictions of the available data and the arising problems in the interpretation of study
results are demonstrated. As an example, the proposed in [116] topology of the liquidus surface in ternary system does
not take into account the presence of a miscibility gap in the binary section of the SiO2–ZrO2 system, as well as the
character of the liquidus line in the binary TiO2–ZrO2 system.

It should be noted that during the preparation of this review a perfect tool was actively used to search for informa-
tion on phase diagrams – Phase Equilibria Diagrams Online Search System by NIST ACerS [118], which unfortunately
has limited availability for free use. The development of such tools and databases makes it possible to significantly
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simplify the search for the necessary information [119] and reduce routine procedures to a possible minimum [120].
It would be beneficial to see more of these tools, not only commercial, but also freely available. This will undoubtedly
contribute to progress in materials science and technology.

The analyzed information allows us to conclude that the design of new materials based on the TiO2–SiO2–ZrO2

system with a given set of physicochemical, structural and dimensional parameters without using data on phase equi-
libria is almost impossible. It should be especially emphasized that the greatest contradictions in the data are observed
in the synthesis and analysis of nanoscale substances and nanomaterials. This feature of the nanoscale state leads to
the conclusion that, for completeness, it is necessary to add a dimension factor to the analysis of phase equilibria. At
the same time, there are still few examples of such an approach [106]. This greatly complicates and constrains the
possibilities of directed synthesis and analysis of nanoscale objects. Thus, a wide field for experiments opens in front
of us – a new dimension and a new life of classical physicochemical analysis. By combining the acquisition of these
data with the development of software tools that make it possible to work with them comfortably and efficiently, it is
possible to bring the design of nanoscale substances and nanostructured materials to a brand-new level.

The question is in which field the new approach will be firstly applied. Of course, for a precedent to grab the
attention of researchers, it must be a critically important task in a topical area.

Of great concern today is the energy crisis and the ways out of it. The emphasis is shifting towards nuclear energy
as the main hope of overcoming energy and resource problems. But the fact is that at the dawn of the century of atomic
energy a great leap forward was made. Many options have been tried, out of which a small number of solutions were
preferred. At that date and level of knowledge these decisions seemed optimal. But, the experience of nuclear power
development has shown that there are serious safety problems for the most popular solution which seemed ideal – for
oxide nuclear fuel in a zirconium cladding.

The serious problem is the zirconium reaction with vapor. If this reaction occurs, then it launches a chain of
negative events that aggravate each other. As a result, the probability is very high that a nuclear power plant have
a severe accident, such as the Chernobyl and Fukushima-1 accidents, could occur. Thus, with the renaissance of
nuclear energy for preventing the described problem, began the development new safer options for fuel assemblies –
an advanced accident-tolerant fuel.

One of the solutions to improve fuel safety is the use of special coatings to protect the cladding from oxidation.
In particular, a promising coating option are MAX-phases, that have a good compatibility with the cladding material,
high ductility and, potentially, good resistance to high temperatures.

At the same time, these phases and their combinations with metallic and oxide materials have not practically been
studied, and we need experimental and theoretical evidence of their effectiveness. The first and most important step
on the way is the study of phase equilibria. In particular, it is necessary to know what happens with that coating under
oxidizing conditions at high temperatures. This requires comprehensive physicochemical information not only about
MAX-phases, but their oxidation products and possible interactions.

For that, a critical analysis was carried out for the synthetic possibilities, the conditions for high-temperature
experiments, the assessment of nonequilibrium phase formation in binary systems and information about the TiO2–
SiO2–ZrO2 system which is the currently available. It will allow us to further take into account the features of phase
formation and phase equilibria in the TiO2–SiO2–ZrO2 system at high temperatures and in nanoscale to evaluate the
stability limits of MAX-phases in conditions at severe accidents on nuclear power plants.

Successful implementation of this or another actual problem must demonstrate the effectiveness of the described
approach. We are hope to see this.
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Chitosan is a promising environmentally-friendly polymer with a wide range of applications in biological, medical and water treatment fields. Recent
research in chitosan-based electro spun nanofibers has led to the very cost-effective and efficient removal of toxic metal ions from solutions that
are extremely important in today’s pollution-ridden world. Nanofiber fabrication of chitosan blends can easily be done by the novel electrospinning
technique. Because of their high adsorption capability, metal chelation ability, nontoxicity, biocompatibility, biodegradability, hydrophilicity,
and cost effectiveness, chitosan-based nanofibers have seen rapid growth in water treatment applications. This review outlines the ability of
electrospinning produced chitosan-based nanofibers to remove toxic metals. The primary goal of this review is to provide current information on
various chitosan blend nanofibers that may be useful in water purification, as well as to encourage further research in this area.
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1. Introduction

Chitosan is a novel biomolecule which is biodegradable and bio-compatible. This polysaccharide is obtained by
the deacetylation of chitin which is the major constituent of the exoskeleton of water-borne crustaceans [1]. Chitosan
is a versatile and promising biomaterial [2]. The cationic nature of this polymer has attracted interest for a number of
purposes and is the only abundant aminated polysaccharides which are available [3–6]. Chitosan is theN -deacetylated
derivative of chitin, but this N -deacetylation is never complete. A rigid nomenclature with regards to the degree of
N -deacetylation has not been defined between chitin and chitosan. About 6.89 % of nitrogen is present in chitin
and chitosan this is the reason why these materials are used as a chelating agent and have many commercial applica-
tions [7, 8]. Consequently, chitosan has attracted tremendous attention for the creation of novel functional materials
and potentially important renewable agricultural resource, and has been widely applied in the fields of agriculture,
medicine, pharmaceuticals, cosmetic, food industries, environmental protection, and biotechnology (see Fig. 1). Re-
cently [9], the chitosan backbone has had an increased capacity of adsorption due to the presence of a large number of
amine groups [10–12].

Several physical and chemical methods have been used to modify raw flaked chitosan [13, 14]. Physical modifi-
cations may increase the sorption properties; gel formation decreases the crystallinity of the sorbent and involves in
an expansion of the porous network [15]. Chemical modifications also offer a wide spectrum of tools to enhance the
sorption properties of chitosan for metals. Both hydroxyl and amine groups of chitosan can be chemically modified.
They may increase the chemical stability of the sorbent in acidic media but decreases the solubility in most mineral
and organic acids. They also increase its resistance to biochemical and microbiological degradation [13, 16]. The
physical and mechanical properties can be improved by cross-linking with glutaraldehyde [17–19], sulfuric acid [20],
epoxides [21] and di-aldehyde starch [22]. Glutaraldehyde has been frequently used to cross-link chitosan. To stabilize
the crosslinking of the chitosan in acidic solutions, a Schiff’s base reaction between aldehyde groups of glutaralde-
hyde and some amine groups of chitosan were commonly used. It has been noted that cross-linking may reduce the
adsorption capacity; it enhances the resistance of chitosan against acid, alkali and chemicals. The chemically modified
chitosan has a great future and its development is practically limitless.

1.1. Electrospinning

For the fabrication of submicron-sized polymer nanofibers ranging from 5 to 500 nm, electrospinning has been
recognized as an effective technique. The nanofibers thus formed from the electrospinning process may be 100 times
smaller than those prepared by traditional methods of solution or melt spinning [23]. The uniaxial stretching of a
viscoelastic solution is used for the preparation of nanofibers through electrospinning. The principles of electrospin-
ning and the different parameters that affect the processes have to be considered to understand and appreciate the
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FIG. 1. Applications of chitosan

process which enables the formation of various nanofiber assemblies. For the solidification of the solution, electro-
spinning makes use of electrostatic forces [24]. An electric field is applied between the collector and the capillary
end so that surface charge is induced on a polymeric fluid, deforming a spherical pendant droplet to a conical shape
in an electrospinning process [25]. The charged fluid jet is ejected from the tip of the conical protrusion commonly
referred to as Taylor cone. When the electric field surpasses a threshold value, the electrostatic repulsion forces of
the surface charges overcome the surface tension and then the charge density on the jet interacts with the external
field to produce instability. Large surface charge densities enhance a whipping mode rather than axisymmetric mode.
Bending of the jet produces a highly stretched polymeric fiber with simultaneous rapid evaporation of the solvent. The
main advantage of the electrospinning nano-manufacturing process is that it is cost effective compared to that of most
bottom-up methods. The nanofibers prepared from an electrospinning process are often uniform and continuous and
do not require expensive purification, unlike sub-micrometer diameter whiskers, inorganic nanorods, and composite
material reinforcement [26].

1.2. Electrospinning arrangement

A high voltage supplier, a capillary tube with a needle and a collecting screen are the three main components of
a typical electrospinning setup [27]. Fig. 2 shows a typical electrospinning setup. A 6 kV applied voltage is required
for initiation of the electrospinning process. The collector and the syringe needle are kept at the proper distance
one from the other. Metallic plates, aluminum foils and rotating drums can be used as target for the collection of
nanofibers during the electrospinning process. The potential difference enables the surface tension to be overcome
by the electrostatic forces of the polymeric solution ejected from the needle tip and the so called “Taylor cone”
configuration [28]. This process shapes the polymeric solution into a jet of charged fluid that is electrostatically
attracted by the collector. The solvent evaporates during this transit from the needle to the collector, allowing for the
accumulation of dry fibers on it. It is possible to run the electrospinning process at a lower applied voltage when a
grounded target is introduced nearer to the spinneret [29]. The widely used spinnerets included clip spinneret, tube-
less spinneret, co-axial spinneret, and heating spinneret. Co-axial electrospinning can be used to produce materials
having low spin ability [30] and by using multi jet spinneret, materials can be electro spun at low voltages [31].

1.3. Adverse effects of heavy metals

Ground water pollution originating from both natural and anthropogenic sources presents a serious threat to the
environment. Natural pollution sources include mineral and metallic deposits in sedimentary rocks and the release by
soil of various metal ions into the environment. Man-made activities like mining, plating, glass making, ceramics, and
battery manufacturing also lead to a great increase in heavy metal contamination in water, causing an ongoing risk to
the biosphere [32]. Metals such as arsenic, chromium, copper, iron, lead, mercury, nickel and zinc, which have high
toxicities and non-biodegradable properties, pose problems to both the environment and living organisms [33, 34].
Heavy metals pollutants in water are always an issue, because they can cause serious ailments such as dehydration,
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FIG. 2. Electrospinning arrangement (a) vertical; (b) horizontal [27]

stomach ache, nausea, and dizziness, lack of coordination in muscles, destruction of the nervous systems of young chil-
dren, lung irritation, eye irritation, skin rashes, vomiting, lung insufficiency, and liver damage [35–37]. Many methods
such as adsorption, electroplating, ion exchange, membrane separation, precipitation are being used to remove the ions
of these metals from aqueous effluents [38–42]. Among these, adsorption is commonly regarded as an effective and
economical method for wastewater treatment. Various types of adsorbents such as activated carbons [43–45], chitosan/
natural zeolites [46, 47], biosorbents [48–50], and chelating materials [51, 52] have been studied for the adsorption of
metal ions from aqueous solutions. The adsorption properties of these adsorbents depend on the functional groups
present on their surface. An adsorbent containing nitrogen-based ligands such as, amino, amidoxime, imidazole, and
hydrazine groups was effective in forming complexes with metal ions [53–57].

In this work, the removal of metals like chromium, lead, copper, cadmium, thorium, uranium, mercury, nickel
and arsenic from waste water by electro-spun nanofibers of chitosan, chitosan blends and modified chitosan were
discussed.

2. Removal of metal ions

Heavy metal ions released into different water resources, are poisonous, carcinogenic, and pose a potential risk
to human health and the atmosphere. Adsorption is one of the most effective techniques for removing heavy metal
ions from aqueous solutions. Different kinds of adsorbents have been used to remove metal ions from various aqueous
solutions, including activated charcoal, oxide crystals (ferric oxide, titanium oxide, cerium oxide, aluminium oxide,
manganese oxide etc.), polymer fabrics, resins, and bio sorbents. In recent years, different natural fibers have drawn
great interest as an adsorbent to remove heavy metal ions from wastewater due to their comparatively large exterior
unique surface area. Metal ions in aqueous solutions can be transferred to the surface of the adsorbent by diffusion or
convection, and then become bound to the surfaces due to various physical or chemical interactions between the metal
ions and the adsorbent’s surface functional groups. The formation of surface complexes, ion exchange, and chelation
have all been proposed as effective adsorption mechanisms for heavy metal ions on various adsorbents. The amino
group on an adsorbent, in particular, has been discovered to be one of the most important chelating groups for heavy
metal ion adsorption. As a result, chitosan nanofibers produced via electrospinning with high adsorption potential for
extracting heavy metal ions have piqued interest [58, 59].

Yunpeng Huang et al. analyzed the heavy metal removal by electro-spun fibrous membrane, its mechanism and
adsorption kinetics. The efficiency can be improved by surface group functionalization incorporation of nanoparticles.
Electro-spun fibrous membranes outperform conventional adsorbents in a variety of ways, including higher permeation
flux, lower pressure drops, flexible component adjustment, and multi-target adsorption [60]. Lei Zhang, et al. exam-
ined the various factors such as pH, temperature, adsorbent dosage, contact time, and co-existing ions, which plays a
key role in the metal removal. They also studied the adsorption kinetics, adsorption mechanism and furthermore, a
response surface approach was used to optimize the process parameters of heavy metal adsorption by modified chi-
tosan. Modified chitosan regeneration has received a lot of attention and several dynamic adsorption experiments have
also been described [61]. Xin Rui, et al. investigated the role of electro-spun nanofibrous membranes in wastewater
treatment. One of the primary issues associated is that the membrane with a nonwoven nanofibrous structure has very
weak mechanical properties, which could limit its use in wastewater treatment. Different strategies and methodologies
were investigated and discussed in this work, to improve the mechanical characteristics of nanofibrous membrane and
ensuring the membrane’s recyclability and reusability during the adsorption process [62]. Dhanush Gandavadi, et al.
discussed in their work about bio-based nanofibers and their application in waste water treatment. They highlighted
the use of biomaterials due to their ready availability, environmental friendliness aspects and resource efficiency. They
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also discussed various strategies like functionalization, incorporation of other natural and synthetic materials to im-
prove the efficiency of nanofibers, which facilitates enhanced adsorption and the potential for removing heavy metal
ions, dyes, and other contaminants polluting the environment [63].

2.1. Chromium

Chromium has been widely used in the pesticide industry, metallurgy, photography, corrosion control application,
metal finishing, steel manufacture, paint formulations, leather industry, varnishes, dye industry, and textile industry,
among others [64–66]. Chromium exists mainly in three oxidation states viz +2, +3 & +6 [67]. Among the different
states, Cr[VI] is the most toxic one [68,69]. The presence of chromium in water is a serious threat to the human life and
may cause severe health problems [70]. Different methods are used for the removal of chromium [VI] from aqueous
solutions and these may include chemical precipitation, membrane filtration, ion exchange, and reverse osmosis [71,
72]. The production of large volumes of waste, requirement of high energy inputs, and high operating costs were some
negative aspects of these methods [73, 74]. Among the various techniques, adsorption is a very effective one which
offers high efficiency, low cost, operational simplicity, versatility and the availability of a wide range of chemically
and thermally stable adsorbents [75, 76]. This method also has a broad applicability in water pollution control.

H. Behesthi et al. prepared, chitosan /multi-walled carbon nanotubes (MWCNT)/ Fe3O4 nanofiber for the effec-
tive removal of Cr(VI) from aqueous solutions. Chitosan powder is mixed with aqueous solution of 0.5 M acetic acid
for 24 hours at 300 ◦C using a magnetic stirrer. The prepared MWCNT/Fe3O4 composite is stirred with the chitosan
solution at room temperature for 6 hours. This composite solution is electro-spun to obtain a chitosan composite
nanofiber. From the TEM image, it was clear that the nanofiber formed has a coaxial nanocable structure that had di-
ameters of ∼10 – 15 nm. The adsorption capacity of this nanofiber depends on the concentration of MWCNT/Fe3O4,
pH, temperature and time. The maximum adsorption of Cr[VI] ions has been occurred at a pH of 2, temperature
45 ◦C and at an equilibrium time of 30 minutes. Kinetic studies show that the reaction follows a pseudo second order
model. One of the advantages that can be pointed out is that the chitosan/MWCNTs/ Fe3O4 nanofibers can be reused
without any frequent loss in adsorption [77]. G. Kummer, et al. prepared novel nanofiber materials composed of chi-
tosan/nylon 6 by the force spinning method using formic acid as the solvent and it was used for the effective removal
of chromium [VI] ions from aqueous solutions. The maximum adsorption capacity was 23.9 mg/g. The kinetic studies
shows that the reaction follows a pseudo second order model and the equilibrium isotherms best fit to the Langmuir
model. The thermodynamic studies show that the adsorption was spontaneous, endothermic and favorable [78].

Liang Ma et al. developed core-shell-structured cellulose acetate-polycaprolactone/chitosan [CA–PCL/CS] nano-
fibers using coaxial electrospinning and reported an excellent removal performance of hexavalent chromium [Cr[VI]].
10 g of chitosan was added to N, N-dimethylacetamide or acetone to obtain 10 % solution. 1 % cellulose acetate &
15 % poly caprolactone were dissolved in the formic acid or acetic acid by blending the solvent system to obtain poly-
caprolactone/cellulose acetatecomposite solution. The desired nanofiber cellulose acetate-polycaprolactone/chitosan
as the shell components and chitosan as core were fabricated via coaxial electrospinning. It was noticed that the core
shell structured fibers possess higher adsorption capability and good durability in acidic environment and also reported
that CA–PCL/CS fibers with core-to-shell ratio of 0.442 have a maximum adsorption capability of 126 mg/g at room
temperature. It is reported that it have a significant role in the adsorption of chromium [79].

Lei Li et al. reported the effective removal of chromium using chitosan nanofibers. Chitosan nanofibers were
prepared using 90 % acetic acid as the solvent by electrospinning. The 75 nm diameter chitosan nanofibers were
cross-linked by glutaraldehyde vapor to minimize the material’s solubility in aqueous solutions, and thus, the formed
cross-linked chitosan nanofibers were good adsorbents of hexavalent chromium directly from aqueous samples The
results showed a maximum adsorption capacity of about 131.58 mg/g, which was more than double that of chitosan
powder. It was also found that the adsorption is due to the presence of amino and the hydroxyl groups present in the
chitosan [80].

Ehsan Bahmani et al. prepared the chitosan-grafted-poly [N-vinylcaprolactam][chitosan-g-PNVCL] nanofibers
via electrospinning. ZIF-8 metal-organic frameworks nanoparticles were incorporated into the nanofibers for the
adsorption of Cr[VI] from water. The scanning electron microscope (SEM) image indicated an average particle size
of 65 nm was fabricated for ZIF-8 metal organic frame works. The SEM image of the prepared nanofiber with shows
an average diameter of 235 nm. The effect of parameters on the Cr[VI] removal was studied. It is also found out that
the synthesized nanofibers could be reused fora maximum of five sorption-desorption cycles.

The maximum experimental adsorption capacity of the chitosan-g-PNVCL/ZIF-8 nanofibers for Cr[VI] was
269.2 mg/g under ZIF-8 concentration of 3 wt. %, adsorbent dosage of 0.5 g/L, pH of 3, equilibrium times of 30 min,
and temperature of 25 ◦C.
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A pseudo first order and Langmuir adsorption model was used to match the kinetic and equilibrium data of
chromium adsorption. The obtained results showed that the prepared nanofiber loaded with ZIF-8 had a high capacity
for the removal of heavy metals [81].

Eryun Yan et al. synthesized the magnetic Fe3O4 containing polyvinyl alcohol/chitosan [Fe3O4@PVA/CS] com-
posite nanofibers via the electrospinning method and characterized by scanning electron microscope [SEM], transmis-
sion electron microscope [TEM], vibrating sample magnetometer [VSM] and Fourier transform infrared [FT-IR]. The
prepared composite nanofibers were used as a novel adsorbent for removing toxic chromium [VI] from the aqueous
solution. The doping of Fe3O4 nanoparticles [NPs] into the fibers had made a good effect on the absorption for Cr(VI)
ions under both neutral and acidic conditions, and the saturated adsorption reached the maximum when pH was 3.0.
The kinetics of Cr(VI) removal by the prepared composite nanofibers follows the pseudo-first-order model [82]. The
possible adsorption mechanism is shown in Fig. 3.

FIG. 3. The possible adsorption mechanism schematic diagram between Cr(VI) and the magnetic
Fe3O4@PVA/CS composite nanofibers (Under neutral and acidic conditions) [82]

2.2. Lead

A major concern to the public health is the presence of heavy metal ions in water [83, 84]. The main source of
lead is the waste water from battery manufacturing factories. The industrial waste water containing lead ions is always
a threat to the ecosystem. Evidence has shown that excess lead ions can cause a harmful effect both on ecological
environment and human health [85–87]. Exposure resulting in acute lead poisoning may cause severe damage to the
kidneys, liver, brain, and nervous system, and in addition, may induce sterility, abortion, and neonatal death [88]. From
the previous studies, it is proved that adsorption process, due to its low cost and high efficiency is the most popular
method for the removal of heavy metal ions [89,90]. As the nanofibrous adsorbent prepared by electrospinning process
have high surface area and porosity, they have been widely used in adsorption of lead [91–97].

Adib Razzaz et al. prepared the chitosan/TiO2 nanofiber by two different techniques – coating method and en-
trapped method. The adsorbing capacity of the nanofibers for the removal of Pb [II] was found to be 526.5 mg/g for
the entrapping method and 475.5 mg/g for the coating method. It was also studied to determine if the chitosan/TiO2

nanofibers prepared by the entrapped method could be reused frequently without significant loss in adsorption perfor-
mance after five adsorption/desorption cycles. Fig. 4 depicts the SEM images of chitosan/ TiO2 SEM images. The
kinetic and equilibrium studies had shown that it follows a pseudo first order kinetics and Redlich – Peterson isotherm
model [98].

R. M. N Thumbi et al. proved that the Pb(II) removal by chitosan blend polyacrylamide nanofibers was accom-
plished without any additional synthetic modifications. They prepared the chitosan polyacrylamide blend solution
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FIG. 4. SEM images of (a) chitosan; (b) chitosan/TiO2 2 wt.%; (c) chitosan/TiO2 4 wt.% and
(d) TiO2 coated chitosan nanofibers [98]

by electrospinning method. The synthes is used aqueous solution of 0.52 M acetic acid. The resultant nanofibers
were crosslinked using glutaraldehyde as shown in Fig. 5. Parameters like different concentrations of acetic acid were
taken for the optimization of the electrospinning parameters. The resulting solution is passed through the syringe to
produce the electro-spun chitosan based nanofibers. The study reports show that the adsorption capacity for Pb was
56.54 mg/g. The Freundlich isotherms explain the theory better than Langmuir. The resultant nanofibers were applied
in the purification of both contaminated pond water and pulp waste. It was noticed that nanofiber prepared have re-
moval efficiency of 100 % in pond water; and 97.2 % in pulp wastewater. The regeneration efficiencies [recovery %]
were 64 % and 72 % respectively [99].

Yan Li et al. prepared a novel and highly efficient lead ion-imprinted adsorbent of chitosan nanofiber mats. The
electrospinning solution of chitosan with the lead chloride was prepared using trifluoroacetic acid (TFA)/CH2Cl2
as the solvent. The nanofiber formed was crosslinked with glutaraldehyde. The results shows that the maximum
adsorption for Pb[II] ions was 577 mg/g, which is five times more than that of the common chitosan-based adsorbents.
The kinetic study proves that the adsorption of Pb[II] ions follows a pseudo-second-order model [100].

Dong Wang et al. prepared a composite nanofibrous films using electrospinning technique and they modified the
film by loading cellulose nanocrystals (CNC). The adsorption capacity of the films was studied by changing the CNC
loading level, solution pH, and adsorption time. The results showed that the adsorption of lead ions by the films was
the best with CNC loading level of 5 wt.%, pH of 6, and adsorption time of 4 h. The adsorption behavior of the
films was agreed with the Freundlich model. The adsorption equation of metal ions could be described while using
a pseudo-second order model. The maximum adsorption capacity of Pb[II] ions was estimated as 323.49 mg/g. The
Pb[II] ion adsorption efficiency of the films after 4 adsorption-desorption cycles was 90.21 % [101].

Hossein Hadi et al. developed a novel electro-spun chitosan/graphene oxide [GO] nanofibrous adsorbent by
electrospinning process. The adsorption behaviors of Pb2+ from aqueous solutions using chitosan/GO nanofibers
were investigated. Kinetic and equilibrium studies showed that the experimental data of Pb2+ was best fitted with
double-exponential model and Redlich – Peterson isotherm models. The maximum monolayer adsorption capacity of
Pb2+ ions using chitosan/GO nanofibers was found to be 461.3 mg/g at an equilibrium time of 30 min and temperature
of 45 ◦C. By the evaluation of the thermodynamic parameters, it was proved that the nature of the metal ions sorption
by chitosan/GO nanofibers was endothermic and spontaneous. It is also noted that the chitosan/GO nanofibers could
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FIG. 5. Preparation of the lead-ion imprinted crosslinked electro-spun chitosan nanofiber mats [100]

be reused frequently without almost any significant loss in adsorption performance. This study provides a promising
chitosan/GO nanofibrous adsorbent with a good adsorption property for heavy metal ions removal [102].

2.3. Copper

Water resources are extensively used in all stages of industrial production and consequently contaminated with
heavy metal ions, which are often disposed into the environment. Heavy metal ions accumulate in living organisms
as a result of their presence in drinking water, air, and soil, resulting in illnesses, poisoning, and mutations [103, 104].
Excess Cu2+ can cause some renal diseases, liver dysfunction, stroke, inflammation and cancer [105]. Therefore,
environmental protection and remediation systems must be developed to eliminate pollution of this metal.

Natalia S. Surgutskaia et al. had prepared diethylenetriaminepentaaceticacid(DTPA)-modified chitosan [CS-
DTPA] for the effective of Cu2+ ions by ethylcarbodiimidehydrochloride/N-hydroxy-succinimide crosslinking [106].
The preparation was done by mixing around 10 ml of 2 % chitosan solution of pH about 4.7 and 10 ml of DTPA
solution which was activated with N-hydroxy-succinimide and ethylcarbodiimide hydrochloride at pH 4.7. Nanofi-
bre formation is clearly in Fig. 6. This modified chitosan nanofiber showed better adsorption of Cu2+ from aqueous
solutions as shown in Fig. 7. The maximum adsorption shown by this nanofiber was 177 mg/g for Cu2+ ions [107].

Ichrak Lakhdar et al. reported the removal of copper from aqueous solutions using modified chitosan nanofibers
with polyethylene oxide. The solution was prepared by mixing 4 % wt chitosan in 50 % acetic acid and 4 % polyethy-
lene oxide in 50 % acetic acid for 18 – 24 hours of ambient temperature and the 4 % weight electro-spun chitosan
nanofibers were produced using a horizontal electrospinning technique. The results show an adsorption of 94.7 %
of copper from the aqueous solutions. Kinetic studies have showed that the adsorption of copper ions on CS/PEO
nanofibers follows a chemisorption by chelation mechanism. From the equilibrium studies, it was noted that the ad-
sorbed copper forms a monolayer with equal distribution of the energy on the homogeneous surface of the adsorbent
as seen in Fig. 8 [108].

Cardenas Bates et al. developed electro-spun chitosan-polyethylene oxide nanofiber mats using a new collector
design. Continuous flawless nanofibers of 151±36 nm in diameter were achieved by this method. Adsorption capacity
of the mats for copper ions in aqueous solutions was investigated. The results showed that sorption equilibrium
was achieved within 2.5 hours with a homogenous distribution of copper ions within the nanofiber mats. Kinetic
studies show that pseudo-second order kinetic model is best fitted the experimental data. The sorption processes are
best described with the Langmuir isotherm with a maximum adsorption capacity of 124 mg/g for trial temperatures
ranging from 25 to 60 ◦C. Thermodynamic parameters [∆G ◦, ∆H ◦ and ∆S ◦] proved that the adsorption was
feasible, endothermic and spontaneous. The results of desorption studies revealed that the electro-spun chitosan mats
can be desorbed and reused up to 5 cycles without significant loss in adsorption performance [109].

Sajjad Haider et al. prepared chitosan nanofiber mat for the removal of copper from waste water. 3 wt % chitosan
solutions were prepared in TFA and the nanofiber is prepared by electrospinning at 20 kV voltage. The dried nanofiber
mat was neutralized using potassium carbonate solution [M], and the mat was taken out from the aqueous solution,
washed repeatedly with the deionized water until the pH of the solution become 7 and dried at about 600 ◦C for about
24 hours under vacuum. The freeze dried chitosan nanofiber mats prepared shows a high adsorption value for the
metal ions and good erosion stability in water. Fig. 9 depicts the SEM images of nanofibres during the various stages.
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FIG. 6. SEM images and size distribution of pre- and post-stabilized CS/PEO (a,c) and CS-
DTPA/PEO (b,d) nanofibers [107]

FIG. 7. Schematic illustration of preparation and adsorption properties of CS-DTPA/PEO NFs [107]
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FIG. 8. Adsorption kinetic of copper ions by chitosan electro-spun nanofibers [108]

FIG. 9. FE-SEM micrographs of the chitosan nanofibers: (a) as-spun; (b) neutralized and (c) neu-
tralized freeze-dried surfaces, and (d) enlarged nanofibers [110]

The results had showed that the equilibrium adsorption capacities for Cu[II] were 485.44 mg/g. It is reported that
the Cu[II] adsorption capacity of this fiber is 6 higher than any other methods. This high adsorption capacity was
explained based on the high surface area per unit mass of nanofiber [110].

Dongxue Yang et al. studied how to improve the adsorption ability of chitosan [CS] for heavy metal ions.
They prepared rich amino-functionalized CS electro-spun membranes. During the efficient synthesis, polyglycidyl
methacrylate [PGMA] and polyethylenimine [PEI] were orderly grafted on the surface of CS electro-spun membrane.
X-ray diffractometer [XRD] analysis confirm the introduction of amino-group on the chitosan. The maximum adsorp-
tion capacity of Cu2+ by CS-PGMA-PEI was 69.27 mg/g. It was noted that the adsorption equilibrium of the heavy
metal ion solutions was rapidly established in 60 min. The kinetics analysis revealed that the adsorption process of CS-
PGMA-PEI followed a pseudo-second-order and can be described by Langmuir model. The prepared CS-PGMA-PEI
membrane also exhibited a good reproducibility and stability [111].

Josó Ortiz C et al. studied about how nanofibrous mats based on chitosan can be used for removal of copper [II]
ions in aqueous solutions. They fabricated different nanofibers based on chitosan-electro-spun CS-PEO nanofibers,
PVA nanofibers coated with chitosan, and PVA: PAA nanofibers coated with chitosan to compare their effectiveness in
the adsorption of Cu2+ in aqueous solutions. Among the different types of nanofibers prepared, PVA: PAA nanofibers
had the best shape and thickness in comparison with CS-PEO nanofibers and PVA nanofibers. Beads were present in
all the electro-spun nanofibers but they were reduced with the control of viscosity and surface tension parameters. The
maximum average percentage of adsorption for the different nanofibers is as follows – CS-PEO nanofibers were of
32 %. For CS-PVA Nanofibers, this value was 16 %, and finally, for CS-PVA: PAA nanofibers, the figure was 98 %.
In conclusion, CS-PVA: PAA nanofibers had the best percentage of adsorption [112].
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Qasim Zia et al. prepared porous poly L-lactic acid [PLLA] nanofibrous membrane with the high surface area
by electrospinning method and post acetone treatment was used as a substrate for the deposition of chitosan. The
porous PLLA/chitosan structure provided the chitosan with a high surface framework to fully and effectively adsorb
heavy metal ions from water and showed higher and faster ion adsorption. The composite membrane was used to
eliminate the copper ions from the aqueous solutions. Chitosan acts as an adsorbent due to the presence of the amino
and hydroxide groups which are complexation sites for the capture of copper ions. The maximum adsorption capacity
of copper ions was 111.66 ± 3.22 mg/g at pH 7 at an interaction time of 10 min and temperature about 25 ◦C. The
adsorption kinetics of copper ions and was well agreed with the second-order model and adsorption studies follow
Langmuir isotherm. From the thermodynamic studies it was found that the adsorption system was exoergic and
spontaneous. From this study chitosan modified porous PLLA nanofiber can be proved as a green adsorbent for
purification of aqueous solutions containing metal ions such as copper [113].

2.4. Cadmium

Nowadays, the removal of heavy metal pollutants such as cadmium from the wastewater is a serious issue because
of their serious and detrimental effects both to the environment and human health [114, 115]. Cd[II] ions are non-
biodegradable and poisonous. The main source of the cadmium metal are organic chemicals, cadmium-nickel battery,
mining, pigments, stabilizers and other industries leading to the release of pollutants to the natural environment by
long-range transport diffusion [116]. A number of technologies were applied to eliminate heavy metal ions from water
streams containing solvent extraction precipitation, membrane, flotation, coagulation,ion exchange, and adsorption etc.
Among these methods, adsorption is the most effective and cheapest one.

Alharbi H.F. et al. prepared nanofiber of PAN (Poly Acrylo Nitrile) doped with metal oxide and chitosan by
electrospinning for the removal of cadmium. The work investigated the role of pH, initial concentration, adsorption
time were studied and established the influence of metal oxide doping [ZnO]/TiO2. Introduction of chitosan to func-
tionalized PAN enhances the adsorption of cadmium by four-fold. Kinetic studies review the pseudo-second order and
Langmuir isotherm equation. The maximum adsorption capacity was found to be 160 mg/g for cadmium ion [117].

Ricardo Brandes et al., in their research for the removal of Cd[II] ions from aqueous solution, developed a new
nanofibrous electro-spun nonwoven sorbent made from chitosan [CS] and phosphorylated nanocellulose [PNC]. SEM,
EDX, AFM and FTIR were used for characterizing the adsorbent material. The results show that adsorption capacity
reached 62.3 mg/g at pH 5.5 and 25 ◦C. The Cd[II] adsorption occurs at a rapid speed and achieved equilibrium
within 120 minutes. Kinetic studies showed that the reaction fits a pseudo-second order kinetic model and the sorption
isotherm was best described by the Langmuir adsorption isotherm. The maximum adsorption capacity of Langmuir
was 232.55 mg/g at 25 ◦C, and increased with temperature, which can be explained by the high affinity of amine and
phosphate groups with cadmium on the surface of the nanofibrous mats. The thermodynamic study showed that the
adsorption follows a spontaneous endothermic reaction. This work also confirmed that an electro-spun nanofibrous
mats based on CS and PNC can be used as an alternative material for the removal of cadmium ions, contributing to
water sustainability [118].

Mohammad Rezaul Karim et al. synthesized nanofibers membranes which were fabricated by polyvinyl alco-
hol/chitosan [PVA/Chi] using an electrospinning technique for selective and high adsorption of cadmium Cd[II] ions
based on the solution acidity. The adsorption capacity of this fiber was investigated against the parameters such as
initial metal ions concentration, interaction time, adsorbent dosage and solution pH also were evaluated. The adsorp-
tion data fit towards the pseudo-second-order model for Cd[II] ions and the equilibrium data were well fitted with
the Langmuir adsorption isotherms model. The maximum adsorption capacity was 148.79 mg/g for Cd[II] ions. The
Cd[II] ions adsorptions were also measured to know the selectivity with simulated environmental solution, and the
data shows the high selectivity for Cd[II] ions at the optimum conditions. Thus, the PVA/Chi NFs are considered to
be an effective and promising material for the removal of Cd[II] ions from wastewaters with high efficiency [119].

Sana Jamshidifarda et al. prepared PAN/chitosan/UiO-66-NH2 nanofibers for adsorption and membrane filtration
of Cd[II] ions from aqueous solutions. UiO-66-NH2 MOF content [0 – 15 wt. %], pH [2 – 7], contact time [5 –
90 min], initial metal ion concentration [20 – 1000 mg/L] and temperature [25 – 45 ◦C] have a marked influence
on the adsorption capacity of the nanofiber. Kinetic studies follows a pseudo-second-order kinetic and Redlich –
Peterson isotherm model accurately described the experimental sorption data. At optimum conditions, UiO-66-NH2

the nanofibrous adsorbent for Cd[II] ions sorption was found to be 415.6 mg/g. It wasalso noted that an increase in the
active layer thickness from 10 to 70 µm and increased the MOF content in the membrane matrix from 0 to 10 wt % as
well as initial concentration of metal ions from 5 to 50 mg/L resulted in increasing metal ions removal and decrease
in the water flux. When the temperature was increased from 25 to 45 ◦C it resulted in increasing the water flux and a
slight decrease in the metal ion removal [120].
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Merin S. Thomas et al., in their work, explained the fabrication of polylactic acid [PLA]/Nano chitosan [nCHS]
composite fibers by electrospinning method for Cd2+ metal ion adsorption from water. Here, nCHS was synthesized
by a method known as ionic gelation method. The scanning electron microscopic analysis revealed that the addition
0.1 wt % nCHS has decreased the fiber diameter as well as the secondary pore size and hence imparted unique
properties to electro-spun composite fibers. The composite nanofibers have higher stability, reduced crystallinity,
higher hydrophilicity and high surface area compared to individual material. The basic character of the composites
has intensified with the increase in nCHS addition was proved by inverse gas chromatography. 70 % Cd2+ removal
efficiency was achieved by this method [121].

2.5. Mercury

Mercury [II] is a highly reactive ion which binds to the amino acid cysteine in proteins. It is considered to be
a carcinogen causing embryocidal, cytochemical, and histopathological events [122]. On converting into methyl-
mercury, mercury and its compounds can affect the human beings even at very low concentrations [123, 124]. The
main sources for contamination of water by mercury are wastewater discharges from industries like chlor-alkali, paper
and pulp, oil refining, paint, pharmaceuticals and batteries. Various methods have been reported for removal of Hg[II],
including chemical precipitation, ion exchange, membrane filtration, electrochemical separation, reverse osmosis,
solvent extraction and adsorption [125–128].

Reena Sharma et al. prepared various combinations of Ce-PVA-CHT composite by electrospinning technique.
From their experiments it has been noticed that from the various combinations, 7:3 ratio of PVA and CHT forms
the bead free nanofibers. Homogenous solutions of 4 wt % CHT powder in 2 % [v/v] formic acid and 8 wt % PVA
in 2 % [v/v] acetic acid were prepared at room temperature. A desirable viscous solution of 7:3 ratio was prepared
and mixed with cerium [III] nitrate hexahydrate [0.5 – 5.0 w/w %]and was electro-spun at 20 kV to form Ce-PVA-
CHT composite nanofiber. Nanofibers were cured at ∼ 110 ◦C for 5 hours prior to its use for Hg[II] adsorption
studies. The main advantage of this polymer is that they are bio degradable, non-toxic and are of low cost. The
results shows that the adsorption of PVA-CHT by Ce is around 31.44 mg/g and effective removal of Hg[II] occurs
at low to moderate concentrations. The adsorption of Hg[II] on composite nanofibers may be due to the small ionic
radii, high electric charge and high potential energy. Best results were observed at a pH range of 5.3 – 6.0. The
kinetics studies showed that the adsorption process follows a pseudo second order and the Langmuir isotherm shows
monolayer adsorption [129].

2.6. Thorium

Thorium [IV] is a radioactive fissionable metal ion, and the embodiment of its radioactive isotopes in living body
over a period of time could cause several health hazards like neurotoxicity and other noxious diseases [130].

Prakash Macchindra Gore et al. prepared the chitosan/RTIL homogenous solution by dissolving 3 % chitosan
in 5 % acetic acid and integrating to the 8 % PVA solution and stirred for 2 h using a magnetic stirrer for about
2 hrs. Solutions of 0.5, 1, 2, 3, 4, 5, 10 wt % 1-butyl-3-methylimidazolium tetrafluoroborate [BMIM-BF4] are added
to the chitosan to prepare Chitosan/RTIL mixture and the mixture is stirred for an hour. The precursor solution for
electrospinning is prepared by adding 0.01 wt % of thorium nitrate to get the ion-imprinted solution. A 1000 ppm
solution of Th[NO3]4 in deionized water is used as the stock solution for the experiment. The influence of pH,
temperature, adsorption and time were studied for the effective removal of thorium by chitosan/RTIL fibers. The
possible mechanism of thorium adsorption is shown in Fig. 11. The maximum adsorption efficiency was reported as
90 % at a neutral pH of 7, temperature of 298 K within 2 hours [131].

2.7. Uranium

Uranium is a naturally occurring, primordial and ubiquitous heavy metal. The main sources of uranium pollution
are nuclear fuel industry, nuclear weapons, exploitation of ore deposits for the extraction, have increased the presence
of U in the environment. The element uranium can exhibit variable valences such as +2, +3, +4, +5 and +6 in nature;
among these, the most common and stable form of uranium is U6+, which is soluble in water [132, 133]. Recently,
uranium has become a serious concern because of its chemical toxicity and radioactivity, and thus, the removal and
recovery of uranium from contaminated sites and aqueous systems is of particular interest. Several methods were
used for this and some of the methods were chemical precipitation, solvent extraction, membrane separation, and
adsorption. Among these, the adsorption is considered as the best method for the removal and recovery of uranium
because of its efficiency, low-cost and easy operation of the adsorption-based technologies [134, 135].

Christos Christoua et al. prepared PVP/chitosan blended nanofibers as adsorbent material for the removal of
hexavalent uranium, U[VI] from aqueous solutions. By using batch type experiments, the nanofibers have been char-
acterized prior to and after U[VI] adsorption by SEM and FTIR measurements, and the effect of various parameters
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FIG. 10. SEM and EDAX of Ce-PVA-CHT composites nanofibers (a) Before adsorption, (b) After
adsorption of Hg(II) [129]

FIG. 11. Interaction between chitosan and RTIL [131]



740 Texin Joseph, Meera Jacob, Veena R. Nair, Jaya T. Varkey

such as metal-ion concentration, temperature and contact time on the adsorption efficiency were also investigated. The
increased sorption capacity of this nanofiber can be explained by the presence of polar carbonyl group on the fiber,
formation of the inner sphere complex between uranium and the fiber. The thermodynamic and kinetic studies revealed
a relatively fast kinetics with a rate constant of k1 = 0.01 min−1 and an entropy-driven process. From the recycling
experiments, it was proved that the material can be reused used up to four cycles with 10 % efficiency loss [136].

Ali Reza Keshtkar et al. prepared Polyvinyl alcohol/tetraethyl orthosilicate/aminopropyltriethoxysilane
(PVA/TEOS/APTES) nanofiber membrane by electrospinning method for the adsorption of uranium from aqueous
solutions. From SEM, TEM and FTIR and BET analysis the surface area of electro-spun membranes obtained was
153 m2/g. Experiments were carried out to find out the influence of different sorption parameters like pH, contact
time, initial concentration and temperature. The maximum adsorption of uranium ions takes place at a pH 4.5 and at a
high temperature of 45 ◦C. Langmuir, Freundlich and Dubinin – Radushkevich isotherm models were used to describe
the equilibrium data of uranium to the prepared membrane at different temperatures (25 – 45 ◦C) and the kinetic data
were analyzed by pseudo-first-order. The maximum adsorption capacity of uranium ions onto the PVA/TEOS/ APTES
hybrid nanofiber membrane was found to be 168.1 mg/g. Thermodynamic parameters showed that the adsorption of
uranium onto the electro-spun membrane was feasible, spontaneous and endothermic [137].

2.8. Nickel

The discharge of waste water into the rivers and surface waters from the industries may lead to the presence of
heavy metals, and organic materials in the water sources which may cause various problems in vital organs of humans
and animals [138–140]. Therefore, it should be removed before their diffusion into the ground waters [139]. Nickel
has numerous applications in the field of medicine, automobiles, electricals and jewelry. Continuous exposure to nickel
and heavy dosage can lead to allergy, cardiovascular and kidney diseases, lung fibrosis, lung and nasal cancer [141].

Alireza Karamipour et al. prepared CS nanofibers coated with Fe3O4 by weighing a defined amount of chitosan
and dissolving it in 3 % acetic acid solvent with continuous stirring for 6 hours to obtain the polymeric solution. The
electro-spun nanofibers were coated with Fe3O4 by immersing in NPs suspensions at room temperature to about 6 –
24 hrs. The results had shown that the maximum adsorption capacity of Ni[II] using Fe3O4-coated was 163.3 mg/g at
pH 5, an adsorbent dosage of 0.4 g/L, at a contact time of 5 h, and 25 ◦C. Kinetic studies had proved that the reaction
follows a pseudo second order kinetics and Redlich – Peterson isotherm model, respectively. This modified polymer
sample can be used for more than 5 cycles of adsorption [142].

Mehran Bozorgi et al. removed Ni(II) from aqueous solution by using PVA/chitosan/ZnO/APTES nanofiber.
Initially, 0.2 g of chitosan powder in acetic acid and 1 g of PVA in deionized water is mixed together using a magnetic
stirrer for 4 hours. The ZnO nanoparticles synthesized were modified with APTES. PVA-chitosan composite solution
is sonicated with modified ZnO nanoparticles and was electro-spun to obtain the desired nanofiber. The properties of
nanofibers vary with ZnO-NH2 loading. The TGA analysis showed that PVA/Chitosan/ZnO-NH2 has higher thermal
stability in comparison with PVA/Chitosan adsorbent. From the SEM analysis, it was found that the average diameter
of the nanofiber was 98.5 nm. The optimum content of ZnO-NH2 was 10 wt % for the maximum adsorption. The
maximum adsorption for Ni2+ by the nanofiber is 0.851 mmol/g at 45 ◦C, which is double the value of the cast. The
equilibrium data is well fitted with the Langmuir model. It follows a double exponential kinetic model [143].

Umma Habiba et al. synthesized chitosan/polyvinyl alcohol [PVA]/zeolite nanofibrous composite membrane via
electrospinning. The characterization of the resulting nanofiber was done by electron microscopy, X-Ray diffraction,
Fourier transform infrared spectroscopy, swelling test, and adsorption test. The nanofiber obtained was bead free.
The resulting membrane was stable in distilled water, acidic, and basic media. Kinetic study showed that adsorption
rate was high. Adsorption of Ni(II) on nanofibrous membrane follows pseudo second order kinetics and can be best
explained by Langmuir adsorption isotherm. The adsorption rate decreases at high concentrations. The adsorption
capacity of nanofiber was still retained after five recycling runs; this indicates the reusability of chitosan/PVA/zeolite
nanofibrous membrane [144].

Mahtab Jafarnejad et al. described a multi-functionalized polyether sulfone [PES]/chitosan [CS]/Fe3O4-NH2-SH
nanofiber was prepared and applied for single and simultaneous removal of Ni[II] ions from the water systems. Fe3O4

nanoparticles were synthesized by co-precipitation method and were loaded with Fe3O4-NH2-SH content. The authors
have studied the simultaneous effects of solution pH, adsorbent dosage and Fe3O4-NH2-SH. The composite nanofiber
PES/CS/Fe3O4-NH2-SH was prepared via electrospinning technique. The adsorption of nickel ion optimized with
the parameters, pH, adsorbent dosage, Fe3O4-NH2-SH load, the contact time and temperature. Kinetic data suited to
the double-exponential model and a monolayer adsorption indicates the Langmuir adsorption model. The maximum
adsorption capacity of CS/PES/Fe3O4-NH2-SH was 95.3 mg/g. The main advantage of this nanofiber was their ad-
sorption capacity was retained for 4 desorption steps. In a binary system of ions, the adsorption capacity decreased
with the increase of competitive ion concentration [145].
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2.9. Arsenic

Arsenic is a commonly distributed element in the natural environment, particularly in the ground water. Water
contaminated with arsenic may lead to many health problems such as bladder cancer, skin lesions etc. As many
technologies have been developed to remove arsenic from water, adsorption is the best method among them.

L-L. Min et al. synthesized chitosan based membrane [CS-ENM] by electrospinning process using acetic acid as
solvent for the removal of arsenate from water. The resulting chitosan based fibrous membrane was highly porous, with
a large specific surface area. Due to these factors, the adsorption capacity was higher than the most reported chitosan
adsorbents and the value is about 30.8 mg/g. It was also noted that the pH value has shown a marked influence on the
adsorption of As[V]. The result shows that the adsorption will be maximum at a lower pH [146].

Ping Tan et al. showed that the effective removal of arsenate from water at neutral pH can be done by using
immobilizing chitosan nanofiber with lanthanum. An homogeneous solution of 4 % w/v chitosan and 4 % w/v PEO
are prepared in acetic acid solvent and is loaded with lanthanum. The solution is electro-spun to obtain CS/PEO
nanofiber doped with La. Lanthanum loading has marked influence on the adsorption of arsenate ion. The adsorption
of arsenate ion using this lanthanum-doped chitosan nanofiber was about 83.6 mg/g, which is more than that of any
other chitosan based nanofiber. This method was effective at wide range of pH values. The effect of doping of metal
oxide Fe, Zr, Cu, Fe/Zr, and Fe/Cu with the nanofiber was also evaluated. The use of Fe-oxide impregnated mat give
maximum adsorption of arsenate compared to other oxides. This could be explained on the basis of the formation of
inner sphere complexes with Fe oxide [147].

L-L. Min et al. reported that a novel iron doped chitosan electro-spun nanofiber can be used for the effective
removal arsenate from water at neutral pH, proving a vital role in the removal of arsenate. Fig. 12 indicates the
formation of Fe doped chitosan nanofibres. Many works reported arsenate removal at acidic and basic conditions.
This work proved that Fe doped chitosan fibers will remove arsenate ions from water over a wide range of pH values,
even at neutral pH. The maximum adsorption capacity was noticed at 36.1 mg/g. When the adsorbent dosage increased
above 0.3 g/L, more than 90 % removal efficiency was shown by the fiber. The XPS analysis suggested that the amino
groups on chitosan backbone results in the adsorption of As[III] from the water samples [148].

(a) (b)

(c) (d)

FIG. 12. SEM images of Fe doped chitosan fibers [148]

Reena Sharma et al. synthesized a Ce-CHT/PVA composite nanofiber through an electrospinning technique by
mixing 4 wt % of CHT in 2 % v/v of formic acid and PVA in 2 % acetic acid in the ratio of 7:3 under constant stirring
for about 4 – 5 hrs. The solution was electro-spun to obtain the desired nanofiber. Ce-CHT/PVA composite nanofiber
showed greater efficiency in the removal of As[III] than CHT/PVA. A high adsorption of As[III] compared to the
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other adsorbents was due to the high surface area and presence of more active sites. The kinetic studies revealed that
in the first 10 minutes, over 80 % of As[III] was removed and the adsorption capacity was about 18 mg/g, which was
confirmed from the Langmuir adsorption isotherm [149].

The work of Ling-Li-Min, et al. reported the removal of As[V] using that Iron functionalized chitosan/PEO
electro-spun nanofiber [ICS-PEO-ENF]. This can be synthesized by electrospinning a mixture of chitosan, PEO, and
Fe3+ followed by crosslinking with the ammonia vapor. The experimental results has shown that the As[V] adsorption
was decreased with the increased ionic strength, and this was due to the outer sphere complexion of As[V] on the
nanofiber. Variation of pH also influences the adsorption. The adsorption isotherm was well described by Freundlich
model and the maximum adsorption capacity was found to be up to 11.2 mg/g at pH 7.2 [150].

3. Conclusion

Chitosan is a remarkable green polymer with numerous applications in a variety of fields due to its biocompati-
bility and biodegradability, and also a renewable resource that can be found in abundance in nature. Nanofibers have
a large surface area, which confers additional properties, giving them an advantage over conventional fibers. Bringing
the two ideas together, chitosan and nanofibers could result in amazing materials of research interest. This is not,
however, an easy mission. Natural polymers seem to be difficult substrates for electrospinning techniques due to their
high molecular weights. Several methods were used to solve this challenge. The selection of a suitable solvent facil-
itates nanofiber fabrication. The use of chitosan blends with other synthetic or natural polymers, as well as chemical
modifications, was another technique for creating smooth nanofibers. Chitosan based electro-spun nanofibers have
proven capacity in the removal of heavy metals from water due to their properties like high adsorption capacity, non-
toxicity, hydrophilicity, fast kinetics, and reusability. The disadvantages of these polymers include their low stability
and poor mechanical characteristics. The mechanical properties, especially the porosity of chitosan-based electro-
spun nanofibers, are influenced by the production methods and their blending and modifications, which enhances
the removal efficiency. This review provides a comparison of adsorption of different heavy metals by electro-spun
nanofibers of different chitosan blends. From the literature, it was understood that, temperature, pH, contact time,
concentration were the process parameters which exert influences upon the fibers’ adsorption capacities. Electrospin-
ning parameters like voltage distance between tip and collector, flow rate also affects the properties of fiber. Blending
with other polymers and doping with nanometals and metal oxides are the two significant factors that enhance metal
removal by the chitosan fibers. The blending ratio, nature of dopant, and doping load have a favorable impact on the
fiber characteristics. It was evident from the works; the metal adsorption by nanofibers follows pseudo second order
kinetics in most cases. Currently the world is dealing with a serious problem of heavy metal contamination in water,
which is detrimental to the entire ecosystem. Water purification systems can be better understood and developed in the
future by simulating purification processes. This article may spur the development of more chitosan-based nanofibers
for heavy metal removal as well as to contribute to water treatment industry. In addition to the nanofibers discussed
here, many electro-spun chitosan nanofibers and its composites can be employed for the effective removal of metals
which is shown in Table 1.

Abbreviations

MWCNT – Multi Walled Carbon Nanotubes
CA – Cellulose Acetate
PCL – Polycaprolactone
CS – Chitosan
PNVCL – Poly-N-Vinyl Caprolactam
ZIF-8 – Zeolitic Imidazolate Framework
PVA – Poly Vinyl Alcohol
TFA – Trifuoroacetic Acid
CNC – Cellulose Nanocrystals
GO – Graphene Oxide
DTPA – Diethylenetriaminepentaaceticacid
CS – Chitosan
PEO – Polyethylene Oxide
PEI – Polyethylenimine
XRD – X-Ray Diffraction Pattern
PGMA – Poly Glycidyl Methacrylate
NPs – Nanoparticles
APTES – (3-Aminopropyl)Triethoxysilane
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TABLE 1. Comparative adsorption of different metal ions by chitosan blends

Nanofiber Metal ion
Maximum
adsorption

mg/g
Adsorption Model Ref

Chitosan – Graphene oxide Cu[II] 423.8 Redlich – Peterson isotherm model [102]

Chitosan – Graphene oxide Cr[VI] 310.4 Redlich – Peterson isotherm model [102]

Chitosan-Polyethylene oxide Cu[II] 120.6 Dubinin – Daskovich model [107]

Chitosan-Polyethylene oxide Ni[II] 35.24 Dubinin – Daskovich model [107]

Chitosan-diethylene triamine
pentaacetate- polyethylene oxide

Pb[II] 144.7 Dubinin – Daskovich model [107]

Chitosan-diethylene triamine
pentaacetate- polyethylene oxide

Ni[II] 46.95 Dubinin – Daskovich model [107]

TiO2 coated chitosan Pb[II] 475.5 Redlich – Peterson isotherm model [110]

TiO2 entrapped chitosan Pb[II] 579.1 Redlich – Peterson isotherm model [110]

chitosan/sulfydryl-functionalized
graphene oxide composite

Pb[II] 447 Freundlich [153]

Polyaniline grafted Chitosan Pb[II] 13.23 Freundlich [154]

Chitosan/Epichlorohydrin Pb[II] 34.13 [155]

Chitosan/cellulose [CS/CL]
nanofibers

Pb[II] 112.6 [156]

chitosan/TiO2 composite Nano fibrous
adsorbents

Cu [II] 579.1 [98]

Chitosan Stacking Membranes Cu [II] 276.2 Multilayer adsorption [157]

Chitosan electro spun on polyester Cr[VI] 16.5 Adams Bohart Model [151]

chitosan [CA–PCL/CS] nanofibers Cr[VI] 126 Freundlich [79]

Chitosan/cellulose [CS/CL]
nanofibers

As[V] 39.4 [156]

Chitosan/Alumina As[V] 96.46 [158]

Chitosan based electro spun nano fiber
membrane

As[V] 30.8 Langmuir [146]

electro spun DTPA-modified chi-
tosan/polyethylene oxide nanofibers

Ni[II] 56 Freundlich, Langmuir, Temkin and
Dubinin – Radushkevich isotherm
models

[107]

Magnetic Chitosan Ni[II] 22.07 [159]

Pb[II] 27.95

Hg[II] 23.03

Cd[II] 27.83

Cu[II] 216.6 [160]

Chitosan/Diethylenetriamine U[VI] 177.9 [161]

Chitosan/ polyethylene oxide/ carbon-
ated nanofibers

Cu[II] 195.3 [162]

Chitosan PVC Cu[II] 161.3 [163]



744 Texin Joseph, Meera Jacob, Veena R. Nair, Jaya T. Varkey

PAA – Peraceticacid
PLLA – Poly L-Lactic Acid
PNC – Phosphorylated Nano Cellulose
MOF – Metal Oxide Frame Works
nCHS – Nano Chitosan
CHT – Chitosan
RTIL – Room Temperature Ionic Liquid
BMIM-BF4 – 1-Butyl-3-Methylimidazolium Tetrafluoroborate
PES – Poly Ether Sulfone
SH – Thiol
ICS-ENF – Iron Functionalized Chitosan Electro Spun Nano Fiber
CL – Cellulose
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Formation of a hybrid system by metallic nanoparticle, protein (or peptide), and a semiconductor QD can be a new and alternate material which may
be used for biological applications including cancer cell detection and treatment. Herein, we report on the colloidal synthesis of metal-protein-QD
hybrid system considering Au NPs, CdSe QDs, BSA and Lysozyme protein. We demonstrate the structural, optical and vibrational properties of
Au-CdSe, Au-BSA-CdSe and Au-Lysozyme-CdSe hybrid systems following their use as cancer cell markers. The study of photoluminescence
spectra reveals the predominance fluorescence resonance energy transfer (FRET) between CdSe QDs and Au NPs, Au-BSA and Au-Lysozyme
complex. The energy transfer efficiency between QDs donor and the Au NPs, Au-BSA, Au-Lysozyme acceptors are estimated to be 46%, 94%
and 64%; respectively. Fluorescence imaging results represent high biocompatibility and fluorescent behavior of the QDs and its hybrid system in
the MDA-MB-231 breast cancer cells. The calculation of corrected total counts of fluorescence (CTCF) predicts the higher uptake of CdSe QDs
as compared to the Au-QDs, Au-BSA-QDs, Au-Lysozyme-QDs by the cells. The significantly varied zeta potential values of the hybrid systems
influence the cellular uptake processes. The fabrication of biocompatible (water soluble, biologically stable, having bioconjugation capability,
low cytotoxic to the normal cells, fluorescent in biological environment) Au-CdSe, Au-protein-CdSe hybrid systems would open up an alternative
strategy in nanobiotechnology, due to their special physical, optical as well as chemical properties.
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1. Introduction

Cancer is becoming one of the leading causes of death and the number of cancer cases worldwide is expected to
reach 22 million in the next two decades [1]. Although different treatment options are available, including, surgery,
chemotherapy, radiation etc., they cannot be considered as completely effective because of lack of high sensitivity and
toxicity response to the non-cancerous normal tissue [2]. However, these treatments result in slow progression of the
disease and hence increasing the duration for the survival of the patient. In this regard, the use of nanotechnology-based
cancer therapies have received considerable attention in recent years because of: early detection with high sensitivity
and efficacy, target specific drug delivery, high in vivo imaging resolution etc. [3,4]. In recent years, metallic nanopar-
ticles in general, and gold nanoparticles (Au-NPs) in particular have attracted considerable interest in nanotherapeutic
cancer cell treatment as targeting ligands, contrast agents for cancer imaging, therapeutic drugs etc. [5–8].This is due
to their unique optical properties, chemical stability, easy synthesis and functionalization, potential biocompatibility,
size and surface-dependent properties etc. [9, 10]. Moreover, Au NPs do not show cytotoxic effect or severe damage
on normal cells even when administered orally for a specific period of time [11].

Semiconductor nanocrystals, or quantum dots (QDs) on the other hand, have been considered as efficient lumi-
nescent probes and labels for numerous biological applications including target specific cancer therapy owing to their
special optoelectronic properties, such as, size-tunable light emission, high signal brightness, long term photostability
and narrow emission line width [12, 13]. Amongst quantum dots (QD), cadmium selenide (CdSe), is remarkable,
because of its various advantages, including band gap tunability and bright emission behavior [14]. Again, the cyto-
toxicity of ionic cadmium (Cd2+) in nanosized CdSe and CdTe has been reported to be appreciably less as compared
to elemental cadmium [15]. In addition, cytotoxicity in the cellular studies is mainly contributed from the surface
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modifier rather than CdSe or CdTe core [16]. Consequently, there exist plentiful scope for safe use of nanoscale CdSe
in biological systems [17–19] without causing severe damage to normal cells.

Metallic NPs-semiconductor QDs, on the other hand, formed as a result of interaction of quantum confined
electrons (excitons) in the QDs and dielectric confined electromagnetic modes (localized surface plasmon resonance
(LSPR)) of metallic NPs, opens up their utilization in various novel technological applications in recent years [20].
This is due to their extraordinary optical properties which includes plasmon-induced fluorescence enhancement and
quenching [21], plasmon-assisted Forster energy transfer [22], induced exciton-plasmon photon conversion [23] gen-
eration of a single plasmons and so on. The study of energy transfer mechanism in metal-QDs systems has great
potential in the areas of luminescence tagging, imaging, medical diagnostics, multiplexing, biosensors etc. Until re-
cently, according to various reports, among various semiconductor QDs, CdSe-QDs were proven to act as an effective
donor in a fluorescence resonance energy transfer (FRET) mechanism [24].

Biocompatibility is the property of a material that describes its compatibility with the biological particles such as,
protein, cells tissue etc. The prerequisites of a NP or a QD to be biocompatible are water solubility, biological environ-
ment stability (low aggregation), bioconjugation capability (biological affinity), low cytotoxicity for the normal cells,
etc. Biocompatible water soluble, stable NPs/QDs can be achieved through surface modification and functionalization.
The different surface modification processes to make biocompatible NPs/QDs are: i) Use of different polymer [25,26],
surfactant [27] ii) Capping of the NPs by suitable ligand molecule [28, 29] etc. iii) Surface silanization [30] etc. The
high adsorption capacity of nanoparticle in biological environment signifies an increased bioconjugation capability
and thus biocompatibility of the nanoparticles. Nanoparticles (NPs) have significant adsorption capacities due to their
relatively larger surface area. Thus, they are able to bind or carry other molecules such as drugs, probes and proteins
attached to their surface by covalent bonds or by adsorption. By attaching specific chemical compounds, peptides
or proteins to the surface, the physicochemical properties including charge, hydrophobicity etc. of the NPs can be
altered. With the exposure of Au NPs to biological fluid environments, proteins are easily adsorbed onto the surface.
This results in a significant variation of the surface property of the Au NPs as well as physiological functions of the
adsorbed proteins [31–33]. Similarly, conjugation of QDs, such as CdSe with different biological molecules, including
proteins can create a system with desirable luminescent and bio-compatible properties [34, 35]. A protein-conjugated
NP or QD, results in various special properties of the protein - NP (or QD) system which is based on the characteris-
tics of the conjugated proteins [36, 37]. Bovine Serum Albumin (BSA) is the most abundant protein (molecular mass
∼66.5 kDa, consisting of ∼583 amino acid) in cow-based plasma. It is extensively used in various bio-nanotechnology
applications including sensing, imaging etc [38]. Moreover, BSA-conjugated NPs are more stable against flocculation,
show better quantum yield and low toxicity. Similarly, Lysozyme proteins (molecular mass ∼14 kDa, consisting of
∼129 amino acids) that are found in cow/human milk, saliva, serum, tears, hen egg whites have various biomedical
applications due to their special antibacterial, anti-inflammatory and anti-cancer properties [39].

In the present work, we describe simple colloidal routes for the synthesis of polyvinyl pyrrolidone (PVP) and
sodium dodecyl sulfate (SDS) capped Au NPs and highly fluorescent CdSe QDs; respectively. We report also here
the formation of a Au NPs-CdSe QDs hybrid system. The structural, optical, vibrational properties and zeta po-
tential measurement of the Au, CdSe, Au-CdSe hybrid systems are studied. The influence of protein molecules on
the aforementioned properties was investigated by inclusion of BSA and Lysozyme proteins to the Au-CdSe. In ad-
dition, we have highlighted the energy transfer behavior of the CdSeQDs to Au NPs, Au-BSA, Au-Lysozyme by
considering FRET. Finally, a critical evaluation on the cellular uptake of the CdSe QDs, Au-CdSe s, Au-BSA-CdSe,
Au-Lysozyme-CdSe hybrid systems by MDA-MB-231 breast cancer cells lines are highlighted through studies of
fluorescence imaging and cytotoxicity.

Forming a biocompatible hybrid system with metallic nanoparticle, protein (or peptide), and a semiconductor
quantum dot can be a new and alternate material which may be used for biological applications including cancer cell
detection and treatment [39].

2. Experimental Details

2.1. Synthesis of Au Nanoparticles

Polyvinylpyrrolidone (PVP) is used for the surface modification of the Au NPs to allow their stabilization in the
dispersion media. The polymers cause steric repulsion and prevent aggregation of the colloid particles, making them
good stabilizer. PVP is widely accepted as a biocompatible polymeric material and it can effectively bind to BSA and
Lysozyme proteins [40]. Moreover, PVP can be safely used, as it is nontoxic for normal cells [41].

For the synthesis of PVP surface modified Au NPs, at first, a 1% PVP solution was prepared by dissolving 0.1 g
of PVP in 10 mL distilled water with stirring for 30 min. Then, 3.39 g of gold salt (chloroauric acid, HAuCl4) was
dissolved in 10 mL distilled water to prepare 1 mM stock solution. From the stock solution a 0.2 mM solution was
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prepared and added to the PVP solution. After 10 minutes of stirring, freshly prepared 1 mL of 0.2 mM sodium
borohydride (NaBH4) in ice cold water was added to the above mixture drop wise. With the addition of NaBH4, the
color of the solution spontaneously changes from the light yellow to reddish indicating the formation of the Au NPs
by reduction of HAuCl4 by NaBH4.

2.2. Synthesis of CdSe-SDS QDs

SDS surfactant-modified CdSe QDs has been found to be less cytotoxic to the normal cells as compared to other
surfactants [19]. Here, SDS-capped CdSe QDs (CdSe-SDS) were prepared and washed by reported method [17].
Briefly, a suitable amount of cadmium nitrate-tetrahydrate [Cd(NO3)2·4H2O] and SDS were dissolved in deionized
Millipore water followed by stirring at ∼40◦C for 20 min. At high pH, the selenium precursor, selenium dioxide
(SeO2) was reduced by sodium borohydride (NaBH4) and mixed with the above solution and stirred for 1 h at 80◦C
to get CdSe-SDS QDs.

The synthesized PVP-capped Au NPs, SDS-functionalized CdSe QDs, were found to be water soluble and stable
in the biological environment. The bio-conjugation capability of the synthesized Au NPs and CdSe QDs were studied
by conjugating the nanoparticle/QDs with BSA and Lysozyme proteins as well as by studying their (Au-CdSe, Au-
BSA-CdS, Au-Lysozyme-CdSe systems) fluorescent behavior in the cancer cell environment. Prior to bioconjugation,
Au NPs, CdSe QDs, the colloidal solutions were subjected to centrifugation (∼7000 rpm) separately followed by
several rinses with deionized water.

2.3. Synthesis Au-CdSe, Au-BSA-CdSe, Au-Lysozyme-CdSe hybrid system

For the preparation of Au-CdSe complex, 20 mL Au NPs solution was mixed with 2 mL CdSe QDs solution and
stirred for 1 h. 5 mL Au-BSA (or Au-Lysozyme) were prepared by mixing BSA (or Lysozyme) protein (each protein
concentration 20 µg/mL)to Au NPs in two separate beakers. This is followed by mild stirring and incubation of the
mixtures at 37◦C for 1 h. The CdSe QDs were conjugated to Au-BSA (or Au-Lysozyme) by stirring for 1 h at 500 rpm
to get Au-BSA-CdSe and Au-Lysozyme-CdSe hybrid system.

The pyrrolidone side group of PVP in Au-PVP NPs may interact with the anionic SDS surfactant coated CdSe
QDs. This results the formation of the Au-CdSe hybrid system [42]. Inserting BSA (or Lysozyme) protein in the
Au-CdSe complex, there is a possibility of interaction of H3N+ of group of BSA (or Lysozyme) to the anionic SDS in
one side and in the other side COO- part of BSA to the positively charged PVP molecule resulting Au-BSA-CdSe and
Au-Lysozyme-CdSe hybrid [43, 44]. Fig. 1 shows the schematic figure of possible formation of Au-CdSe (Fig. 1A),
Au-BSA-CdSe and Au-Lysozyme-CdSe (Fig. 1B).

2.4. Cell culture, fluorescent and cytotoxicity study

Breast cancer cell line MDA-MB-231 was purchased from the National Centre for Cell Science (NCCS), Pune,
India. MDA-MB-231 cells were cultured in L-15 medium (Leibovitz) (HiMedia, Mumbai, India) containing 10% fetal
bovine serum, 100 U/mL penicillin and 100 mg/mL streptomycin. The cells were washed with phosphate buffer solu-
tion (PBS) and harvested with 0.25% trypsin–EDTA solution and seeded at densities of 2×104 cells/well onto cover
glasses placed inside a 6-well tissue culture plate. Cells were treated with 25 µg/mL QDs, Au-QD and Au-protein-QD
complexes separately for 24 h. After this treatment, the cells were washed twice with 1X PBS to remove the unat-
tached cells and then 10 µL of cell suspension were taken into slides and observed in a fluorescence microscope. The
CdSe QDs and its different complexes were used as cancer cell probes by using fluorescent a microscope (Model:
LeicaDM300, USA) equipped with a cooled color CCD camera (Model DP71) with 40× objectives. QD fluorescence
was detected using band-pass (BP) excitation and emission filters.

In vitro cytotoxicity of QDs, Au-protein-QD complexes was assessed using a standard MTT (3-(4,5-dimethyl-2-
thiazolyl)-2,5- diphenyl-2-H-tetrazoliumbromide) assay with cell lines (MDA-MB231 cells) 2×103 cells were seeded
in a 96-well plate and treated with increasing concentrations 5, 10 and 25 µg/mL of QDs, Au-protein-QD complexes
for 24 h at 37◦C, 5% CO2 Cytotoxicity was determined by adding 10 µL of MTT (0.5 mg/mL in PBS) to each well
and incubated for 4 h. The medium was removed and 200 µl DMSO was added to each well and after 10 min of
mechanical shaking, the optical density was measured at 570 nm in plate reader. The viability was determined in
relation to control cells cultured in drug-free media. All experiments were repeated at least three times. SEM values
were less than 10%.

2.5. Characterization Techniques

The structural characterizations of the Au NPs, CdSe QDs and Au-CdSe systems were performed by a high-
resolution transmission electron microscopy (HRTEM), (Model: JEM-2100) at NEHU working at an accelerating
voltage of 200 kV. The optical absorption study was performed by the UV–Visible absorption spectroscopy (Model:
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FIG. 1. Schematic diagram of formation of (A) PVA capped Au NP and SDS coated CdSe QD
complex (B) Au-BSA-CdSe (or Au-Lysozyme-CdSe) hybrid system

MS-11-UV-1800, Shimadzu Corporation), whereas photoluminescence (PL) spectra were obtained by using a spec-
trofluorometer (FluoroMax-4CL, HORIBA Scientific). The zeta potential was measured using a Malvern Zetasizer
(Model: Nano ZS). Furthermore, IR-active vibrational features were assessed through Fourier transform infrared (FT-
IR) (Model: NicoletImpact-410) studies. The QDs were used as cancer cell probe by using fluorescent microscope
(Model: Leica DM300, USA).

3. Results and Discussions

We discuss below the analysis of PVP-capped Au NPs, SDS-coated CdSeQD, Au-CdSe, Au-Protein-CdSe com-
plexes characterized by different techniques.

3.1. Morphological analysis through transmission electron microscopy studies

The HRTEM images of the as-synthesized PVP capped Au NPs, CdSe-SDS QDs, and Au-CdSe metallic semi-
conductor hybrid system are shown in Fig. 2A, 2B and 2C respectively. The Au NPs are found to be fairly hexagonal
in shape and each particle are isolated from each other (Fig. 2A(i)). The magnified image of a Au NP is shown in the
inset of Fig. 2A(i). Whereas, the obtained CdSe-QDs (Fig. 2B(i)) and Au–CdSe (Fig. 2C(i)) NP-QD systems were
nearly spherical in shape. The average size (D) of the Au NPs, CdSe-QDs and Au-CdSe were predicted to be ∼2 nm,
∼4.68 nm and 3.8 nm; respectively as obtained from the size distribution histogram (Insets Fig. 2A(i), 2B(i), 2C(i)).
The SAED patterns revealed the polycrystalline nature of Au NPs (Fig. 2A,(ii)) [45], CdSe QDs (Fig. 2B,(ii)) [46]
and Au-CdSe (Fig. 2C,(ii)) complex. The SAED pattern of Au NPs clearly indicates the growth of lattice planes along
(111), (200) and (220) directions with interplanar distance of ∼0.23, ∼0.20, ∼0.14 nm; respectively. The fast Fourier
transform (FFT) of a selected part was taken to measure the lattice plane distances with increased accuracy. Conse-
quently, it signified the lattice plane distance of 0.23 nm having growth along the (111) direction (upper left inset of
Fig. 2A, (ii)). The value of di of Au NPs resembled the value for the bulk Au system. A magnified, well- resolved
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TABLE 1. Values of Zeta potentials

Sample Zeta potential (mV)
Au NPs −13.2

CdSe-SDS QDs −54

Au NPs-CdSe QDs −16.9

Au NPs-BSA-CdSe QDs −16.7

Au NPs-Lysozyme-CdSe QDs −9.7

lattice planes of a single Au-NP has been shown as in lower right corner of the Figure. In the case of an isolated
CdSe-SDS QD, the FFT image (upper left inset of Fig. 2B, (ii))) highlight the distinct diffraction spot corresponding
to (101) plane with an inter-planar spacing (di) of ∼0.35 nm. For the composite Au-QD system, the SAED pattern
(Fig.2C(ii)) was found to be different from that of pure Au or pure CdSe QDs system. This indicates that particles are
not the pure Au NPs or pure CdSe QDs. The first diffraction ring of the SAED pattern was predicted to be from (111)
plane of pure Au NPs, while the second is due to the diffraction from (112) plane of CdSe QDs. We have taken FFT
image and produced the intensity plot profile (IPF)[https://imagej.nih.gov/ij/docs/examples/tem/] of the inverse FFT
image considering different sections of the TEM image of a single particle to more clear visualization of interplanar
spacing in this complex. It is to be noted that the corresponding FFT and IPF of the section A (shown in Fig. 2C,(iii))
clearly indicates the di of 0.20 nm of (111) crystallographic orientation of Au NP. Whereas, the section B specifies the
presence of CdSe QDs with lattice plane direction along (102) with di of 0.26 nm. As TEM images are 2D images,
the spatial locations of the QDs in the Au NPs are impossible to identify. However, their presence as attached part in
the outer side can easily be identified. The increase of average diameter of Au NPs from ∼2 nm to ∼3.8 nm supports
this fact. Similar behavior has been observed for CdSxSe1−x/ZnS QDs in Au NPs [47].

3.2. Measurement of zeta potential

The magnitude of the zeta potential gives an indication of the potential electrostatic stability of the colloidal
system. As the zeta (ξ) potential increases (negative or positive), the repulsion between the constituent particles gets
enhanced, resulting in a more stable colloidal dispersion [48]. However, a colloidal solution with nanoparticles having
zeta potential values varying in the range of −30 to ±30 mV is generally considered to be stable [49]. In nano-
drug delivery systems, the zeta potential not only affects the stability of the colloidal system, but also it dramatically
changes their circulation in the blood stream and absorption of the NPs into the cellular membranes [50]. It is to be
noted that particles with negative zeta potential values are less cytotoxic as compared to the positive counterparts.
This is because of their rapid opsonization and hence clearance by the reticuloendothelial system (RES) in the blood
stream [50]. The positively charged NPs, on the other hand, can be cytotoxic due to their cationic charge density and
the molecular weight etc.

While studying the zeta potential (Table 1) behavior of the as synthesized NPs, it was observed that all the
systems showed negative zeta potential values (Table 1), indicating a good colloidal stability. By conjugating Au NPs
with CdSe QDs, the zeta potential values of the Au NPs were improved to −16.9 mV from −13.2 mV. A zeta potential
value of ∼ −15 mV for PVP capped Au NPs has been reported previously [51].

While conjugating BSA protein, the zeta potential of Au-CdSe complex slightly changes to −16.7 mV. On the
other hand, significant variation of Zeta potential of Au-CdSe complex occurs to −9.7 mV from −16.9 mV while
forming the Au-Lysozyme-CdSe complex. The change of the zeta potential values for Au-CdSe system with the
inclusion of BSA and Lysozyme protein, signify the efficient conjugation of the respective proteins to the NP-QD
complex. Moreover, the reduction of zeta potential value of the parent Au NPs with formation of Au-CdSe, Au-BSA-
CdSe, Au-Lysozyme-CdSe complexes signifies the enhancement of the stability of the Au NPs system.

3.3. Molecular vibrations in Au NPs, Au-CdSe NPs-QDs, and Au-BSA-CdSe, Au-Lysozyme-CdSe complex

The FTIR spectra of Au NPs, CdSe-QDs, Au-CdSe, Au-BSA-CdSe, Au-Lysozyme-CdSe complexes are shown
in Fig. 3. The common bands observed around 3411 cm−1 and 1630 cm−1 in all the spectra, reveal O-H stretching
and an O-H bending vibration of water respectively. Whereas, in the case of PVP-capped Au NPs (Fig. 3, curve, (i)),
the sharp band observed at 2122 cm−1 may correspond to the C-H bonding band of Au-PVP NPs which is red shifted
from original peak at 2900 cm−1 of pure PVP [52]. The FTIR band due to the C=O stretching band of PVP has
been observed at ∼1650 cm−1. This band is red shifted from original band at 1667 cm−1 contained in the pure PVP.
This indicates a charge transfer interaction of PVP molecules with Au surface via O-atom of pyrrolidone ring [53].
Similarly, CH2 twisting (1,230 cm−1) vibrations in the pyrrolidone ring of PVP molecules have been observed at
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FIG. 2. HR-TEM image of (A) Au NPs (B) CdSe-SDS QDs (C) Au-CdSe NPs-QDs. Particle size
distribution histogram are shown in lower right corners and single magnified particle in the upper
left corner of the Fig. 1A(i), B(i), C(i). The SAED patterns with of the NPs systems are shown in
(ii). The FFT pattern of the Fig. 1A(ii), B(ii) are shown in the upper left corner. Figure 1C(iii) shows
the FFT patterns with IPF of different parts of a Au-CdSe complex indicating fromation of CdSe
shell on the outer part of Au NPs

1192 cm−1 in PVP-capped Au NPs. Fig. 3, curve (ii) shows the FTIR spectra of SDS capped CdSe QDs. It can be
observed that, with SDS coating, the peak due to the asymmetric -CH2 stretching (νasym(-CH2)) of the SDS surfactant
can be witnessed at ∼2919 cm−1. However, the band at ∼1524 cm−1 is assigned to the scissoring mode of the SDS
surfactant, which is slightly shifted to a higher wave number position wrt 1559 cm−1 of pure SDS molecules. The
spectral region located in 1300–1400 cm−1 in SDS is characteristic of the -CH2 wagging modes. This region contains
features which are related to gauche conformations. Thus, the band observed at ∼1356 cm−1 of the CdSe-SDS QDs
can be assigned to the CH2 wagging mode. Whereas, the band corresponding to νsym (–SO−3 ) stretching mode of the
SO2−

3 group is located at ∼1207 cm−1. The observed shifting of the νsym(–SO−3 ) mode from a value of 1084 cm−1

(pure SDS) to a value of ∼1207 cm−1 (for CdSe-SDS QDs), is presumably due to an improved interaction of the
headgroups with plentiful Na+ counterions. The band observed at ∼632 cm−1 is assigned to an effaceable bending of
the Cd-Se itself. It can be anticipated that, the enhancement of interaction of the headgroups, as observed in case of
SDS-capped QDs may create a stable dispersion of the QDs in the aqueous medium, thereby resulting in the formation
of smaller sized QDs with good surface passivation [17, 54].
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FIG. 3. FTIR spectra of (i) Au NPs (ii) CdSe-QDs (iii) Au-CdSe (iv) Au-BSA-CdSe and (v) Au-
Lysozyme-CdSe hybrid system

The FTIR spectrum of Au-CdSe hybrid system can be depicted from Fig. 3, curve (iii). In this case, the band arises
due to C-H bonding of PVP in Au-PVP NPs is slightly blue shifted to ∼2360 cm−1 from the original 2122 cm−1 of
the parent Au NPs. The band corresponding to the νsym (–SO−3 ) stretching mode of the SO2−

3 group of SDS molecule
was observed at 1268 cm−1 in this case.

Fig. 3,(iv), (v) shows the FTIR spectra Au-BSA-CdSe, Au-Lysozyme-CdSe complex; respectively. In this, the
band raised due to C-H bonding of PVP can be observed at 2103 cm−1. Whereas, the band at 1654 cm−1 is due to the
C=O stretching vibration of peptide bond, while the bands at 1535 cm−1 and 1240 cm−1 are due to C-N stretching
vibration/N-H bending vibration which are called the amide II band and amide III band, respectively. The band due
to the asymmetric -CH2 stretching (νasym(-CH2)) of the SDS surfactant can be witnessed at ∼2842 cm−1. While
conjugating Lysozyme proteins to Au-CdSe NPs-QDs system, the bond due to amide I and amide II appears with
lower intensity along with the appearance of C-H bond vibration of PVP and CH2 stretching (νasym(-CH2)) related
to SDS. Note that the amide I band has a correlation with the secondary structure of the protein, whereas the amide II
is indicative of the amount of protein adsorbed on surfaces. Thus, the arisen of FTIR peaks for amine groups of BSA
in addition to the band due to PVP and SDS predicts the conjugation/absorption of BSA and Lysozyme protein to the
Au-CdSe metal-semiconductor system [55].

3.4. UV-Vis spectra of Au NPs, Au-CdSe NPs-QDs, and Au-BSA-CdSe, Au-Lysozyme-CdSe hybrid system

Fig. 4 depicts the UV-Vis absorption spectra of Au NPs, CdSe QDs, Au-CdSe NPs-QDs and different protein
conjugated systems. As can be found, Au NPs shows SPR band at ∼539 nm arising from the collective oscillation of
free conduction electrons induced by an interacting electromagnetic field. Whereas, a prominent absorption band at
∼300 nm (4.13 eV), has been observed for CdSe-SDS QDs with a blue shifting of ∼2.39 eV from the bulk value of
1.74 eV. This shows effective quantum confinement of charge carriers in the SDS capped CdSe QDs. In the Au-CdSe
hybrid system NPs, the SPR band assigned to Au NPs is observed at ∼545 nm with a red shifting of ∼5 nm from
the parent Au NPs system. Moreover, this peak is found to be broadened than the original peak in Au NPs. On the
other hand, a slight red shifting to ∼303 nm has been observed for CdSe-QDs peak in the hybrid metal semiconductor
NPs system. This broadening of the SPR peak may be due to multipolar excitations and radiative damping in hybrid
system [56]. While, the red shifting of plasmonic bands due to the conjugation to QDs suggests a strong interaction
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between the Au NPs and the CdSe QDs [57]. The covering of Au (RI:0.20) NPs core with CdSe (RI:2.5) QDs having
larger refractive index (RI) may cause the observed red-shifting of the excitonic feature [58].

FIG. 4. UV-Vis spectra of Au NPs, CdSe-QDs, Au-CdSe NPs-QDs and their different protein con-
jugated hybrid systems

Note that, with conjugation of BSA protein, the absorption spectrum shows excitonic features at wavelengths of
277 nm and 545 nm. The absorption peak at ∼277 nm is attributed to absorption feature of tryptophan molecule of
BSA. Similarly, the Lysozyme protein conjugation results in absorption maxima at ∼279 nm and at ∼544 nm. The
appearance of hump at ∼277 and 279 nm in case of Au-BSA-CdSe and Au-Lysozyme-CdSe complex can be related
to the interaction between serum albumin and AuNPs through a ground state complex formation, caused by the partial
adsorption of BSA/Lysozyme proteins on the surface of NPs. Such an adsorption leads to a partial unfolding of the
proteins due to the breaking of disulfide thus causing conformational changes [59].

3.5. PL spectra of Au-CdSe hybrid NPs/QDs, and Au-BSA-CdSe, Au-Lysozyme-CdSe complex

FIG. 5. PL spectra of CdSe-QDs, Au-CdSe NPs-QDs and their different protein conjugated hybrid systems

The PL spectra of Au NPs, CdSe QDs, Au-CdSe NPs-QDs and different protein conjugated systems are shown
in Fig. 5 (excitation wavelengths, λex = 300 for all the samples). When Au NPs form a hybrid system with CdSe-
QDs, the emission maxima intensity of the QDs showed a quenching of intensity by 20%. Similar behavior has
been observed with the formation of Au-Lysozyme-CdSe NP- protein-QD system. In this case, the intensity has been
reduced to 57% as compared to bare CdSe-SDS QDs. On the other hand, while replacing Lysozyme with BSA protein,
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a sharp decrease of PL intensity of the QDs (up to ∼15%) has been observed. In addition, a significant blue shifting of
the peak from ∼416 nm for the CdSe QDs to ∼344 nm has been observed in this system (Au-BSA-CdSe). In this case,
the blue shifting of the emission peak in Au-BSA-CdSe hybrid system may signify a change in the tertiary structure
of the BSA molecule with flexible conformation on the QDs surface by the SDS surfactant [60]. However, no blue
shifting and hence, no effect of SDS surfactant on the modification of secondary has been observed for Lysozyme
protein case. This is may be due to the highly stable behavior of the Lysozyme proteins [61].

While forming Au NPs-CdSe QDs system, a strong interaction between the plasmons of the metallic NPs and
the excitons of the semiconductor QDs can be predicted to occur from the observed luminescence quenching of the
QDs [57]. The conjugations of protein(s) with the Au NPs-CdSe QDs system(s) significantly influence the quenching
phenomena by absorption of photons with their tryptophan moieties. The quenching of fluorescence intensity of the
CdSe-QDs with conjugation of Au NPs and BSA or Lysozyme protein is due to the nonradiative energy transfer from
QDs to metallic-semiconductor Au NPs and protein conjugated Au NPs [62].

The energy transfer efficiency can be measured experimentally by using the following equation [63]:

E = 1− FDA

FD
, (1)

where FDA is the integrated fluorescence intensity of the donor (CdSe-SDS QDs) in presence of the acceptor (Au NPs/
Au-BSA/ Au-Lysozyme NPs-protein complex) and FD is the integrated fluorescence intensity of the donor alone. In
the present case, the energy transfer efficiency of the CdSe-SDS QDs to the Au NPs was 46%. The corresponding
value for the Lysozyme-conjugated Au NPs (Au-Lysozyme) was found to be 60%, whereas, for the BSA conjugated
Au NPs (Au-BSA), the transfer efficiency was 94%.

In the classical Förster energy transfer mechanism, there should be significant overlapping between acceptor
absorption spectra and donor emission spectra. In the present case(s), the overlapping can be possible by coupling of
dipole of the QDs with the dipole of the LSPR field created by the Au NPs (or Au-protein complexes) [64]. As the
LSPR is highly sensitive to the small changes in the surface environment, the coupling of CdSe QDs with the Au NPs
and Au-BSA/Lysozyme significantly regulates the QDs fluorescent emission behavior.

FIG. 6. (A) overlapping behavior (B) overlapping integral spectra between the normalized absorp-
tion spectra of Au NPs/ Au-BSA/ Au-Lysozyme complex and emission spectra of CdSe-SDS QDs

Fig. 6(A) shows the overlapping feature of the normalized absorption spectra of Au NPs/Au-BSA/Au-Lysozyme
system and emission spectra of CdSe-SDS QDs. The corresponding overlapping integral spectra are shown in Fig. 6(B).
The expression for overlapping integral is given by:

J(λ) =

∫∞
0
FD(λ)εA(λ)λ

4dλ∫∞
0
FD(λ)dλ

(2)

Here, FD(λ) is the integrated fluorescence intensity of the donor, εA is the molar extinction coefficient of the acceptor,
and λ is the wavelength in nanometers. The required values of the εA of the acceptors were calculated by using power-
law expressions for the dependence of the maximum extinction coefficient on particle diameter [65]. Whereas, the
diameter of acceptors, Au NPs, Au-BSA and Au-Lysozyme complex were obtained by using the Haiss equation [66].

The theoretically calculated values of size of the acceptors are depicted in the Table 2. The size of Au NPs
(∼1.63 nm) is found to be comparable with the average size obtained from HRTEM (∼2 nm). The calculated values
of J(λ) are obtained as 3.45×1016, 8.5×1015, 1.19×1017 M−1cm−1nm4 for independent Au-CdSe, Au-BSA-CdSe
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TABLE 2. Parameters calculated for FRET

Sample D(theoretical), (nm) εA J(λ) E d0 (Å), FRET
Au 1.63 23.56×104 3.45×1016 46 73.5

Au-Lysozyme 1.07 5.87×104 8.5×1015 60 58
Au-BSA 2.38 82×104 1.19×1017 94 90

and Au-Lysozyme-CdSe donor acceptor-pairs respectively. Thus, the overlap integral between the emission spectrum
of the QD and the extinction spectrum of the Au NPs increases as the gold particle size increases. The overlapping
integrals as well as the transfer efficiency are found to be highest in case of Au-BSA-CdSe FRET pair due to increased
spectral overlap of the plasmonic band with the luminescence band of QDs. The coupling behavior of the QDs and
the Au NPs (or Au-Protein) could be changed not only by the overlapping of the absorption spectra of Au NPs (or
Au-Protein) and emission spectra of the QDs, it is also affected by the distance between absorber (Au, Au-BSA,
Au-Lysozyme) and the emitter (CdSe QDs) [67].

To verify further the mechanism of energy transfer from the QDs to the Au NPs, we have examined the separation
distance (d0) at which the energy transfer efficiency is 50%

For FRET, d0 can be expressed as:

d0 = 0.211(k2J(λ)n−4QD)1/6. (3)

Here, k2 is the dipole orientation factor and its value is 2/3 for randomly oriented dipole, n∼1.33 is the RI of the
solvent, while QD is the quantum yield of the donor. The calculated d0 values for Au NPs, Au-BSA complex and
Au-Lysozyme complexes are calculated to be 73.5, 90, 58 Å; respectively. Here, it is important to mention that for an
ideal FRET pair, the typical Forster distance is in the range of 20–100 Å [67]. Hence, FRET can be likely to occur in
all the systems.

3.6. CdSe QDs, Au-CdSe Au-BSA-CdSe, Au-Lysozyme-CdSe systems as cancer cell probe

Fig. 7A shows a series of imaging snap-shots of MDA-MB231 cancer cell treated with QDs and its different
complex. The snapshots represent high biocompatibility and fluorescent behavior of the QDs and its complex in the
cancer cellular environment.

Using image J-1.46r software, the quantitative analysis of the fluorescent counts can be predicted presuming
complete localization of the QDs inside the cell. Fig. 7B highlights the areas of interest and selected background area
of fluorescent images, marked with encircled regions. The corrected total counts of fluorescence (CTCF) intensity
value can be calculated using the relation given by:

CTCF= Integrated density − (Area × mean fluorescent of background setting). (4)

Here, the integrated density (Int.Den.) of a fluorescent image is the sum of the values of the pixels in the selected
regions. As shown in Fig. 7B(a-d), different selected fluorescent areas are labeled as A, B, C, D.... etc. and different
selected background regions (region without fluorescence) are represented as bk1, bk2, bk3.........etc. Fig. 7C signifies
a comparative view on representative histograms of the average CTCF and average Int.Den. obtained for different
QDs system. These predict the biocompatibility and fluorescent behavior of the QDs with the treatment of cancer cell.
Moreover, the fluorescence intensity indicates the level of the internalization of QDs by cells.

Note that, the fluorescence efficiency (CTCF) of semiconductor QDs(Q) in the cancer cellular medium is dramat-
ically quenched while conjugating (AQ) with metallic Au NPs (by factor of ∼31.4). Further reduction of the intensity
of the QDs has been observed with formation of Au-Lysozyme-CdSe (AQL, by factor of ∼74) and Au-BSA-CdSe
(AQB, by factor of 400), complex. The reduction of flourescence in the cancer cell environment is strongly resem-
bled with the photoluminiscence quenching behavior as described above. Thus, the cellular uptake and bioimaging
aspects are significantly affected by the metallic-semiconductor system and its bio complex. The significantly varied
zeta potential values of the complex systems over the QDs (Table 1) is largely responsible for altering the cellular
uptake processes [68, 69]. Although the fluorescent intensity of the hybrid metal NPs-protein-QDs are found to be
reduced as compared to a CdSe-SDS QD, the former will be more favorable than the latter ones. This is because of
the higher cytotoxicity of the protein conjugated Au-CdSe systems against cancer cells relative to normal cells [70].
In presence of protein, there is elevation of reactive oxygen species (ROS) levels in cancer cells in the hybrid NP-
protein-QDs [71–73]. At low levels, ROS may play an important role in molecular signaling, regulating fundamental
biological processes such as cell viability, proliferation, migration, and differentiation. Increase of ROS levels may
result in interference with basic cellular functions, leading to DNA damage and finally cell death. By using pro-
teins in different concentrations and exposure times, the ROS elevation and hence the cancer cell death can precisely
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FIG. 7. Fluorescent imaging (using violate filter) of cancer cells with A(a) CdSe-SDS QDs (b) Au-
CdSe QDs (c) Au-Lysozyme-CdSe QDs(d) Au-BSA-CdSe QDs. The lower panel B shows selected
fluorescent and background areas of fluorescent images respectively. Histograms representing the
average value of Int.Den. and CTCF of different types QD systems is shown in C(D) cell viabil-
ity study of cancer cellswith the treatment of CdSe-SDS QDs (sample Q), Au-BSA-CdSe (sample
ABQ) and Au-Lysozyme-CdSe (ALQ) hybrid system

controlled [72]. While studying cell viability of the MDA-MB231 cancer cells (Figure 7D) with the treatment of
CdSe-SDS QDs (sample Q), Au-BSA-CdSe (sample ABQ) and Au-Lysozyme-CdSe (ALQ) hybrid system, it was
observed that cell viability decreases with the inclusion of BSA or Lysozyme proteins into protein unconjugated CdSe
QDs. For 5 µg/mL QDs, the cell viability obtained as 50%. Whereas, in the same concentration, the cell viabilities
are decreased to 42% and 48% for Lysozyme and BSA conjugated Au-QDs samples; respectively. Similarly, with
increase of concentration up to 10 µg/mL of Au-Lysozyme-QDs and Au-BSA-QDs, the cell viability decreased by the
factor of ∼1.12 and ∼1.07 as compared to protein unconjugated QDs. These factors are ∼1.04 and 1.14; respectively
for the concentration of 25µg/mL. Thus, it signifies the higher efficiency of cancer cell death by inclusion proteins in
the Au-CdSe system.

4. Conclusions

A simple colloidal route has been followed for the synthesis of Au NPs, CdSe QDs and their hybrid system (Au-
CdSe). A special emphasis was given to the conjugation of BSA and Lysozyme proteins to this metal-semiconductor
complex. HR-TEM data revealed the enhancement of average diameter of Au NPs while conjugating with CdSe QDs
from 2 nm to ∼3.8 nm. Moreover, considering different sections and their corresponding FFT and IPF of HRTEM
image of Au-CdSe hybrid, the presence of CdSe QDs as outer shell of Au NPs can be predicted. The zeta poten-
tial measurement signifies the enhancement of stability of Au NPs while forming Au-CdSe, Au-BSA-CdSeandAu-
Lysozyme-CdSe hybrid system. Multipolar excitations and radiative damping along with strong interaction between
plasmons of Au NPs and excitons of CdSe QDs in hybrid Au-CdSe system may cause the appearance of red shifted
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and broadened absorption peaks at ∼545 nm and ∼303 nm as compared to parent Au and CdSe QDs. Photolumi-
nescence study shows significant reduction of peak maxima intensity of CdSe QDs while conjugating with Au NPs
and Au-BSA or Au-Lysozyme complex. There is expected to occur high probability of FRET phenomenon in be-
tween the donor CdSE-SDS QDs and acceptor(s) Au-PVP NPs (or Au-BSA, Au-Lysozyme). The energy transfer
efficiency from acceptor to donor was found to be as high as 94% for the FRET pair CdSe and Au-BSA. From the
fluorescence microscopy imaging data, it can be observed that, the synthesized QDs and its complex with Au NPs and
Au-BSA/Lysozyme are highly biocompatible with a high fluorescent contrast in cancer cell environment. The signifi-
cantly varied zeta potential values of the complex systems over the QDs influenced the cellular uptake processes.
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Cellulose nanofibrils (TOCNF) with a width of 20 ± 6 nm and a length of 809 ± 98 nm were prepared using 2,2,6,6-tetramethylpiperidinyl-1-
oxyl (TEMPO)-mediated oxidation. Two modifying agents were used to functionalize the TOCNF surface in aqueous media: alkyl ketene dimer
(AKD) and 3-aminopropyltriethoxysilane (APS). The hydrophilic aerogel L-TOCNF, hydrophobic aerogels L-TOCNF-AKD and L-TOCNF-APS
with water contact angles of 0, 139 ± 2, and 133 ± 2 ◦, respectively, were prepared by freeze-drying of the aqueous dispersions. The elemental
composition, morphology, sizes and crystal structure were determined by EDX analysis, scanning electron microscopy and X-ray diffraction,
respectively. The process of redispersion of lyophilized samples in water and four organic solvents was investigated. The effect of TOCNF
modification and solvent polarity on the redispersibility of lyophilized samples was revealed: the dispersibility of hydrophobic L-TOCNF-AKD
and L-TOCNF-APS in organic solvents was significantly improved.
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1. Introduction

Nanocellulose is one of the most promising environmentally friendly materials for a number of reasons, including:
abundance of renewable sources for its production, biodegradability, biocompatibility, and non-toxicity [1]. Cellulosic
nanomaterials have received increased attention in recent years due to their exceptional properties and potential for
a variety of applications, including biomedical, energy storage, electronic devices, packaging, and composite ma-
terials [2–7], as well as the development of economical and green manufacturing methods. One such environmen-
tally friendly method is TEMPO-mediated oxidation of cellulose pulp followed by mild mechanical disintegration
treatment. This method allowed effective individualization of cellulose fibrils because of the formation of TEMPO-
oxidized cellulose nanofibrils (TOCNFs), which have uniform width and high aspect ratio (about 3 – 10 nm width and
about 1 µm length) with minimal energy consumption [8, 9]. Single TOCNF elements have high mechanical strength
(about 3 GPa tensile strength and about 140 GPa Young’s modulus), low density of about 1.6 g/cm3 and increased
chemical reactivity, that are crucial for the development of new functional materials [10–12]. The hydrophilic nature
of TOCNF requires its production as an aqueous dispersion. This creates serious transportation problems that can be
avoided by drying. Drying also inhibits the growth of bacteria and fungi in nanocellulose [13]. TOCNFs, initially
nanodispersed in water, form large agglomerates when aqueous dispersions are dried by natural evaporation, which
leads to a loss of aforementioned TOCNF inherent functional properties [10]. Potential applications of TOCNF in-
clude their use as nanofillers in polymer composites. Most synthetic polymers are hydrophobic and, therefore, it is
difficult to reinforce them with hydrophilic TOCNFs without aggregation the latter. As a result, preparation of the
polymer composites requires mixing TOCNFs with polymer solutions in organic solvents.

One of the ways to obtain organic sols is the solvent gradual replacement. Isogai et al. [14] demonstrated the dis-
persibility of TOCNF in the various polar organic solvents such as dimethyl sulfoxide (DMSO), N,N-dimethylforma-
mide (DMF), 1,3-dimethyl-2-imidazolidinone, N,N-dimethylacetamide (DMA) and 1-methyl-2-pyrrolidinone (NMP)
by replacing -COONa groups with -COOH groups in TOCNF and subsequent solvent exchange. It was noted that the
sodium salt form of TOCNFs could be dispersed only in DMSO. To solve the problem of dispersing TOCNF in the
other organic solvents, various methods of surface modification, followed by solvent replacement, have been studied:
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— poly(ethylene glycol) (PEG)-grafted TOCNF-COO were individually dispersed in chloroform, toluene,
dichloromethane, 1,4-dioxane, DMA [15–17];

— n-dodecylamine-modified TOCNF-COO were dispersed at the level of individual nanofibrils in isopropyl
alcohol [18];

— cetyltrimethylammonium bromide-modified TOCNFs demonstrated increased hydrophobicity and improved
redispersibility in DMF [19];

— TOCNFs, modified with tannic acid and hexadecylamine, were dispersed in toluene, ethanol, acetone [20];
— TOCNF-COO with amphiphilic diblock copolymer-modified surface exhibited an increased dispersibility in

such organic solvents as DMSO, DMF, ethanol, and methanol [21].
It should be noted that the aforementioned solvent exchange process is quite laborious because of the use of

intermediate solvents and multiple centrifugation cycles.
An alternative method to improve the redispersion of TOCNF includes the use of freeze-drying. Numerous studies

were devoted to redispersion of modified and unmodified nanocrystals (CNC) and nanofibrils (CNF) of cellulose after
the freeze-drying [22–30]. It is worth mentioning that TOCNFs have a large number of sodium carboxylate groups
on nanofibril surfaces and much higher aspect ratios than CNC, so TOCNF cannot be redispersed in organic solvents
using protocols previously developed for CNC.

Despite the urgency of the aforementioned problem, a relatively small number of papers have been devoted to the
redispersion of lyophilized TOCNF in organic solvents. Jiang et al. [31] investigated the redispersion of lyophilized
TOCNF as function of the medium composition and/or freezing conditions and found that TOCNFs, lyophilized
from an aqueous dispersion, were redispersed only in water, while TOCNFs, lyophilized from tert-butanol/water
mixtures, were readily dispersed in both water and DMF. Isogai [10, 11] confirmed that TOCNFs, lyophilized from
tert-butanol/water mixtures, were readily dispersed in DMF. Indarti et al. [32] redispersed TOCNFs, thoroughly dried
by freeze-drying, in chloroform. It is necessary to note the very low concentration of redispersed TOCNF (0.5 mg in
10 ml of chloroform) and the short-term stability of the obtained dispersions (15 min) [32]. Araki et al. [33] showed
that lyophilized PEG-grafted TOCNFs can be redispersed in water as well as in the non-polar solvent chloroform
(0.2 %) by sonication. Johnson et al. [34] investigated the effect of hydrophobization of TOCNF by surface modifica-
tion with octadecylamine on dispersion in organic solvents with a wide range of polarities and found that lyophilized
hydrophobic TOCNFs could be dispersed by ultrasonic treatment in both polar and non-polar organic solvents (iso-
propyl alcohol, tetrahydrofuran and toluene). Chu et al. [35] revealed that the modification of TOCNFs and imparting
hydrophobic properties to them were an effective way to improve the dispersion of TOCNF in organic solvents.

In this work, two modifying agents – alkyl ketene dimer (AKD) and 3-aminopropyltriethoxysilane (APS) were
utilized in order to increase the hydrophobicity of TOCNF. This study evaluated the effect of the TOCNF modification
and lyophilization on the redispersion ability in polar and non-polar solvents (DMSO, DMF, chloroform, hexane) as
factors for increase in TOCNF redispersibility.

2. Experimental section

2.1. Chemicals

Ash free filter paper (FP) “Blue Ribbon” (Iβ crystal structure, crystallinity index 68.7, degree of polymerization
1112, particle width 25 – 50 µm, particle length 200 – 1500 µm [36]); TEMPO (99 %) (NIOCH SB RAS, Russia);
3-aminopropyltriethoxysilane (97 %) (PENTA-91 company, Russia); water emulsion of alkyl ketene dimer (mixture
of stearic and palmitic acids, 60 – 40 % by weight), (AKD) Flouise-200 brand containing 19 % AKD and 3 % an-
ionic starch (Skiff Special Chemicals, Russia); 19 wt. % sodium hypochlorite solution; sodium bromide; sodium
hydroxide; acetic acid and hydrochloric acid (analytical grade); bidistilled water; and regenerated cellulose dialysis
tube 12 – 14 kDa molecular weight cut-off by Orange Scientific (Belgium) were used as starting materials. The sol-
vents dimethyl sulfoxide (DMSO), dimethylformamide (DMF), chloroform, and hexane, chemically pure, (Chimmed,
Russia) were used as received without additional purification.

2.2. Preparation of the aqueous dispersion of TOCNF

TOCNF was prepared by hydrolysis of FP with a 5.5 M solution HCl at 80 ◦C, using the TEMPO/NaBr/NaClO
system in water at pH 10.0 – 10.5, followed by ultrasonic treatment by the previously reported technique [37]. TOCNF
yield was about 70 %. TOCNF dispersion was stored at 4 ◦C. TOCNF content in the dispersion was determined
gravimetrically.
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2.3. Freeze-drying of the aqueous dispersion of TOCNF

Aqueous TOCNF (1 wt.%) dispersions (100 mL) in polypropylene containers were quickly frozen by immersing
in liquid nitrogen (−196 ◦C) for 10 min, then lyophilized (−5 ◦C, 15 ÷ 20 Pa) for 48 h in a freeze-drier LS-1000
(Russia), followed by a rise in temperature up to 35 ◦C for 22 hours. The prepared sample was designated as L-
TOCNF.

2.4. Preparation of freeze-dried modified TOCNF with AKD or APS

The modification protocol of TOCNF with AKD is based on our previous research [38]. A certain amount
(0.1364 g) of AKD aqueous emulsion was added to 1.00 wt.% TOCNF dispersion (100 g) and sonicated for 5 min
in an ice bath to obtain a sample loaded with 30 mg dry AKD per gram dried TOCNF. After sonication, aqueous
TOCNF-AKD mixtures were freeze-dried as described for aqueous dispersion of TOCNF.

The modification protocol of TOCNF with APS is based on our previous research [37]. The pH of bidistilled
water was adjusted to 4.0 by dropping glacial acetic acid. APS aqueous solution (3.0 wt.%) were prepared by adding
1.1068 g APS to 35.7865 g bidistilled water with pH = 4.0 under vigorous stirring in fluoroplastic beaker for 10 min
while maintaining pH value at pH = 4.0. Then, 100 g of TOCNF dispersion (1.38 wt.%) were added dropwise to APS
solution and stirred with magnetic stirrer at room temperature for 30 min, while maintaining a pH of 4.0. The pH value
was adjusted using glacial acetic acid. The APS loading was 5 mmol per gram dried TOCNF in the obtained sample.
After stirring, aqueous TOCNF-APS mixtures were freeze-dried as described for aqueous dispersion of TOCNF.

The prepared samples were designated as L-TOCNF-AKD and L-TOCNF-APS. Freeze-dried samples were stored
in a desiccator over phosphorus pentoxide.

2.5. Redispersion of the L-TOCNF, L-TOCNF-AKD and L-TOCNF-APS in various solvents

Water or an organic solvent (DMSO, DMF, chloroform or hexane) was added to the freeze-dried product of L-
TOCNF, L-TOCNF-AKD or L-TOCNF-APS to prepare 0.2 % (w/v) of nanofibrils. A weight of the freeze-dried
sample (M) was taken with an accuracy of 0.0002 g. After the freeze-dried samples were transferred to the solvent,
the mixture was sonicated for 7 min (ultrasonic homogenizer with a 7 mm probe-tip diameter UZG13-01/22, 110 W,
VNIITVCH, Russia) under ice bath cooling while maintaining a constant solvent volume. The concentration of each
homogenized dispersion was maintained at 0.2 % (w/v).

The colloidal stability of the dispersions both after 1 hour and after 5 days was assessed visually according to the
sedimentation and clarification of the dispersion. The dispersing degree (Dr) was calculated from the dry weight of
the lyophilized product present in the supernatan and was used as a criteria for redispersibility. Dr was determined
after ultrasonic treatment of the suspensions and their centrifugation at 11000 rpm for 10 min. Centrifugation was used
to separate individualized nanofibrils from aggregates of nanofibrils. The precipitate and transparent supernatant were
separated by pipetting. Solvents such as chloroform and hexane were removed from the supernatant by air drying at
35 – 40 ◦C. Solvents (DMSO and DMF) were removed from the supernatant by drying in vacuum at 50 ◦C for 2 h.
The dried fraction of the lyophilized product present in the supernatant (ms, g) was weighed. Dr (%) was determined
as:

Dr =
ms × 100

M
, (1)

where M (g) is the total dry weight of redispersed nanocellulose.

2.6. Characterization

X-ray diffraction patterns were recorded with Bruker D8 Advance diffractometer (Bruker AXS GmbH, Karlsruhe,
Germany; CuKα-radiation; 8 – 60 ◦ 2θ range, 0.02 ◦ 2θ step). The 22.7 ◦ 2θ diffraction peak was used for TOCNF
crystallinity index (IC, %) calculation by Segal’s method [7]. X-ray diffraction data were obtained in reflection geom-
etry, in which the incident radiation is most intensively scattered by crystallites whose reflecting planes are parallel to
the axis of the fibrils, which makes it possible to determine their thickness. The transverse size of crystallites (D[200],
nm) was estimated using the Scherrer equation [36].

The degree of polymerization (DP ) was assessed by viscosity measurements using diluted solutions of dry
TOCNF films in Cadoxen (cadmium ethylenediamine) [29]. DP was determined as an average of two independent
measurements.

The carboxylate content (mmol/g) in TOCNF was determined by a conductometric titration technique according
to the protocol described elsewhere [39]. The conductivity values were recorded at room temperature using an Expert-
002 conductometer as the mean value of three measurements.
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TABLE 1. Characteristics of TOCNF

Particle size
(SEM), nm

Particle
width

(AFM), nm

DP
ζ-potential,

mV
Carboxyl group
content, mmol/g IC, % D[200], nm

width length

20 ± 6 809 ± 98 16 ± 6 123 ± 3 −50 ± 2 1.20 ± 0.05 78.2 2.9

Zeta potential (ζ-potential) values of the dispersions were measured by an electrophoretic light scattering tech-
nique using the phase analysis light scattering (PALS) on the Photocor Compact-Z analyzer at room temperature. The
resulting ζ-potential values are mean values in five consecutive measurements.

The morphology of the freeze-dried samples and the distribution of the elements on the surface were analyzed by
simultaneous use of scanning electron microscopy (SEM) (NVision 40 microscope, Carl Zeiss NTS GmbH, Germany)
and energy-dispersive X-ray spectroscopy (EDX), (X-Max detector, Oxford Instruments, UK). The size, and shape of
nanofibrils were also analyzed by SEM. A drop of dilute aqueous dispersion of 0.01 wt.% TOCNF was applied onto
a single crystal silicon substrate and air-dried for the SEM farther analysis.The size of nanofibrils, and pore size were
revealed by the ImageJ software as a mean value in 25 independent measurements.

The surface morphology of TOCNF film was investigated using NTEGRA Prima atomic force microscope (NT-
MDT Spectrum Instruments, Russia) in a tapping mode. All experiments were carried out under controlled conditions
maintained by a TRACKPORE ROOM-05 measuring complex (purity class 5 ISO (100), the accuracy of maintaining
air temperature in the range of 23 ± 5 K is ±0.05 K, the relative air humidity is 55 ± 1 %).

The value of the specific surface area (SBET ) of the samples was measured by low-temperature adsorption of
nitrogen using an ATKh-06 analyzer (KATAKON, Russia) with preliminary degassed stage for 1 h at 90 ◦C under
vacuum. The specific surface area was calculated using the Brunauer–Emmett–Teller model (BET) and the five points
method within the partial pressure range 0.05 – 0.25.

The water contact angle (WCA) was measured on a FTA1000 Drop Shape Instrument B Frame System. The
test sample was placed on a horizontal holder. The water droplet volume 100 µl was applied onto the surface of the
test sample by a special microdosing syringe. The images were recorded 1 s after application of the droplets using a
640 × 480 pixel CCD detector. The measurements were performed at room temperature (24 ± 2 ◦C) and repeated for
5 times on various fresh surfaces.

3. Results and discussion

3.1. Characterization of TOCNF

The characteristics of the TOCNF are summarized in Table 1. SEM images of the TOCNF samples show entan-
gled nanofibrils with width (20 ± 6 nm), and length (809 ± 98 nm), Fig. 1(a). The fibril width according to AFM
data is slightly lower, 16 ± 6 nm, Fig. 1(b). HCl hydrolysis followed by TEMPO oxidation significantly reduced the
particle size (by three orders of magnitude) while also lowering the TOCNF degree of polymerization down to 123±3
compared to the original FP cellulose (one order of magnitude), Table 1 [36].

The aqueous dispersions of TOCNF are stable for a long time (up to 6 months) due to the electrostatic repulsion of
the carboxyl groups with content of 1.20 ± 0.05 mmol/g TOCNF (Table 1. The ζ-potential value of TOCNF aqueous
dispersions was −50 ± 2 mV).

X-ray diffraction pattern of TOCNF film (Fig. 2(a)) shows diffraction peak at 2θ = 22.5 ◦ and double peak
in the range 2θ = 14.8 – 16.8 ◦ corresponding to the crystallographic planes (200), (11̄0) and (110) of monoclinic
Iβ cellulose [39]. The crystallinity (78.2 %) and a crystallite size (2.9 nm in the crystallographic plane [200]) are
presented in Table 1.

3.2. Morphology and physical properties of L-TOCNF, L-TOCNF-AKD, L-TOCNF-APS

Freeze-drying yielded aerogels whose volume corresponded to the volume of the dispersion, Fig. 3(a–c). L-
TOCNF-APS aerogel has a pale yellow tint. For the samples after lyophilization, the X-ray diffraction pattern retains
initial structure of Iβ cellulose (Fig. 2(b–d)), but the intensity of diffuse halo increases. The crystallinity index from
TOCNF film (78.2 %) to 69.1 % for L-TOCNF (Fig. 3d) was decreased.

The crystallinities of the modified L-TOCNF-AKD and L-TOCNF-APS were slightly decreased compared to L-
TOCNF, due to the introduction of amorphous AKD or APS on the surface of the cellulose nanofibrils, Fig. 3(d).
However, the crystallite size D[200] in the L-TOCNF-AKD and L-TOCNF-APS samples no showed obvious changes
after modification (Fig. 3(d)). This occurred due to the modification that occurred only on the surface of the cellulose
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FIG. 1. SEM images of diluted dispersions of TOCNF 0.01 wt.%, dried on a single-crystal silicon
substrate (a), AFM images of TOCNF film and height profile along the black line (b)

FIG. 2. XRD patterns of the samples: TOCNF (a), L-TOCNF (b), L-TOCNF-AKD (c), L-TOCNF-APS (d)
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FIG. 3. Photographic images of aerogels and water drops (WCA) on the surface L-TOCNF (a),
L-TOCNF-AKD (b), L-TOCNF-APS(c), and their physical properties (d)

nanofibrils with the simultaneous increase of the proportion of the amorphous phase, and retained the crystalline struc-
ture of the cellulose. The BET specific surface areas were in the range of 18.7 – 20.7 m2/g for all aerogels (Fig. 3(d)).

The morphology of the lyophilized samples is characterized by scanning electron microscopy. TOCNFs form
layered porous aerogels with ribbon-like film structures (Fig. 4(a)) which are the result of the lateral agglomeration of
cellulose nanofibrils. Similar morphology was observed by Han et al. and Du et al. [25,40], which explained by mean
of lateral aggregation due to hydrogen bonding.

After lyophilization of L-TOCNF-AKD and L-TOCNF-APS hydrosols, porous plate-like materials were obtained
(Fig. 4(b,c)). Aerogels contain heterogeneously shaped pores with a wide range of sizes from four to several tens
micrometers. The thickness of the L-TOCNF, L-TOCNF-AKD, and L-TOCNF-APS layers were estimated from SEM
photographs as 15 – 30, 30 – 60, and 45 – 80 nm, respectively. The increase in the thickness of the L-TOCNF-AKD and
L-TOCNF-APS layers is apparently associated with surface modification [37, 38]. EDX results showed an increased
C content and a lower O content in L-TOCNF-AKD sample compared to the L-TOCNF sample, which confirms the
presence of aliphatic chains of fatty acids (stearic and palmitic) on the surface of L-TOCNF-AKD (Fig. 4(d,e)). The
hydrophobic nature of AKD-modified TOCNFs is due to the adsorption through electrostatic interaction of AKD with
dissociated carboxyl groups of TOCNF, as well as the formation of β-ketoester bonds between AKD and TOCNF [38].
EDX analysis indicated the presence of N = 5.7 ± 0.4 at.% and Si = 5.6 ± 0.4 at.% in L-TOCNF-APS sample due
to the coating of its surface with aminopolysiloxane networks, Fig. 4(f), as shown in our previous study [37].

Unmodified L-TOCNF exhibited hydrophilic properties as the aerogel immediately absorbed a drop of water
(WCA = 0 ◦). In contrast, the modified L-TOCNF-AKD (WCA 139 ± 2 ◦) and L-TOCNF-APS (WCA 133 ± 2 ◦)
were highly hydrophobic (Fig. 3(a-c)).

3.3. Redispersing of lyophilized L-TOCNF, L-TOCNF-AKD and L-TOCNF-APS

The main purpose of hydrophobizing TOCNFs is to improve their dispersibility in organic solvents. Solvents are
usually classified according to their dissolving ability as polar and nonpolar. However, the polarity of a solvent cannot
be expressed in a specific physical quantity. Dielectric constant (ε) and dipole moment (µ) are often used to quantify
the polarity of a solvent [41]. Hexane (ε = 1.9, µ = 0), chloroform (ε = 4.7, µ = 1.15), DMF (ε = 36.7, µ = 3.2)
and DMSO (ε = 46.7, µ = 4.0) were selected as nonpolar organic solvent, low and medium polarity solvents,
respectively. For comparison, all lyophilized samples were redispersed in high polarity solvent – water (ε = 78.5,
µ = 1.8).

Suspensions of the lyophilized samples were sonicated to disrupt aggregation between nanofibers after freeze-
drying. The lyophilized unmodified and modified TOCNFs were redispersed in various solvents, presented in Fig. 5.
The fact that sonication is effective for homogenizing dispersions has been also demonstrated in previous studies [42,
43]. The need for sonication indicates the endothermic nature of the redispersion. Both after 1 hour and after 5 days
aging, the sedimentation and clarification of the suspension were checked. L-TOCNF showed excellent redispersibility
to transparent dispersions in water and dispersion stability after both 1 hour and 5 days (Fig. 5(a,b)). The resulting
clear stable dispersion and high dispersing degree (Dr = 98 %) of L-TOCNF indicate successful nanofibrillation of
lyophilized TOCNF in water. L-TOCNF was also redispersed in DMSO with formation of a translucent dispersion



Dispersibility of freeze-drying unmodified and modified TEMPO-oxidized cellulose nanofibrils ... 769

FIG. 4. SEM images and EDX of the samples: L-TOCNF (a, d), L-TOCNF-AKD (b, e), L-TOCNF-
APS (c, f)

after 1 hour and little sedimentation after 5 days (Fig. 5(a,b)) and Dr = 67 %, (Fig. 6). L-TOCNF did not disperse in
DMF with opaque dispersion (Fig. 5(a)) formation and sedimentation after 5 days (Fig. 5(b)) (Dr = 5 %). L-TOCNF
did not disperse in chloroform and hexane due to their very low dielectric constant (Figs. 5, 6).

The hydrophobic L-TOCNF-AKD and L-TOCNF-APS has not shown sign of redispersability in water, as the
particles started immediately separating after sonication. Even flotation was observed for L-TOCNF-AKD, due to the
presence of long aliphatic chains fatty acid (stearic and palmitic) on the TOCNF surface (Fig. 5). On the contrary,
sedimentation of L-TOCNF-APS in aqueous suspensions occurred despite its high wetting angle (WCA 133 ± 2 ◦)
due to the presence of polar NH2 groups in the grafted polyaminopropylsiloxane (Fig. 5). L-TOCNF-AKD and L-
TOCNF-APS showed good redispersibility in medium polarity solvents such as DMSO, DMF, which is confirmed by
translucent dispersions after 1 hour (Fig. 5(a)) and slight sedimentation after 5 days (Fig. 5(b)) and high Dr (Fig. 6).
It should be noted that L-TOCNF-AKD (Dr = 97 %) is more readily redispersible in a less polar solvent (e.g.,
DMF) than L-TOCNF-APS (Dr = 75 %). The dispersion of L-TOCNF-AKD no showed signs of sedimentation
for 5 days (Fig. 5(b)). This effect can be attributed to the hydrophobic aliphatic chains of AKD, which prevent the
formation of TOCNF intermolecular hydrogen bonds due to steric hindrance. L-TOCNF-AKD and L-TOCNF-APS
was demonstrated partial redispersibility in the low-polarity solvent chloroform (Fig. 5), Dr = 34 % and Dr = 11 %
respectively (Fig. 6). In this case, the same pattern is observed as in the case of redispersibility in DMF. However,
neither L-TOCNF-AKD nor L-TOCNF-APS can be redispersed in the non-polar solvent hexane (Figs. 5, 6). Finally,
the redispersibility of lyophilized modified TOCNFs in organic solvents decreases with decreasing solvent polarity up
to the complete absence of redispersibility in a nonpolar solvent hexane.
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FIG. 5. Photograph of L-TOCNF, L-TOCNF-AKD, L-TOCNF-APS dispersed in different solvents
(0.2 % w/v) after 1 hour (a) and 5 days (b)

FIG. 6. Correlation between the dispersion degree in organic solvents L-TOCNF, L-TOCNF-AKD,
L-TOCNF-APS and ε solvent
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4. Conclusions

The hydrophobic aerogels L-TOCNF-AKD (WCA 139±2 ◦) and L-TOCNF-APS (WCA 133±2 ◦) were prepared
by freeze-drying. The redispersion of lyophilized samples of unmodified and modified TOCNFs in organic solvents
was studied by the method of visualization and assessment of the dispersing degree. It was shown that hydrophilic
L-TOCNF samples are redispersed in water and in the polar solvent DMSO, but not in less polar and nonpolar or-
ganic solvents. The redispersibility of hydrophobic L-TOCNF-AKD and L-TOCNF-APS in organic solvents has been
significantly improved. This may be due to the significantly reduced polarity of the modified chain on the surface.
Transparent supernatant dispersions containing individualized nanofibrils were observed in DMSO and DMF. Partial
redispersibility was noted in the low-polarity solvent (chloroform). None of the samples can be redispersed in a non-
polar solvent such as hexane. L-TOCNF-AKD redispersed better in less polar solvents such as DMF and chloroform
than L-TOCNF-APS due to hydrophobic aliphatic AKD chains on the surface of TOCNF. The developed approach can
be applied to improve of redispersibility of lyophilized modified TOCNFs in organic solvents without using laborious
solvent replacing technique.

Acknowledgements

This work was supported by the Ministry of Science and Higher Education within the State assignment to
Prokhorov General Physics Institute of the Russian Academy of Sciences. Authors express their sincere gratitude
to Dr. Arthur I. Popov for his most kind assistance in the preparation of the present manuscript, Dr. Radmir V. Gainut-
dinov for the study of Atomic Force Microscopy, Dr. Khursand Yorov for freeze-drying and Dr. Vladimir N. Kuryakov
for zeta potential measurements.

References
[1] De France K., Zeng Z., Wu T., Nyström G. Functional Materials from Nanocellulose: Utilizing Structure-Property Relationships in Bottom-Up

Fabrication. Advanced Materials, 2021, 33 (28), P. 2000657.
[2] De Amorim J.D.P., de Souza K.C., et al. Plant and bacterial nanocellulose: production, properties and applications in medicine, food, cosmet-

ics, electronics and engineering. A review. Environ. Chem. Lett., 2020, 18, P. 851–869.
[3] Liu Z., Zhang S., He B. et al. Synthesis of cellulose aerogels as promising carriers for drug delivery: a review. Cellulose, 2021, 28, P. 2697–

2714.
[4] Ahankari S.S., Subhedar A.R., Bhadauria S.S., Dufresne A. Nanocellulose in food packaging: a review. Carbohyd. Polym., 2020, 255,

P. 117479.
[5] Dias O.A.T., Konar S., et al. Current State of Applications of Nanocellulose in Flexible Energy and Electronic Devices. Front. Chem., 2020,

8, P. 420.
[6] Nie S., Hao N., et al. Cellulose nanofibrils-based thermally conductive composites for flexible electronics: a mini review. Cellulose, 2020, 27,

P. 4173–4187.
[7] Luginina A.A., Kuznetsov S.V., et al. Hydrophobization of up-conversion luminescent films based on nanocellulose/MF2:Ho particles (M =

Sr, Ca) by acrylic resin. Nanosystems: Phys. Chem. Math., 2019, 10 (5), P. 585–598.
[8] Saito T., Kimura S., Nishiyama Y., Isogai A. Cellulose nanofibers prepared by TEMPO-mediated oxidation of native cellulose. Biomacro-

molecules, 2007, 8 (8), P. 2485–2491.
[9] Isogai A., Saito T., Fukuzumi H. TEMPO-oxidized cellulose nanofibers. Nanoscale, 2011, 3 (1), P. 71–85.

[10] Isogai A. Development of completely dispersed cellulose nanofibers. Proceedings of the Japan Academy, Series B, 2018, 94 (4), P. 161–179.
[11] Isogai A. Emerging Nanocellulose Technologies: Recent Developments. Advanced Materials, 2020, 53, P. 2000630.
[12] Forti E.S., El AwadAzrak S.M., et al. Mechanical enhancement of cellulose nanofibril (CNF) films through the addition of water-soluble

polymers. Cellulose, 2021, 28 (10), P. 6449–6465.
[13] Beck S., Bouchard J., Berry R. Dispersibility in Water of Dried Nanocrystalline Cellulose. Biomacromolecules, 2012, 13 (5), P. 1486–1494.
[14] Okita Y., Fujisawa S., Saito T., Isogai A. TEMPO-Oxidized Cellulose Nanofibrils Dispersed in Organic Solvents. Biomacromolecules, 2011,

12, P. 518–522.
[15] Fujisawa S., Saito T., et al. Surface Engineering of Ultrafine Cellulose Nanofibrils toward Polymer Nanocomposite Materials. Biomacro-

molecules, 2013, 14 (5), P. 1541–1546.
[16] Fujisawa S., Saito T., et al. Comparison of mechanical reinforcement effects of surface-modified cellulose nanofibrils and carbon nanotubes

in PLLA composites. Composites Science and Technology, 2014, 90, P. 96–101.
[17] Soeta H., Fujisawa S., Saito T., Isogai A. Controlling Miscibility of the Interphase in Polymer-Grafted Nanocellulose/Cellulose Triacetate

Nanocomposites. ACS Omega, 2020, 5 (37), P. 23755–23761.
[18] Fujisawa S., Saito T., Isogai A. Nano-dispersion of TEMPO-oxidized cellulose/aliphatic amine salts in isopropyl alcohol. Cellulose, 2012, 19,

P. 459–466.
[19] Qu J., Yuan Z., et al. Enhancing the redispersibility of TEMPO-mediated oxidized cellulose nanofibrils in N,N-dimethylformamide by modi-

fication with cetyltrimethylammonium bromide. Cellulose, 2019, 26, P. 7769–7780.
[20] Shrestha S., Chowdhury R.A., et al. Surface hydrophobization of TEMPO-oxidized cellulose nanofibrils (CNFs) using a facile, aqueous

modification process and its effect on properties of epoxy nanocomposites. Cellulose, 2019, 26, P. 9631–9643.
[21] Dong H., Napadensky E., et al. Cellulose Nanofibrils and Diblock Copolymer Complex: Micelle Formation and Enhanced Dispersibility. ACS

Sustain. Chem. Eng., 2016, 5 (2), P. 1264–1271.
[22] Viet D., Beck-Candanedo S., Gray D.G. Dispersion of cellulose nanocrystals in polar organic solvents. Cellulose, 2007, 14, P. 109–113.



772 A. A. Luginina, S. V. Kuznetsov, V. K. Ivanov, V. V. Voronov, A. D. Yapryntsev, et al.

[23] Heux L., Chauve G., Bonini C. Nonflocculating and Chiral-Nematic Self-ordering of Cellulose Microcrystals Suspensions in Nonpolar Sol-
vents. Langmuir, 2000, 16 (21), P. 8210–8212.

[24] Peng S.X., Chang H., et al. A comparative guide to controlled hydrophobization of cellulose nanocrystals via surface esterification. Cellulose,
2016, 23 (3), P. 1825–1846.

[25] Han J., Zhou C., et al. Self-assembling behavior of cellulose nanoparticles during freeze-drying: effect of suspension concentration, particle
size, crystal structure, and surface charge. Biomacromolecules, 2013, 14, P. 1529–1540.

[26] Kaboorani A., Riedl B., Surface modification of cellulose nanocrystals (CNC) by a cationic surfactant. Ind. Crops Prod., 2015, 65, P. 45–55.
[27] Samir M.A.S.A., Alloin F., et al. Preparation of Cellulose Whiskers Reinforced Nanocomposites from an Organic Medium Suspension.

Macromolecules, 2004, 37 (4), P. 1386–1393.
[28] Tang L.M., Weder C. Cellulose Whisker/Epoxy Resin Nanocomposites. ACS Appl. Mater. Interfaces, 2010, 2 (4), P. 1073–1080.
[29] Voronova M.I., Surov O.V., et al. Dispersibility of Nanocrystalline Cellulose in Organic Solvents. Russian Journal of Bioorganic Chemistry,

2020, 46 (7), P. 1295–1303.
[30] Hu Z., Berry R.M., Pelton R., Cranston E.D. One-Pot Water-Based Hydrophobic Surface Modification of Cellulose Nanocrystals Using Plant

Polyphenols. ACS Sustain. Chem. Eng., 2017, 5, P. 5018–5026.
[31] Jiang F., Hsieh Y.L. Assembling and redispersibility of rice straw nanocellulose: effect of tert-butanol. ACS Appl. Mater. Interfaces, 2014, 6,

P. 20075–20084.
[32] Indarti E., Marwan, Wanrosli W.D. Dispersion Stability of Nanocellulose in Nonpolar Solvent: Chloroform. Materials Science Forum, 2020,

998, P. 170–175.
[33] Araki J., Wada M., Kuga S. Steric Stabilization of a Cellulose Microcrystal Suspension by Poly(ethylene glycol) Grafting. Langmuir,

2001,17 (1), P. 21–27.
[34] Johnson R.K., Zink-Sharp A., Glasser W.G. Preparation and characterization of hydrophobic derivatives of TEMPO-oxidized nanocelluloses.

Cellulose, 2011, 18, P. 1599–1609.
[35] Chu Y., Sun Y., Wu W., Xiao H. Dispersion Properties of Nanocellulose: A Review. Carbohyd. Polym., 2020, 250. P. 116892.
[36] Fedorov P.P., Luginina A.A., et al. Composite up-conversion luminescent ?lms containing a nanocellulose and SrF2:Ho particle. Cellulose,

2019, 26 (4), P. 2403–2423.
[37] Luginina A.A., Kuznetsov S.V., et al. Laser damage threshold of hydrophobic up-conversion carboxylated nanocellulose/SrF2:Ho composite

films functionalized with 3-aminopropyltriethoxysilane. Cellulose, 2021, 28, P. 10841–10862.
[38] Fedorov P.P., Luginina A.A., et al. Hydrophobic up-conversion carboxylated nanocellulose/fluoride phosphor composite films modified with

alkyl ketene dimer. Carbohyd. Polym., 2020, 250, P. 116866.
[39] Jiang F., Han S., Hsieh Y.L. Controlled defibrillation of rice straw cellulose and selfassembly of cellulose nanofibrils into highly crystalline

fibrous materials. RSC Advances, 2013, 3 (30), P. 12366–12375.
[40] Du L., Yu Z., Wang J., et al. Analyzing the film formation mechanism of cellulose nanoparticles (CNPs) based on the fast freeze-drying

morphology. Cellulose, 2020, 27, P. 6921–6933.
[41] Reichardt C. Solvents and Solvent Effects in Organic Chemistry. Second ed., Mir Publishers, Moscow, 1991, 763 p.
[42] Kasuga T., Isobe N., et al. Clearly transparent nanopaper from highly concentrated cellulose nanofiber dispersion using dilution and sonication.

Nanomaterials, 2018, 8 (2), P. 104.
[43] Sharma A., Mandal T., Goswami S. Dispersibility and Stability Studies of Cellulose Nanofibers: Implications for Nanocomposite Preparation.

J. Polym. Environ., 2021, 29, P. 1516–1525.



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2021, 12 (6), P. 773–782

Photocatalytic degradation of Rose Bengal dye over mechanochemically synthesized
zinc oxide under visible light irradiation

Y. D. Kaldante1,3, R. N. Shirsat3, M. G. Chaskar1,2

1Department of Chemistry, PDEA’s Baburaoji Gholap College, Sangvi, Pune, Maharashtra – 411027, India
2Department of Chemistry, PDEA’s Prof. Ramkrishna More College, Akurdi, Maharashtra – 411044, India

3Department of Chemistry, PDEA’s Annasaheb Waghire College, Otur, Tal. Junnar, Dist. Pune, Maharashtra –
412409, India

ydkaldante@gmail.com, manohar c@hotmail.com

DOI 10.17586/2220-8054-2021-12-6-773-782

Present work summarized efficient synthesis of ZnO by mechanochemical method via zinc oxalate dihydrate precursor for studies of the photocat-
alytic degradation of Rose Bengal dye. The process of conversion of zinc oxalate dihydrate to ZnO was studied by TGA-DTG analysis and FT-IR
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1. Introduction

Water scarcity is one of the most serious problems presently we are facing all over the world. Prolonged shortages
in the water supply have a substantial impact not only on the ecosystem and agriculture [1] but also harm local
economies [2]. Consequently, water shortages create environmental, economic and social problems. The lack of
water for prolong period of time results in a drought. Some common consequences of drought includes reduced crop
growth or yield productions [1], soil erosion, desertification [3] and dust storms [4], habitat damage, affecting both
terrestrial [5] and aquatic wildlife [6], hunger, malnutrition, dehydration and related diseases, mass migration [7],
reduced hydroelectric power production, shortages of water for industrial uses [4], social unrest [8], wildfires [3],
accumulation of cyanotoxin within food chains and water supply can cause cancer with low exposure over the long
term [9]. Increased demands of clean intake water and water for sterilization are the major present problems of our
society [10]. To deal with the problems of water scarcity, drought situations as well as to fulfill the demands of society,
water treatment or detoxification and rain water harvesting are the best initiatives which need to be executed.

The process of removal of undesirable chemicals, biological contaminants, suspended solids and gases from
water is called as water purification. It is necessary to produce pure water suitable for specific purposes such as
drinking, pharmacological, medical, chemical and industrial applications. The clarification or purification of water
can be achieved by physical methods like filtration, distillation and sedimentation; biological methods like slow sand
filtration, biologically activated carbon filtration; chemical methods such as chlorination, flocculation and the use of
ultraviolet light. All these are the conventional methods of water treatment and purification which are not always
suitable for treating moderate to high concentration waste waters.

The execution of solar light driven advanced oxidation processes (AOPs) has been an auspicious alternative for
the detoxification of industrial effluents [11–14], and thus, for environmental protection [14]. The coloring agent dyes
are the organic substances mainly used in textile, paper, printing, leather and plastics industries are most common
and are one of the major contaminant responsible for water pollution. The photocatalysis is one of the most efficient
and economical method among AOPs employed for the total mineralization of organic contaminants to CO2, H2O
and inorganic salts [15–18]. Metal oxides like TiO2, ZnO, SnO2, NiO, Cu2O, Fe3O4, etc. have been effectively
utilized as a heterogeneous photocatalyst for dye degradation. These are nontoxic, stable, highly photosensitive, wide
band gap materials. An activated semiconductor metal oxide usually promotes the photodegradation of dyes under
solar light [19]. In this method, a semiconductor metal oxide catalyst is illuminated with solar light or a suitable
light source, electron-hole pairs are generated in the oxide material. Due to intensive reduction potential of the holes
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present in the valence band, it gives in situ generation of hydroxyl radicals. Due to the high redox potential (2.8 V)
of hydroxyl radicals, they are capable of complete non-selective breakdown of the dye molecules [20]. Among the
various metal oxides, ZnO was found to be the most suitable candidate for the visible light mediated photocatalysis,
so, for the present study, ZnO was selected. Also, due to its simple, economic and environmentally friendly nature,
the mechanochemical method was selected for the present study.

One of the extensively used classes of dyes is xanthene dyes containing xanthene nucleus with aromatic groups
as the chromophore. These dyes are widely used as colorants in the textile, printing and dyeing industries. These
dyes are reported to be genotoxic, mutagenic, cytotoxic and cytostatic [21–25]. Rose Bengal is one of the widely used
anionic water-soluble and important xanthene dyes in textile, dyeing and photochemical industries. Therefore, for the
present study, Rose Bengal is taken as a model dye for the photocatalytic degradation over ZnO photocatalyst. The
chemical structure of the dye molecule is shown in Fig. 1.

FIG. 1. Chemical structure of the Rose Bengal dye molecule

In this study, an attempt was made to synthesize the ZnO by efficient, solution free mechanochemical method
and study the photocatalytic degradation of Rose Bengal dye over this ZnO in presence of artificial light (visible).
The various operational parameters such as dye concentration, photocatalyst loading capacity, pH of dye solution,
irradiation time, etc. were studied in detail. Further exploration of this work is particularly beneficial for the water
treatment by photocatalysts in those areas of the world where solar light is not abundantly available.

2. Experimental

2.1. Materials

Zinc acetate dihydrate (assay 99.5 %), oxalic acid dihydrate (assay 99.0 %), Rose Bengal disodium salt (assay
99.5 %) and other essential chemicals used during this work were AR grade reagents obtained from S. D. Fine Chem-
icals, India and used without further purification. All the experimental solutions were prepared in distilled water. The
pH of these solutions was adjusted to the desired values with aqueous NaOH (0.1 N) and H2SO4 (0.1 N) wherever
necessary.

2.2. Synthesis of photocatalyst

Powdered zinc oxide (ZnO) catalyst was prepared by a two-step method. In the first step zinc oxalate dihydrate
precursor was obtained simply by mechanical hand grinding of a mixture of 10.975 g of zinc acetate dihydrate with
6.93 g of oxalic acid dihydrate in an agate mortar for 20 – 30 minutes at room temperature. In second step the zinc
oxalate dihydrate precursor was subjected to thermal disintegration by calcination at 450 ◦C leads to the formation of
ZnO [26].

Zn(CH3COO)2 · 2H2O+H2C2O4 · 2H2O −→ ZnC2O4 · 2H2O+ 2CH3COOH+ 2H2O, (1)
ZnC2O4 · 2H2O −→ ZnO + CO2 +CO+ 2H2O. (2)

2.3. Equipment

The temperature of the transformation of zinc oxalate dihydrate precursor to the zinc oxide was obtained by
thermogravimetric analysis machine (Shimadzu, TG-DTG-60H) and FT-IR (PerkinElmer UATR Spectra Two) spec-
trometer. For ZnO crystallite, the X-ray diffraction (XRD) pattern was obtained with X-ray Diffractometer (Rikagu
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Miniflex-600) using CuKα radiation (λα = 1.5418 Å) and the average crystallite size (D) of the particles was deter-

mine from the Debye–Scherer equation [27]: D =
0.90× λ
β × cos θ

where, λ is the wavelength (CuKα), β is the full width

at the half maximum (FWHM) of the most intense peak (101) in the XRD pattern of ZnO and θ is the diffraction
angle [27]. The morphological characterization of powder was performed by using FE-SEM (JEOL JSM-6360A).
The elemental composition of the ZnO was studied with energy dispersive X-ray (EDX) spectra. The optical band gap
of ZnO was estimated from UV-Visible spectra obtained with UV-Visible Spectrophotometer (PerkinElmer Lambda
365). The photocatalytic reactions were carried out at room temperature in batch reactor under adequately constant
intensity visible light irradiation source (400W MH-TBT-E40) providing nearly 0.4 – 0.6 kW/m2 radiation intensity
at 15 cm distance. Colorimetric absorbance measurement with digital colorimeter (EQUIP-TRONICS EQ-353) was
utilized to determine the degradation efficiency. The preliminary pH of suspension was adjusted with the help of pH
meter (LABTRONICS LT-11). A Lux meter HTC LX-100 was used to measure the light intensity.

2.4. Photocatalytic degradation experiments

For optimization of photocatalytic parameters and photocatalytic degradation studies, Rose Bengal dye solutions
with variable initial concentration were prepared using double distilled water. All experiments are conducted in a
batch photoreactor with glass cool trap and magnetic stirrer. Rose Bengal (100 mL) dye solution having known
preliminary concentration at suitable pH and at room temperature was taken with known extent of zinc oxide powder
in a photoreactor with 5 cm diameter. Mixture was then subjected to ultrasonic agitation for 5 minutes to obtain a
uniform suspension. Container was then fixed on magnetic stirrer kept under adequately constant intensity visible
light irradiation source (400W MH-TBT-E40) at a distance of 15 cm. At specified time intervals supernatant solution
(5.0 ml) was collected and centrifuged to settle down ZnO particles. Then absorbance was recorded at predetermined
λmax (500 nm) value of Rose Bengal dye solution using a digital colorimeter. The degradation efficiency was estimated

from the colorimetric absorbance measurement as percent (%) Degradation: %D =
100× [A0 −At]

[A0]
, where %D –

percent degradation, A0 – initial absorbance, At – absorbance at time t.

3. Result and discussion

3.1. Characterization of zinc oxide

The process of conversion of zinc oxalate dihydrate to Zinc Oxide (ZnO) was studied by TGA-DTG analysis and
FT-IR Spectroscopy. The ZnO thus obtained was further characterized by X-ray diffraction, FE-SEM and EDX study.
The optical band gap of ZnO was determined from UV-Visible spectroscopy.

3.1.1. Thermal gravimetric analysis. Fig. 2 shows the TGA-DTG plots for zinc oxalate dihydrate precursor. From
the DTG plot it is clear that, the thermal disintegration of zinc oxalate dihydrate precursor occurred with three en-
dothermal steps from 30 to 450 ◦C to give ZnO. The 1.40 % weight loss from 30 to 105 ◦C is due to the removal
of residual acetic acid. The 17.71 % weight loss from 105 to 165 ◦C is due to removal of adsorbed water, residual
water and residual acetic acid (Boiling Point 118 ◦C). The 37.35 % weight loss from 335 to 455 ◦C in TG curve is
recognized to the decomposition of oxalate moiety from zinc oxalate. From this, the conversion temperature for zinc
oxalate dihydrate to zinc oxide is 455 ◦C.

3.1.2. FT-IR spectroscopic study. Fig. 3 shows changes in the FT-IR spectra during the transformation of zinc acetate
dihydrate to zinc oxide through zinc oxalate precursor. The replacement of acetate ions in the zinc acetate dihydrate by
oxalate ions to yield zinc oxalate precursor during mechanical grinding with oxalic acid is clearly understood with the
help of diminishing of bands corresponding to various symmetric and asymmetric stretching and bending vibrations in
the acetate group (621, 686, 952, 1016, 1426, 1542, 1664, 3073 cm−1) and enhancement of the bands corresponding
to various symmetric and asymmetric stretching and bending vibrations in the oxalate group (547, 720, 1116, 1608,
3412 cm−1). Zinc oxalate precursor shows well defined bands (493, 588, 723, 822, 1122, 1245, 1319, 1364, 1626,
1888 and 3390 cm−1). Diminishing of all bands other than that centered at 450 cm−1 upon calcination of zinc oxalate
precursor at 500 ◦C confirms the formation of spherical shape ZnO and same also confirmed by XRD study.

3.1.3. X-Ray diffraction (XRD) study. The XRD peak position and intensity data for synthesized ZnO was procured
over the appropriate (20 – 80 ◦) 2θ range with CuKα radiation (λ = 1.5418 Å). The data contained (Fig. 4) a series
of peaks centered at 2θ = 31.74, 34.38, 36.22, 47.50, 56.58, 62.82, 66.36, 67.90, 69.08, 72.62, 76.86 ◦ belonging to
the (100), (002), (101), (102), (110), (103), (200), (112), (201), (004) and (202) planes respectively, which are in very
fine agreement with the JCPDS card for the standard hexagonal wurtzite structure of pure ZnO [26, 28].
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FIG. 2. TG-DTA plots for Zinc Oxalates Dihydrate

(a) (b)

(c) (d)

FIG. 3. Changes in FT-IR spectra during the transformation of ZnC2O4 · 2H2O to ZnO
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FIG. 4. XRD pattern of Zinc Oxide

The mean crystallite size of ZnO was calculated from data of most intense peak corresponding (101) crystal plane
using Debye Scherer’s formula [27] and was found to be 18.67 nm, corresponding to the mean FWHM = 0.4237 also
the lattice strain calculated by using tangent formula [29] was found to be 0.324. Also, the specific surface area was
determined by using Sauter Formula [30] and was found to be 57.33 m2/g.

3.1.4. FE-SEM study. The morphological characterization of ZnO was studied by using field emission scanning
electron microscopy (FESEM). Fig. 5 indicates the FESEM image ZnO powder. Formation of nearly homogeneous
phase having non-agglomerated, dense particles of hexagonal morphology is clearly seen from the FE-SEM image.
Nearly uniform particle size distribution is also found. The mean particle size is found be around 31.62 nm.

FIG. 5. FE-SEM image of Zinc Oxide

3.1.5. EDX analysis. Energy Dispersive X-ray (EDX) spectra of ZnO is shown in Fig. 6(a), which shows peaks
corresponding to Zn and O only in significance with purity of the zinc oxide. Also elemental mapping showing
distribution of Zn and O is shown in the Fig. 6(b).

3.1.6. UV-Visible spectra. Fig. 7 represents UV-visible Spectra of ZnO which shows evidently situated optical
extinction bands in the range of 370 to 415 nm. The calculated band gap energy of ZnO was found to be 3.14 eV.
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FIG. 6. Zinc Oxide’s EDX Spectra Figure (a) and Elemental Mapping Figure (b)

FIG. 7. UV-visible Spectra of ZnO

3.2. Optimization of photocatalytic operational parameters for degradation of Rose Bengal over ZnO
catalyst

3.2.1. Mechanism of Rose Bengal dye degradation. An advanced oxidation process is involved in the photocatalytic
degradation of Rose Bengal dye [19]. Upon absorption of photons by photosensitive Rose Bengal dye, the molecule
forms an excited singlet state (RB1), which is then converted to excited triplet state (RB2) by means of inter system
crossing (ISC). Zinc oxide (ZnO), upon irradiation, excites the electron from valence band to conduction band and
a hole left behind on the valence band. This hole adsorbs an electron from water or hydroxide ion to produce ·OH
radical. The radicals oxidize the Rose Bengal dye to its colorless leuco form and finally to harmless compounds [19].

The most feasible mechanism is as follows [19]:

RB0 + hν −→ RB1, (3)

RB1
(ISC)−→ RB2, (4)

ZnO + hν −→ h+(VB) + e−(CB), (5)

H2O+ h+ −→ ·OH+H+, (6)

O2 + e− −→ ·O2− , (7)

·O2− +H+ −→ ·HO2− , (8)
RB2 + ·OH −→ Leuco RB, (9)

Leuco RB −→ Products. (10)
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Optimization of the photocatalytic degradation of Rose Bengal over ZnO surface was explored by varying the
operational parameters, e.g.: the initial pH of the suspension (6 – 10), ZnO loading quantity (50 – 150 mg/ 100 ml),
initial dye concentration (50 – 150 ppm), illumination time (0 – 6 hours) under adequately constant intensity visible
light irradiation source. The degradation efficiency was estimated from the colorimetric absorbance measurement as

percent (%) Degradation: %D =
100× [A0 −At]

[A0]
, where %D – percent degradation, A0 – initial absorbance, At –

absorbance at time t. The results encountered are detailed as follows.

3.2.2. Effect of the initial pH of Rose Bengal dye solution. The effect of initial pH of the Rose Bengal dye solution
over the pH range 6 – 10 was studied with arbitrary chosen 50 ppm dye solution and 100 mg ZnO/ 100 ml loading
with 4 hours of irradiation time. The pH of the dye solutions was adjusted only at initial stage and not controlled
during the course of reaction. The other parameters were kept constant. The results gained are indicated in Fig. 8.
The slight solubility of ZnO in acidic medium (pH 6) may be reflected in the decreased degradation of Rose Bengal
in acidic medium [31]. Also up to pH 6 to 8 the dye molecule remains in its protonated form and also ZnO catalyst is
somewhat positively charged due to adsorption of protons, hence, the dye molecules and ZnO repel each other. which
results in a low degradation efficiency. The percent degradation was found to be maximum (100 %) at pH 8, where the
repulsion between dye molecule and ZnO catalyst is at its lowest. Beyond pH 8, the rate of degradation decreases with
increase in initial pH from 9 to 10, this is due to negative charge produce on the ZnO due to adsorption of hydroxyl
ions and hence anionic dye molecule again face intermolecular repulsion [19]. The pH value of 8 is thus optimum for
the photocatalytic degradation of Rose Bengal dye.

FIG. 8. Variation of percent (%) degradation of Rose Bengal dye with initial pH of dye solution

3.2.3. Effect of the photocatalyst (ZnO) quantity. The blank experiments were carried out in absence of ZnO to know
the extent to which Rose Bengal dye photolyzed. In absence of ZnO, Rose Bengal dye photolyzed to the extent of
only 20 – 23 %. When aqueous solution of Rose Bengal dye containing ZnO was irradiated with light PCD of Rose
Bengal was observed to a greater extent. The amount of catalyst used for dye degradation has a profound impact on
the rate of degradation [32]. The optimum amount of ZnO required for thorough mineralization of 100 ml, 50 ppm
Rose Bengal dye at an optimum pH 8 to CO2 and H2O and inorganic ions was inspected by changing the amount of
ZnO from 25 to 150 mg/100 ml and upon 3.5 hours of irradiation. From the Fig. 9, it is depicted that the percent of
dye degraded increases with an increased amount of ZnO loading from 25 to 150 mg/100 ml. As the amount of ZnO
increases, the surface area of catalyst increases, hence adsorption of dye molecules over the surface of ZnO increases,
which increases the percent degradation. Also, increasing amount of photocatalyst increases the number of active
sites on its surface, which promotes an increased number of photogenerated electron-hole pair, hence the number of
hydroxyl radicals responsible for dye degradation.

From the above data, one can see 100 % dye degradation is observed for in each case of catalytic loading 125 mg
ZnO/ 100 ml dye solution and 150 mg ZnO/ 100 ml dye solution. The 100 mg ZnO/ 100 ml dye solution is selected
as optimum catalyst loading for the present study; doing so circumvents the formation of a turbid solution and thus
avoids the shadowing and screening effect for the light photons due to scattering of light, which negatively impacts
photodegradation [33, 34].
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FIG. 9. Variation of percent (%) degradation of Rose Bengal dye with catalyst (ZnO) quantity

3.2.4. Effect of the initial concentration of Rose Bengal dye solution. The degradation of Rose Bengal dye was
studied at different initial concentrations ranging from 25 to 150 ppm with respect to 4 hours of illumination time
under the optimum conditions (Catalytic loading 100 mg ZnO/ 100 ml of dye solution at pH 8). The results gained
are indicated in Fig. 10. As expected the increased initial concentration of the dye solution has a negative impact on
percent degradation due to the fact that, under constant conditions of catalytic amount and irradiation time the same
number of reactive radicals were generated on the surface of ZnO, but more and more dye molecules were adsorbed
on its surface [34]. Therefore, the number of dye molecules adsorbed over the surface of ZnO catalyst is relatively
more in comparison with number of reactive radicals available for attack. Hence, photodegradation decreases [34,35].
Also,the increased concentration of dye solution interrupts the photons before reaching to the ZnO surface which in
terms decreases the absorption of photons and consequently reduces the photodegradation of dye [34]. Hence 100 ml
50 ppm Rose Bengal dye solution was completely degraded by 100 mg of ZnO at pH 8 on 4 hours of illumination
under the aforesaid light source.

FIG. 10. Variation of percent (%) degradation of Rose Bengal dye over ZnO with initial dye concentration

3.2.5. Effect of the irradiation time. The PCD of 75 ppm Rose Bengal dye under the optimum conditions (Catalytic
loading 100 mg ZnO/ 100 ml of dye solution at pH 8) in artificial light was found to increase with increase in irradiation
time and within 8 hours there was 100 % degradation (Fig. 11). When 75 ppm Rose Bengal dye solution along with
ZnO is magnetically stirred for 8 hours in the absence of light (dark), negligible (6 – 7 %) photodegradation was
observed. For reference it is considered as zero hour irradiation. It is observed that with increase in irradiation time,
the absorbance of Rose Bengal dye decreases and after 8 h irradiation of sunlight it becomes zero.
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FIG. 11. Variation of percent (%) degradation of Rose Bengal dye over ZnO with irradiation time

3.2.6. Reusability of ZnO catalyst. The stability of ZnO nanoparticle catalyst was also studied. The ZnO materials
were recovered from reaction mixture by centrifugation followed by filtration and were reused for 3 times under
identical experimental conditions. It is found that even reused ZnO nanoparticles were efficient for the degradation of
Rose Bengal and there was negligible change in its photocatalytic activity.

4. Conclusion

In the present research work,
1. Zinc Oxide (ZnO) was successfully synthesized by an efficient mechanochemical method via zinc oxalate

dihydrate precursor.
2. Photocatalytic operational parameters for the Rose Bengal dye degradation over ZnO under artificial light

illumination were satisfactorily studied and optimized.
3. ZnO was found to be an efficient photocatalyst for degradation of Rose Bengal dye.
4. In dark conditions, ZnO is found to be inactive.
5. Rose Bengal solutions of lower concentration were completely mineralized by photo-degradation on the sur-

face of ZnO.
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1. Introduction

The field of memristive electronics is one of the promising areas of rapidly developing technologies covering
novel types of memory devices and bioinspired computers [1–4]. Memristor is a passive two-terminal element of
electric circuit, whose resistance dynamically depends on of the electric current amplitude [5]. This key feature has
been proposed for application in the information storage [6,7] or emulation of similar electrical processes in biological
synapses [8–10]. The memristive effect occurs in many organic and inorganic nanomaterials including simple oxides
of transition metals.

Titanium dioxide has been one of the first and most widely used materials in resistive switching applications.
Since the first conceptual implementation of memristive effect in TiO2 thin films [3], this material has been exten-
sively studied regarding both the underlying mechanism of the resistive switching, various applications, as well as
technological approaches towards design and fabrication of final devices [11–13]. The frontier research and appli-
cation of TiO2 memristors concern random-access memory [13–16], neuromorphic computing [3, 17–19], biohybrid
interfaces [20–23], and sensors [24–27]. The key advantages of TiO2 thin film memristors include a relatively high
resistive switching ratio ROFF /RON (typically, much above 102), low threshold voltage (typically, 1-3 volts), and
technological versatility of the fabrication methods [12, 13]. Meanwhile, TiO2 memristors are rather inferior to
other transition oxide counterparts with respect to the functional endurance that in most reported cases has not ex-
ceeded a few hundred cycles [13], though in some episodic studies some higher values above 104-106 have been
reported [28–31]. However, this range is still far below compared to the TaOx counterparts with endurance typically
exceeding 109–1010 cycles [32, 33]. Another obvious disadvantage of TiO2 based memristor is apparently low re-
producibility that manifested itself in an extremely large scattering of the functional properties reported for the films
fabricated by similar to each other technological methods and synthesis routes [12, 13].

Recently, several studies have addressed the solution chemistry approaches to synthesize TiO2 nanoparticles along
with appropriate deposition methods to fabricate thin film memristors, including spin-coating [34, 35], dip coating
[36–38], drop casting [39], or inkjet printing [40, 41]. In contrast to memristive devices produced by the physical
deposition techniques, an extremely high scattering of the key memristive properties such as the resistive switching
ratio, endurance and retention time have been reported for the devices fabricated using TiO2 nanoparticles obtained
by the solution chemistry routes [12]. In these studies, different electrode materials and post-treatment annealing
regimes have been used, while the effect of thermal annealing at a reduced oxygen partial pressure on the resistive
and resistive switching properties of TiO2 thin film has not been systematically addressed yet. Another critical issue
rarely addressed for the memristive devices fabricated using TiO2 nanoparticles is the degradation of the top electrode
as the result of electrochemical interaction with the TiO2 adjacent layer under applied external voltage. This includes
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formation and collapse of oxygen bubbles under the metal layer [42–44] and damages produced by the morphological
changes resulting from the electroforming process [45–47].

In this study, we investigate the effect of thermal annealing at various temperatures in Ar atmosphere on the resis-
tive switching manifestation of an Al/TiO2/FTO thin film memristor fabricated using sol-gel derived TiO2 nanoparti-
cles deposited onto FTO glass by spin-coating and covered by top Al electrodes using thermal evaporation. Addition-
ally, we address the effect of top electrode degradation as the result of electrochemical interactions occurring during
the switching upon various stages of thermal annealing in oxygen reducing atmosphere.

2. Materials and Methods

2.1. Chemicals

Titanium(IV) isopropoxide (97%, Sigma-Aldrich), nitric acid (65%, Sigma-Aldrich), deionized water
(<5 µS·cm−1), isopropanol (≥99.9%, Vekton), methanol (≥99,8%, Fisher Scientific).

2.2. TiO2 synthesis

TiO2 sol was synthesized via sol-gel procedure. Two solutions were prepared. For the first solution 16 mL of
titanium isopropoxide and 12 mL of 2-propanol were mixed. For the second solution 0.7 mL of nitric acid was added
to 100 mL of water and heated up to 70 ◦C. After that, the first solution was slowly added to the second one under
constant stirring. The resulting mixture was maintained for 1 h at 80 ◦C then hermetically covered by a film and kept
for 5 days under stirring at room temperature.

2.3. TiO2 ink preparation

The synthesized sol was dried in a vacuum evaporator to form TiO2 xerogel. Then, TiO2 ink was obtained by
mixing aqueous solution of TiO2 xerogel (20%) with methanol in a ratio of 1:3.

2.4. Thin film fabrication

Fluorine-doped tin oxide (FTO) glass substrates (25×25×2 mm, <10 Ω·cm−2, FTO thickness 950 nm) were
treated in an ultrasonic bath for 5 minutes sequentially in 5 solutions: NaOCl, NaHCO3, deionized water, isopropyl
alcohol, and acetone, then dried with N2 flow. The surface hydrophilization was performed in air plasma for 10 minutes
using a Femto Low Pressure Plasma System (Diener Electronic GmbH, Germany). After that, one layer of prepared
TiO2 ink was spin coated onto the precleaned and hydrophilized FTO using a spin coater APT Spin – 150i NPP
(SPS Europe, France). The coating was performed as one-step procedure with the following parameters: spin speed
2500 rpm, acceleration 350 rpm, time 45 sec. The top Al electrodes were deposited by thermal evaporation in a
vacuum chamber.

2.5. Top electrode deposition

Aluminum layer with a thickness of 50 nm was deposited onto TiO2 layer by thermal evaporation in a vacuum
chamber using a mask with circular holes. The surface area of each Al electrode was set to be 5.85 mm2. The
resulting array of the sandwiched TiO2 layer memristors with the common bottom FTO electrode is illustrated in
Fig. 1a. The thickness of the functional TiO2 layer was evaluated by atomic force microscopy (AFM) using a Solver
Next microscope (NT-MDT, Russia). As illustrated in Fig. 1b, the thickness of the TiO2 layer was estimated to be ca.
60 nm.

2.6. Thermal treatment

After each electrical and microscopical examination, the sample was annealed in Ar for at least 12 h at 250, 350
and 500 ◦C using a tube furnace LOIP LF-50/500-1200. The ramp rate was set to 3 ◦C/min.

2.7. Material characterization

Images of the electrode surface were taken using a LOMO Biolam M-1 microscope equipped with a Micro-
metrics 519CU CMOS 5.0 camera. Scanning electron microscopy (SEM) images were obtained using an electron
microscope Tescan Vega 3. Energy dispersive X-ray spectroscopy (EDX) mapping was performed using an X-act
Silicon Drift Detector from Oxford Instruments. Phase composition at the film surface was analyzed by the X-ray
diffraction (XRD) using a Bruker D8 Discover X-ray diffractometer with filtered parallel beam CuKα radiation in
grazing incidence regime. The current – voltage dependencies were measured using a SubFemtoamp SourceMeter
Keithley 6430 controlled by KickStart Instrument Control Software Version 2.0.6 (Tektronix). Voltage was applied
with a wire tip connected to the Al top electrode, while another wire was connected to the bottom FTO electrode.
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FIG. 1. (a) Experimental sample of Al/TiO2/FTO memristors; (b) AFM characterization of TiO2

layer thickness

3. Results and discussion

In this section we present and discuss the results of electrical characterization of Al/TiO2/FTO thin film memris-
tors along with morphological changes of the top electrode surface before and after several stages of annealing in Ar
at 250, 350, and 500 ◦C, correspondingly.

3.1. Unannealed film

The positive and negative voltage-current curves obtained for an unannealed Al/TiO2/FTO thin film are shown
in Fig. 2. The insets depict images of the top electrode surfaces taken after each 20 negative and positive cycles. At
negative polarity, no visible degradation was observed for the top Al electrode, while no notable resistive switching
has been observed. At positive polarity, the current amplitude has been gradually descending during the cycling, which
corresponds to the formation of gas bubbles resulting in partial delamination of the aluminum layer thus reducing the
contact area. Similar formation of the gas bubbles was documented in several studies including the cases of SrTiO3

single crystal with Au electrode [42] and Pt-TiO2-Pt thin films fabricated with the sandwiched [43] and planar [44]
configurations. The mechanism of the gas bubble formation under the anode was studied in detail [43] and rationalized
by the drift of O2- anions towards the positively biased top electrode followed by the discharging with the subsequent
formation of O2 gas between TiO2 and the top electrode. Consequently, the drift of oxygen vacancies occurs in the
opposite direction [6]. Despite this evidence of the ionic drift manifestation, no filamentary resistive switching was
observed in the unannealed thin film.

FIG. 2. Positive and negative I-V curves for Al/TiO2/FTO thin film and the effect of positive and
negative cycles on the top Al electrode
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3.2. Characterization upon annealing at 250 ◦C in Ar

Fig. 3a depicts the positive and negative voltage - current curves obtained for a sample of Al/TiO2/FTO thin film
annealed in Ar at 250 ◦C. An appreciably high resistive switching ratio ROFF /RON above 104 was obtained in the
sub-switching characterization regime, as illustrated in Fig. 3b.

FIG. 3. I-V characterization of Al/TiO2/FTO thin film annealed in Ar at 250 ◦C: (a) negative and
positive switching curves; (b) sub-switching curves in the “OFF” and “ON” states

The activation of the resistive switching to the “ON” state has been investigated in detail by application of elon-
gated voltage pulses with stepwise changing amplitude, as illustrated in Fig. 4. The primary switching event was
observed at voltage pulse amplitude of −6 V (Fig. 4a) upon nearly a minute since the pulse had been applied (Fig. 4b).
This observation is in line with a model of the resistive switching mechanism based on filament formation [6, 48, 49].
In contrast, the reverse processes observed upon changing the polarity have demonstrated rather slow dynamics of
current relaxation, as shown by the U-I curves 11–13 in Fig. 4b.

Upon several bipolar cycles, the resistive switching in Al/TiO2/FTO thin film annealed in Ar at 250 ◦C became
unstable. As exemplified in Fig. 5, several set-reset switching fails have been observed at relatively low voltage.

FIG. 4. Electrical switching cycle in Al/TiO2/FTO thin film annealed in Ar at 250 ◦C: (a) the
resistive switching process measured with elongated voltage pulses; (b) the corresponding current
curves as a function of time for the stepwise varying voltage measured for the selected points shown
in (a)
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FIG. 5. Instability of resistive switching in Al/TiO2/FTO thin film annealed in Ar at 250 ◦C. The
inset illustrates the corresponding applied voltage pulses and the current response as functions of
time

Inferior functional endurance and retention of the resistive switching memory devices based on TiO2 have been
reported in several studies, especially those addressing solution chemistry approaches to the synthesis of the primary
nanoparticles [12, 13, 50]. The reasons for this phenomenon are still poorly understood. However, one of the known
factors affecting the stability of resistive switching is degradation and morphological changes in the electrodes induced
by electroforming and switching [51, 52]. The state of the electrode surface in a sample of Al/TiO2/FTO thin film
annealed in Ar at 250 ◦C and subjected to several resistive switching cycles have been observed using optical and
scanning electron microscopy with EDX analysis. The results are shown in Fig. 6. The optical microscopy (Fig. 6a)
revealed traces of electrochemical patterns that are typical for the aluminum electropolishing process [53, 54]. This
suggests that the thermal treatment at 250 ◦C was not sufficient for complete removal of the acidic substances used
for the synthesis of TiO2 nanoparticles. Furthermore, some local delaminated spots of the Al electrode with circular
profile evidenced on the SEM microphotograph (Fig. 6b) and EDX aluminum map (Fig. 6c) indicate the formation of
gas bubbles with their consequent outbreak through the Al electrode. Thus, the examined thermal treatment was also
not sufficient to achieve the concentration of oxygen vacancies in the TiO2 layer at a level required for the resistive
switching. For these reasons, further examination was conducted upon thermal treatment in Ar at 350 ◦C.

FIG. 6. (a) Optical microscopy, (b) SEM, and (c) EDX (Al mapping) images taken from the top
aluminum electrode of the Al/TiO2/FTO thin film sample annealed in Ar at 250 ◦C and subjected to
several bipolar resistive switching cycles
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3.3. Characterization upon annealing at 350 ◦C in Ar

Fig. 7a shows the first three bipolar switching cycles measured in response to the applied voltage pulses with step-
wise increasing amplitude for the sample of Al/TiO2/FTO thin film annealed in Ar at 350 ◦C. The observed resistive
switching ratio ROFF /RON in this case remained above 104, as exemplified in Fig. 7b. However, the instability of
the set-reset resistive switching voltage persisted (Fig. 7b). A magnified image of the top electrode surface (Fig. 8)
indicates the presence of minor traces of electrochemical pattern, which is in contrast to the case of the sample an-
nealed in Ar at 250 ◦C. Furthermore, no traces of collapsed gas bubbles were observed. However, the morphological
changes induced by the electroforming process persisted in this sample as well. Similar observations were reported in
literature for other configurations of TiO2 memristor, including the cases with Pt electrodes [51,52]. At the next stage,
an examination of an Al/TiO2/FTO thin film was carried out upon thermal annealing in Ar at 500 ◦C.

FIG. 7. I-V characterization of Al/TiO2/FTO memristive film annealed in Ar at 350 ◦C: (a) The
first three bipolar switching cycles measured at stepwise increasing amplitude of the applied voltage
pulses; (b) sub-switching curves in the “OFF” and “ON” states

FIG. 8. Optical microphotograph of the top aluminum electrode surface in the Al/TiO2/FTO thin
film sample annealed in Ar at 350 ◦C

3.4. Characterization upon annealing at 500 ◦C in Ar

Samples of Al/TiO2/FTO thin film annealed in Ar at 500 ◦C have been characterized at various voltage regimes.
They showed no reversible switching of the electrical resistance. As exemplified in Fig. 9a, a slow non-filamentary
current increase was observed at a rectangular voltage pulses with 4V amplitude, however this process was unstable
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and followed by a rapid decay (curve # 4). Further increase in the applied voltage have resulted in a similar behavior:
a gradual increase in the current response followed by a rapid drop, as illustrated in Fig. 9b.

A microphotograph of the top electrode surface is shown in Fig. 10a. It appears to be rough and porous. An
XRD analysis performed at the grazing incidence geometry for the sample of Al/TiO2/FTO thin film annealed in Ar
at 500 ◦C has revealed the formation of a secondary phase, as marked by asterisks in Fig. 10b. This suggests that
the applied annealing conditions likely induced an irreversible chemical interaction resulting in the formation of a
secondary phase, which seemingly suppresses the resistive switching of the thin film.

FIG. 9. I-V characterization of Al/TiO2/FTO thin film annealed in Ar at 500 ◦C. The first nine
unipolar cycles with stepwise increasing amplitude of the applied voltage: (a) the first four cycles as
a function of time; (b) the next five cycles as I-V hystereses

FIG. 10. (a) Optical microphotograph of the top aluminum electrode surface in the Al/TiO2/FTO
thin film sample annealed in Ar at 500 ◦C and (b) XRD spectra taken in the grazing incidence
geometry from the same surface and the surface of an unannealed sample
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4. Conclusion

In this study, the effect of thermal annealing in a reducing atmosphere on the resistive switching behavior and
the morphological changes of the top electrode during the electroforming process have been systematically addressed
for samples of Al/TiO2/FTO thin film memristors prepared using sol-gel derived titania. Manifestations of several
phenomena affecting the functional stability of these thin films, such as electrode delamination and collapse due to
formation of gas bubbles, appearance of electrochemical patterns on the electrode surface, and morphological changes
induced by the electroforming process have been established in relation with the various conditions of thermal treat-
ment in a reducing atmosphere. The temperature limit for the post-fabrication treatment has also been established.
Thermal treatment at 500 ◦C or above was shown to induce irreversible phase transformation due to chemical interac-
tion, despite the treatment being performed in an inert atmosphere.

Acknowledgement

The research has been carried out with financial support from the Russian Science Foundation (Grant No. 19-19-
00433).

References
[1] Yang J.J. Strukov D.B., Stewart D.R. Memristive devices for computing. Nat. Nanotechnol, 2012, 8, P. 13–24.
[2] Zidan M.A. The future of electronics based on memristive systems. Nat. Electron, 2018, 1, P. 22–29.
[3] Zhang Y., Wang Z., Zhu J., Yang Y., Rao M., Song W., Zhuo Y., Zhang X, Cui M., Shen L., Huang R., Yang J.J. Brain-inspired computing

with memristors: challenges in devices, circuits, and systems. Appl. Phys. Rev., 2020, 7, P. 011308.
[4] Velichko A., Belyaev M., Boriskov P. A Model of an Oscillatory Neural Network with Multilevel Neurons for Pattern Recognition and

Computing. Electronics, 2019, 8(1), P. 75.
[5] Strukov D.B., Snider G.S., Stewart D.R., Williams R.S. The Missing Memristor Found. Nature, 2008, 453(7191), P. 80–83.
[6] Waser R., Dittmann R., Staikov G., Szot K. Redox-Based Resistive Switching Memories – Nanoionic Mechanisms, Prospects, and Challenges.

Adv. Mater., 2009, 21(25-26), P. 2632–2663.
[7] Chua L. Resistance Switching Memories Are Memristors. Appl. Phys. A, 2011, 102(4), P. 765–783.
[8] Chua L.O., Kang S.M. Memristive devices and systems. Proc. IEEE, 1976, 64(2), P. 209–223.
[9] Du C., Ma W., Chang T., Sheridan P., Lu W.D. Biorealistic Implementation of Synaptic Functions with Oxide Memristors through Internal

Ionic Dynamics. Adv. Funct. Mater., 2015, 25(27), P. 4290–4299.
[10] Pickett M.D., Medeiros-Ribeiro G., Williams R.S. A Scalable Neuristor Built with Mott Memristors. Nat. Mater., 2012, 12(2), P. 114–117.
[11] Yang J.Y., Pickett M.D, Li X., Ohlberg D.A.A., Stewart D.R., Williams S. Memristive switching mechanism for metal/oxide/metal nanode-

vices. Nat. Nanotech. 2008, 3, P. 429–433.
[12] Illarionov G.A., Morozova S.M., Chrishtop V.V., Einarsrud M.-A., Morozov M.I. Memristive TiO2: Synthesis, Technologies, and Applica-

tions. Front. Chem., 2020, 8, P. 724.
[13] Acharyya D., Hazra A., Bhattacharyya P. A journey towards reliability improvement of TiO2 based resistive random-access memory: a review.

Microelectron. Reliab., 2014, 54, P. 541–560.
[14] Xia Q., Robinett W.; W. Cumbie M., Banerjee N., J. Cardinali T., Joshua Yang J., Wu W., Li X., M. Tong W., B. Strukov D., S. Snider

G., Medeiros-Ribeiro G., Williams S.R. Memristor?CMOS Hybrid Integrated Circuits for Reconfigurable Logic. Nano Lett., 2009, 9(10),
P. 3640–3645.

[15] Jeong D.S., Thomas R., Katiyar R.S., Scott J.F. Overview on the Resistive Switching in TiO2 Solid Electrolyte. Integr. Ferroelectr., 2011,
124(1), P. 87–96.

[16] Zhang F., Gan X., Li X., Wu L., Gao X., Zheng R., He Y., Liu X., Yang R. Realization of Rectifying and Resistive Switching Behaviors of
TiO2 Nanorod Arrays for Nonvolatile Memory. Electrochem. Solid-State Lett., 2011, 14(10), P. H422.

[17] Xia Q., Yang J.J. Memristive Crossbar Arrays for Brain-Inspired Computing. Nat. Mater., 2019, 18(4), P. 309–323.
[18] Ryu J.-H., Kim S. Artificial Synaptic Characteristics of TiO2/HfO2 Memristor with Self-Rectifying Switching for Brain-Inspired Computing.

Chaos, Solitons and Fractals, 2020, 140, P. 110236.
[19] Ismail M., Chand U., Mahata C., Nebhen J., Kim S. Demonstration of Synaptic and Resistive Switching Characteristics in W/TiO2/HfO2/TaN

Memristor Crossbar Array for Bioinspired Neuromorphic Computing. J. Mater. Sci. Technol., 2022, 96, P. 94–102.
[20] Fu T., Liu X., Gao H., Ward J.E., Liu X., Yin B., Wang Z., Zhuo Y., Walker D.J.F., Joshua Yang J., Chen J., Lovley D.R., Yao J. Bioinspired

Bio-Voltage Memristors. Nat. Commun., 2020, 11(1), P. 1861.
[21] Roncador A., Jimenez-Garduco A.M., Pasquardini L., Giusti G., Cornella N., Lunelli L., Potrich C., Bartali R., Aversa L., Verucchi R., Serra

M.D., Caponi S., Iannotta S., Macchi P., Musio C. Primary Cortical Neurons on PMCS TiO2 Films towards Bio-Hybrid Memristive Device:
A Morpho-Functional Study. Biophys. Chem., 2017, 229, P. 115–122.

[22] Gupta I., Serb A., Khiat A., Zeitler R., Vassanelli S., Prodromakis T. Real-Time Encoding and Compression of Neuronal Spikes by Metal-
Oxide Memristors. Nat. Commun., 2016, 7, P. 12805.

[23] Serb A., Corna A., George R., Khiat A., Rocchi F., Reato M., Maschietto M., Mayr C., Indiveri G., Vassanelli S., Prodromakis T. Memristive
Synapses Connect Brain and Silicon Spiking Neurons. Sci. Rep., 2020, 10(1).
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Nickel ferrite nanopowders were obtained under conditions of solution combustion with the addition of various types of organic fuels (glycine,
ascorbic acid, oxalic acid, and malic acid) and studied as photocatalysts in the photodegradation of methylene blue. Photocatalytic measurements
were carried out under the action of visible light in model dye solutions. The highest photocatalytic activity was found in the case of a sample
synthesized using malic acid as a fuel and in which the largest specific surface area (128.1 m2/g) and the smallest particle size (18 nm) were
observed. The obtained dependences of the photocatalytic activity of the synthesized samples demonstrate its strong dependence on morphological
and structural parameters. Thus, with an increase in the particle size and a decrease in the specific surface area, a decrease in the efficiency of a
photocatalyst based on nickel ferrite is observed. In addition, the use of various types of fuels made it possible to obtain aggregates of various
shapes and sizes up to several tens of micrometers. The resulting rate constants were established to vary from 0.00756 to 0.00867 min−1.
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1. Introduction

In recent years, a large amount of research has been directed to the study of ferrites of various structures and
compositions due to the combination of their unique magnetic and electromagnetic properties [1–3]. Thus, classical
spinel ferrites are widely used in various fields of production of electrical equipment [4], magnetic storage media [5],
and sensors [6]. In addition, to date, new areas of application of this type of materials have begun to appear, related
to medicine, catalysis, biotechnology, etc. [7–9]. Special attention is paid to using ferrites as photocatalysts in various
reactions of photodegradation under visible light [10, 11] due to the possibility of their magnetic separation caused
by pronounced ferrimagnetic behavior [12]. The importance of these processes lies in the possibility of removing
various types of organic pollutants from natural or industrial water sources and converting solar energy into chemical
energy [13]. Most often, single-component semiconductors or conductors based on heterostructures such as zinc and
titanium oxides together with bismuth oxide are used as materials for photocatalysis [14–16].

Among all the variety of spinel ferrites, nickel ferrite stands out, which has pronounced photocatalytic properties
[17, 18]. The functional properties of NiFe2O4 primarily depend on the features of its crystal structure. Nickel ferrite
belongs to the class of inverted spinels and its general structure can be written as follows: ([Fe3+]A[Ni2+,Fe3+]B)2O4.
It is known that, depending on the synthesis conditions, Ni2+ cations can be located in both tetrahedral and octahedral
positions, thereby changing the cation distribution [19]. This, in turn, can significantly affect both the magnetic and
photocatalytic properties of the obtained samples [20]. To date, a large number of works have been published in which
nickel ferrite nanoparticles were synthesized by sol-gel method [21], hydrothermal method [22], solution combustion
method [23], mechanochemical synthesis [24], etc. A distinctive feature of the above methods is the ability to carry out
the targeted synthesis of nanostructures with controlled particle size and shape as well as morphological and structural
features [25]. Different varieties of solution combustion methods stand out, which, due to their simplicity [26] and the
possibility of industrial scaling [27], are one of the most popular methods for obtaining nanostructured spinel ferrites of
various compositions [28]. An important property of combustion methods is the large number of synthesis parameters,
the variation of which makes it possible to change the structural and functional characteristics of the resulting powders
across a wide range of values. In addition, this synthesis method is capable of providing the obtained products in high
purity [29].

One of the key parameters of the solution combustion synthesis is the choice of organic fuel acting as both a
chelating agent and a resource that ensures the course of the autoignition process. At present, a large number of
various organic substances are known that can act as a fuel, among which glycine, ascorbic, oxalic, and malic acids are
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distinguished [30]. Each of these compounds has its effect on the initial reaction solution and provides different values
of the crystallinity degree and particle size of the synthesized product. It is known that for catalysts and photocatalysts,
morphological features are especially important, including the values of specific surface area and average particle size,
on which their functional properties largely depend [31]. Often, within the framework of the classical single-phase
method of solution combustion, even due to the selection of various types of organic fuels, it is difficult to obtain
particles with a size less than 15–20 nm and a specific surface area of more than 40–50 m2/g. To solve this problem,
the authors of this work proposed a two-stage synthesis technique based on thermal treatment of X-ray amorphous
combustion products, which consists in the synthesis of the initial powder with a significant lack of fuel and further
mild heat treatment at 500–700 ◦C. This technique has been repeatedly and successfully used to synthesize many
systems of REE orthoferrites and spinel ferrites and has shown its high efficiency, including for the production of
thermocatalytic and photocatalytic materials [32–34].

Therefore, the presented work is devoted to the study of the photocatalytic activity of pure nickel ferrites syn-
thesized by the solution combustion method with the addition of various types of organic fuels (with their significant
deficiency) and heat-treated at 600 ◦C. All synthesized samples were investigated by XRD, SEM, EDX, and ASA
methods, and their photocatalytic activity was tested using the model photodegradation of methylene blue.

2. Experimental

The following compounds were chosen as the initial reagents for the synthesis: Ni(NO3)2·6H2O (puriss., NevaRe-
activ), Fe(NO3)3·9H2O (puriss., NevaReactiv), CH2NH2COOH (puriss., NevaReactiv), C6H8O6 (puriss., NevaReac-
tiv), C2H2O4 (puriss., NevaReactiv) and C4H6O5 (puriss., NevaReactiv). The starting reagents were taken following
the reaction of the formation of the final product. Organic fuels were utilized in a 2.5-fold excess compared to reaction
stoichiometry to obtain a completely X-ray amorphous powder.

The reaction solution was prepared by dissolving the reagents in 50 ml of distilled water with constant mechanical
stirring and heating to 25 ◦C. To prevent the hydroxide precipitation of transition metals, the solution was acidified
with a small amount of 3M HNO3. After complete dissolution of the initial reagents, the solution obtained in this way
was placed on a hot plate until the water was completely removed. After reaching the autoignition point, abundant
evolution of gaseous reaction products and the formation of a brown solid product were observed. The synthesized
powder was mechanically ground and thermally treated aerobically at 600 ◦C for 6 hours to remove unreacted organics
and form a crystalline phase. The synthesis procedure is described in more detail in [35].

The obtained NiFe2O4 nanopowders were analyzed by powder X-ray diffractometry, scanning electron mi-
croscopy, energy-dispersive spectroscopy, and adsorption-structural analysis. Powder X-ray diffractometry was per-
formed using a Rigaku SmartLab 3 diffractometer using the Rigaku SmartLab Studio II software package and an
ICDD PDF 2 powder database. Scanning electron microscopy and energy dispersive spectroscopy were performed
using a Tescan Vega 3 SBH instrument equipped with an Oxford INCX X-ray spectral microanalysis attachment.
The adsorption-structural analysis was carried out using a Micromeritics ASAP 2020 instrument. Spectrophotometric
measurements were carried out using a Shimadzu UV-1800 spectrophotometer. Methylene blue was chosen as a model
dye. The 25 ppm dye stock solution was prepared in 50 ml of distilled water. Photocatalytic tests were carried out by
adding a single number of synthesized powders to dye solutions and spectrophotometric analysis of a 5 ml sample in
10-minute steps.

3. Results and discussion

Figure 1 shows diffraction patterns of nickel ferrite samples synthesized by the solution combustion method with
the addition of various types of organic fuels (glycine, ascorbic acid, oxalic acid, and malic acid). The data obtained
indicate that in all synthesized samples, a pure phase of nickel ferrite is observed. According to the Scherrer formula,
the average crystallite size of the synthesized ferrites was calculated, which ranged from 18 to 27 nm. The smallest
size is observed in the case of the sample synthesized with the addition of malic acid (18 nm), while the largest is in
the sample obtained using glycine (27 nm). It should be noted that the samples synthesized with the addition of oxalic
acid and ascorbic acid had an average crystallite size close to that of malic acid, which is 20 and 21 nm, respectively.
The absence of visible displacements of the main diffraction maxima and the equality of the unit cell parameters of all
synthesized powders (8.338(5)-8.339(1) Å) make it possible to assert that their crystal structure is identical.

The elemental analysis and morphology of the synthesized NiFe2O4 samples were studied by energy dispersive
analysis and scanning electron microscopy (SEM). SEM micrographs of the samples are shown in Fig. 2.

According to EDX data, all the obtained powders correspond to the calculated composition within the error of the
determination method (Fe:Ni = 50:50 at. %). According to the obtained micrographs, the morphology of nickel ferrite
changes significantly depending on the type of fuel used. So, in the case of glycine, large aggregates with a size of
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FIG. 1. PXRD patterns of the NiFe2O4 synthesized by the solution combustion method using
glycine (Gly), ascorbic acid (AsA), oxalic acid (OxA), and malic acid (MaA)

FIG. 2. SEM images of the NiFe2O4 nanopowders synthesized using solution combustion and dif-
ferent fuels – glycine (a), ascorbic acid (b), oxalic acid (c), and malic acid (d)
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10–20 microns are formed, consisting of well-sintered particles of submicron and nanometer sizes with a pronounced
shape. In turn, the rest of the samples consist of particles of a much smaller size and have aggregates of a different
shape and smaller size. An exception is a sample obtained with ascorbic acid, which has individual aggregates up to
35–40 microns in diameter, which, however, consist of particles of much smaller size than in the case of glycine.

The specific surface area of the synthesized powders was determined according to the data of low-temperature
sorption-desorption of nitrogen, the results of which are shown in Fig. 3. It follows from the obtained data that all
isotherms correspond to IV-type with hysteresis loops belonging to the H3-type according to the IUPAC classification.
This appearance of the isotherms allows us to conclude that the obtained samples are highly porous, which is also
confirmed by the data of scanning electron microscopy.

FIG. 3. Low-temperature nitrogen adsorption-desorption isotherms of synthesized nickel ferrite

The specific surface area calculated using the BET model was from 106.8 to 128.1 m2/g, depending on the
composition of the initial reaction medium. The smallest values were found in the case of nickel ferrite synthesized
under the conditions of glycine-nitrate combustion, which agrees with the data of average crystallite size (the largest
average crystallite size was observed for this sample). The most developed morphology and high specific surface
area were observed for the samples synthesized with the addition of malic and oxalic acid (128.1 and 125.3 m2/g,
respectively). It should be noted that this regularity is also explained by the average crystallite size, which reached the
smallest values in these two cases. A slight decrease in the specific surface area for a sample burned in the presence
of ascorbic acid is explained by the peculiarity of its morphology and the presence of large aggregates up to 40 µm in
size in its composition (Fig. 2b).

Photocatalytic reactions involving nickel ferrite are described in detail in the literature. Excited electrons present
in the valence region pass into the conduction band, thus forming radicals of the O2− type due to interaction with O2

molecules. At the same time, water molecules can react with the formed vacant holes in the valence band and form
hydroxyl radicals of the ·OH type having high activity and capable of adsorbing various organic pollutants on their
surface. In this work, methylene blue was chosen as a model dye to evaluate the photocatalytic activity of nickel ferrite
nanopowders.

Figure 4 show the raw results of photocatalytic tests of the synthesized samples. According to the data obtained,
one absorption peak of the dye at 660 nm was observed in all samples. With the inclusion of UV light, the peaks
under the action of the present catalysts began to gradually decrease, which confirms the photocatalytic activity of all
synthesized powders. The most intense decrease was observed in the initial period of UV treatment (transition from 0
to 10 minutes). Then, the decrease in the peaks slowed down, which is explained by the attainment of equilibrium and
the peculiarity of the filling of active centers on the surface of the photocatalysts.

The percentage of decomposition of dyes ranged from 82.3 to 86.4 %, depending on the type of fossil fuel used
to synthesize nickel ferrite nanoparticles (Fig. 5). The highest values were observed in samples obtained using malic
acid and oxalic acid due to the high specific surface area and small particle size. In turn, the sample synthesized with
glycine showed the worst indicators of photocatalytic activity, which, nevertheless, remained at a sufficiently high
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FIG. 4. Photodegradation of methylene blue over NiFe2O4 samples synthesized using: glycine (a),
ascorbic acid (b), oxalic acid (c), and malic acid (d)

FIG. 5. Initial (a) and logarithmic (b) kinetic curves of methylene blue photodegradation over
NiFe2O4 samples synthesized using different fuels

level. The band gap was determined by the diffusion reflectance spectroscopy and it turned out to be identical for all
synthesized samples (2.31 eV). The obtained values of the band gap are in good agreement with the literature [36].

The calculation of the pseudo-first-order rate constant (Fig. 6) showed that its highest values are achieved for
the samples obtained under combustion conditions with the addition of malic acid (0.00867 min−1), while the small-
est values are observed for the sample synthesized with glycine (0.00756 min−1). The obtained data are in good
agreement with the data on the average crystallite size and specific surface area presented earlier and confirm that the
samples synthesized with the addition of oxalic and malic acids are the most promising as photocatalysts.

4. Conclusion

Thus, in this work, nanostructured nickel ferrites were obtained using a solution combustion technique and various
types of organic fuels (glycine, ascorbic acid, oxalic acid, malic acid). It was shown that the morphology significantly
changes depending on the composition of the initial reaction medium and can correspond to aggregates in the range of
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FIG. 6. Pseudo-first-order rate constant of nickel ferrite samples synthesized using glycine (Gly),
ascorbic acid (AsA), oxalic acid (OxA), and malic acid (MaA)

values from 5 to 40 µm. The highest specific surface area and the smallest particle size were found in samples obtained
using oxalic acid and malic acid. Analysis of photocatalytic activity showed high efficiency of all synthesized samples
in photodegradation of methylene blue reactions.
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A lanthanum orthophosphate- and yttrium-based monazite structured La0.9Y0.1PO4 nanocrystalline material was synthesized. The influence of
the thermal treatment temperature on its thermal and mechanical properties has been determined. It was shown that the hydrothermal treatment of
coprecipitated phosphates at 230 ◦C for 110 minutes yielded monazite structured nanoparticles with the crystallite size of about 16 nm. Nanopowder
thermal treatment for 20 min in the annealing-quenching mode at 1000–1400 ◦C resulted in obtaining compact materials, the porosity of which
varied from 52 to 27% with the grain growth from ∼20 to ∼100 nm. Active sintering occurred at temperatures above 1300 ◦C. Nanocrystalline
materials obtained by heat treatment at 1200 ◦C with a grain size of ∼40 nm have a porosity of 42%, microhardness of Hv(25 ◦C) = 4±0.5 GPa,
thermal conductivity λ(25 ◦C) = 0.4 W·m−1·K−1, and can be used as thermal insulation material.
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1. Introduction

Many modern functional materials are produced from complex oxide compounds, e.g. ferrites, tungstates, phos-
phates and others [1–5]. Various branches of modern industry require materials with thermal insulation and barrier
properties [6–9]. In this regard, rare earth element (RE) orthophosphates with monazite and zircon type structures
are promising [10–14]. Monazites structured RE orthophosphates have a high melting temperature (Tm ∼2173–
2345 K) [15,16], low water solubility [17], high isomorphic capacity [18–21], resistance to aggressive media [22] and
radiation damage [23–25]. The physicochemical properties of RE orthophosphates determine the great interest in the
study of materials based on them. The mechanical and thermal properties influence the long-term stability, thermal
insulation properties and integrity of ceramic products.

Functional materials are obtained on the basis of individual RE orthophosphates, solid solutions, including nanocrys-
talline ones [26–35]. RE orthophosphate nanoparticles are of scientific interest to researchers, both from the funda-
mental and from practical points of view. A thorough study of the mechanisms of formation and stability of RE
orthophosphate phases will help broaden their potential application in modern technology. At present, the obtaining
of monazite REPO4 (RE= La – Gd) based materials are aimed at producing composites for the radioactive waste
form [21, 36–39], thermal barrier coatings [11, 12], and for the manufacture of luminescent materials [26, 40].

Pre-ceramic powders synthesis is an important stage for obtaining functional materials. The hydrothermal treat-
ment synthesis makes it possible to obtain monazite structured single-phase nanopowders without their subsequent
thermal treatment [41–43]. Under hydrothermal conditions, the process of structural transformation of the rhabdo-
phane structured La(Y)PO4 · nH2O solid solutions into monazite structured La(Y)PO4 solid solutions occurs at lower
temperatures (T ≈180 ◦C) than during aerobic calcination (T ≥500 ◦C) [21,44,45]. Besides, hydrothermal conditions
ensure the obtaining of nanocrystalline powders and their greater uniformity in size and composition.

In the literature sources, one can find studies on the obtaining of non-porous macrocrystalline materials based
on phases with monazite- or zircon-type structures by high-temperature calcination of rhabdophane structured phases
[20, 36, 38]. The obtaining of nanocrystalline powders under hydrothermal conditions and subsequent sintering of
the pressed samples in the annealing-quenching mode make it possible to produce porous nanocrystalline materials.
Porous ceramics based on monazite structured phases can be considered as a thermal insulating material, since it can
potentially have low thermal conductivity.

Despite numerous papers on the synthesis and study of the properties of materials based on monazite structured
phosphates [5,16,46–48], there are practically no studies concerning nature-like nanocrystalline single-phase materials
with yttrium or other RE additives.
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Due to the above reasons, it is urgent to study the effects that the sintering temperature of monazite structured
La0.9Y0.1PO4 nanocrystalline pre-ceramic powders have on the thermal and mechanical properties of nature-like
nanomaterials obtained from them.

2. Experimental

Monazite structured La0.9Y0.1PO4 polycrystalline pre-ceramic nanopowders were synthesized in two stages. At
the first stage, a solution of ammonium dihydrogen phosphate NH4H2PO4 was added to a solution of lanthanum
nitrate hexahydrate La(NO3)3·6H2O (puriss.) and yttrium nitrate hexahydrate Y(NO3)3·6H2O (puriss.) with constant
stirring. The ratio of the reagent solutions was selected to ensure the stoichiometry specified for the reaction products.
The resulting suspension with pH=1 was stirred for 15 minutes and placed in a Teflon liner of a steel autoclave (at 0.7
autoclave capacity). The autoclave was heated to 230 ◦C inside the furnace at ∼10 MPa inside the autoclave. The
autoclave was kept in the furnace for 110 minutes at this temperature. After heat treatment, the autoclave was taken
out from the furnace and naturally cooled down to room temperature. The solid phase was separated from the solution
by decantation and rinsed with distilled water. The powder was dried at 85 ◦C for 48 hours.

The powder was molded into cylindrical pellets with an average diameter of 15 mm and a thickness of about
1.5 mm by uniaxial dry pressing at 4 MPa.

Sample sintering was carried out in the annealing-quenching mode as follows: the pressed tablets were placed in
a heated furnace in a platinum crucible: sample 1 at 1000 ◦C, sample 2 at 1100 ◦C, sample 3 at 1200 ◦C, sample 4
at 1300 ◦C, and sample 5 at 1400 ◦C for 20 min for all samples. Then the samples were taken out and cooled down to
room temperature (25 ◦C).

The X-ray phase analysis of the samples employed powder diffractograms recorded on a Rigaku SmartLab 3
powder diffractometer (CuKα emission) in the 2θ=10–80◦ angle range with a step of 0.01◦ and a scanning rate of
0.8◦/min. The monazite phase was identified using the PDF 2 database. The average crystallite sizes were determined
using the SmartLab Studio II software from Rigaku for all the peaks, using the Halder-Wagner method and taking
into account the instrumental broadening of the instrument. The same SmartLab Studio II software was used to plot a
lognormal crystallite size distribution for the monazite 020 peak.

The elemental composition and morphological features of powders and sintered samples were determined using a
Tescan Vega 3 SBH scanning electron microscope (Tescan, Czech Republic) with an x-act detector Oxford Instruments
(Oxford Instruments, United Kingdom) attachment for the X-ray spectral microanalysis. Due to the overlapping of
the energy lines of the yttrium Lα-series (1.922 keV) and the phosphorus Kα-series (2.013 keV), the analysis of the
nanopowder composition was carried out in the range up to 20 keV in 4–5 different regions, and the resulting value
was obtained by averaging the obtained data.

The samples microhardness was determined by a PMT-3 microhardness tester (LOMO, Russia) by pressing a
tetrahedral diamond pyramid in (Vickers method) at a load of 200 g for 10 s. At least five measurements were done
for each sample.

The thermal properties of the materials were determined by the laser flash method using the LFA 457 MicroFlash
(Netzsch, Germany) in the 25–825 ◦C range.

The specific heat values of the monazite structured La0.9Y0.1PO4-based materials (at 25–825 ◦C) were processed
by the least squares method to obtain the coefficients a, b and c according to the Mayer-Kelly equation Cp = a+ bT +
cT−2 [49].

3. Results and discussion

The elemental analysis of the powder obtained by hydrothermal treatment at 230 ◦C for 110 minutes showed that
the (La+Y):P atomic ratio is 48:52 (±1-2%), and the La:Y atomic ratio is 9:1 (±1-2%), i.e., it can be considered as
corresponding to the La0.9Y0.1PO4 stoichiometry within the error of the method.

The X-ray diffraction data on the initial powder and cylindrical pellets sintered from it (samples 1–5) are shown
in Fig. 1. All samples have a monazite structure (PDF 00-012-0283). The monazite phase unit cells in all the samples
have practically the same parameters: a=6.8147±0.0025 Å, b=7.0416±0.0050 Å, c=6.4916±0.0050 Å, V =303.32 Å3,
and ρcalc.=5.0104 g/cm3.

Figure 2 shows the dependence of the average crystallite size of the La0.9Y0.1PO4 solid solution on the ceramics
sintering temperature. The average crystallite size of the La0.9Y0.1PO4 phase after hydrothermal treatment is about
16 nm. When sintering samples in the 1000–1200 ◦C range for 20 minutes (samples 1, 2, and 3), the average crystallite
size gradually increases to 40 nm. An increase in the sintering temperature to 1300–1400 ◦C (samples 4, 5) leads to
a sharp increase in the crystallite size up to 100±10 nm. The observed dependence allows one to conclude that the
process of sintering and grain growth activates in the 1200 ◦C< T <1300 ◦C range.
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FIG. 1. X-ray diffraction patterns of the nanocrystalline powder (Powder) and samples after heat
treatment at 1000 (1), 1100 (2), 1200 (3), 1300 (4), and 1400 ◦C (5)

FIG. 2. Dependence of the average crystallite size on the sintering temperature

Figure 3 shows the crystallites size distribution for the initial powder and sintered samples, determined from
the profile of the 020 peak of the monazite phase. It follows from the obtained data that crystallites of the initial
powder have a narrow size distribution. The thermal treatments at 1000 ◦C and 1100 ◦C (samples 1 and 2) lead
to an insignificant broadening of the distribution, while the heat treatment at 1200 ◦C (sample 3) broadens the size
distribution of crystallites more noticeably, and the size distribution broadens significantly at 1300 ◦C and 1400 ◦C
(samples 4 and 5).

Figure 4 demonstrates images of chips and polished sections of the samples sintered at 1000–1400 ◦C (speci-
mens 1–5). The images of splinters (Fig. 4 a,c,e) and polished sections (Fig. 4 b,d,f) of samples 1–3 clearly show the
fibrous microstructure of the samples formed by anisotropic nanoparticles of La0.9Y0.1PO4 monazite. The images of
splinter from samples 1 and 2 demonstrate a significant fraction of voids between the chaotically stacked monazite
nanoparticle agglomerates. The topography of the polished sections from samples 1 and 2 (Fig. 4 b,d) has a similar
appearance. Microstructural changes in the material begin at T ≈1200 ◦C, the agglomerated fibers in its polished
section (Fig. 4 f) are less pronounced than in the case of samples 1 and 2 (Fig. 4 b,d) obtained at lower temperatures.

The analysis of changes in the microstructure of materials after sintering, revealed by studies on a scanning elec-
tron microscope (SEM), and of the data on the crystallites growth during thermal treatment, allows a conclusion that
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FIG. 3. Size distribution of crystallites of the initial powder (Powder) and samples after heat treat-
ment at 1000 (1), 1100 (2), 1200 (3), 1300 (4), and 1400 ◦C (5)

TABLE 1. Characteristics of the La0.9Y0.1PO4-based materials

Sample
Sintering Bulk density Porosity λ (T = 25◦C),

temperature, ◦C ρ, g/cm3 P , % W·m−1·K−1

Compacted
– 2.242 55.3 –

powder
1 1000 2.389 52.3 0.12±0.08
2 1100 2.767 44.8 0.42±0.08
3 1200 2.871 42.7 0.45±0.08
4 1300 3.627 27.6 1.35±0.08
5 1400 3.646 27.2 1.39±0.08

the activation of sintering and recrystallization processes lies in the temperature range of 1200–1300 ◦C. It should be
noted that the obtained temperature range correlates well with the melting point value for the surface (nonautonomous)
phase, calculated using the expression proposed in [50, 51].

Fig. 4 g,i shows the microstructure of samples 4 and 5 obtained at temperatures ≥1300 ◦C, which differs from
samples 1, 2, and 3 by the absence of a fibrous structure. Due to a sharp increase in the contact area of grain boundaries
and their recrystallization, pore formation occurs in the samples. In the image of the material obtained at 1300 ◦C
(Fig. 4 h), the pore size varies in the range from 50 nm to several µm, which confirms active sintering of this material.
An increase in the sintering temperature to up to 1400 ◦C leads to an increase in the pore size up to 3–5 µm (Fig. 4 j).

Table 1 presents the values of the total porosity and apparent density of the samples (powder and samples 1–5). As
a result of dry uniaxial pressing of the powder at 4 MPa, the resulting material has a total porosity of P = 55% before
the high-temperature treatment. Sintering at temperatures ≤1200 ◦C reduces the total porosity of the samples down
to P = 42%. The obtained values of the total porosity are consistent with the qualitative SEM data (Fig. 4 a–j) for
samples 1–3, which show a large fraction of voids between the agglomerated La0.9Y0.1PO4 monazite nanoparticles.
As a result of an increase in the sintering temperature up to 1300 and 1400 ◦C (samples 4, 5), the material compactness
increases to an apparent density of 3.65 g/cm3, and the total porosity decreases down to P ∼27%.

Figure 5 shows the dependence of microhardness (Hv) at 25 ◦C on total porosity (P ) of the samples (Table 1).
A decrease in the total porosity of the material from 52% to 27%, which leads to an increase in Hv from 5±0.5 GPa
to 17±0.5 GPa, shows that intense sintering and an increase in the hardness of porous materials based on a monazite
structured La0.9Y0.1PO4 solid solution occurs at temperatures ≥1300 ◦C. The obtained porous nanocrystalline mate-
rials have lower microhardness values than the known lanthanum orthophosphate-based monazite ceramics [46]. This
is due to the difference in the microstructure and functional purpose of these materials. Large porosity and small mi-
crohardness values of the synthesized materials are due to the fact that this work was aimed at studying the possibility
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FIG. 4. SEM micrographs of samples heat treated at temperatures 1000 (1), 1100 (2), 1200 (3),
1300 (4) and 1400 ◦C (5): (a,c,e,g,i) splinters of cylindrical samples; (b,d,f,h,j) – polished sections
of samples
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FIG. 5. Dependence of microhardness Hv on the total porosity P of the La0.9Y0.1PO4-based materials

FIG. 6. Materials thermal diffusivity a after heat treatment at 1000 (1), 1100 (2), 1200 (3), 1300 (4),
and 1400 ◦C (5)

of obtaining heat-insulating monazite structured RE phosphate-based materials, in contrast to the above works focused
on obtaining non-porous ceramic materials for the radioactive waste form.

The dependence of thermal diffusivity (a) of materials (samples 1-5) on temperature (T = 25 − 825 ◦C) is
shown in Fig. 6. For all the samples, a decrease in the a coefficient with the increasing temperature is inherent.
The values of thermal diffusivity for samples 1–3 with total porosity of P=52–44% (Table 1) is lower than those
for the samples with total porosity of ≈27% (samples 4, 5). The materials obtained at 1000–1200 ◦C displayed
an almost linear character of the temperature diffusivity dependence on temperature; the values of a do not exceed
0.3 mm2/s. As a result of material sintering and compaction, an increase in the thermal diffusivity occurs over the
entire investigated temperature range. The obtained values depend on the total porosity and the size of the contact
boundaries formed during the pressing of the powder. Fig. 6 shows that a(T ) values coincide within the error for
samples 4 and 5 sintered at T =1300 ◦C and T =1400 ◦C, which is confirmed by their almost identical total porosity
of ∼27%. The highest thermal diffusivity for the produced materials is 0.70±0.02 mm2/s at T =25 ◦C for the samples
obtained at 1300–1400 ◦C. The values of thermal diffusivity for the LaPO4 monazite-based dense materials decrease
monotonically from 1.629 mm2/s (T=20 ◦C) down to 0.410 mm2/s (T=800 ◦C) [47]. The minimum difference
between the values of a obtained in the present study and those given in the literature is observed at high temperatures:
a(800 ◦C)=0.410 mm2/s (Pcalc.=0%), and a(825 ◦C)=0.302±0.020 mm2/s (sample 5, P ∼27%) in the present study.



The influence of condition of the monazite structured La0.9Y0.1PO4... 805

FIG. 7. Specific heat capacity (Cp) of the monazite structured La0.9Y0.1PO4-based materials

Hence, it can be concluded that the thermal diffusivity, most likely, is less dependent on the total porosity of the
monazite-based material.

The specific heat values of the sintered samples in Fig. 7 were calculated using the Mayer-Kelly empirical de-
pendence equation (Cp = a + bT + cT−2), the coefficients in which were determined from experimental data in the
25–825 ◦C range (a = 0.66±0.06, b = (2.7±0.6) ·10−4, c = (−18.6±5.3) ·103). The specific heat values obtained
for the monazite structured La0.9Y0.1PO4-based material are higher than those for individual lanthanum orthophos-
phate with the same structure [30,47,48]. The character of Cp(T ) dependence is in good agreement with the authors’
data for the monazite structured lanthanum orthophosphate, differing by 0.1–0.3 J·(g·K)−1, which may be due to the
presence of yttrium in the phase.

The values of thermal conductivity coefficient λ of samples 1-5 at T =25 ◦C are presented in Table 1. The
compaction of the La0.9Y0.1PO4-based materials by increasing the processing temperature leads to an increase in the
thermal conductivity from 0.12±0.08 W·m−1·K−1 at P = 52.3% up to 1.35± 0.08 W·m−1·K−1 for samples 4 and 5
with a total porosity of ≈27%.

4. Conclusion

Pre-ceramic nanocrystalline powders have been obtained on the basis of a monazite structured La0.9Y0.1 PO4

solid solution. The powders are represented by quasi-one-dimensional particles with a crystallite size of about 16 nm.
The nanoparticles were synthesized under hydrothermal conditions at 230 ◦C and a processing time of 110 minutes.
The heat treatment of compacted nanocrystalline La0.9Y0.1PO4 powder by the annealing-quenching method in the
1000–1400 ◦C range for 20 minutes resulted in polycrystalline compact materials with a total porosity of 27 to 52%.
It is shown that the activation of nanopowder sintering and crystallite growth occurs in the 1200–1300 ◦C range, which
correlates with the melting temperature of the surface (nonautonomous) phase.

The dependence of the thermophysical characteristics and microhardness of the material on the porosity has been
determined. The maximum microhardness (Hv) value of 17±0.5 GPa was obtained for the material with the lowest
porosity. It was shown that the values of thermal diffusivity (a) of a material with total porosity (P ) of 27% decreased
monotonically with an increase in temperature from a (T = 25 ◦C)= 0.70 ± 0.02 mm2/s to a (T = 825 ◦C)=
0.30 ± 0.02 mm2/s. It was determined that the specific heat capacity of the monazite structured La0.9Y0.1PO4-
based material is higher than that of an individual lanthanum orthophosphate. The thermal conductivity of materials
λ(T = 25 ◦C) varies depending on the porosity within a wide range from 0.12 ± 0.08 W·m−1·K−1 at P ≈52% to
1.35± 0.08 W·m−1K−1 at P ≈27%.
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This study presents a green process to synthesize biodiesel using biosynthesized nano-catalyst and a novel methodology for analyzing the impact
of influencing factors – methanol/oil ratio, the concentration of nano-catalyst, temperature, and time of reactions- on the yield of biodiesel obtained
by heterogeneous nano-catalyst-based transesterification reaction. Nano-calcium oxide (nano-CaO) was obtained as a heterogeneous nano-catalyst
using waste eggshells. Waste cooking oil was treated with methanol and nano-catalyst at varying methanol: oil ratios (4 – 14:1), nano-catalyst
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ification indices were accomplished making use of Deluca and Termini fuzzy entropy weighted indexes to obtain optimal reaction conditions with
95.49 % biodiesel yield.
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1. Introduction

Worldwide consumption of energy is progressing especially in the transportation sector which is solely dependent
upon petroleum-based non-renewable resources of energy [1]. These resources are the primary source of increasing
environmental pollution due to the emission of carbon dioxide from vehicular exhausts in addition to the greenhouse
effect [2]. The resulting environmental degradation and the expected energy depletion require the continuous search
for alternative energy resources if the quality of the environment must be maintained [3]. Consideration of the energy
policy review indicates that India and several nations of the world are facing great challenges towards alternative and
sustainable energy resources that are eco-friendly, less expensive, biodegradable, and easily available [4]. Conse-
quently, the search for biofuels such as biogas, hydrogen cells, and biodiesel has attracted intense research interest
because of the potential of green chemistry usage [5]. Biodiesel has emerged as a sulfur-free, bio-degradable, cost-
effective, non-toxic, and more reliable option among the alternative sustainable fuels [6]. It is miscible in diesel at
all proportions and is favored as a blending constituent of automotive fuel due to its very high cetane value and high
lubricity [7]. It can be obtained as fatty acid alkyl esters employing transesterification of cheap resources viz oils and
fat with alcohols (ethanol/methanol) or alkoxides and homogeneous or heterogeneous catalyst with the production of
glycerol as a by-product [8]. Vegetable oil is commonly obtained from oil crops such as coconut, sunflower, canola,
palm, mustard, soybean, flax, rapeseed, jatropha, hemp, and rice bran, etc. India has a great potential for production
of biodiesel with vast production of oil crops in the wasteland and forest area. In the global society, efforts are on-
going toward reducing dependency on fossil fuels and reducing production costs for biodiesel by opting for low-cost
and easy to obtain feedstock and catalysts [9]. Many researchers have used vegetable oils in the form of raw, non-
edible and waste oils obtained from various oil processing units as well as from household and locally available food
ventures [10].

It has been found that heterogeneous catalysts exhibit better performance compared to homogeneous catalysts.
The major factor includes the high production cost during industrial production on large scale due to the involvement
of the multistep purification process and difficulties to remove the byproducts such as glycerol formed during the
reaction. Treatment of the effluent resulted from this process also adds to the cost [11]. Further, all the conventional
feedstock including non-edible oils with high content of fatty acids can not be used in the homogeneous esterification
due to the possibility of soap formation that leads to loss of yield and adds to the separation issue of byproducts. Hence,
researchers are seeking economically viable and alternative methods for the production of biodiesel [12]. However, the
greatest advantage of heterogeneous catalysts is the ease of separation while the disadvantage is limited activity and
selectivity. Heterogeneous (solid) catalyst-based transesterification offers future hope to current challenges because
solid catalysts are required in a lesser amount compared to conventional catalysts and can be easily separated and be re-
used. Also, the solid catalyst can be fabricated and tailored as per the requirement to increase the catalytic properties.
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Various solid catalysts including metal oxide and alumina/silica supported metal oxide catalysts have been explored by
researchers [13]. Several reports are available with usage of CaO as a heterogeneous nano-catalyst. Animal eggshells
are a rich source of calcium carbonate that can be easily converted to nano-CaO. Throughout the world, eggshells
of chicken, duck, and snails are discarded as waste and their improper disposal leads to environmental pollution that
results in various health hazards. Hence, the use of waste eggshells for the generation of nano-CaO as a heterogeneous
nano-catalyst is an eco-friendly step [14]. Likewise, edible oil is processed in various food processing units especially
in the kitchen and restaurants for frying purposes. After frying, edible oil becomes unfit for consumption and is
discarded and is known as waste cooking oil (WCO). This oil is rich in free fatty acids and may be successfully
employed to obtain biodiesel using nano-CaO based heterogeneous transesterification [15].

Production of biodiesel is dependent upon many factors including methanol/oil ratio, temperature, the concentra-
tion of nano-catalyst, time of reaction, extent of stirring, etc. [16]. Subsequently, Yi et al. approached the enduring
Karl’s Pearson’s coefficient formula and designed the optimal reaction conditions responsible for transesterification
reaction [17]. However, the correlation coefficient formula has some limitations as it can be only used for studying
interrelation and thus leads to a non-significant curvilinear relationship between two variables. The fuzzy set theory
proposed by Zadeh has been proven as an indispensable tool for optimizing energy-related problems [18]. Ovchin-
nikov elaborated many impressions of fuzzy sets (FSs), one of which corresponds to the representation of membership
degree or grade of the underlying FS [19]. Since then, FSs have been extended into a variety of equivalents and more
quantified information is provided by the neutrosophic set (NS) contribute in comparison with the existing fuzzy set
theory [20]. Moreover, the NS theory has the potential of predicting optimal reaction conditions under heterogeneous
catalyzed transesterification reactions. To handle and solve these problematic issues, an effort is accomplished in this
pathway by establishing a novel neutrosophic entropy-based methodology which can play a crucial role for the classi-
fication of influencing factors (i) methanol/oil ratio (ii) concentration of nano-catalyst (iii) temperature and (iv) time of
reactions, responsible for optimal biodiesel yield, obtained by heterogeneous nano-catalyst-based transesterification
reaction. The underlying neutrosophic entropy-based methodology provides remarkable yield information confirming
the optimum parameters. The results of this underlying study are superseded as below.

Section 2 provides the details of the materials and procedures employed in performing the reaction. Section 3
introduces the projected methodology for constructing fuzzy entropy weighted waste cooking oil transesterification
index (FCOTI), single-valued neutrosophic entropy weighted waste cooking oil transesterification index (SCOTI), and
Deluca and Termini fuzzy entropy-based weighted waste cooking oil transesterification index (ECOTI) respectively.
Section 4 provides the details for the characterization of the prepared nano-catalyst and biodiesel. It also provides
the applicability and remarkability of the underlying methodology by identifying the most influencing reaction set,
responsible for the optimum biodiesel yield whereas Section 5 finally summarizes the study. The basic terminology of
fuzzy and neutrosophic entropy measures, required for the successive progress of the underlying study has been given
in supplementary information.

2. Materials and methods

2.1. Materials

WCO, procured from the resident food vendors, was utilized as resource material for the reaction. Waste chicken
eggshells, collected from the local food junctions, were used to develop the heterogeneous nano-catalyst. All the
chemicals of analytical grade were acquired from Merck, Mumbai, and were utilized without any additional processing
or purification.

2.2. Collection of reaction sets

A heterogeneous nano-catalyst based on waste eggshells was developed by the procedure given in literature [21].
Methanol has been used as a solvent and co-reactant. After washing, drying, and grinding, the eggshells were calcined
to obtain nano-CaO as a nano-catalyst. The nano-catalyst was characterized by FTIR (Model Perkin Elmer Spectrum
400 FT-IR Spectrometer) operating with a resolution of 2 cm−1 (range 4000 – 400 cm−1) and XRD (Model PANalyt-
ical X’Pert Pro) operating at a voltage of 45 kV with a current of 35 mA using Cu-Kα radiation (K = 1.5406 Å) and
2θ ranging from 20 – 80◦ at a continuous speed of 0.045◦ per min. Waste cooking oil was subjected to filtration for
the removal of any insoluble impurities and was pre-treated with anhydrous sodium sulfate before heating at 100 ◦C.
The reaction was executed in a batch reactor supported with a thermostatic water bath and magnetic stirrer by varying
methanol: oil ratio (4 – 14:1), nano-catalyst concentration (0.5 – 2 %), time of reaction (3 – 4.5 hrs.), and temperature
(50 – 65 ◦C) as per reaction sets and a constant stirring was maintained.

After the separation of glycerol, the by-product, the % yield of biodiesel was determined using the standard
equation [22]. The biodiesel so obtained was characterized by FTIR (Model Perkin Elmer Spectrum 400 FT-IR
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Spectrometer) and GC-MS analysis (Model THERMO Scientific Trace 1300GC) operating at conditions as shown in
Table 1.

TABLE 1. GC-MS Conditions for the analysis of essential oils

GC Condition

Injection Temperature 280 ◦C
Injection Mode Split

Column Flow (Helium) 1.21 mL/min
Split Ratio 5

Injection Volume 1 µL

MS Conditions (EI mode at 70 eV)

Ion Source Temperature 200 ◦C
Interface Temperature 280 ◦C

Solvent Cut Time 2.2 min
Start Time 2.5 min
End Time 55 min
Start m/z 40
End m/z 700

Oven Temperature Program
Rate (◦C/min) Temperature (◦C) Hold Time (min)

60 1
5 220 2
5 280 8

3. Normalization of monitored biodiesel yield

Suppose the number of parameters (influencing factors) under study is denoted by “n”. Let the number of reaction
sets to be optimized is denoted by “m”. Let rji denote the monitored biodiesel yield of the jth influencing factor at ith

reaction set. To diminish the errors created by the various influencing factor, it becomes essential for us to normalize
each monitored biodiesel yield. If Vji denotes the normalization construction function for a typical jth influencing
factor at a particular ith reaction set, then:

Vji =
rji −min rji

max rji −min rji
, (1)

where j runs over 1 to n and i over 1 to m.

3.1. Determination of fuzzy and neutrosophic entropy weights

In the existing literature of Information theory, many fuzzy entropy (FE) measures have been investigated and
characterized by researchers, but with some faults and limitations. De Luca and Termini suggested the first non-
additive FE measure as follows [23]:

Hd
F

(
Cb

FS

)
= − 1

logm

n∑
j=1

[
µ̃Cb(pj) log µ̃Cb(pj) + (1− µ̃Cb(pj)) log (1− µ̃Cb(pj))

]
, (2)

where m is a fixed natural number.
The fuzzy entropy Hd

F

(
Cb

FS

)
has been found capable of optimizing the uncertainty problems associated with

various aspects of the environment, pollution, and energy-saving resources. Unfortunately, the FE measure is facing
a major drawback with assumption 0 × log 0 = 0. Due to this reason, this fuzzy entropy faced intrinsic conflicts and
hence indicated uncertainty and elusiveness in the quality evaluation. To overcome this problematic situation and to
meet the exigency, we have been able to establish Neutrosophic fuzzy entropy (NTFE) and applied it for identifying
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the most influencing reaction sets responsible for the optimal bio-diesel yield. Let Tji denote the amount of fuzziness
(concentration) based on the truth membership degree of jth persuading factor at the ith reaction set. Then:

Tji =
Vji
n∑

j=1

Vji

, (3)

where j runs over 1 to n and i over 1 to m.
(a) The weights W 1

ji of jth influencing factors at ith reaction set can be determined as follows. Let m be the
number of reaction sets, then:

W 1
ji =

1−H1
ji

n∑
j=1

H1
ji

, (4)

where

H1
ji = −

1

logm

n∑
j=1

[
Tji log Tji + (1− Tji) log (1− Tji)

]
. (5)

(b) The weights W 2
ji of jth influencing factors at ith reaction set employing the proposed trigonometric FE

measure (1) can be determined as follows. Let m be the number of reaction sets, then:

W 2
ji =

1−H2
ji

n∑
j=1

H2
ji

, (6)

where

H2
ji = − tan

(
1

m

) n∑
j=1

[
tan

(
2√

2 +
√
Tji +

√
(1− Tji)

)
− tan

(
2√
2 + 1

)]
.

(c) Let Fji = 1 − Vji and Iji = 1 − Vji − Fji denote the amount of fuzziness (concentration) based on falsity
and indeterminacy membership degree of jth influencing factor at ith reaction set respectively. Then, the
weightsW (3)

ji of jth influencing factors at ith reaction set employing the proposed Single Valued Neutrosophic
Entropy (SVNE) measure can be determined as follows. Let m be the number of reaction sets, then:

W
(3)
ji =

1−H3
ji

n∑
j=1

H3
ji

, (7)

where

H3
ji = tan

(
1

m

) n∑
j=1

[
3 tan

(
2√
2 + 1

)
− tan

(
2√

2 +
√
Iji +

√
1− Iji

)

−
(
2 + Vji + Fji

3

)
tan

(
1 + Vji + Fji√

2 +
(√

Vji +
√
Fji

) (√
Vji + Fji

))

−
(
4− Vji − Fji

3

)
tan

(
3− Vji − Fji√

2 +
(√

1− Vji +
√
1− Fji

) (√
2− Vji − Fji

))]. (8)

3.2. Calculation of relative sub-indices of each influencing factor at various reaction sets

Two types of sub-indices, absolute and relative, are being used by eminent researchers. Since absolute (or relative)
sub-indexing approaches are fully independent (or dependent) on quality standards, the relative sub-indexing approach
has been empowered in this study.

Let Qji = The relative sub-indices, Sji = The maximum monitored biodiesel yield, and cji =The monitored
biodiesel yield of the jth influencing factor at ith reaction set consecutively. Then, the relative sub-indexing of each
influencing factor concerning various reaction sets in this study has been assigned by:

Qji =
cji
Sji
× 100, (9)

where j runs over 1 to n and i over 1 to m.
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3.3. Constructions of ECOTI, FCOTI and SCOTI

The existing Deluca–Termini fuzzy entropy, proposed fuzzy trigonometric entropy and SVNE weighted waste
cooking oil transesterification indices (ECOTI, FCOTI and SCOTI) can be computed employing the following equa-
tions:

ECOTI at ith reaction set =
n∑

j=1

W 1
jiQji, (10)

FCOTI at ith reaction set =
n∑

j=1

W 2
jiQji, (11)

SCOTI at ith reaction set =
n∑

j=1

W 3
jiQji. (12)

The maximum ECOTI, FCOTI, or SCOTI score for a typical influencing factor at a particular reaction set is
designated as the most influencing reaction set.

4. Results and discussion

4.1. Characterization of nano-catalyst

The X-ray diffraction patterns of nano-CaO have been plotted in Fig. 1. The narrow and intense peaks in the
patterns can be attributed to the crystalline nature (calcite) of nano-CaO [24]. The diffraction patterns clearly show
that the nano-catalyst showed characteristic peaks for CaO at 2θ equal to 31.5, 37.5, 46.4, 51.1, 52.3, 55.2, and
58.1◦ [25]. The prepared nano-catalyst was also characterized using FTIR analysis as shown in Fig. 2. A band at
3267.67 cm−1 corresponded to the O-H stretching while two bands around 1439.41 and 438.43 cm−1 were attributed
to Ca–O bending [26]. The FTIR features shown by the nano-catalyst in our study are consistent with the already
reported data in the literature [27].

FIG. 1. X-ray Diffraction pattern for nano-CaO

4.2. Characterization of biodiesel

The biodiesel composition in terms of fatty acid methyl esters was identified by a pattern of mass fragmentation
and the retention time of GCMS analysis. Fig. 3 shows the composition of the biodiesel produced under optimized
conditions and confirms the completion of the transesterification reaction. The results found were consistent with
previously reported results [28].
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FIG. 2. FTIR spectrum for nano-CaO

FIG. 3. GCMS for biodiesel

Functional group analysis of biodiesel was explored by FTIR as represented in Fig. 4. The most intense peak
at 1755.96 cm−1 was assigned to CO stretching in esters [29, 30]. The absorption bands corresponding to the asym-
metric bending of methyl groups of esters in the biodiesel were observed at 1639.41 cm−1 while that for stretching
vibrations of methoxy groups were observed at 1239.85 cm−1 [31, 32]. The axial deformation of CH2 bond was
indicated by absorption bands at 2911.66 cm−1 [28, 33]. The absorption band at 2407.14, and 2170.60 cm−1 corre-
sponded to stretching vibrations of C–O while O–H stretching vibration was observed as a weak absorption band at
3400.91 cm−1 [34]. The absorption bands at 628.59 cm−1 corresponded to CH2 and CH3 bending vibrations [28].

4.3. Identification of most influencing reaction set through ECOTI, FCOTI, and SCOTI

To predict the most influencing reaction set responsible for the optimum bio-diesel yield employing the proposed
methodology has already been explained. The number of influencing factors in this study is four (n = 4) and the
number of transesterification reaction sets is eleven (m = 11) for the concentration of nano-catalyst, temperature, and
time of reaction, and ten (m = 10) for methanol/oil ratio. We have been able to evaluate Deluca and Termini [23] fuzzy
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FIG. 4. FTIR spectrum for biodiesel

entropy-based weighted waste cooking oil transesterification index (ECOTI) employing equation (11) concerning each
influencing factor at various reaction sets as summarized in Table 2. A careful analysis of the results depicted in Table 2
along with Fig. 5(a) reveals that, like the proposed fuzzy and SVNE measures, for the variation of (i) concentration
of nano-catalyst (ii) temperature (iii) time of reaction and (iv) methanol:oil ratio, the reaction sets RS8, RS19, RS30,
RS35 were found to be the most influencing ones owing to their maximum ECOTI scores. The desired TFE weighted
waste cooking oil transesterification index (FCOTI) can be evaluated employing equation (12). The results have been
depicted in Table 2 along with Fig. 5(b), revealing that for the variation of concentration of nano-catalyst, temperature,
time of reaction, and methanol: oil ratio, the reaction sets RS8, RS19, RS30, RS35 were found to be the most
promising ones owing to their maximum FCOTI scores. Following the proposed methodology and resulting equation
(13), the desired trigonometric SVNE weighted waste cooking oil transesterification index (SCOTI) concerning each
influencing factor at various reaction sets is summarized in Table 2. The subsequent analysis of the results depicted in
Table 2 along with Fig. 5(c) reveals that for the variation of concentration of nano-catalyst, temperature, time of
reaction, and methanol: oil ratio, the reaction sets RS8, RS19, RS30, RS35 were found to be the most influencing
ones owing to their maximum ECOTI scores.

The previous discussion reveals that for the variation in methanol: oil ratio with variation in concentration of nano-
catalyst from 0.5 – 2 %, the reaction setRS8 was found to be most influencing, owing to its maximum ECOTI, FCOTI,
and SCOTI scores. Similarly, for the variation in methanol: oil ratio with variation in temperature of transesterification
from 50 – 65 ◦C, the reaction set RS19 was found to be most effective owing to its maximum ECOTI, FCOTI, and
SCOTI scores. Also, for the variation in methanol: oil ratio with variation in time of esterification from 3 – 4.5 hrs.,
the reaction setRS30 was found to be most effective owing to its maximum ECOTI, FCOTI, and SCOTI scores. These
reaction sets involve the use of methanol: oil ratio as 11:1 which means that the optimized methanol: oil ratio for best
yield of biodiesel is 11:1.

During the study of the effect of nano-catalyst concentration, temperature, and time of reactions at constant
methanol: oil ratio, it was observed that the reaction set corresponding to the nano-catalyst concentration as 1 %,
reaction temperature as 60 ◦C, and reaction time as 4.5 hrs., was found to be most effective, owing to its maximum
ECOTI, FCOTI, and SCOTI scores resulting in 95.49 % biodiesel yield. It is therefore concluded that during the
optimization analysis, the methanol: oil ratio has been the most influencing factor. This is due to the reason that for
transesterification reaction, excess methanol is required for obtaining maximum yield (methanol being the co-reactant
for the reaction). For a particular methanol: oil ratio, the temperature is the most influencing factor followed by
nano-catalyst concentration and time of reaction owing to their highest ECOTI, FCOTI, and SCOTI scores. However,
for the optimized value of nano-catalyst concentration and time of reaction, a slight decrease of reaction temperature
55 ◦C was observed followed by an increase of reaction temperature 65 ◦C indicating that at the optimized value
of nano-catalyst concentration and reaction time, temperature change can be afforded. However, all four factors are
interdependent and can be suitably varied at particular methanol: oil ratios to obtain the best yield of biodiesel.
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TABLE 2. FCOTI, SCOTI and ECOTI Score for (i) Methanol: Oil Ratio (MR) with the variation of
nano-catalyst (Cat), temperature (Temp.) and time of reactions

FCOTI Score
RSs Nano-catalyst RSs Temp. RSs Time RSs MR

RS1 0.0000 RS12 0.0000 RS23 0.0000 RS34 357.83
RS2 305.80 RS13 307.83 RS24 294.78 RS35 367.57
RS3 312.72 RS14 316.63 RS25 302.84 RS36 361.33
RS4 320.19 RS15 324.50 RS26 310.46 RS37 360.21
RS5 327.81 RS16 331.51 RS27 316.71 RS38 357.39
RS6 342.00 RS17 343.71 RS28 330.05 RS39 364.27
RS7 350.00 RS18 350.09 RS29 337.19 RS40 364.15
RS8 359.44 RS19 359.58 RS30 347.12 RS41 0.0000
RS9 356.95 RS20 358.13 RS31 345.09 RS42 347.07
RS10 354.30 RS21 356.35 RS32 341.65 RS43 359.97
RS11 352.80 RS22 354.67 RS33 339.19

SCOTI Score
RSs Nano-catalyst RSs Temp. RSs Time RSs MR

RS1 0 RS12 0 RS23 0 RS34 358.73
RS2 305.8 RS13 307.82 RS24 294.78 RS35 367.57
RS3 312.73 RS14 316.63 RS25 302.84 RS36 362.71
RS4 320.21 RS15 324.5 RS26 310.47 RS37 360.64
RS5 327.83 RS16 331.51 RS27 316.73 RS38 356.22
RS6 342.06 RS17 343.72 RS28 330.11 RS39 365.22
RS7 349.99 RS18 350.07 RS29 337.2 RS40 363.09
RS8 359.44 RS19 359.58 RS30 347.12 RS41 0
RS9 357.3 RS20 358.28 RS31 345.83 RS42 347.22
RS10 354.52 RS21 356.37 RS32 342.35 RS43 360.55
RS11 353.01 RS22 354.71 RS33 340.02

ECOTI Score
RSs Nano-catalyst RSs Temp. RSs Time RSs MR

RS1 0.0000 RS12 0 RS23 0.0000 RS34 357.51
RS2 305.78 RS13 307.82 RS24 294.79 RS35 367.57
RS3 312.68 RS14 316.63 RS25 302.82 RS36 360.97
RS4 320.15 RS15 324.5 RS26 310.44 RS37 360.13
RS5 327.78 RS16 331.51 RS27 316.68 RS38 357.70
RS6 341.97 RS17 343.71 RS28 330.03 RS39 364.36
RS7 350.00 RS18 350.09 RS29 337.19 RS40 364.09
RS8 359.44 RS19 359.58 RS30 347.12 RS41 0.0000
RS9 356.95 RS20 358.13 RS31 345.08 RS42 346.96
RS10 354.29 RS21 356.35 RS32 341.61 RS43 359.86
RS11 352.79 RS22 354.67 RS33 339.11
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FIG. 5. Identification of Most Influencing Reaction Sets Employing a) ECOTI; b) FCOTI; c) SCOTI

5. Conclusion

This study investigates the synthesis of biodiesel using bio-synthesized nano-CaO as a nano-catalyst and employs
a novel trigonometric fuzzy and SVNE-based methodology for evaluating the impact of various influencing factors
(i) methanol/oil ratio (ii) concentration of nano-catalyst (iii) temperature and (iv) time of reaction on the biodiesel
yield obtained through a heterogeneous nano-catalyst-based transesterification reaction. The proposed trigonometric
entropy measures are deployed for constructing fuzzy entropy weighted waste cooking oil transesterification index
(FCOTI) and SVNE weighted waste cooking oil transesterification index (SCOTI) respectively. The maximum FCOTI
or SCOTI score concerning each influencing factor at various reaction sets indicated that the optimum methanol: oil
ratio under the variation of nano-catalyst concentration from 0.5 – 2 % and the temperature variation from 50 – 65 ◦C
comes out to be 11:1 to provide the maximum yield of biodiesel. Further, out of the next three parameters, the effect
of temperature is more prominent to obtain the best yield of biodiesel followed by nano-catalyst and time of reaction.
If nano-catalyst and time are suitably controlled within the range of optimum values, the reaction temperature doesn’t
significantly affect the reaction yield. The classification of various influencing factors obtained through the proposed
FCOTI and SCOTI coincides with the existing Deluca and Termini fuzzy entropy-based weighted waste cooking oil
transesterification index (ECOTI). This confirms that the optimum parameters are nano-catalyst concentration value
of 1 %, reaction temperature as 60 ◦C, methanol: oil ratio as 11:1, and reaction time as 4.5 hrs.
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