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ABSTRACT Continuous variables quantum key distribution (CV-QKD) systems are a promising direction for
quantum communications. Coherent detection, which is the basis of CV-QKD, requires taking into considera-
tion and compensating phase distortions. Phase compensation algorithms rely on using reference pulses for
phase drift estimation and correcting signal quadratures. The ratio of the number of reference pulses to that of
the signal ones, affects the accuracy of the phase compensation algorithm. On the other hand, it influences the
secure key rate (SKR). The paper considers the effect of the reference to signal ratio on the SKR, and proposes
a modification of the phase compensation algorithm, which allows using a smaller number of references at a
pulse repetition frequency close to that of the system phase noise, which results in increasing SKR. We also
propose a method for estimating the phase noise in the system for selection of the optimal signal to reference
ratio.
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1. Introduction

Since the implementation of the first quantum key distribution (QKD) protocol by Charles Bennett and Gilles Brassard
in 1984, quantum communications have been actively developing. QKD is the main constituent of quantum communica-
tions, which allows two remote parties (usually referred to as Alice and Bob) to safely distribute the secure key through a
quantum channel subject to any actions on the part of the eavesdropper (Eve) obeying the laws of quantum mechanics.

There are two main approaches to QKD implementation, one of them using discrete variables (DV) [1] and the
other one using continuous variables (CV) [2]. The first protocols developed for QKD were those for discrete variables.
However, this approach has some disadvantages, in particular, the need to use expensive single photon detectors.

Presently, CV-QKD is a promising approach, since it uses standard telecommunication equipment as part of the
so-called coherent detection scheme [3] operating with a high detection frequency (of GHz order). Coherent detection
approach in its turn is based on the interference of weak signal radiation and on powerful local oscillator (LO), which
makes it possible to measure quadrature components of electromagnetic field carrying the encoded information. There
are two main approaches to generating LO: on Alice’s side or on Bob’s side. In the former case, the signal and the LO
are generated by the same laser in the sender and are jointly transmitted to the receiver using time-division multiplexing
and polarization-division multiplexing. Coherent detection makes it possible to measure the quadrature of signal pulses,
provided the power of the LO is much higher than the amplitude of the signal, therefore, a combination of multiplexing
methods is established to separate the LO and the signal to avoid interference between them in the channel. If the LO is
generated on Bob’s side (the so-called “local” LO (LLO)), then there is no need for multiplexing, the system becomes
more secure, since there are no loopholes for attacks on LO [4,5]. However, there is a problem of synchronization of two
free-running lasers [6].

Interference as fundamental element of coherent detection makes it necessary to take account of the phase noise
in the system and compensate it. Phase distortions in CV-QKD systems are discussed in multiple articles on quantum
communications where algorithms are proposed [7] based on the alternation of signal and reference pulses, which are
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used for phase compensation. Most studies [5, 8] describes systems with LLO, where phase noise is particularly strong
because of two lasers used. Thus, the limiting ratio of reference pulses to signal pulses (one to one) is chosen as the most
reliable option that provides the most accurate phase compensation. Nevertheless, in systems with transmitted LO (and in
LLO-based systems with relatively low phase noise), the limiting ratio of reference and signal pulses may be redundant.
Increasing the number of signal pulses by one reference increases secure key rate.

The paper consists of four sections: section 1 contains a review of the existing phase compensation method for
protocol with Gaussian-modulated coherent states, as well as the essentials of excess phase noise model; section 2 provides
a modification for the phase compensation algorithm based on two references instead of one; section 3 analyzes of the
effect of the signal to reference ratio on the secure key rate; section 3 presents an experimental comparison of two phase
compensation algorithms and estimates the phase noise in the system and the effect of the reference pulses frequency on
the accuracy of phase compensation.

2. Phase compensation for CV-QKD protocol based on Gaussian-modulated coherent states

Here we review the CV-QKD protocol based on Gaussian coherent states, discuss the existing phase compensation
algorithm and the standard phase compensation model.

2.1. Phase compensation algorithm

In the CV-QKD protocol with Gaussian [9,10] modulation, Alice prepares numerous coherent states |αS〉 = |QAS
+

iPAS
〉 with quadratures QAS

and PAS
, each of them independently and identically distributed from two random sets of

variables with Gaussian distribution N (0, VA) with VA variance centered at zero [11]. Quantum key is distributed by
those quantum states, so we will call them quantum signals. The reference pulses required for phase compensation are
the classical coherent states |αR〉 = |QAR

+ iPAR
〉 with the quadratures QAR

and QAR
. For convenience, the zero-phase

is usually chosen for the reference pulses. A LO is known to be essential to implement coherent detection. For the value
at the output of the balanced detector to be proportional to the quadrature components of the field, the intensity of the
LO has to be much higher than that of the reference and signal pulses [12]. Besides, the intensity of the reference pulse
should also be significantly superior to the signal pulse in order to eliminate the occurrence of interference between the
signal and the reference pulse during multiplexing [12]. The intensity of the reference pulses cannot be too low either,
since otherwise the phase noise increases [13].

Alice sends Bob a sequence of signal and reference pulses with a certain ratio. Bob performs heterodyne detection,
whereby he obtains the values of the signal quadratures (QBS

, PBS
) and the reference (QBR

, PBR
). It is important that in

the case of homodyne detection, Alice sends a pair of consecutive reference pulses, one of which introduces a delay of π/2
before measuring. Another option is to use homodyne detection for signal pulses and heterodyne detection for reference
ones. If during the time between the two reference pulses, the influence of phase noise is negligible, i.e. τ � f−1phase

(where τ is the time interval between the two reference pulses, and fphase is the characteristic frequency of phase noise
in the system), the receiver can estimate the phase shift θ̂ that occurs during the pulse transmission through the channel
between the reference pulse and the LO [7]:

θ̂ = arctan

(
PBR

QBR

)
. (1)

Since the intensity of the reference pulses is quite low, quantum uncertainty is also to be considered, so there is a
phase error of random nature [7]:

θ̂ = θ + ϕ. (2)

It is important that the variables θ and ϕ have different physical nature, therefore they are independent. Besides the
phase drift, the receiver also calculates the effective transmission of the channel T , given by:

T =
‖(QBR

, PBR
)‖2

‖(QAR
, PAR

)‖2
. (3)

Reverse matching is often used in phase compensation protocols. Bob transmits to the sender the values of the
measured quadratures of the reference pulses, using which he calculates the phase drift and the effective transmission
according to formulas (1), (3). Otherwise, calculations can be performed on the recipient’s side, and it is the values of θ
and T that are transmitted. Further, using the values of phase drift and effective transmission received from Bob, Alice
corrects the values of her quadratures as follows [7]: Q̂AS

P̂AS

 =
√
T

 cos θ̂ − sin θ̂

sin θ̂ cos θ̂

 QAS

PAS

 . (4)
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2.2. Phase noise model with phase compensation

Studies [7] and [14, 15] guarantee and prove the security of protocols containing reference pulses. The authors
claim that under the standard assumption for CV-QKD, Eve can collect complete information about the reference pulses,
however, this does not give her any additional information about the signal pulses. During phase compensation, there still
appears to be some excess phase noise ξphase. Generally, the excess noise ξtot of the CV-QKD system is a key parameter
for evaluating its performance. This can be represented by the expression [6]:

ξtot = ξphase + ξrest, (5)

where ξrest includes all other sources of excess noise. As follows from [16, 17], phase noise can be represented as:

ξphase = VA(Vcomp + Vref ) = ξcomp + ξref , (6)

Vcomp = Vdrift + Vchannel. (7)

The variance of Vdrift occurs when using two independent lasers in the protocols with LLO and is given by the
expression [16]:

Vdrift = 2π(∆νA + ∆νB)|tR − tS |, (8)

where ∆νA and ∆νB are line widths of two free-running lasers, tR and tS are the time points of signal and reference
pulses emission.

The Vchannel component evaluates the change in the phase drift between the reference and the signal pulse resulting
from the passage of the optical channel. The variance of Vchannel can be defined as [16]:

Vchannel = var(θS − θR). (9)

Phase compensation is based on the measurement of reference pulses, and quadratures are further corrected with
respect to their values. Obviously, phase shift measurement cannot be performed perfectly, thus the measured value of
the phase shift θ̂R may differ from the actual θR. Therefore, the variance introduced by the inaccuracy of phase shift
measurement is given as follows [7]:

Vref = var(θR − θ̂R). (10)

In practice, when the ratio of signal and reference pulses is one to one, the main contribution to excess phase noise
is through the components ξref and ξdrift, whereas ξdrift occurs only when using LLO and is crucial for the analysis
of phase noise [16]. In addition, it is important to note that part of the excess phase noise can be considered trusted and
irrelevant when evaluating the performance of CV-QKD system. The trusted phase noise model is given in [6].

3. Linear phase compensation algorithm

An important assumption of the phase compensation method discussed in the previous section was that the phase shift
between the reference pulse and the following signal pulse it undergoes almost no change. This assumption has also be met
with a theoretical increase in the number of signal pulses by one reference pulse: the phase drift for all signal pulses has to
be almost the same. Based on this assumption, in the [6, 7] the component ξchannel in the expression (6) was considered
negligible. However, with an increase in the number of signal pulses between the reference ones, this assumption may not
be met. In this paper we propose to modify the phase compensation algorithm so that the phase shift can be considered as
linearly changing rather than constant between the reference pulses. The resulting phase compensation algorithm will be
referred to as linear.

3.1. Linear phase compensation algorithm

A sequence consisting of a reference pulse (a pair of reference pulses for homodyne detection) and subsequent signal
pulses up to the next reference pulse will be called a cycle (Fig. 1). The idea of using two reference pulses for phase
compensation of one signal between them using the average value of the reference phase drift was proposed in [14] for a
system with a “local” LO, since in such implementation phase noise can have high impact even on the interval between
the neighboring pulses. Here we extend this approach to multiple signals in a cycle. Thus, linear phase compensation
combines the ideas of using two reference pulses to compensate for the phase of one signal pulse, and using several signal
pulses in a cycle, which allows increasing secure key rate (see section 3). The difference between the algorithms is shown
in the Fig. 1.

Based on the assumption of the linear nature of the phase shift changes in the time interval between the reference
pulses, the phase compensation is performed for each signal pulse in the cycle. The values of phase drift and transmission
for the first and second reference pulses are calculated according to the following formulas, respectively:
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FIG. 1. Single reference pulse method (a) and linear method (b) of phase compensation

θ̂1st = arctan

(
P 1st
BR

Q1st
BR

)
, T 1st =

∥∥(Q1st
BR
, P 1st

BR

)∥∥2
‖(QAR

, PAR
)‖2

; (11)

θ̂2nd = arctan

(
P 2nd
BR

Q2nd
BR

)
, T 2nd =

∥∥(Q2nd
BR

, P 2nd
BR

)∥∥2
‖(QAR

, PAR
)‖2

, (12)

where Q1st
BR
, P 1st

BR
and Q2nd

BR
, P 2nd

BR
are the measured quadrature values of the first and the second reference pulses, corre-

spondingly.
Next, using the values for each signal pulse in the cycle obtained from formulas (11), (12), phase drift correction and

transmission are calculated:

θ̂m =
m
(
θ̂2nd − θ̂1st

)
nS + 1

+ θ̂1st, (13)

Tm =
m
(
T 2nd − T 1st

)
nS + 1

+ T 1st, (14)

where nS is the number of signal pulses in the cycle. Then, similarly to the expression (4), the receiver corrects the value
of each signal pulse in the cycle by using the formula: Q̂m

AS

P̂m
AS

 =
√
Tm

 cos θ̂m − sin θ̂m

sin θ̂m cos θ̂m

 Qm
AS

Pm
AS

 . (15)

This method provides an opportunity to increase the time interval of one cycle, thereby increasing the number of signal
pulses by one reference. The experimental difference in the operation of phase compensation algorithms is presented in
Section 4.1.

3.2. Effect of the ratio of reference and signal pulses on the accuracy of the phase compensation algorithms

The use of a linear phase compensation algorithm is aimed at increasing the number of signal pulses in the cycle.
However, it is necessary to consider how an increase in the number of signal pulses affects the accuracy of the phase
compensation operation, in other words, how the excess phase noise of CV-QKD system will change.

Let us return to expression (6). The accuracy of measuring the reference pulses does not appear to depend on the
number of signal pulses, so ξref will not be considered. However, the number of pulses in the cycle affects the second part
of the equation (6), namely ξcomp. For further discussion, it is more convenient to switch from the value of the number of
signal pulses in the cycle to the frequency of sending reference pulses fref :

fref =
frep

nS + nR
, (16)

where frep is the frequency of sending pulses (corresponds to the frequency of signals), nR = 1 for heterodyne detection
of reference pulses, nR = 2 for homodyne detection.

In systems with transmitted LO, a theoretical analysis of the effect of the frequency of reference pulses on the phase
noise component ξcomp seems to be challenging, since in real-world operating conditions of CV-QKD systems, phase
noise depends on many factors, such as temperature [18], vibrations and others. Thus, it is more reliable to determine
the phase noise of a particular system experimentally before running the CV-QKD protocol. Therefore, it is possible to
analyze resulting phase noise regardless of the reasons it appears. The method of determining the phase noise of the
system and the assessment of the effect of reference pulses frequency on Vcomp is discussed in the experimental part of
this paper (section 4.2).
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On the other hand, in a system with LLO, it is possible to analytically evaluate the component ξdrift. The value Vdrift
defining ξdrift is given by formula (8). Let us estimate the maximum possible value of Vdrift, which is achieved by a
signal pulse in a cycle that is as far as possible from the reference ones in the time domain. This signal pulse is the central
signal in the cycle. Denote ∆t = |tR − tS |. Then for the central signal in the cycle ∆t can be obtained as follows:

∆t =
nS + 1

2

1

frep
. (17)

Therefore, Vdrift takes the following form:

Vdrift = 2π(∆νA + ∆νB)
nS + 1

2frep
. (18)

Specifically, for the case of heterodyne detection nR = 1, (18) can be represented in terms of the frequency of reference
pulses using (16):

Vdrift =
π(∆νA + ∆νB)

fref
. (19)

It can be noted that for the linear phase compensation algorithm, the variance of Vdrift is half as large as for the phase
compensation discussed in [16].

4. Secure key rate dependence on signal to reference ratio

The purpose of increasing the number of signal pulses in the cycle is to raise the secure key rate. This section examines
the effect of the number of signal pulses in a cycle on the rate of secure key generation in the protocols of the CV-QKD.
The value of the secure key rate is given in the approximation for the keys of infinite length by the expression [11]:

K = fsym · r, (20)

where fsym is the symbol rate (in units of symbols with −1), and r is the key generation rate in terms of the parcel. The
above expression already contains a fraction of signal pulses relative to all pulses. To simplify the analysis of the secure
key rate dependence on the ratio of signal and reference pulses, let us assume that this expression takes into account the
ratio of one reference pulse to one signal pulse. Then we rewrite the expression for the secure key rate to include the
change in the number of signal pulses in the cycle relative to the above:

K ′ = ε ·K (21)

where ε = 2nS · (nS + 1)−1 shows the change in the ratio of signal and reference pulses in the cycle relative to the
one-to-one ratio.

Figure 2 reflects an increase in the secure key rate compared to that with one signal pulse from the number of signals
in the cycle. Fig. 2 shows that when a ratio of about one hundred signal pulses per reference is reached, a further increase
in the ratio only leads to a slight gain in the secure key rate and, perhaps, can only be reasonable if the number of reference
pulses is increased by an order of magnitude.

FIG. 2. Dependence of the increase of secure key rate (relative to one signal pulse in a cycle) on
changing the number of reference pulses in a cycle
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If the number of signals in the cycle is below one hundred, the effect of each additional signal is much more pro-
nounced. For example, even using two reference pulses in a cycle instead of one increases secure key rate by 33 %.

5. Experimental setup

5.1. Comparison of the phase compensation algorithms efficiency

First, we compare the efficiency of phase compensation algorithm [7] and the linear algorithm for different frequen-
cies of reference pulses. The characteristic phase noise for the experimental scheme shown in Fig. 3 is of the order of one
Hz, therefore, for a more visual demonstration of the difference in the algorithms, there were used reference pulses with
the power in order of 1 mW and the frequency fref = 4 Hz, which is close to phase noise. For more information of the
evaluation of the phase noise in the CV-QKD system, see Section 4.2. The experimental setup is a Mach–Zehnder inter-
ferometer – a simplified version of the CV-QKD system. The first amplitude modulator AM1 sets pulses with a frequency
of frep, the second amplitude modulator AM2 generates reference pulses with a frequency of fref . In this experiment,
all pulses are classical, which allows to ignore the phase error φ from the expression (2), which has quantum nature. The
phase of the pulses sent by Alice is set to zero, so the phase measured by the receiver corresponds to the phase shift θ̂.

FIG. 3. Scheme of experimental setup No. 1, where ISO is optical isolator, BS is 50/50 beam splitter,
AM1 and AM2 are amplitude modulators, H is 90-degree hybrid, BD1 and BD2 are balanced detectors

The graph presented in Fig. 4(a) shows the measured phase shift of the signal and reference pulses, the phase shift
reconstructed by the method of a single reference pulse and the linear algorithm. With strong phase changes, the phase
compensation algorithm using two reference pulses is characterized by a smaller error in the phase adjustment of signal
pulses, especially in the areas of strong linear changes, for instance, in the area from 52 to 80 pulses.

The graph presented in Fig. 4(b) shows the averaged error values for each signal pulse over all cycles. The phase
error for the algorithm with one reference pulse increases as it moves away from the reference pulse. For a linear phase
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FIG. 4. (a) Phase shift of the pulses for fref = 4 Hz and (b) dependence of the cycle-averaged phase
compensation error on the number of the signal pulse
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compensation algorithm using two reference pulses, an increase is observed first, whereas there is a decrease in the phase
error after the middle signal pulse. This results from the fact that the phase of the signal pulses of the cycle second half is
closer to the phase of the second reference pulse, and it is this phase that is used to a greater extent to compensate for the
phase distortions of the signal pulses. The phase error in this experiment is characterized by large values due to the low
frequency of pulse transmission. During the characteristic time of this experiment, the phase of the pulses relative to the
LO appears to shift by significant amounts. The graph in Fig. 5(a) shows the statistics of the phase error when averaging
by pulses and by cycle. When using two reference pulses, the median of the phase recovery error decreases.
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FIG. 5. Statistics of phase error when averaging by state and by cycle. When averaging over a pulse,
statistics of the average phase error for each signal pulse in a cycle are built; when averaging over a
cycle it is the statistics of the average error in a cycle. The strokes indicate the distribution of quantiles:
25, 50, 75 %

To analyze phase compensation with parameters close to the real parameters of a CV-QKD system, we handled
measurements with a pulse frequency frep of 50 MHz, duration of 3 ns, reference pulses with a frequency fref of 500 kHz.
The resulting statistics of the phase compensation performed are shown in Fig. 5(b). Since the characteristic operating
time of the system determined by the frequency of sending pulses is too small compared to the characteristic phase change
time, the error in phase noise compensation is relatively small. Therefore, the difference between algorithms with one and
two reference pulses is insignificant either.

Summarizing, it can be concluded that with the frequency of reference pulses close to the frequency of phase noise in
the system, the linear phase compensation algorithm is more effective, especially with strong phase noise in the system,
which allows to increase the number of signal pulses in the cycle, and consequently, increase the speed of secure key rate.
When the frequency of the reference pulses is much higher than the characteristic frequencies of the reference pulses, the
difference in the operation of the algorithms is negligible.

5.2. Phase noise and phase compensation accuracy

This section discusses a method for estimating phase noise in the CV-QKD system and the effect of the selected
frequency of reference pulses on the accuracy of the linear phase compensation algorithm.

Phase noise evaluation was evaluated before starting the CV-QKD protocol. It consists of the accumulation and
analysis of phase shifts within a few seconds [19]. Let us consider phase noise on an experimental setup (Fig. 6), similar
to the one used in the previous section. In this scheme, a channel is added for transmitting the LO and the signal from
Alice to Bob, where the LO and the signal are multiplexed. The channel consists of 500 meters of polarization-maintaining
optical fiber, thus, it allows avoiding polarization distortion.

To collect statistics, Alice sends a sequence of identical pulses with zero phase, the quadrature values of which are
recorded by Bob. Next, using the formula (1), the receiver calculates the phase shift θ̂. Phase noises are low-frequency
compared to the rest of the noise, therefore, for the rest of the noise not to affect further analysis, the dependence obtained
of the phase shift on time was smoothed using the moving average method. The resulting graph is shown in Fig. 6(a).
The amplitude spectrum of phase noise is shown in Fig. 6(b). For the experimental setup presented, the main phase noises
are up to 80 Hz. Note that a phase noise could be higher in real systems with longer channels. Nevertheless, the further
analysis and conclusions about results of current experimental setup are also relevant to higher phase noises.

Let us simulate the phase compensation for a different number of signal pulses in a cycle and, consequently, a different
frequency of reference pulses. To do this, we will consider some of the pulses as reference ones, and the rest of the pulses
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FIG. 6. Scheme of experimental setup No. 2, where ISO is optical isolator, AM is amplitude modulator,
BS is beam splitter 50/50, PBS is polarization beam splitter, PBC is polarization beam combiner, H is
90-degree hybrid, BD1 and BD2 are balanced detectors

(a) (b)

FIG. 7. (a) Phase noise versus time plot and (b) phase noise spectrum

between them as signal ones. We will estimate the accuracy of the phase compensation by the value Vcomp, determined by
formula (9). Fig. 8(a) shows the phase compensation error variance Vcomp for reference pulse frequencies up to 150 Hz.

Comparison of this graph with the spectrum (Fig. 7(b)) shows the similarity of these dependencies. For the highest
characteristic frequency of phase noise, the phase error is already relatively small (of the order of 10−5). However, in

(a) (b)

FIG. 8. Plot of phase compensation error variance Vcomp versus reference pulse frequency fref : fref
up to 150 Hz (a); fref up to 1 MHz (b)
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this case, the phase noise itself is quite small due to the experimental conditions. In practice, phase noise can be much
higher, however it is still limited to [−π/2, π/2]. Fig. 8(b) shows the phase compensation error for higher reference pulse
frequencies, which rapidly decreases with their growth.

The optimal frequency of the reference pulses is selected based on the condition that Vref � Vcomp. For strong
phase noise, the frequency of the reference pulses can be taken an order of magnitude or two higher than the characteristic
maximum phase noise frequency fphase; for weak phase noise, phase compensation will be highly accurate even at a
frequency of reference pulses comparable to the characteristic frequency of phase noise. On the other hand, the frequency
of the reference pulses has to be chosen for one reference pulse to accounts for as many signal pulses as possible up to
the ratio of 1:100; a further increase in the ratio gives a minuscule increase in the secure key generation rate. Summing
up, for a linear phase compensation algorithm, the optimal frequency of the reference pulses at low-frequency phase noise
(fphase � frep) can be roughly estimated as

10fphase < foptimal
ref < 10−2frep. (22)

With high-frequency phase noise, the left boundary of the estimate can be reduced if the phase noise is weak, otherwise
the right boundary of the estimation can be changed, based on the dependence of the secure key generation rate on the
number of reference pulses in the cycle (Fig. 2).

Conclusion

We analyzed the effect of the signal to reference ratio on the secure key rate in the CV-QKD system, as well as its
influence on the accuracy of the phase compensation. To increase the number of signal pulses in a cycle, we proposed a
linear method of phase compensation. The experiment showed that linear phase compensation algorithm works more effi-
ciently than conventional method, which makes it applicable to increase the number of signals in systems with strong and
high-frequency phase noise. We also proposed a method for estimating phase noise in a system that provides evaluating
optimal frequency of reference pulses for phase noise with the characteristic frequency of the latter much lower than that
of sending reference pulses.
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