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ABSTRACT The two-particle Schrödinger operator hµ(k), k ∈ Td (where µ > 0, Td is a d-dimensional torus),
associated to the Hamiltonian h of the system of two quantum particles moving on a d-dimensional lattice,
is considered as a perturbation of free Hamiltonian h0(k) by the certain 3d rank potential operator µv. The
existence conditions of eigenvalues and virtual levels of hµ(k), are investigated in detail with respect to the
particle interaction µ and total quasi-momentum k ∈ Td.
KEYWORDS two-particle Hamiltonian, invariant subspace, orthogonal projector, eigenvalue, virtual level, multi-
plicity of virtual level.
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1. Introduction

In quantum modeling of interacting many-body systems for the manipulation of ultracold atoms and unique setting,
coherent optical fields provide a strong tool because of their high-degree controllable parameters such as optical lattice
geometry, dimension, particle mass, two-body potentials, temperature etc. (See [1–4]). The recent experimental and
theoretical results show that integrating plasmonic systems with cold atoms, using optical potential fields formed from
the near field scattering of light by an array of plasmonic nanoparticles, allows one to considerably increase the energy
scales in the realization of Hubbard models and engineer effective long-range interaction in many body dynamics [5–7].
A several of numerical results for the bound state energies of one and two-particle systems in two adjacent 3D layers,
connected through a window were presented in [8] and investigated the relation between the shape of a window and
energy levels, as well as the number of eigenfunction’s nodal domains. In papers [9] and [10], some spectral properties of
the discrete Schrödinger operator with zero-range and short range attractive potentials, respectively, were studied.

In general, the Schrödinger operator h(k), k ∈ Td, associated with the lattice Hamiltonian h of two arbitrary particles
with some dispersion relation and short range potential interaction acts in L2(Td) as [11]

h(k) = h0(k)− v, k ∈ Td,

where h0(k) is a multiplication operator by Ek(p) =
1

m1
ε(p) +

1

m2
ε(p − k) and v is the integral operator with kernel

v(p, s) = v(p − s). In [8], several numerical results for the bound state energies of one and two-particle systems were
presented in two adjacent 3D layers, connected through a window. The authors investigated the relation between the shape
of the window and the energy levels, as well as the number of eigenfunction’s nodal domains.

In [12], the existence conditions and positiveness of eigenvalues of the Schrödinger operator h(k), k ∈ Td, were
studied with respect to the quasi-momentum k and the virtual level at the lower edge of the essential spectrum.

The existence and absence of eigenvalues of the family h(k) depending on the energy of interaction and quasi-

momentum k were investigated in [13] and [14] for the cases ε(p) =

3∑
i=1

(1− cos 2pi), v(p− s) =

3∑
α=1

µα cos(pα − sα)

and ε(p) =

3∑
i=1

(1− cos 2npi), v(p− q) =

N∑
l=1

3∑
i=1

µli cos l(pi− qi), respectively. The spectral properties of this operator

h(k) for the one dimensional case were studied in [15] and more general case in [16]. For general case ε(p) satisfying

some conditions and v(p − s) = µ0 +

d∑
α=1

µα cos(pα − qα) was investigated in [17]. Detailed spectral properties of the

© Muminov M.I., Khurramov A.M., Bozorov I.N., 2023
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Hamiltonian ĥµλ, µ, λ > 0, describing the motion of one quantum particle on a three-dimensional lattice in an external
field and more general case were investigated in the papers [18] and [19], respectively. In [20] a class of potentials is
found for which the discrete spectrum of the two-particle Schrödinger operator h(k) is preserved when h(k) is perturbed
by a potential from this class.

In the recent paper [21], a two particle Schrödinger operator hµ(k), k ∈ T3, µ > 0, associated to the Hamiltonian
h on the three-dimensional lattice is considered. The authors investigated existence conditions of eigenvalues and bound
states of hµ(k). The investigation is based on the construction of invariant subspaces for the operator hµ(k) which allow
one to study the compact perturbations of rank one.

This paper is a continuation of the work [21]. We consider a two particle Schrödinger operator hµ(k), k ∈ T3,
µ > 0, associated with the Hamiltonian h for a system of two particles on the d-dimensional lattice Zd interacting
through attractive short-range potential V. We investigate the existence conditions of eigenvalues and virtual levels of the
two-particle Schrödinger operator hµ(k), where hµ(k) is considered as a perturbation of free Hamiltonian h0(k) by the
certain potential operator µv with rank 3d. The main idea of the investigation is to represent µv via the sum of one rank
orthogonal projectors µvl. This allows one to represent the corresponding Birman–Schwinger operator T(µ, k; z) via the
sum of the one rank projectors Tl(µ, k; z), l = 1, 2, . . . , 3d. Moreover, the study of spectral properties of hµ(k) reduces
to the investigation of 3d one rank operators Tl(µ, k; z). The virtual level of hµ(k) is studied as k = 0.

2. Statement of the main result

A two-particle Schrödinger operator hµ(k), k ∈ Td, µ > 0, associated to the Hamiltonian h for a system of two
particles on the lattice Zd interacting via attractive short-range potential, is a self-adjoint operator and acts in L2(Td) as

hµ(k) = h0(k)− µv, k = (k1, k2, . . . , kd) ∈ Td, µ > 0,

where h0(k) is a multiplication operator by

Ek(p) =
1

m1
ε(p) +

1

m2
ε(p− k), ε(p) =

d∑
i=1

(1− cos 2pi),

with v being an integral operator with kernel

v(p− s) = 1 +

d∑
α=1

cos(pα − sα) +

d∑
γ=1

cos(pα − sα) cos(pβ − sβ) + · · ·+
d∏

α=1

cos(pα − sα),

α, β, γ ∈ {1, 2, . . . , d}, α < β < γ < α.
Note that by the Weyl theorem [22] the essential spectrum σess(hµ(k)) of the operator hµ(k) coincides with the

spectrum of the unperturbed operator h0(k)

σess(hµ(k)) = σ(h0(k)) = [m(k),M(k)],

where m(k) = min
p∈Td

Ek(p),M(k) = max
p∈Td

Ek(p).

Since v > 0 for µ > 0,

sup
‖f‖=1

(hµ(k)f, f) 6 sup
‖f‖=1

(h0(k)f, f) = M(k)(f, f), f ∈ L2(Td).

Hence, hµ(k) does not have eigenvalues lying to the right of the essential spectrum, i.e.,

σ(hµ(k)) ∩ (M(k),+∞) = ∅.

Let {ϕl} be the orthogonal system in L2(Td), where ϕl is defined as

ϕl(p) =

d∏
α=1

ηl(pα), {ηl(pα)} ∈ {1, cos p1, . . . , cos pd, sin p1, . . . , sin pd}.

The number of these orthogonal functions is 3d.

We numerate the elements of the system
{
ϕl
}3d
l=1

to the following rule.
Consider a set of d-tuples (α1, . . . , αd) consisting of 3 digital system. Corresponding for the number zero to 1, 1 to

cosine and 2 to sine we construct the following one to one mapping

(α1, . . . , αd)↔ ηl(pα1)ηl(pα2) · · · ηl(pαd
).
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For example, for d = 4 the tuples (0, 0, 0, 0), (0, 0, 1, 2) and (1, 2, 2, 1) correspond to the functions 1, cos p3 sin p4 and
cos p1 sin p2 sin p3 cos p4, respectively. We order and numerate the set of d tuples as

(00 · · · 00), (00 · · · 01), (00 · · · 10), · · · (11 · · · 11),

l l l
... l

ϕ1 ϕ2 ϕ3 · · · ϕ2d

(00 · · · 02), (00 · · · 12), (00 · · · 20), · · · (22 · · · 22),

l l l
... l

ϕ2d+1 ϕ2d+2 ϕ2d+3 · · · ϕ3d

By construction ϕl(0) = 1 for l = 1, . . . , 2d and ϕl(0) = 0 for l = 2d + 1, . . . , 3d.
The operator v is expressed via the orthogonal functions ϕl, l = 1, . . . , 3d in the form

(vf)(p) =

3d∑
l=1

(vlf)(p), (vlf)(p) = (ϕl, f)ϕl(p),

where (·, ·) is the inner product in L2(Td).
It follows from the nonnegativity of the operator v > 0 that the square root v

1
2 > 0 exists. The operator v

1
2 acts in

L2(Td) as

(v
1
2 f)(p) =

3d∑
l=1

1

‖ϕl‖
(vlf)(p).

Let C be the complex plane, and let r0(k; z), z ∈ C\[m(k),M(k)] be the resolvent of h0(k).
Consider the operator h̃µ(k) acting in L2(Td) in accordance with the formula

h̃µ(k) = h̃0(k)− µv,

where h̃0(k) is the operator of multiplication by the function Ẽk(·),

Ẽk(p) =

d∑
i=1

( 1

m1
+

1

m2
−

√
1

m2
1

+
2

m1m2
cos 2ki +

1

m2
2

cos 2pi

)
.

The operator hµ(k) is unitary equivalent to the operator h̃µ(k) (See Lemma 2 in [14]). The equivalence is performed
by the unitary operator U : L2(Td)→ L2(Td) as h̃µ(k) = U−1hµ(k)U, where

(Uf)(p) = f(p− 1

2
θ(k)),

θ(k) = (θ1(k1), . . . , θd(kd)), θi(ki) = arccos
1
m1

+ 1
m2

cos 2ki√
1
m2

1
+ 2

m1m2
cos 2ki + 1

m2
2

, i = 1, 2, . . . , d.

For any z ∈ C\[m(k),M(k)], we define a Birman–Schwinger integral operator T(µ, k; z) = µv
1
2 r0(k; z)v

1
2 . The

rank of T(µ, k; z) is equal to 3d and it represents via one rank orthogonal projectors Tl(µ, k; z) as

T(µ, k; z)ψ =

3d∑
l=1

Tl(µ, k; z)ψ,

Tl(µ, k; z)ψ =
µ

‖ϕl‖2
(
ϕl, r0(k; z)ϕl

)
(ϕl, ψ)ϕl,

where (
ϕl, r0(k; z)ϕl

)
=

∫
Td

ϕ2
l (s)ds

Ẽk(s)− z
, l = 1, 2, . . . , 3d, z ∈ C\[m(k),M(k)]. (1)

A nonzero eigenvalue of the operator Tl(µ, k; z) is λl(z) = µ
(
ϕl, r0(k; z)ϕl

)
, l = 1, . . . , 3d and ϕl is an eigenfunc-

tion corresponding to λl(z). Moreover,

σ(T(µ, k; z)) = {0 ∪ λ1(z) ∪ · · · ∪ λ3d(z)}.



298 M. I. Muminov, A. M. Khurramov, I. N. Bozorov

For each z ∈ C \ [m(k),M(k)] and k ∈ Td, denote by ∆l(µ, k; z) and ∆(µ, k; z) the Fredholm determinants of the
operators I −Tl(µ, k; z) and I −T(µ, k; z), respectively. Then

∆l(µ, k; z) = 1− µ
∫
Td

ϕ2
l (s)ds

Ẽk(s)− z
, l = 1, 2, . . . , 3d

and the equality

∆(µ, k; z) =

3d∏
l=1

∆l(µ, k; z).

holds.
The following lemma is a consequence of the Fredholm theorem.

Lemma 2.1. A number z, z ∈ C \ [m(k),M(k)], is an eigenvalue of hµ(k) if and only if ∆(µ, k; z) = 0. Moreover,
the multiplicity of a zero of the function ∆(µ, k; ·) then coincides with the multiplicity of an eigenvalue of the operator
hµ(k).

Remark 2.1. Clearly, the operator hµ(k) has an eigenvalue z < m(k), i.e., Ker(hµ(k) − zI) 6= 0 if and only if the
compact operator T(µ, k; z) in L2(Td) has an eigenvalue equal to 1 and there is a function ψ ∈ Ker

(
T(µ, k; z)− I

)
such

that

f(·) =
µv

1
2ψ(·)

Ẽk(·)− z
∈ L2(Td).

In this case, f ∈ Ker(hµ(k)− zI). Moreover, if z < m(k), then

dim Ker(hµ(k)− zI) = dim Ker(T(µ, k; z)− I),

Ker(hµ(k)− zI) =
{
f : f(·) =

µv
1
2ψ(·)

Ẽk(·)− z
, ψ ∈ Ker

(
T(µ, k; z)− I

)}
.

Since the minimum points of Ẽk(·) are non-degenerate, the operator Tl(µ, k; z) in L2(Td) is well defined as z =
m(k) for any d > 3 and l = 1, . . . , 3d. The equality ϕl(0) = 0, l = 2d + 1, . . . , 3d provides well defined of Tl(µ, k; z)
in L2(Td) as z = m(k) for any d = 1, 2 and l = 2d + 1, . . . , 3d. According to (1), the following limits(

ϕl, r0(k;m(k))ϕl
)

:= lim
z↗m(k)

(
ϕl, r0(k; z)ϕl

)
, l = 1, 2, . . . , 3d,

exist (finite or infinite). We set

µl(k) :=
1(

ϕl, r0(k;m(k))ϕl
) , l = 1, 2, . . . , 3d.

Assumption 2.1. Assume that m = m1 = m2 and k ∈ Π, where

Π =
{
k = (k1, k2, . . . , kd) ∈ Td : at least d− 2 (d > 3) coordinates are equal to − π

2
or
π

2

}
.

If the Assumption 2.1 is not fulfilled, then µl(k) = 0 for d = 1, 2, l = 1, . . . , 2d and 0 < µl(k) < ∞ for d > 3,
l = 1, . . . , 2d or for d > 1, l = 2d + 1, . . . , 3d.

Definition 2.1. Let d = 3, 4
(
d = 1, 2

)
. We say that the operator hµ(0) has a virtual level at z = 0 (lower edge

of the essential spectrum) if 1 is an eigenvalue of T(µ,0; 0)
(

of Tl(µ,0; 0) for some l > 2d
)

with some associated
eigenfunction ψ satisfying the condition

v
1
2ψ(·)
Ẽ0(·)

/∈ L2(Td).

The number of such linearly independent eigenvectors ψ of the operator T(µ,0; 0), d > 3
(

of all operators Tl(µ,0; 0)

for d = 2
)

, is called the multiplicity of the virtual level of the operator hµ(0).

Note that, if the number 1 is an eigenvalue of the operator T(µ, k;m(k)), and the corresponding eigenfunction ψ
with

v
1
2ψ(·)

Ẽk(·)−m(k)
∈ L2(Td), d > 3,

then the function
v

1
2ψ(·)

Ẽk(·)−m(k)
is the eigenfunction of hµ(k) corresponding to the eigenvalue z = m(k).
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Theorem 2.1. Suppose that the Assumption 2.1 are not fulfilled. Then for any k ∈ Td, the following statements are true
1. Let d = 1, 2 and µ ∈ (0, µ∗(k)), µ∗(k) = min

2d<l63d
µl(k). Then the operator hµ(k) has 2d eigenvalues (taking

into account the multiplicity) lying to the left of the essential spectrum.
2. Let d > 3 and µ ∈ (0, µ∗(k)), µ∗(k) = min

16l63d
µl(k). Then the operator hµ(k) has no eigenvalues lying to the

left of the essential spectrum.
3. Let d > 1 and µ ∈ (µ∗(k),+∞), µ∗(k) = max

16l63d
µl(k). Then the operator hµ(k) has 3d eigenvalues (taking into

account the multiplicity) lying to the left of the essential spectrum.

We split the set Π into three subsets Πn, n = 0, 1, 2, of k ∈ Π, whose d− n coordinates are only equal to −π
2

or
π

2
.

Theorem 2.2. Let the Assumption 2.1 be fulfilled and let d > 3. Then for any µ > 0 and k ∈ Πn, n = 0, 1, 2 the operator
hµ(k) has at least

sn = 2d +

d−n∑
i=1

2d−i · 3i−1

eigenvalues (taking into account the multiplicity) lying to the left of the essential spectrum. Moreover, if n = 0, then
hµ(k) has s0 = 3d eigenvalues (taking into account the multiplicity) lying to the left of the essential spectrum.

Let rs be a positive integer number defined as

rs = C0
d + C1

d + · · ·+ Csd, s = 0, 1, . . . , d. (2)

We split the numbers {1, 2, . . . , 2d} into d+ 1 as

{1, 2, . . . , 2d} = D0 ∪ · · · ∪Dd,

where Ds = {1 + rs − Csd, . . . , rs}.
Remark that for any d > 3 the following assertions

µrs(0) = µr(0), r ∈ Ds, s = 0, 1, . . . , d,

µr0(0) < µr1(0) < µr2(0) < · · · < µrd(0),

µrd(0) < µl(0), rd = 2d, l = 2d + 1, . . . , 3d

hold (see Lemma 4.2 below).

Theorem 2.3. Suppose that the Assumption 2.1 are not fulfilled. Then the following statements are true
1. If d = 1 and µ = µ3(0), then hµ(0) has a virtual level at z = 0 and two simple negative eigenvalues.
2. If d = 2 and µ = µ∗(0) = min

4<l69
µl(0), then hµ(0) has three negative eigenvalues, two of them simple and one of

them two-fold, and a two-fold virtual level at z = 0.
3. Let d = 3, 4

(
d > 4

)
and µ = µrs(0) for some s ∈ {0, 1, . . . , d}. Then the operator hµ(0) has s eigenvalues λl,

l = 0, 1, . . . , s − 1, with multiplicity Cld and λ0 < · · · < λs−1 < 0. Additionally, the operator hµ(0) has a virtual level(
an eigenvalue

)
at z = 0 with multiplicity Csd .

Moreover, if d > 3 and µrd(0) < µ < min
l>2d

µl(0), then the operator hµ(0) has d+ 1 eigenvalues λl, l = 0, 1, . . . , d,

lying to the left of the essential spectrum, with λ0 < · · · < λd < 0 and C0
d + C1

d + · · · + Cdd = 2d, where Crd is the
multiplicity of λr.

4. Let d > 3 and µ = µl(0) for some l ∈ {2d + 1, . . . , 3d}. Then the number z = 0 is an eigenvalue of the operator
hµ(0) and this operator has 2d + q eigenvalues (taking into account the multiplicity) lying to the left of the essential
spectrum, where q is the number of elements of the set {µn : µn > µl(0), n > 2d}.

Remark 2.2. A similar Theorems 2.1, 2.2 and 2.3 describe the dependence of the number of eigenvalues and their
arrangement on the parameter µ for all µ ∈ R. In this case, the eigenvalues of hµ(k) are located both to the left and to the
right of the essential spectrum. In the case µ < 0, the eigenvalues of hµ(k) are only to the right of the essential spectrum.

3. The eigenvalues of hµ(k)

In this section, we prove Theorems 2.1 and 2.2.

Proof of Theorem 2.1. Remark that the integral ∫
Td

ϕ2
l (s)ds

Ẽk(s)−m(k)

converges for any ϕl ∈ Hl for l = 1, . . . , 3d, d > 3 and for l = 2d + 1, . . . , 3d, d = 1, 2. The function ∆l(µ, k; ·) is
continuous and monotonically decreasing on z ∈ (−∞,m(k)) for any fixed µ > 0 and k ∈ Td.
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1. Let d = 1, 2. The following equalities

lim
z→−∞

∆l(µ, k; z) = 1,

lim
z↗m(k)

∆l(µ, k; z) = −∞ for l = 1, 2, . . . , 2d

hold. Then there is a unique number zl(µ, k) < m(k), l = 1, 2, . . . , 2d such that ∆l(µ, k; zl(µ, k)) = 0. According to
Lemma 2.1, the operator hµ(k) has 2d eigenvalues (taking into account the multiplicity) lying to the left of the essential
spectrum.

Since
lim

z↗m(k)
∆l(µ, k; z) = ∆l(µ, k;m(k)) <∞, for l = 2d + 1, . . . , 3d

and the function ∆l(µ, k; ·)
(

∆l(·, k; z)
)

is monotonically decreasing on z ∈ (−∞,m(k))
(

on µ ∈ (0,∞)
)

for any

fixed µ > 0
(
z ∈ (−∞,m(k))

)
, the inequalities

∆l(µ, k; z) > ∆l(µ, k;m(k)) > ∆l(µ∗(k), k;m(k)) = 0 for all µ ∈ (0, µ∗(k))

hold. Then by the Lemma 2.1 the operator hµ(k) has only 2d eigenvalues (taking into account the multiplicity) lying to
the left of the essential spectrum.

2. For the case when d > 3 by similar way we can show that ∆l(µ, k; z) > 0 for all µ ∈ (0, µ∗(k)). This proves the
required assertion.

3. Note that for the case d = 1, 2 and l = 1, 2, . . . , 2d

lim
z↗m(k)

∆l(µ, k; z) = −∞ for all µ > 0 (3)

holds. Let µ ∈ (µ∗(k),+∞), µ∗(k) = max
16l63d

µl(k). Then for the cases l = 2d+1, . . . , 3d, d = 1, 2 and l = 1, 2, . . . , 3d,

d > 3 we have
lim

z↗m(k)
∆l(µ, k; z) = ∆l(µ, k;m(k)) = 1− µ

µl(k)
< 0. (4)

Since ∆l(µ, k; ·) is a continuous monotonic function on (−∞,m(k)) and

lim
z→−∞

∆l(µ, k; z) = 1,

according to (3), (4), there exists a unique zl(µ, k) ∈ (−∞,m(k)) such that

∆l(µ, k; zl(µ, k)) = 0 for all l = 1, 2, . . . , 3d.

Hence by Lemma 2.1 the operator hµ(k) has 3d eigenvalues (taking into account the multiplicity) lying to the left m(k).
�

Proof of Theorem 2.2. The case n = 0. Let k ∈ Π0, i.e. ki = ±π
2

, i = 1, 2, . . . , d. The function Ẽk(·) is a constant
function. Therefore, we obtain

lim
z↗m(k)

(
ϕl, r0(k; z)ϕl

)
= lim
z↗m(k)

∫
Td

ϕ2
l (s)ds

Ẽk(s)− z
= +∞, l = 1, 2, . . . , 3d,

which implies
lim

z↗m(k)
∆l(µ, k; z) = −∞

for any µ > 0. Since
lim

z→−∞
∆l(µ, k; z) = 1,

there exists unique zl(µ, k) ∈ (−∞,m(k)) such that ∆(µ, k; zl(µ, k)) = 0 for any µ > 0 and l = 1, 2, . . . , 3d. Hence by
the Lemma 2.1 the operator hµ(k) has 3d eigenvalues (taking into account the multiplicity) lying to the leftm(k), k ∈ Π0.

The case n = 1. We prove theorem for the case k ∈ Π1 with ki = ±π
2

, i = 1, 2, . . . , d− 1. The function Ẽk(·) does
not depend on p1, p2, · · · pd−1 and is expressed as

Ẽk(p) =
2d

m
− 1

m

√
2 + 2 cos 2kd cos 2pd.

Then there exist n1 functions ξm(k; ·) := (ϕlmr0(k; ·), ϕlm) with ϕlm(p1, · · · , pd−1, 0) 6= 0, m = 1, 2, . . . , n1, where

n1 = 2d +

d−1∑
i=1

2d−i · 3i−1. Since (Ẽk(p)−m(k)) = O(p2d) as pd → 0 and Ẽk(·) does not depend on p1, p2, · · · pd−1, we

have
lim

z↗m(k)
ξlr (k; z) = +∞.
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This gives one
lim

z↗m(k)
∆lr (µ, k; z) = −∞, lr = 1, 2, . . . , n1.

Hence there exists unique zlr (µ, k) ∈ (−∞,m(k)) such that

∆l(µ, k; zlr (µ, k)) = 0, lr = 1, 2, . . . , n1.

According to Lemma 2.1, we obtain the required assertion for the case k ∈ Π1 with ki = ±π
2

, i = 1, 2, . . . , d− 1.
The proofs for the remaining cases with k ∈ Π1 can be constructed in a similar way.
The case n = 2 can be proven analogously. �

4. Virtual level and eigenvalues of the operator hµ(0)

In this section, we prove Theorem 2.3. According to the definition of a virtual level of hµ(0), we study the equation

T(µ,0; 0)ψ = ψ.

We note that ∆l(µ,0; ·) is well defined at z = 0 for the cases l = 2d + 1, . . . , 3d, d = 1, 2 and l = 1, 2, . . . , 3d,
d > 3. According to Lemma 2.1, we can prove the following assertion.

Lemma 4.1. Let l = 1, 2, . . . , 3d for d > 3
(
l = 2d + 1, . . . , 3d for d = 1, 2

)
. Then the number λ = 1 is an eigenvalue

of the operator T(µ,0; 0)
(
Tl(µ,0; 0)

)
if and only if

3d∏
l=1

∆l(µ,0; 0) = 0,
(

∆l(µ,0; 0) = 0
)
.

Lemma 4.2. For any d > 3, the following assertions are true

µrs(0) = µr(0), r ∈ Ds, s = 0, 1, . . . , d,

µr0(0) < µr1(0) < µr2(0) < · · · < µrd(0),

µrd(0) < µl(0), rd = 2d, l = 2d + 1, . . . , 3d,

where r0, . . . , rd are defined by (2).

Proof of lemma 4.2. Since Ẽ0(p) =
m1 +m2

m1m2

d∑
i=1

(1 − cos 2pi) is symmetric under permutations of pα and pβ , the

equality ∫
Td

cos2 s1 · · · cos2 srds

Ẽ0(s)
=

∫
Td

cos2 sj1 · · · cos2 sjrds

Ẽ0(s)
, r 6 d

holds.
Hence, the following inequalities∫

Td

ϕ2
1(s)ds

Ẽ0(s)
>

∫
Td

ϕ2
j1

(s)ds

Ẽ0(s)
>

∫
Td

ϕ2
j2

(s)ds

Ẽ0(s)
> · · · >

∫
Td

ϕ2
jd

(s)ds

Ẽ0(s)
,

hold, where js ∈ Ds, Ds = {1 + rs − Csd, . . . , rs}, rs = C0
d + C1

d + · · ·+ Csd , s = 0, 1, 2, . . . , d.
Therefore, the following inequalities

µr0(0) < µr1(0) < µr2(0) < · · · < µrd(0)

hold, where

µr(0) =

∫
Td

ϕ2
r(s)ds

Ẽ0(s)

−1 , r = 1, 2, . . . , d+ 1.

Note that
µrs(0) = µr(0), r ∈ Ds, s = 0, 1, 2, . . . , d. (5)

We can easily verify the equality (see Lemma 1, [13])
π∫
−π

cos 2sds

a− b cos 2s
=

2π

b

a−
√
a2 − b2√

a2 − b2

for 0 < b < a. Therefore,
π∫
−π

cos2 sds

a− b cos 2s
−

π∫
−π

sin2 sds

a− b cos 2s
> 0
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for all 0 < b < a. Applying this inequality, we obtain∫
Td

ϕ2
m(s)ds

Ẽ0(s)
>

∫
Td

ϕ2
l (s)ds

Ẽ0(s)
for m 6 2d < l.

This gives one µrs(0) < µl(0), l = 2d + 1, . . . , 3d, where rd = 2d. �

Proof of Theorem 2.3. Let d = 1 and µ = µ3(0). Then according to assertion 1 of Theorem 2.1, for any µ > 0, the
operator hµ(0) has two simple eigenvalues z1(µ,0) < z2(µ,0) < 0 and the corresponding eigenfunctions have the form

f1(p) =
1

Ẽ0(p)− z1(µ,0)
and f2(p) =

cos p

Ẽ0(p)− z2(µ,0)

respectively.
Since µ = µ3(0), it follows from Lemma 4.1 that λ = 1 is an eigenvalue of T3(µ,0; 0) and ϕ3(p) = sin p is the

corresponding eigenfunction of T3(µ,0; 0). One can see that f3 /∈ L2(T), where f3(p) = sin p/Ẽ0(p), i.e., z = 0 is a
virtual level of the operator hµ(0).

2. Let d = 2 and µ = min
4<l69

µl(0). According to statement 1 of Theorem 2.1, for any µ > 0, the operator hµ(0)

has four eigenvalues (taking into account the multiplicity) z1(µ,0) < z2(µ,0) = z3(µ,0) < z4(µ,0) < 0 and the
corresponding eigenfunctions have the form

f1(p) =
1

Ẽ0(p)− z1(µ,0)
, fi(p) =

cos pi

Ẽ0(p)− z2(µ,0)
, i = 2, 3, f4(p) =

cos p1 cos p2

Ẽ0(p)− z4(µ,0)
,

respectively.
Observe that the inequalities∫

T2

sin2 sids

Ẽk(s)− z
>

∫
T2

cos2 si sin2 sjds

Ẽk(s)− z
>

∫
T2

sin2 si sin2 sjds

Ẽk(s)− z
, i, j = 1, 2

show that

min
4<l69

µl(k) = min
r

∫
T2

sin2 srds

Ẽk(s)−m(k)

−1 .
For the case when k = 0 the equalities ∫

T2

sin2 s1ds

Ẽ0(s)
=

∫
T2

sin2 s2ds

Ẽ0(s)

holds.
This gives one

µ =

∫
T2

sin2 s1ds

Ẽ0(s)

−1 =

∫
T2

sin2 s2ds

Ẽ0(s)

−1 .
Hence, by Lemma 4.1, the number λ = 1 is an eigenvalue of Tl(µ,0; 0), l = 5, 6 and ϕ5(p) = sin p1, ϕ6(p) = sin p2 are

the corresponding eigenfunctions. Since f5, f6 /∈ L2(T2), where f5(p) =
sin p1

Ẽ0(p)
, f6(p) =

sin p2

Ẽ0(p)
, the number z = 0 is a

two-fold virtual level of hµ(0).
3. Let d = 3, 4, and µ = µrs(0) for some s ∈ {0, 1, . . . , d}. Then, as shown in items 1) and 2) of Theorem 2.3,

and by lemma 4.2, the operator hµ(0) has s eigenvalues zl(µ,0) < 0, l ∈ {0, 1, . . . , s − 1} with multiplicity Csd and
z0(µ,0) < · · · < zs−1(µ,0) < 0.

Since µ = µrs(0), according to the equality (5) and Lemma 4.1 the number λ = 1 is an eigenvalue of T(µ,0; 0)
with multiplicity Csd , where ϕl(p), l ∈ {1 + rs − Csd, . . . , rs} are the corresponding eigenfunctions. Since fl /∈ L2(Td),
where fl(p) =

ϕl

Ẽ0(p)
, the number z = 0 is virtual level with multiplicity Csd of hµ(0).

Let µrd(0) < µ < min
l>2d

µl(0). Then, according to Lemma 4.1, the operator hµ(0) has d + 1 eigenvalues λl with

multiplicity Cld, l = 0, 1, . . . , d, lying to the left of the essential spectrum, with λ0 < · · · < λd < 0. Therefore hµ(0) has
2d = C0

d + C1
d + · · ·+ Cdd eigenvalues (taking into account the multiplicity).

The prove of the part 4 can be proven similarly. �
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5. Conclusion

We investigate the existence conditions for eigenvalues and virtual levels of the two-particle Schrödinger operator
hµ(k), k ∈ Td, µ > 0 corresponding to the Hamiltonian of the two-particle system on the d-dimensional lattice, where
hµ(k) is considered as a perturbation of free Hamiltonian h0(k) by the certain potential operator µv with rank 3d. The
main idea of the study was to represent µv via the sum of one-rank orthogonal projectors µvl. This allowed us to represent
the corresponding Birman–Schwinger operator T(µ, k; z) via the sum of one-rank projectors Tl(µ, k; z), l = 1, 2, . . . , 3d.
Moreover, the study of the spectral properties of hµ(k) is reduced to the study of 3d one-rank projectors Tl(µ, k; z). The
existence conditions of a virtual level of hµ(k) is studied at k = 0. The study of the virtual levels of hµ(k) for the case
when k 6= 0 is omitted, since analogous results and existence conditions can be described with respect to k.
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1. Introduction and statement of the problem

The spin-boson model is a well-known quantum-mechanical model which describes the interaction between two-
level atom and photon field. We refer to [1] and [2] for excellent reviews respectively from physical and mathematical
perspectives. Despite the formal simplicity of the spin-boson model (from the physics viewpoint), its dynamics is rather
complicated and rigorous spectral and scattering results are usually very difficult to obtain, especially in the case when
the number of photons is unbounded. In this connection, it is natural to consider truncated models [3–6] with at most m
(m ∈ N) photons.

The truncated model in Rd with m = 1, 2 was completely studied in [4] for small values of the parameter α and the
case m = 3 is considered in [6]. The existence of wave operators and their asymptotic completeness are proven there.
In [3,5], the case of arbitrary m are investigated. It should be mentioned that in these papers the smallness of the coupling
constant α is important, in our analysis (in the lattice case) this constant can be arbitrary. A lattice spin-boson model Am
with m = 1, 2 is considered in [7, 8]. In particular, in [7] the location of the essential spectrum of A2 is described; for
any coupling constant the finiteness of the number of eigenvalues below the bottom of the essential spectrum of A2 is
established (with a sketch of the proof). The paper [8] is devoted to the study of the geometrical structure of the branches
of the essential spectrum of A2.

Let us introduce a lattice spin-boson model with at most two photons. Let Td be the d–dimensional torus, L2((Td)
be the Hilbert space of square integrable (complex) functions defined on Td, C2 be the state of the two-level atom and
Fb(L2(Td)) be the symmetric Fock space for bosons, that is,

Fb(L2(Td)) := C⊕ L2(Td)⊕ Lsym
2 ((Td)2)⊕ . . . .

Here Lsym
2 ((Td)n) is the Hilbert space of symmetric functions of n ≥ 2 variables. For m = 1, 2 we denote Lm :=

C2 ⊗F (m)
b (L2(Td)), where

F (1)
b (L2(Td)) := C⊕ L2(Td), F (2)

b (L2(Td)) := C⊕ L2(Td)⊕ Lsym
2 ((Td)2).

We write elements F of the space L2 in the form F = {f (s)0 , f
(s)
1 (k1), f

(s)
2 (k1, k2); s = ±}. Then the norm in L2 is

given by

‖F‖2 :=
∑
s=±

|f (s)0 |2 +

∫
Td

|f (s)1 (k1)|2dk1 +
1

2

∫
(Td)2

|f (s)2 (k1, k2)|2dk1dk2

 . (1.1)
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We recall that the lattice spin-boson model with at most two photonsA2 is acting in L2 as the 3× 3 tridiagonal block
operator matrix

A2 :=


A00 A01 0

A∗01 A11 A12

0 A∗12 A22

 ,

where matrix elements Aij are defined by

A00f
(s)
0 = sεf

(s)
0 , A01f

(s)
1 = α

∫
Td

v(t)f
(−s)
1 (t)dt,

(A11f
(s)
1 )(k1) = (sε+ w(k1))f

(s)
1 (k1), (A12f

(s)
2 )(k1) = α

∫
Td

v(t)f
(−s)
2 (k1, t)dt,

(A22f
(s)
2 )(k1, k2) = (sε+ w(k1) + w(k2))f

(s)
2 (k1, k2), f = {f (s)0 , f

(s)
1 , f

(s)
2 ; s = ±} ∈ L2.

Here A∗ij denotes the adjoint operator to Aij for i < j with i, j = 0, 1, 2; w(k) is the dispersion of the free field, αv(k) is
the coupling between the atoms and the field modes, α > 0 is a real number, so-called the coupling constant. We assume
that v(·) and w(·) are the real-valued continuous functions on Td. Under these assumptions the lattice spin-boson model
with at most two photons A2 is bounded and self-adjoint in the complex Hilbert space L2.

A main goal of the paper is the study of the main spectral properties of A2 related to the number of eigenvalues.
More precisely, the following results are obtained: using a unitary dilation the lattice model A2 of radiative decay with
a fixed atom and at most two photons is reduced to the diagonal operator and it’s spectrum is described; the first Schur
complement corresponding to the both diagonal entries of A2 is constructed; the relation between the eigenvalues of A2

and the first Schur complement (Birman–Schwinger principle) is established.
Throughout the paper, we use the notation σ(·), σess(·), σp(·) and σdisc(·), respectively, for the spectrum, the essential

spectrum, the point spectrum and the discrete spectrum of bounded self-adjoint operator.

2. The first Schur complement corresponding to A2

To study the spectral properties of A2, we introduce the following two bounded self-adjoint operators A(s)
2 , s = ±,

which act in F (2)
b (L2(Td)) as

A(s)
2 :=


Â

(s)
00 Â01 0

Â∗01 Â
(s)
11 Â12

0 Â∗12 Â
(s)
22


with the entries

Â
(s)
00 f0 = sεf0, Â01f1 = α

∫
Td

v(t)f1(t)dt,

(Â
(s)
11 f1)(k1) = (−sε+ w(k1))f1(k1), (Â12f2)(k1) = α

∫
Td

v(t)f2(k1, t)dt,

(Â
(s)
22 f2)(k1, k2) = (sε+ w(k1) + w(k2))f2(k1, k2), (f0, f1, f2) ∈ F (2)

b (L2(Td)).

It is easy to check that

(Â∗01f0)(k1) = αv(k1)f0;

(Â∗12f1)(k1, k2) = α (v(k1)f1(k2) + v(k2)f1(k1)) , (f0, f1) ∈ F (1)
b (L2(Td)).

In order to describe the essential spectrum of A2, we define an analytic function ∆(s)(·) in C \ [sε+m; sε+M ] by

∆(s)(λ) := −sε− λ− α2

∫
Td

v2(t)dt

sε+ w(t)− λ
,

where the numbers m and M are defined by

m := min
p∈Td

w(p), M := max
p∈Td

w(p).

Let σ(s) be the set of all complex numbers λ ∈ C such that the equality ∆(s)(λ − w(k1)) = 0 holds for some k1 ∈ Td.

Then (see [9]) for the essential spectrum of A(s)
2 , we have

σess(A(s)
2 ) = σ(s) ∪ [sε+ 2m; sε+ 2M ].
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Consider the permutation operator Φ : L2 → F (2)
b (L2(Td))⊕F (2)

b (L2(Td)) defined as

Φ : (f
(+)
0 , f

(−)
0 , f

(+)
1 , f

(−)
1 , f

(+)
2 , f

(−)
2 )→ (f

(+)
0 , f

(−)
1 , f

(+)
2 , f

(−)
0 , f

(+)
1 , f

(−)
2 ).

One can trivially verify that the operator Φ is unitary. From the construction ofA2,A(s)
2 and Φ, it follows that the following

equality takes place ΦA2Φ−1 = diag{A(+)
2 ,A(−)

2 }. The latter facts mean that the operators A2 and diag{A(+)
2 ,A(−)

2 }
are unitarily equivalent. Therefore, σ(A2) = σ(A(+)

2 ) ∪ σ(A(−)
2 ). Moreover,

σess(A2) = σess(A(+)
2 ) ∪ σess(A(−)

2 ); σp(A2) = σp(A(+)
2 ) ∪ σp(A(−)

2 ).

Since the part of σdisc(A(s)
2 ) can be located in σess(A(−s)

2 ), we have

σdisc(A2) ⊆ σdisc(A(+)
2 ) ∪ σdisc(A(−)

2 ).

If we set E(s)
min := minσess(A(s)

2 ) for s = ± and Emin := minσess(A2) = min{E(+)
min, E

(−)
min}, then

σdisc(A2) ∩ (−∞;Emin) = {σdisc(A(+)
2 ) ∪ σdisc(A(−)

2 )} ∩ (−∞;Emin). (2.1)

Next, we represent the space F (2)
b (L2(Td)) as a direct sum of two Hilbert spaces F (1)

b (L2(Td)) and Lsym
2 ((Td)2),

that is, F (2)
b (L2(Td)) = F (1)

b (L2(Td))⊕Lsym
2 ((Td)2). Then the first Schur complement of the operatorA(s)

2 with respect
to this decomposition (see [10]) is defined as

S
(s)
1 (λ) : F (1)

b (L2(Td))→ F (1)
b (L2(Td)), λ ∈ ρ(Â

(s)
22 );

S
(s)
1 (λ) :=

 Â
(s)
00 Â01

Â∗01 Â
(s)
11

− λ−
 0

Â12

 (Â
(s)
22 − λ)−1(0 Â∗12).

Define

S
(s)
00 (λ) := Â

(s)
00 − λ, S

(s)
01 (λ) := Â01;

S
(s)
10 (λ) := Â∗01, S

(s)
11 (λ) := Â

(s)
11 − λ− Â12(Â

(s)
22 − λ)−1Â∗12.

Then the operator S(s)
1 (λ) has the form

S
(s)
1 (λ) =

 S
(s)
00 (λ) S

(s)
01 (λ)

S
(s)
10 (λ) S

(s)
11 (λ)

 .

For convenience, we represent the operator S(s)
11 (λ) as a difference of two operators

S
(s)
11 (λ) := D(s)(λ)−K(s)(λ),

where the operators D(s)(λ), K(s)(λ) : L2(Td)→ L2(Td) are defined by

(D(s)(λ)f)(k1) = ∆(s)(λ− w(k1))f(k1);

(K(s)(λ)f)(k1) = α2v(k1)

∫
Td

v(t)f(t)dt

sε+ w(k1) + w(t)− λ
.

For a fixed λ = λ0 ∈ ρ(Â
(s)
22 ) and s ∈ {−1, 1}, we define

a := sε− λ0, u(k1) := ∆(s)(λ0 − w(k1)), K(k1, k2) :=
α2v(k1)v(k2)

sε+ w(k1) + w(k2)− λ0
.

Then the operator matrix S(s)
1 (λ0) can be written as

S
(s)
1 (λ0) =

 H00 H01

H∗01 H0
11 −K

 (2.2)

with

H00f0 = af0, H01 := Â01, (H0
11f1)(k1) = u(k1)f1(k1), (Kf1)(k1) =

∫
Td

K(k1, t)f1(t)dt.

The operator matrix of the form (2.2) is appeared in a series of problems in analysis, mathematical physics, and prob-
ability theory and known as generalized Friedrichs model. This model operator itself was introduced in [11], where its
eigenvalues and “resonances” (i.e., the singularities of the analytic continuation of the resolvent) were studied. Note that,
the number and location of the eigenvalues of the generalized Friedrichs model in the case where the kernel function
K(·, ·) is degenerate of rank 1, was studied in [12, 13].
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The Schur complement is named after Issai Schur who used it to prove Schur’s lemma, although it had been used
previously [14]. Haynsworth was the first to call it the Schur complement [15]. The Schur complement is a key tool
in the fields of numerical analysis, statistics, and matrix analysis. The general properties of the Shur complement have
been studied in many works, for detailed information see [10]. Construction of Schur’s complement for exactly solvable
models of mathematical physics and proof of important properties that have not been properly studied in general for such
special cases, can be considered as one of the actual problems of the operator theory.

3. Main properties of the first Schur complement

In this Section, we will study some important properties of the first Schur complement

S1(λ) := diag{S(+)
1 (λ), S

(−)
1 (λ)}

for the lattice spin-boson model with at most two photons A2.

Proposition 3.1. The number λ ∈ C \ σess(A2) is an eigenvalue of the operator A2 if and only if the operator S1(λ) has
an eigenvalue equal to zero. Moreover, the eigenvalues λ and 0 have the same multiplicities.

Proof. Since σp(A2) = σp(A(+)
2 ) ∪ σp(A(−)

2 ), it is enough to prove the assertion of the Proposition for the operators
A(s)

2 and S(s)
1 (λ).

Let the number λ ∈ C \ σess(A2) be an eigenvalue of the operator A(s)
2 and f = (f0, f1, f2) ∈ F (2)

b (L2(Td)) be the
corresponding eigenvector. Then elements f0, f1 and f2 satisfy the system of equations

(Â
(s)
00 − λ)f0 + Â01f1 = 0;

Â∗01f0 + (Â
(s)
11 − λ)f1 + Â12f2 = 0;

Â∗12f1 + (Â
(s)
22 − λ)f2 = 0.

(3.1)

Since λ ∈ C \ σess(A2), from the third equation of system (3.1) for f2 we have

f2 = −(Â
(s)
22 − λ)−1Â∗12f1. (3.2)

Substituting the expression (3.2) for f2 into the second equation of system (3.1), we obtain the following system of
equations  (Â

(s)
00 − λ)f0 + Â01f1 = 0;

Â∗01f0 + (Â
(s)
11 − λ− Â12(Â

(s)
22 − λ)−1Â∗12)f1 = 0.

(3.3)

System of equations (3.3) has nontrivial solution if and only if the equation

S
(s)
1 (λ)

 f0

f1

 =

 0

0


has nontrivial solution (f0, f1) ∈ F (1)

b (L2(Td)).

Let now the number λ ∈ C \ σess(A(s)
2 ) be an eigenvalue of A(s)

2 with multiplicity n and number 0 be an eigenvalue
of S(s)

1 (λ) with multiplicity m. We will prove that n = m.
Assume that n < m. Then there exist linearly independent eigenvectors f̃ (i) = (f

(i)
0 , f

(i)
1 ) ∈ F (1)

b (L2(Td)), i =

1,m, corresponding to the eigenvalue 0 of the operator S(s)
1 (λ). For each i ∈ {1, . . . ,m} we put f (i) := (f

(i)
0 , f

(i)
1 , f

(i)
2 ),

where the function f (i)2 is determined by formula (3.2), with f (i)1 taken instead of f1. Then the vector f (i) satisfies the
equationA(s)

2 f (i) = λf (i) for i = 1, . . . ,m and hence it is an eigenvector ofA(s)
2 corresponding to the eigenvalue λ. Since

n < m, the eigenvectors f (i), i = 1,m are linearly dependent. Therefore, there is a non-zero vector (α1, ..., αm) ∈ Cm

such that
m∑
i=1

αif
(i) = (0, 0, 0)t, but at the same time, it satisfies the inequality

(
m∑
i=1

αif
(i)
0 ,

m∑
i=1

αif
(i)
1

)
6= (0, 0)t (since

(f
(i)
0 , f

(i)
1 ), i = 1,m are linearly independent). From the last two assertions and the construction of f (i), we have


0

0

0

 =

m∑
i=1

αif
(i) =



m∑
i=1

αif
(i)
0

m∑
i=1

αif
(i)
1

−R(s)
22 (λ)Â∗12

(
m∑
i=1

αif
(i)
1

)


6=


0

0

0
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where R(s)
22 (λ) := (Â

(s)
22 − λ)−1. This contradiction shows that the inequality n < m is not true.

Let now n > m. In this case, there exist linearly independent eigenvectors f (i) = (f
(i)
0 , f

(i)
1 , f

(i)
2 ), i = 1, n corre-

sponding to the eigenvalue λ of the operator A(s)
2 . One can easily show that f̃ (i) = (f

(i)
0 , f

(i)
1 ), i = 1, n is an eigenvector

corresponding to the eigenvalue 0 of the operator S(s)
1 (λ). Arguing similarly, from the inequality n > m, we obtain that

there exists nonzero vector (β1, · · · , βn) ∈ Cn so that
n∑
i=1

βif̃
(i) = (0, 0)t. At the same time

n∑
i=1

βif
(i) 6= (0, 0, 0)t.

From the last two assertions and the construction of f (i), and also linearity of the operators Â∗12 and R(s)
22 (λ), we have


0

0

0

 6=
n∑
i=1

βif
(i) =



n∑
i=1

βif
(i)
0

n∑
i=1

βif
(i)
1

−R(s)
22 (λ)Â∗12

(
n∑
i=1

βif
(i)
1

)


=


0

0

0

 .

This contradiction shows that the inequality n > m is not valid. Therefore, n = m. Proposition 3.1 is proved. �

Proposition 3.2. λ ∈ σess(A2) \ σ(A22) if and only if 0 ∈ σess(S1(λ)).

Proof. We prove that λ ∈ σess(A(s)
2 ) \ σ(Â

(s)
22 ) if and only if 0 ∈ σess(S(s)

1 (λ)). Let Ran(u) be the range of the function
u(·). Since for any fixed λ ∈ R \ σ(Â

(s)
22 ), the kernel of the integral operator K(s)(λ) is continuous in (Td)2, it is the

Hilbert-Schmidt operator. By the Weyl theorem on the invariance of the essential spectrum under compact perturbations
and by the continuity of the function ∆(s)(λ− w(·)) as λ ∈ R \ σ(Â

(s)
22 ) on the compact set Td, we obtain

σess(S
(s)
1 (λ)) = Ran(∆(s)(λ− w(·))). (3.4)

Let λ0 ∈ σess(A(s)
2 )\σ(Â

(s)
22 ). Then λ0 ∈ σ(s) \σ(Â

(s)
22 ). From the definition of σ(s), it follows that there exists point

p0 ∈ Td such that ∆(s)(λ0 − w(k0)) = 0. Taking into account equality (3.4), we have 0 ∈ σess(S(s)
1 (λ0)).

Let now 0 ∈ σess(S(s)
1 (λ1)) for some λ1 ∈ R \σ(A(s)

22 ). Then by virtue of equality (3.4), there exists a point p1 ∈ Td

such that ∆(s)(λ1 − w(p1)) = 0. Using the construction of σ(s), we obtain λ1 ∈ σ(s) ⊂ σess(A(s)
2 ). �

From Propositions 3.1 and 3.2, we obtain the following two corollaries.

Corollary 3.3. Let λ ∈ C \ σess(A2). Then λ ∈ ρ(A2)⇐⇒ 0 ∈ ρ(S1(λ)).

Corollary 3.4. Let λ0 ∈ R \ σess(A2). If (λ0;λ0 + γ) ∈ ρ(A2) (resp. (λ0− γ;λ0) ∈ ρ(A2)) for some γ > 0, then there
exists a number δ = δ(γ) > 0 such that (0; δ) ∈ ρ(S1(λ0)) (resp. (−δ; 0) ∈ ρ(S1(λ0))).

The definition of the set σ(s) implies that the inequality ∆(s)(λ − w(k1)) > 0 holds for all k1 ∈ Td and λ < E
(s)
min.

Therefore, for such λ, the inclusion σess(S
(s)
1 (λ)) ⊂ (0; +∞) holds.

For a bounded self-adjoint operator A acting in a Hilbert space H we denote by N(−∞;λ)(A) the number of eigen-
values of A to the left of λ, λ ≤ minσess(A).

Theorem 3.5. For any λ < E
(s)
min, the equality

N(−∞;λ)(A
(s)
2 ) = N(−∞;0)(S

(s)
1 (λ))

holds.

Proof. For any λ < E
(s)
min, the operator Â(s)

22 − λ is positive and invertible and hence the square root (R
(s)
22 (λ))1/2 of the

resolvent R(s)
22 (λ) of Â(s)

22 exists.
Let V (s)(λ), λ < E

(s)
min be the 3× 3 block operator matrix in F (2)

b (L2(Td)) with entries

V
(s)
00 (λ) := Â

(s)
00 − λI0, V

(s)
01 (λ) := Â

(s)
01 , V

(s)
02 (λ) := 0;

V
(s)
10 (λ) := Â

(s)
10 , V

(s)
11 (λ) := Â

(s)
11 − λI1, V12(λ) := Â

(s)
12 (R

(s)
22 (λ))1/2;

V
(s)
20 (λ) := 0, V21(λ) := (R

(s)
22 (λ))1/2Â∗12, V

(s)
22 (λ) := I2,

where diag {I0, I1, I2} is an identity operator on F (2)
b (L2(Td)). A simple calculation shows that (A(s)

2 f, f) < λ(f, f),

f = (f0, f1, f2) ∈ F (2)
b (L2(Td)) if and only if (V (s)(λ)g, g) < 0, g = (f0, f1, (Â

(s)
22 − λI2)1/2f2). It follows that

N(−∞;λ)(A
(s)
2 ) = N(−∞;0)(V

(s)(λ)). (3.5)
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For a bounded self-adjoint operator B acting in a Hilbert space H, let us denote by HB(λ) ⊂ H, λ ∈ R, a subspace
such that (Bf, f) > λ‖f‖2 for any f ∈ HB(λ). Assume f̃ := (f0, f1) ∈ H−S(s)

1 (λ)
(0), i.e., (S

(s)
1 (λ)f̃ , f̃) < 0. Then for

any
g := (f0, f1,−V (s)

21 (λ)f1) ∈ F (2)
b (L2(Td)),

we have
(V (s)(λ)g, g) = (S

(s)
1 (λ)f̃ , f̃) < 0.

Therefore, g ∈ H−V (s)(λ)(0), and one has

N(−∞;0)(S
(s)
1 (λ)) ≤ N(−∞;0)(V

(s)(λ)). (3.6)

For any f̃ := (f0, f1) ∈ F (1)
b (L2(Td)) and f = (f0, f1, f2) ∈ F (2)

b (L2(Td)) the equality

(S
(s)
1 (λ)f̃ , f̃) = (V (s)(λ)f, f)− (V

(s)
12 (λ)V

(s)
21 (λ)f1, f1)− (V

(s)
21 (λ)f1, f2)− (V

(s)
12 (λ)f2, f1)− (f2, f2)

holds. Then we obtain
(S

(s)
1 (λ)f̃ , f̃) = (V (s)(λ)f, f)− ‖f2 + V

(s)
21 f1‖2 < 0

for all f = (f0, f1, f2) ∈ H−V (s)(λ)(0), i.e. f̃ ∈ H−S(s)
1 (λ)

(0). Consequently,

N(−∞;0)(V
(s)(λ)) ≤ N(−∞;0)(S

(s)
1 (λ)). (3.7)

Now inequalities (3.6), (3.7) and equality (3.5) complete the proof. �

By Theorem 3.5 and equality (2.1), we obtain

N(−∞,Emin)(A2) =
∑
s=±

N(−∞,0)(S
(s)
1 (Emin)). (3.8)

Note that the compact part K(s)(Emin) of S(s)
11 (Emin) is positive. Indeed, taking into account the identity

π

2x2y2(x2 + y2)
=

∞∫
0

dξ

(x4 + ξ2)(y4 + ξ2)

and the inequality

w(k1) +
sε− Emin

2
> 0, k1 ∈ Td,

we represent the kernel K(s)(·, ·) of the operator K(s)(Emin) in the form

K(s)(k1, t) =
α2v(k1)v(t)

π

[
w(k1) +

sε− Emin

2

][
w(t) +

sε− Emin

2

]
×
∞∫
0

([
w(k1) +

sε− Emin

2

]2
+ ξ2

)−1([
w(t) +

sε− Emin

2

]2
+ ξ2

)−1
dξ.

Then for any f1 ∈ L2(Td), we obtain

〈K(s)(Emin)f1, f1〉 =
α2

π

∞∫
0

∣∣∣∫
Td

v(t)
[
w(t) + sε−Emin

2

]3/2
f1(t)dt[

w(t) + sε−Emin

2

]2
+ ξ2

∣∣∣2dξ ≥ 0.

Therefore, K(s)(Emin) ≥ 0.

Proposition 3.6. The function N(−∞;0)(S1(·)) is monotonically increasing in (−∞;Emin).

Proof. Since N(−∞;0)(S1(λ)) = N(−∞;0)(S
(+)
1 (λ)) + N(−∞;0)(S

(−)
1 (λ)) for all λ ∈ (−∞;Emin), we show that the

function N(−∞;0)(S
(s)
1 (·)), s = ± is monotonically increasing in (−∞;Emin).

Let λ1, λ2 ∈ (−∞;Emin) be such that λ1 < λ2. Since for each f2 ∈ Lsym
2 ((Td)2) the function (R

(s)
22 (·)f2, f2) is

increasing in (−∞;Emin), we have

(S
(s)
1 (λ1)f̃ , f̃) = ((Â

(s)
00 − λ1)f0 + Â01f1, f0)

+(Â∗01f0 + (Â
(s)
11 − λ1 − Â12R

(s)
22 (λ1)Â∗12)f1, f1) = ((Â

(s)
00 − λ1)f0, f0)

+(Â01f1, f0) + (Â∗01f0, f1) + ((Â
(s)
11 − λ1)f1, f1)− (R

(s)
22 (λ1)Â∗12f1, Â

∗
12f1)

> ((Â
(s)
00 − λ2)f0, f0) + (Â01f1, f0) + (Â∗01f0, f1)

+((Â
(s)
11 − λ2)f1, f1)− (R

(s)
22 (λ2)Â∗12f1, Â

∗
12f1) = (S

(s)
1 (λ2)f̃ , f̃),
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where f̃ := (f0, f1). From here, we obtain that if f̃ ∈ H
S

(s)
1 (λ1)

(0), then f̃ ∈ H
S

(s)
1 (λ2)

(0), that is, H
S

(s)
1 (λ1)

(0) ⊂

H
S

(s)
1 (λ2)

(0) and hence, N(−∞;0)(S
(s)
1 (λ1)) ≤ N(−∞;0)(S

(s)
1 (λ2)). Proposition 3.6 is completely proved. �

FIG. 1. The graph of N(−∞;0)(S1(·)) for the case λ1 is a simple eigenvalue of A2 and λ2 is an eigen-
value of A2 with multiplicity two.

Definition 3.7. We denote byEm(·), m ∈ N the positive definite function on the segment [α;β] ⊂ R\σess(A2), satisfying
the condition: Em(λ) is the m-th eigenvalue (eigenvalues numbered in ascending order, counting their multiplicity) of
the operator S1(λ), λ ∈ [α;β].

Recall that the operator function S1(·) is continuous on [α;β] in the sense of the uniform operator topology. Therefore
for each m ∈ N, the function Em(·) is continuous in any segment [α;β] ⊂ R \ σess(A2).

Theorem 3.8. The number λ0 < Emin is the regular point of the operator A2 if and only if the function N(−∞;0)(S1(·))
is continuous at point λ = λ0.

Proof. Necessity. Let λ0 < Emin be the regular point of the operator A2. Then from Proposition 3.1, it follows that
En(λ0) 6= 0, n ∈ N.

Due to the continuity of the function En(·), there exists the number ρ > 0 such that for all n ∈ N and λ ∈
[λ0 − ρ;λ0 + ρ] ⊂ (−∞;Emin), the inequality En(λ) 6= 0 holds. From here, we obtain

card{n : En(λ0) < 0} = card{n : En(λ) < 0, λ ∈ [λ0 − ρ;λ0 + ρ]},

where cardM is the cardinality of the set M. Therefore, N(−∞;0)(S1(λ0)) = N(−∞;0)(S1(λ0 + ε)), ε ∈ [−ρ; ρ], that is,
the function N(−∞;0)(S1(·)) is continuous at the point λ = λ0.

Sufficiency. Let the function N(−∞;0)(S1(·)) be the continuous one at the point λ = λ0. Then for some ε > 0, the
equalities

N(−∞;0)(S1(λ0 − ε)) = N(−∞;0)(S1(λ0)) = N(−∞;0)(S1(λ0 + ε)) (3.9)

hold.
Taking into account the monotonicity of the quadratic form (S1(λ)·, ·) as λ ∈ (λ0 − ε;λ0 + ε) and arguing as in

the proving of Theorem 2 of the paper [16], one can show that the function E1(·), E2(·), . . . monotonically decreases on
(λ0 − ε;λ0 + ε). From here, we have En(λ0) > En(λ0 + ε), n ∈ N. Thus,

En(λ0) > En(λ0 + ε) ≥ 0, ∀n ∈ {n : En(λ0 − ε) ≥ 0}.

By virtue of (3.9), the following equality

{n : En(λ0 + ε) < 0} = {n : En(λ0 − ε) < 0}

holds. Therefore,

En(λ0) < En(λ0 − ε) < 0, ∀n ∈ {n : En(λ0 + ε) < 0}.

In such a way for every natural n ∈ N, we obtain the inequality En(λ0) 6= 0, that is, the number 0 is not an eigenvalue
of the operator S1(λ0). According to Proposition 3.1, the number λ0 is regular point of the operator A2. Theorem 3.8 is
completely proved. �
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1. Problem statement

It is known that the dynamics of evolving processes sometimes undergoes abrupt changes. Often, such short-term
perturbations are interpreted as impulses. That is, we actually have a dynamic system with impulse effects, the solu-
tions of which are functions with first kind “discontinuities”. Differential and integro-differential equations with impulse
effects have applications in biological, chemical and physical sciences, ecology, biotechnology, industrial robotics, phar-
macokinetics, optimal control, etc. [1–5]. In particular, such kind of problems appears in biophysics at micro- and nano-
scales [6–10]. A lot of publications of studying the differential equations with impulse effects related to various natural
and technical processes are appearing [11–20].

Partial differential equations of the first order can be locally solved by methods of the theory of ordinary differential
equations by reducing them to a characteristic system. The application of the method of characteristics to the solution of
partial differential equations of the first order makes it possible to reduce the study of wave evolution [21]. In [22, 23],
methods for integrating nonlinear partial differential equations of the first order were developed. Further, many papers
appeared devoted to the study of questions of the unique solvability of the Cauchy problem for different types of partial
differential equations of the first order (see, for example, [24–33]). The issues of determining the coefficient in various
inverse problems have been considered by many authors, in particular, in [34–39].

In this paper, we consider the problems of unique solvability and determination of the redefinition coefficient function
in the nonlinear inverse problem for a Whitham type partial differential equation with nonlinear initial value and nonlinear
impulse conditions. So, in the domain Ω ≡ [0;T ]×R for t 6= ti, i = 1, 2, ..., p, we study the following quasilinear equation

∂ u(t, x)

∂ t
+ u(t, x)

∂ u(t, x)

∂ x
= α(t)β(x) + F (t, x, u (t, x)) (1)

with nonlinear initial value condition

u(t, x)|t=0 = ϕ

x, T∫
0

K(ξ)u(ξ, x)dξ

 , x ∈ R (2)

and nonlinear impulsive condition

u
(
t+i , x

)
− u

(
t−i , x

)
= Gi (u (ti, x)) , i = 1, 2, ..., p, (3)

where u(t, x) is the desired function, α(t) is unknown coefficient function, t 6= ti, i = 1, 2, ..., p, 0 = t0 < t1 <
... < tp < tp+1 = T < ∞, 0 6= β(x) ∈ C1(R), R ≡ (−∞,∞), F (t, x, u) ∈ C0,1,0(Ω × R), ϕ(x, u) ∈ C1(R2),

© Yuldashev T.K., Fayziyev A.K., 2023
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K(t) ∈ C[0, T ], u
(
t+i , x

)
= lim

ν→0+
u (ti + ν, x), u

(
t−i , x

)
= lim

ν→0−
u (ti − ν, x) are the right-hand side and the left-hand

side limits of function u(t, x) at the point t = ti, respectively.
We use the following Banach spaces: the space C (Ω,R) which consists of continuous functions u(t, x) with the

norm
‖u ‖C = sup

(t,x)∈Ω

|u(t, x) |

and the space
PC (Ω,R) = {u : Ω→ R; u(t, x) ∈ C (Ωi,i+1,R) , i = 1, ..., p}

with the following norm
‖u ‖PC = max

{
‖u ‖C(Ωi,i+1) , i = 1, 2, ..., p

}
,

where Ωi,i+1 = (ti, ti+1]× R, u
(
t+i , x

)
and u

(
t−i , x

)
(i = 0, 1, ..., p) exist and are bounded; u

(
t−i , x

)
= u (ti, x).

To determine the redefinition coefficient function α(t) in the initial value problem (1)–(3), we use the following
nonlinear condition

u(t, x0) = ψ

t, T∫
0

γ(ξ)α(ξ)dξ

 , (4)

where x0 ∈ R, ψ(t, u) ∈ C1,0([0;T ],R), γ(t) ∈ C[0, T ],

ϕ

x0,

T∫
0

K(ξ)

T∫
0

γ(θ)α(θ)dθdξ

 = ψ

0+,

T∫
0

γ(ξ)α(ξ)dξ

 .

Direct problem. Find unknown function u(t, x) ∈ PC(Ω,R) such that the function u(t, x) for all (t, x) ∈ Ω, t 6= ti, i =
1, 2, ..., p satisfies the differential equation (1), initial value condition (2) and for (t, x) ∈ Ω, t = ti, i = 1, 2, ..., p,
satisfies the nonlinear limit condition (3).

Inverse problem. Find a pair of unknown functions u(t, x) ∈ PC(Ω,R) and α(t) ∈ C([0, T ],R) such that the function
u(t, x) for all (t, x) ∈ Ω, t 6= ti, i = 1, 2, ..., p satisfies the differential equation (1), initial value condition (2), for
(t, x) ∈ Ω, t = ti, i = 1, 2, ..., p satisfies the nonlinear limit condition (3) and nonlinear additional condition (4).

2. Reducing the direct problem to a functional-integral equation

We show that the direct initial value problem (1)–(3) with impulse effects is reduced to solving the following nonlinear
functional-integral equation

u(t, x) = Θ(t, x;u) ≡ ϕ

p(t, 0, x),

T∫
0

K(ξ)u(ξ, p(t, ξ, x))dξ

+

+

t∫
0

[α(s)β (p (t, s, x)) + F (s, p(t, s, x), u (s, p(t, s, x)))] ds+

+
∑

0<ti<t

Gi (u (ti, p(t, ti, x))) , (5)

where p(t, s, x) is defined from the integral equation

p(t, s, x) = x−
t∫
s

u (θ, p(t, θ, x)) dθ, p(t, t, x) = x, (6)

x ∈ R plays the role of a parameter.
Let the function u(t, x) ∈ PC(Ω,R) be a solution of the direct problem (1)–(3). We present the domain Ω as follows

Ω = Ω0,1 ∪Ω1,2 ∪ · · · ∪Ωp,p+1, where Ωi,i+1 = (ti, ti+1]×R. On the first domain Ω0,1, the equation (1) is rewritten as

Du[u] = α(t)β(x) + F (t, x, u(t, x)), (7)

where Du =

(
∂

∂ t
+ u(t, x)

∂

∂ x

)
is the Whitham operator.

Now we introduce the extended characteristics which is defined as follows:

p(t, s, x) = x−
t∫
s

u(θ, x)dθ, p(t, t, x) = x.
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We introduce a function of three dimensional argument w(t, s, x) = u (s, p(t, s, x)), such that for t = s, it takes the form
w(t, t, x) = u(t, p(t, t, x)) = u(t, x). Let us differentiate the function w(t, s, x) with respect to the new argument s

ws(t, s, x) = us (s, p(t, s, x)) + up (s, p(t, s, x)) · ps(t, s, x).

Then, taking into account the last relation, we rewrite equation (7) in the following extended form

∂

∂ s
w(t, s, x) = α(s)β (p(t, s, x)) + F (s, p(t, s, x), w(t, s, x)) . (8)

Integrating equations (8) along the extended characteristics, we obtain

t1∫
0

[α(s)β (p(t, s, x)) + F (s, p(t, s, x), w(t, s, x))] ds = w(t, t−1 , x)− w(t, 0+, x), t ∈ (0, t1] , (9)

t2∫
t1

[α(s)β (p (t, s, x)) + F (s, p(t, s, x), w (t, s, x))] ds = w(t, t−2 , x)− w(t, t+1 , x), t ∈ (t1, t2] , (10)

tp+1∫
tp

[α(s)β (p(t, s, x)) + F (s, p(t, s, x), w (t, s, x))] ds = w(t, t−p+1, x)− w(t, t+p , x), t ∈ (tp, tp+1] , tp+1 = T.

(11)
Taking into account the relations w(t, 0+, x) = w(t, 0, x), w(t, t−p+1, x) = w(t, s, x) issued from integral relations (9)–
(11) on the interval (0, T ], we have

s∫
0

[α(ς)β (p(t, ς, x)) + F (ς, p(t, ς, x), w (t, ς, x))] dς =

=
[
w (t, t1, x)− w

(
t, 0+, x

)]
+
[
w (t, t2, x)− w

(
t, t+1 , x

)]
+ ...+

[
w(t, s, x)− w

(
t, t+p , x

)]
=

= −w(t, 0, x)−
[
w
(
t, t+1 , x

)
− w (t, t1, x)

]
−
[
w
(
t, t+2 , x

)
− w (t, t2, x)

]
− ...−

−
[
w
(
t, t+p , x

)
− w (t, tp, x)

]
+ w(t, s, x). (12)

Taking into account the impulsive condition (3), we rewrite the last equality (12) as follows

w(t, s, x) = w(t, 0, x) +

s∫
0

[α(ς)β (p(t, ς, x)) + F (ς, p(t, ς, x), w (t, ς, x))] dς +
∑

0<ti<s

Gi (w (t, ti, x)) , (13)

where w(t, 0, x) is arbitrary constant along the characteristics, which should be determined. The initial value condition
(2) for equation (13) takes the form

w(t, 0, x) = ϕ

p(t, 0, x),

T∫
0

K(ξ)w(t, ξ, x)dξ

 .

Then, taking into account this initial value condition, from (13), we obtain that

w(t, s, x) = ϕ

p(t, 0, x),

T∫
0

K(ξ)w(t, ξ, x)dξ

+

+

s∫
0

[α(ς)β (p(t, ς, x)) + F (ς, p(t, ς, x), w (t, ς, x))] dς +
∑

0<ti<s

Gi (w (t, ti, x)) . (14)

For t = s, from (14), we arrive at the nonlinear functional-integral equation (5) together with the integral equation (6).
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3. Solvability of the functional-integral equation

For fixed values of redefinition function α(t), we study the functional-integral equation (5).
Theorem 1. Let the following conditions be satisfied:

1. 0 < sup
x∈R
|ϕ(x, 0) | ≤ ∆ϕ <∞;

2. 0 < sup
x∈R
|β(x) | ≤ ∆β <∞;

3. sup
x∈R
|F (t, x, 0) | ≤ ∆f (t), 0 < ∆f (t) ∈ C[0;T ];

4. 0 < |Gi(0) | ≤ ∆Gi
<∞, i = 1, 2, ..., p;

5. |ϕ(x1, u1)− ϕ(x2, u2)| ≤ χ1 (|x1 − x2|+ |u1 − u2|) , 0 < χ1 = const;
6. |β(x1)− β(x2) | ≤ χ2 |x1 − x2 | , 0 < χ2 = const;
7. |Gi(u1)−Gi(u2) | ≤ χ3i |u1 − u2 | , 0 < χ3i = const;
8. |F (t, x1, u1)− F (t, x2, u2) | ≤ Q(t) |x1 − x2 |+ P (t) |u1 − u2 |;

9. 0 < Q(t), P (t) ∈ C[0;T ], 0 < max
t∈[0;T ]

t∫
0

[Q(s)(t− s) + P (s)] ds <∞;

10. ρ1 = max
t∈[0;T ]

t∫
0

H(t, s)ds+

p∑
i=1

χ3i < 1, where

H(t, s) = χ1 (1 + |K(s) |) + (Q(s) + χ2 |α(s)|) (t− s) + P (s).

Then, for fixed values of α(t), the functional-integral equation (5) has unique solution in the domain Ω. This solution
can be founded by the following successive approximations:

u0(t, x) = 0, uk+1(t, x) ≡ Θ(t, x;uk, pk), k = 0, 1, 2, . . . , (15)

where pk(s, t, x) is defined from the following iteration

p0(t, t, x) = x, pk(t, s, x) = x−
t∫
s

uk−1 (θ, pk−1(t, θ, x)) dθ.

Proof. By virtue of the conditions of the theorem, we obtain that the following estimate holds for the first difference of
approximation (15):

|u1(t, x)− u0(t, x) | ≤ sup
x∈R
|ϕ(x, 0) |+ sup

(t,x)∈Ω

t∫
0

|α(s)β(x) | ds+

+
∑

0<ti<T

|Gi (0) |+ max
t∈[0;T ]

t∫
0

∆f (s)ds ≤ ∆ϕ +

p∑
i=1

∆Gi
+ ∆1 + ∆2 <∞, (16)

where

∆1 = max
t∈[0;T ]

t∫
0

∆f (s)ds <∞, ∆2 = ∆β max
t∈[0;T ]

t∫
0

|α(s) | ds <∞.

Taking into account estimate (16) and the conditions of the theorem, we obtain that for arbitrary difference of approx-
imation (15), the following estimate holds:

|uk+1(t, x)− uk(t, x) | ≤

∣∣∣∣∣∣ϕ
pk+1(t, 0, x),

T∫
0

K(ξ)uk(ξ, pk(t, ξ, x))dξ

−
−ϕ

pk(t, 0, x),

T∫
0

K(ξ)uk−1(ξ, pk−1(t, ξ, x))dξ

∣∣∣∣∣∣+
+

t∫
0

|α(s) | · |β (pk+1(t, s, x))− β (pk(t, s, x)) | ds+

+

t∫
0

|F (s, pk+1(t, s, x), uk (s, pk(t, s, x)))− F (s, pk(t, s, x), uk−1 (s, pk−1(t, s, x)))| ds+
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+
∑

0<ti<t

|Gi (uk (ti, pk(t, ti, x)))−Gi (uk−1 (ti, pk−1(t, ti, x))) | ≤

≤ χ1

 t∫
0

|uk(s, x)− uk−1(s, x) | ds+

T∫
0

|K(s) | · |uk(s, x)− uk−1(s, x) | ds

+

+

t∫
0

(Q(s) + χ2 |α(s)|)
t∫
s

|uk(θ, x)− uk−1(θ, x) | dθ + P (s) |uk(s, x)− uk−1(s, x) |

 ds+
+
∑

0<ti<t

χ3i |uk (ti, x)− uk−1 (ti, x) | ≤

≤ max
t∈[0;T ]

t∫
0

H(t, s) |uk(s, x)− uk−1(s, x) | ds+

p∑
i=1

χ3i |uk(t, x))− uk−1(t, x) | , (17)

where
H(t, s) = χ1 (1 + |K(s) |) + (Q(s) + χ2 |α(s)|) (t− s) + P (s).

In estimation (17), we pass to the norm in the space PC (Ω,R) and arrive at the estimate

‖uk+1(t, x)− uk(t, x) ‖PC ≤ ρ1 · ‖uk(t, x)− uk−1(t, x) ‖PC , (18)

where

ρ1 = max
t∈[0;T ]

t∫
0

H(t, s)ds+

p∑
i=1

χ3i.

Since ρ1 < 1, it follows from estimate (18) that the sequence of functions {uk(t, x)}∞k=1, defined by formula (15),
converges absolutely and uniformly in the domain Ω. In addition, it follows from the existence of the unique fixed point of
the operator Θ(t, x;u) on the right side of (5) that the functional-integral equation (5) has unique solution in the domain
Ω. The theorem has been proven.

Corollary. Let all the conditions of Theorem 1 be satisfied. Then, for fixed values of the function α(t), the direct initial
value problem (1)–(3) with impulse effects has unique solution in the domain Ω.

Remark. Functional-integral equation (5) contains four nonlinear functions. So, in the formulation of the theorem, we
required that for each nonlinear function the boundedness condition and the Lipschitz condition be satisfied.

4. Determination of the redefinition coefficient function

Using the nonlinear additional condition (4), from the functional-integral equation (5), we obtain the nonlinear inte-
gral equation

t∫
0

β(t, s)α(s)ds+ ϕ

p(t, 0, x0),

T∫
0

K(ξ)ψ

ξ, T∫
0

γ(θ)α(θ)dθ

 dξ

+

+

t∫
0

F

s, p(t, s, x0), ψ

s, T∫
0

γ(ξ)α(ξ)dξ

 ds+

+
∑

0<ti<t

Gi

ψ
ti, T∫

0

γ(ξ)α(ξ)dξ

 = ψ

t, T∫
0

γ(ξ)α(ξ)dξ

 , (19)

where β(t, s) = β (p(t, s, x0)). Integral equation (19) is a very complex equation, because p(t, s, x0) contains redefinition
function in the nonlinear form. But, for t = s in p(t, s, x0), from equation (19), we come to simpler integral equation
with respect to redefinition function α(t) :

β(x0)

t∫
0

α(s)ds+ ϕ

x0,

T∫
0

K(ξ)ψ

ξ, T∫
0

γ(θ)α(θ)dθ

 dξ

+

+

t∫
0

F

s, x0, ψ

s, T∫
0

γ(ξ)α(ξ)dξ

 ds+
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+
∑

0<ti<t

Gi

ψ
ti, T∫

0

γ(ξ)α(ξ)dξ

 = ψ

t, T∫
0

γ(ξ)α(ξ)dξ

 . (20)

Here the following holds true.
Theorem 2. Let all conditions of Theorem 1 be satisfied. Let the following conditions be fulfilled:

1. max
t∈[0;T ]

|ψ(t, 0) | ≤ ∆ψ <∞; 0 < ∆f (t) ∈ C[0;T ];

2. |ψ(t, u1)− ψ(t, u2) | ≤ χ4 |u1 − u2 | , 0 < χ4 = const;

3. ρ2 =
χ0

T |β(x0)|

T∫
0

|γ(ξ)| dξ < 1, where

χ0 = χ4

1 + χ1

T∫
0

|K(ξ)| dξ +

t∫
0

|∆F (s)| ds+

n∑
i=1

χ3i

 .
Then the inverse problem (1)–(4) with impulse effects has unique pair of solutions {u(t, x), α(t)}.

Proof. The method of successive approximations can be applied to equation (20). This equation can be reduced to a
functional-integral equation by differentiation. The iteration process for equation (20) can be described as follows

α0(t) = 0, β(x0)

t∫
0

αk+1(s)ds =

= ψ

t, T∫
0

γ(ξ)αk(ξ)dξ

− ϕ
x0,

T∫
0

K(ξ)ψ

ξ, T∫
0

γ(θ)αk(θ)dθ

 dξ

−
−

t∫
0

F

s, x0, ψ

s, T∫
0

γ(ξ)αk(ξ)dξ

 ds−
∑

0<ti<t

Gi

ψ
ti, T∫

0

γ(ξ)αk(ξ)dξ

 . (21)

By virtue of the conditions of the theorem, for the first difference from the approximations (21), we obtain

|β(x0)|
t∫

0

|α1(s)− α0(s)| ds ≤

∣∣∣∣∣∣ψ
t, T∫

0

γ(ξ)α0(ξ)dξ

∣∣∣∣∣∣+
+

∣∣∣∣∣∣ϕ
x0,

T∫
0

K(ξ)ψ

ξ, T∫
0

γ(θ)α0(θ)dθ

 dξ

∣∣∣∣∣∣+
+

t∫
0

∣∣∣∣∣∣F
s, x0, ψ

s, T∫
0

γ(ξ)α0(ξ)dξ

∣∣∣∣∣∣ ds+
∑

0<ti<t

∣∣∣∣∣∣Gi
ψ

ti, T∫
0

γ(ξ)α0(ξ)dξ

∣∣∣∣∣∣ ≤
≤ ∆ψ + ∆ϕ + ∆1 +

p∑
i=1

∆Gi
<∞. (22)

Now for the arbitrary difference from the approximations (21), we obtain

|β(x0)|
t∫

0

|αk+1(s)− αk(s)| ds ≤

∣∣∣∣∣∣ψ
t, T∫

0

γ(ξ)αk(ξ)dξ

− ψ
t, T∫

0

γ(ξ)αk−1(ξ)dξ

∣∣∣∣∣∣+
+

∣∣∣∣∣∣ϕ
x0,

T∫
0

K(ξ)ψ

ξ, T∫
0

γ(θ)αk(θ)dθ

 dξ

− ϕ
x0,

T∫
0

K(ξ)ψ

ξ, T∫
0

γ(θ)αk−1(θ)dθ

 dξ

∣∣∣∣∣∣+
+

t∫
0

∣∣∣∣∣∣F
s, x0, ψ

s, T∫
0

γ(ξ)αk(ξ)dξ

− F
s, x0, ψ

s, T∫
0

γ(ξ)αk−1(ξ)dξ

∣∣∣∣∣∣ ds+
+
∑

0<ti<t

∣∣∣∣∣∣Gi
ψ

ti, T∫
0

γ(ξ)αk(ξ)dξ

−Gi
ψ

ti, T∫
0

γ(ξ)αk(ξ)dξ

∣∣∣∣∣∣ ≤
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≤ χ4

T∫
0

|γ(ξ)| · |αk(ξ)− αk−1(ξ)| dξ+

+χ1

T∫
0

|K(ξ)| ·

∣∣∣∣∣∣ψ
ξ, T∫

0

γ(θ)αk(θ)dθ

− ψ
ξ, T∫

0

γ(θ)αk−1(θ)dθ

∣∣∣∣∣∣ dξ+

+

t∫
0

|∆F (s)| ·

∣∣∣∣∣∣ψ
s, T∫

0

γ(ξ)αk(ξ)dξ

− ψ
s, T∫

0

γ(ξ)αk−1(ξ)dξ

∣∣∣∣∣∣ ds+

+
∑

0<ti<t

χ3i

∣∣∣∣∣∣ψ
ti, T∫

0

γ(ξ)αk(ξ)dξ

− ψ
ti, T∫

0

γ(ξ)αk−1(ξ)dξ

∣∣∣∣∣∣ ≤

≤ χ0

T∫
0

|γ(ξ)| · |αk(ξ)− αk−1(ξ)| dξ,

where

χ0 = χ4

1 + χ1

T∫
0

|K(ξ)| dξ +

t∫
0

|∆F (s)| ds+
n∑
i=1

χ3i

 .
Hence, we pass to the norm in the space PC ([0;T ],R) and arrive at the estimate

‖αk+1(t)− αk(t)‖PC ≤ ρ2 ‖αk(t)− αk−1(t)‖PC , (23)

where

ρ2 =
χ0

|β(x0)|T

T∫
0

|γ(ξ)| dξ.

According to the last condition of the theorem, one has the inequality ρ2 < 1. We take into account that

ϕ

x0,

T∫
0

K(ξ)

T∫
0

γ(θ)α(θ)dθdξ

 = ψ

0+,

T∫
0

γ(ξ)α(ξ)dξ

 .

So, from estimates (22) and (23), it follows that integral equation (20) has the unique solution on the interval [0;T ].
We substitute the solution of the nonlinear integral equation (20) into the functional-integral equation (5) and obtain

the desired solution u(t, x) by the method of successive approximations. The proof of the second theorem is completed.

5. Conclusion

In this paper, the problems of unique solvability and determination of the redefinition coefficient function α(t) in the
initial inverse problem (1)–(4) for a nonlinear Whitham type partial differential equation with impulse effects are studied.
The modified method of characteristics allows partial differential equations of the first order to be represented as ordinary
differential equations that describe the change of unknown function along the line of characteristics. The nonlinear
functional-integral equation (5) is obtained. The unique solvability of the initial inverse problem (1)–(4) is proved by the
method of successive approximations and contraction mappings. The determination of the unknown coefficient function
α(t) is reduced to solving the integral equation (20). After solving nonlinear integral equation (20) by iteration process,
we substitute its solution into the functional-integral equation (5) and obtain the desired solution u(t, x) by the method of
successive approximations.

The results of this work allows one to investigate other type partial differential equations of the first order with
impulse effects. In our present work, we studied the given differential equation (1) with initial value condition with
respect to first argument t. Next step is that we will study this equation (1) with initial value condition with respect
to the second argument x. Moreover, we would like to study inverse problem with redefinition function, which is part
of the initial condition. So, we hope that our work will stimulate the study of various kind of inverse boundary value
problems for impulsive partial differential and integro-differential equations with many redefinition functions and results
of investigations find applications in mechanics, technology and in nanotechnology.



Whitham type nonlinear differential equation with impulse effects 319

References
[1] Benchohra M., Henderson J., Ntouyas S.K. Impulsive differential equations and inclusions. Contemporary Mathematics and its Application.

Hindawi Publishing Corporation, New York, 2006.
[2] Halanay A., Veksler D. Qualitative Theory of Impulsive Systems. Mir, Moscow, 1971, 309 p. (in Russian).
[3] Lakshmikantham V., Bainov D.D., Simeonov P.S. Theory of Impulsive Differential Equations. World Scientific, Singapore, 1989, 434 p.
[4] Perestyk N.A., Plotnikov V.A., Samoilenko A.M., Skripnik N.V. Differential Equations with Impulse Effect: Multivalued Right-hand DSides with

Discontinuities. DeGruyter Stud. 40, Mathematics. Walter de Gruter Co., Berlin, 2011.
[5] Samoilenko A.M., Perestyk N.A. Impulsive Differential Equations. World Scientific, Singapore, 1995.
[6] Stamova I., Stamov, G. Impulsive Biological Models. In: Applied Impulsive Mathematical Models. CMS Books in Mathematics. Springer, Cham.,

2016.
[7] Catlla J., Schaeffer D.G., Witelski Th.P., Monson E.E., Lin A.L. On spiking models for synaptic activity and impulsive differential equations.

SIAM Review, 2008, 50(3), P. 553–569.
[8] Fedorov E.G., Popov I.Yu. Analysis of the limiting behavior of a biological neurons system with delay. Journal of Physics: Conf. Series, 2021,

2086, 012109.
[9] Fedorov E.G., Popov I.Yu. Hopf bifurcations in a network of Fitzhigh-Nagumo biological neurons. International Journal of Nonlinear Sciences

and Numerical Simulation, 2021.
[10] Fedorov E.G. Properties of an oriented ring of neurons with the FitzHugh-Nagumo model. Nanosystems: Phys. Chem. Mathematics, 2021, 12(5),

P. 553–562.
[11] Anguraj A., Arjunan M.M. Existence and uniqueness of mild and classical solutions of impulsive evolution equations. Elect. Journal of Differential

Equations, 2005, 2005(111), P. 1–8.
[12] Ashyralyev A., Sharifov Y.A. Existence and uniqueness of solutions for nonlinear impulsive differential equations with two-point and integral

boundary conditions. Advances in Difference Equations, 2013, 2013(173).
[13] Bai Ch., Yang D. Existence of solutions for second-order nonlinear impulsive differential equations with periodic boundary value conditions.

Boundary Value Problems (Hindawi Publishing Corporation), 2007, 2007(41589), P. 1–13.
[14] Bin L., Xinzhi L., Xiaoxin L. Robust global exponential stability of uncertain impulsive systems. Acta Mathematica Scientia, 2005, 25(1), P. 161–

169.
[15] Mardanov M.J., Sharifov Ya. A., Habib M. H. Existence and uniqueness of solutions for first-order nonlinear differential equations with two-point

and integral boundary conditions. Electr. Journal of Differential Equations, 2014, 2014(259), P. 1–8.
[16] Yuldashev T.K. Periodic solutions for an impulsive system of nonlinear differential equations with maxima. Nanosystems: Phys. Chem. Mathe-

matics, 2022, 13(2), P. 135–141.
[17] Yuldashev T.K. Periodic solutions for an impulsive system of integro-differential equations with maxima. Vestnik Sam. Gos. Universiteta. Seria:

Fiziko.-Matem. Nauki, 2022, 26(2), P. 368–379.
[18] Yuldashev T.K., Fayziev A.K. On a nonlinear impulsive system of integro-differential equations with degenerate kernel and maxima. Nanosystems:

Phys. Chem. Mathematics, 2022, 13(1), P. 36–44.
[19] Yuldashev T.K., Fayziev A.K. Integral condition with nonlinear kernel for an impulsive system of differential equations with maxima and redefi-

nition vector. Lobachevskii Journal of Mathematics, 2022, 43(8), P. 2332–2340.
[20] Yuldashev T.K., Ergashev T.G., Abduvahobov T.A. Nonlinear system of impulsive integro-differential equations with Hilfer fractional operator

and mixed maxima. Chelyab. Physical Math. Journal, 2022, 7(3), P. 312–325.
[21] Goritskiy A.Yu., Kruzhkov S.N. Chechkin G.A. Partial Differential Equations of the First Order. Mekhmat MGU, Moscow, 1999. 95 p. (in

Russian).
[22] Imanaliev M.I., Ved Yu.A. On a partial differential equation of the first order with an integral coefficient. Differentional equations, 1989, 23(3),

P. 325–335.
[23] Imanaliev M.I., Alekseenko S.N. On the theory of systems of nonlinear integro-differential partial differential equations of the Whitham type.

Doklady Mathematics, 1993, 46(1), P. 169–173.
[24] Alekseenko S.N., Dontsova M.V. Study of the solvability of a system of equations describing the distribution of electrons in the electric field of a

sprite. Matematicheskiy vestnik pedvuzov i universitetov Volgo-Vyatskogo regiona, 2012, 14, P. 34–41 (in Russian).
[25] Alekseenko S.N., Dontsova M.V. Local existence of a bounded solution of a system of equations describing the distribution of electrons in a weakly

ionized plasma in the electric field of a sprite. Matematicheskiy vestnik pedvuzov i universitetov Volgo-Vyatskogo regiona, 2013, 15, P. 52–59 (in
Russian).

[26] Alekseenko S.N., Dontsova M.V. Solvability conditions for a system of equations describing long waves in a rectangular water channel whose
depth varies along the axis. Zhurnal Srednevolzhskogo matematicheskogo obshchestva, 2016, 18(2), P. 115–124 (in Russian).

[27] Alekseenko S.N., Dontsova M.V., Pelinovsky D.E. Global solutions to the shallow water system with a method of an additional argument. Appli-
cable Analysis, 2017, 96(9), P. 1444–1465.

[28] Dontsova M.V. Nonlocal solvability conditions for the Cauchy problem for a system of partial differential equations of the first order with contin-
uous and bounded right-hand sides. Vestnik Voronezh Gos. Universiteta. Ser. Fizika. Matematika, 2014, 4, P. 116–130 (in Russian).

[29] Dontsova M.V. Nonlocal solvability conditions for Cauchy problem for a system of first order partial differential equations with special right-hand
sides. Ufa Mathematical Journal, 2014, 6(4), P. 68–80.

[30] Imanaliev M.I., Alekseenko S.N. To the problem of the existence of a smooth bounded solution for a system of two nonlinear partial differential
equations of the first order. Doklady Mathematics, 2001, 64(1), P. 10–15.

[31] Yuldashev T.K. On the inverse problem for a quasilinear partial differential equation of the first order. Vestnik Tomsk. Gos. Universiteta. Matematika
i mekhanika, 2012, 2(18), P. 56–62 (in Russian).

[32] Yuldashev T.K. Initial problem for a quasilinear partial integro-differential equation of higher order with a degenerate kernel. Izvestia Instituta
Mahematiki i Informatiki Udmurt. Gos. Universitteta, 2018, 52, P. 116–130 (in Russian).

[33] Yuldashev T.K., Shabadikov K.Kh. Initial-value problem for a higher-order quasilinear partial differential equation. Journal of Mathematical
Sciences, 2021, 254(6), P. 811–822.

[34] Aliev F.A., Ismailov N.A., Namazov A.A., Magarramov I.A. Asymptotic method for determining the coefficient of hydraulic resistance in different
sections of the pipeline during oil production. Proceedings of IAM, 2017, 6(1), P. 3–15 (in Russian).

[35] Gamzaev Kh.M. Numerical method for solving the coefficient inverse problem for the diffusion-convection-reaction equation. Vestnik Tomsk. Gos.
Universiteta. Matematika i Mekhanika, 2017, 50, P. 67–78 (in Russian).



320 T. K. Yuldashev, A. K. Fayziyev

[36] Kostin A.B. Recovery of the coefficient of ut in the heat equation from the condition of nonlocal observation in time. Computational Mathem. and
Math. Physics, 2015, 55(1), P. 85–100.

[37] Romanov V.G. On the determination of the coefficients in the viscoelasticity equations. Sibirian Math. J., 2014, 55(3), P. 503–510.
[38] Yuldashev T.K. Determination of the coefficient and boundary regime in boundary value problem for integro-differential equation with degenerate

kernel. Lobachevskii Journal of Mathematics, 2017, 38(3), P. 547–553.
[39] Yuldashev T.K. On inverse boundary value problem for a Fredholm integro-differential equation with degenerate kernel and spectral parameter.

Lobachevskii Journal of Mathematics, 2019, 40(2), P. 230–239.

Submitted 17 January 2023; revised 19 March 2023; accepted 20 March 2023

Information about the authors:

Tursun K. Yuldashev – Tashkent State University of Economics, Karimov street, 49, TSUE, Tashkent, 100066, Uzbekistan;
ORCID 0000-0002-9346-5362; t.yuldashev@tsue.uz

Aziz K. Fayziyev – Tashkent State University of Economics, Karimov street, 49, TSUE, Tashkent, 100066, Uzbekistan;
ORCID 0000-0001-6798-3265; fayziyev.a@inbox.ru

Conflict of interest: the authors declare no conflict of interest.



NANOSYSTEMS:
PHYSICS, CHEMISTRY, MATHEMATICS

Original article

Lukyanov V.D., Nosova L.V. Nanosystems:
Phys. Chem. Math., 2023, 14 (3), 321–327.

http://nanojournal.ifmo.ru
DOI 10.17586/2220-8054-2023-14-3-321-327

Method of reference problems for obtaining approximate analytical solution of multi-

parametric Sturm–Liouville problems

Valeriy D. Lukyanov1,a, Lyudmila V. Nosova2,b

1Joint-Stock Company “Avangard”, St. Petersburg, Russia
2Mozhaisky Military Space Academy, St. Petersburg, Russia

alukyanovvd@rambler.ru, bvka@mil.ru

Corresponding author: Valeriy D. Lukyanov, lukyanovvd@rambler.ru

PACS 02.60.Lj, 47.61.Fg, 62.25.-g
ABSTRACT Approximate analytical formulas are obtained for the eigenfrequencies of longitudinal oscillations
of an elastic rod with different mechanical fixings of the ends. The eigenfrequencies are found by solving
Sturm–Liouville problems with the third kind boundary conditions as roots of transcendental equations. Ho-
mogeneous boundary conditions contain one or more parameters whose values are calculated through the
indices of mechanical system. Approximate expression for analytical dependencies of the eigenfrequencies on
the single parameter are obtained for one-parametric problems, which are called reference ones. We propose
a method for obtaining approximate analytical expression for dependencies of the eigenfrequencies on sev-
eral parameters in boundary conditions by sequentially solving the reference problems. The two-parametric
Sturm–Liouville problem is solved by the proposed method.
KEYWORDS Sturm–Liouville problem, elastic rod, longitudinal oscillations, eigenfrequencies, approximation,
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FOR CITATION Lukyanov V.D., Nosova L.V. Method of reference problems for obtaining approximate analytical
solution of multi-parametric Sturm–Liouville problems. Nanosystems: Phys. Chem. Math., 2023, 14 (3), 321–327.

1. Introduction

For the time being high-precision measuring instruments which use resonant microelectromechanical systems (MEMS)
and nanoelectromechanical systems (NEMS) are of theoretical and practical interests [1–11]. Simple elastic constructions
with resonance properties are used as primary converters of physical quantities in MEMS and NEMS [1,6,11]. The main
characteristic parameters of such systems are their resonant frequencies. Mathematical modeling of time-harmonic os-
cillations of one-dimensional distributed elastic constructions such as strings, rods, beams, supported by elastic elements
leads to the Sturm–Liouville problems. The Sturm–Liouville problem is the boundary value problem for an ordinary
linear homogeneous differential equation with homogeneous boundary conditions at the ends of the interval [12–19].

The Sturm–Liouville problem for the second-order differential equation with boundary conditions of the third kind
is of practical interest [20, 21]. The boundary condition at each edge of the interval has the form of annihilation of the
linear combination of the function value and its derivative calculated at the end point of the interval. The coefficients of
the linear combination in the boundary condition are the parameters of the problem. We call the Sturm–Liouville problem
containing n parameters n-parametric. The Sturm–Liouville problem eigenvalues are roots of a transcendental equation
which depend on the problem parameters.

We have proposed earlier (in [22–24]) an analytical method for obtaining approximate values for the eigenfrequencies
of the one-parametric Sturm–Liouville problem. Using the proposed method, we obtain approximate analytical solutions
of two one-parametric Sturm–Liouville problems, which will be called the reference ones. We extend this method to
solving of the n−parametric Sturm–Liouville problem. As an example, we solve the two-parametric Sturm–Liouville
problem.

2. Reference one-parametric Sturm–Liouville problems

Let the elastic homogeneous rod of length l be located on the interval [0, l] along the axis OX . The cross-sectional
area of the rectangular rod is F . The Young’s modulus and the linear rod density are E and ρ, respectively.

Small longitudinal displacements U = U(X, t) of the cross section of the rod with coordinateX from the equilibrium
position at time moment t satisfy to the following equation

ρF
∂2U(X, t)

∂t2
= EF

∂2U(X, t)

∂X2
, 0 < X < l. (1)

© Lukyanov V.D., Nosova L.V., 2023



322 V. D. Lukyanov, L. V. Nosova

FIG. 1. Choice of the coordinate system for the first reference one-parametric problem. R is an elastic
rod, the left end of the rod at X = 0 is rigidly embedded into the wall, the right end at X = l is
supported by a spring S

The left end of the rod at X = 0 is rigidly embedded into the wall. It is described by the boundary condition

U(0, t) = 0. (2)

The right end of the rod at X = l is supported by an elastic spring with the stiffness K. Correspondingly, one has the
following boundary condition [13]:

−EF ∂U(l, t)

∂X
= K U(l, t). (3)

To find the eigenfrequencies of the rod oscillations, we assume that the dependence of longitudinal displacement on
time is harmonic, U(X, t) = Y (X)e−iωt, where ω is the circular frequency, and Y (X) is the amplitude of the longitudinal
displacement of the cross section at the point with coordinate X .

Let’s transform the boundary value problem (1)–(3) to the dimensionless form. We introduce the dimensionless
coordinate x, x = X/l, 0 ≤ x ≤ 1 and the dimensionless amplitude of the longitudinal displacement of the cross-section
y(x) = Y (X)/l. We also introduce the following dimensionless quantities: eigenfrequency λ = ωl

√
ρ/E and stiffness

of the spring k = K/(EFl).
Taking into account the introduced dimensionless quantities, we have the first reference one-parametric Sturm–

Liouville problem for finding the set of eigenfunctions y(x) and dimensionless eigenfrequencies λ, λ > 0:

y′′(x) = −λ2y(x), 0 < x < 1 (4)

With the boundary conditions:
y(0) = 0, y′(1) + k y(1) = 0. (5)

The general solution of equation (4) is as follows

y = y(x) = C1 sinλx+ C2 cosλx, (6)

where C1, C2 are arbitrary constants.
Let’s find a particular solution of the differential equation (4) satisfying boundary conditions (5). It follows from the

boundary condition y(0) = 0 thatC2 = 0 in the representation (6). Correspondingly, the general solution transforms to the
form y = C1 sinλx. The second boundary condition at x = 1 gives one ∆(λ, k) = 0, where ∆(λ, k) = λ cosλ+k sinλ.
Keeping in mind that λ 6= πn, n ∈ Z, we transform this equation to the form

λctgλ+ k = 0. (7)

The spectral equation (7) gives the dependence of eigenfrequencies on the parameter k

λ = Λ(k), (8)

where Λ is a multivalued function implicitly specified by equation (7). The equation is transcendental with respect to the
frequency λ and does not allow one to find an analytical solution of the form (8) in elementary functions.

Graphical, numerical and analytical solutions of the spectral equations similar to (7) are considered in [25, 27]. To
obtain an approximate analytical solution of the spectral equation (7), we apply the method proposed in [24]. For this
purpose, we note that this equation is linear in respect to the parameter k. Therefore, at the first stage of solving the
spectral equation we find the dependence of the parameter k on the eigenfrequency λ:

k = Λ−1(λ) = −λctgλ.

This dependence is an elementary function, and is the inverse of the required dependence (8).
The function k = Λ−1(λ) is a meromorphic function which is defined for those values of λ > 0 for which the values

of function are nonnegative. The behavior of the function k = −λctgλ is determined by its zeros wn = π(n − 0.5) and
by its poles vn = πn. We assume here and elsewhere below that n ∈ N . The function takes nonnegative values for
wn ≤ λ < vn. On each interval of such type, the function has the positive derivative and is monotonically increasing.

We denote the function Λ−1(λ) for λ ∈ [wn, vn) as Λ−1n (λ). Note that each function Λ−1n (λ) is continuous and
monotonically increasing in the domain of λ ∈ [wn, vn). As for the values of these functions at the ends of the intervals,
one has Λ−1n (wn) = 0 and Λ−1n (λ)→ +∞ as λ→ vn−0. The functions Λ−1n (λ) have inverse functions with the range of
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values λ ∈ [wn, vn). Let’s denote these inverse functions by Λn so that λ = Λn(k). Graphs of the functions λ = Λn(k)
are shown in Fig. 2. In constructing the graphs, we used the fact that the functions k = Λ−1(λ) and λ = Λn(k) are
inverse functions. The points on the graphs have coordinates (Λ−1(λ), λ), λ ∈ [wn, vn).

FIG. 2. Graphs of the functions λ = Λn(k) for n=1, 2, 3. Graphical finding of eigenfrequencies λ1,
λ2, λ3 is presented

As the first step of the Sturm–Liouville problem solving, we find graphically (Fig. 2) the values λn = λn(k0) as
ordinates of the intersection points of function graphs λ = Λn(k) with the vertical straight line k = k0. The disadvantage
of the graphical solution is the impossibility of using the eigenfrequencies found graphically in the subsequent computer
modeling of the physical problem.

To obtain approximate analytical expressions for the eigenfrequencies, we use the method proposed in [24]. We
choose the approximation of functions Λ−1n (λ) by functions Gn(λ), following the conditions listed below:

– the functions Gn(λ) should be elementary functions with elementary inverse functions G−1n , i.e. analytic represen-
tations of Gn(λ) and G−1n functions should contain only basic elementary functions;

– the functions Gn(λ) should provide sufficient approximation accuracy Gn(λ) ≈ Λ−1n (λ), λ ∈ [wn, vn).
As in [28], we use the interpolation method and the approximation by the method of least-squares (LSM) in combi-

nation to find the Gn(λ) functions.
To interpolate the functions Gn(λ), λ ∈ [wn, vn), we choose the ends of intervals λ = vn and λ = wn, and the

middle of the intervals λ = γn = 0.5(vn + wn) as interpolation nodes. We look for the functions in the form

Gn(λ) = An

(
λ− wn
vn − λ

)rn
, (9)

where An and rn are some positive constants. The choice of the representation (9) ensures the equality of the functions
Gn(λ) and Λ−1n (λ) at λ = wn: Gn(wn) = Λ−1n (wn) = 0. The choice of the representation (9) also ensures that both
functions Gn(λ) and Λ−1n (λ) tend to +∞ as λ→ vn − 0.

Let’s choose the constants An so that the values of the functions Gn(λ) and Λ−1n (λ) are equal in the centers of the
intervals (wn, vn) i.e. at λ = γn = 0.5 (vn + wn):

Gn(γn) = Λ−1n (γn). (10)

Substitution the values of λ = γn into formula (9) gives one the equalities Gn(γn) = An. Given equality (10), we obtain

An = Λ−1n (γn) = −γn ctgγn. (11)

To find the constants rn, we use the LSM. Taking logarithm of the left and the right hand sides of equation (9), we
obtain

ψn(λ) = rnϕn(λ), wn < λ < vn. (12)
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TABLE 1. Values of approximation constants rn for the selected intervals

j 1 2 3 4 5 6 7 8 9 J = 10

nj 1 2 3 4 5 7 10 15 30 N = nJ = 50

rnj
0.961 0.878 0.864 0.854 0.849 0.843 0.838 0.834 0.832 rJ = r50 = 0.831

Here ψn(λ) = ln(Gn(λ)/An) and ϕn(λ) = ln ((λ− wn)/(vn − λ)). According to the LSM, on each interval (wn, vn),
we choose M points λnm ∈ (wn, vn), where m is the ordinal number of the chosen argument λnm and pick the coeffi-
cients rn to minimize the residual sum of squares

εn(rn) =
1

M

M∑
m=1

(ψn(λnm)− rnϕn(λnm))
2
. (13)

Differentiating with respect to rn, one obtains

dεn(rn)

drn
=

2

M

M∑
m=1

ψn(λnm)ϕn(λnm)− 2rn
M

M∑
m=1

(ϕn(λnm))
2

= 0. (14)

The solution of equation (14) gives one the values of the constants rn

rn =

M∑
m=1

ψn(λnm)ϕn(λnm)

/
M∑
m=1

(ϕn(λnm))
2
. (15)

Let’s find an approximate analytical dependence of the constant rn on the interval number n. We calculate rn
for J intervals with ordinal numbers n1, n2, ..., nj , ..., nJ = N . On each interval nj , we choose M points λnjm =
wnj

+ m∆nj
, where ∆nj

= (νnj
− wnj

)/(M + 1), and calculate the values of rn by formula (15). Table 1 gives one
the values of rnj

for J = 10, M = 20, N = 50.
Keeping in mind the obtained values rnj , we can suggest the following approximate analytical dependence of the

constant rn on the number n:

rn ≈ r̂n = ψ(n, α) = rN +
r1 − rN
nα

, (16)

provided that the approximation parameter α is positive: α > 0. The choice of formula (16) ensures that equality r1 = r̂1
and approximation equality rN ≈ r̂N are satisfied, since N = 50 � 1 and the second summand in the right side of
formula (16) is small.

To find the value of the parameter α, we use the LSM. Dependence (16) will be reduced to a linear model on the
parameter α after elementary transformations:

ln

(
r1 − rN
r̂n − rN

)
= α lnn, 2 ≤ n ≤ N − 1.

According to the LSM, by formulas similar to (12)–(15), we obtain the value

α =

J−1∑
j=2

ln

(
r1 − rN
r̂nj
− rN

)
lnnj

/
J−1∑
j=2

(lnnj)
2.

We find the inverse functionsG−1n for the functionsGn by solving the equations k = Gn(λ) with respect to λ. Taking
into account that the functions G−1n are approximations of the functions Λ−1n (λ), we find approximate values λn ≈ λ̂n
for the eigenfrequencies of the Sturm–Liouville problem

λ̂n =
kqnwn + (An)qnvn
kqn + (An)qn

,

where qn = 1/r̂n.
Table 2 shows the results of solving two reference problems. The first problem (s = 1) is solved above; the second

problem (s = 2) has different boundary condition and was solved similarly to the first problem.
In Table 2, we use the following notations: s is the number of the problem s = 1, 2, vn = πn, wn = π(n − 0, 5),

n ∈ N ,

r̂(s)n = r
(s)
N +

r
(s)
1 − r

(s)
N

nαs
, (17)

ϕ(s)
n (k, a, b) =

a kq
(s)
n + b(A

(s)
n )q

(s)
n

kq
(s)
n + (A

(s)
n )q

(s)
n

, (18)
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TABLE 2. One-parametric reference Sturm–Liouville problems: boundary conditions, intermediate so-
lution results and approximate formulas for eigenfrequencies

Boundary Spectral Function Approximate Eigenfrequencies αs

s conditions equation k = (Λ(s))−1(λ), function λ(s)n = r
(s)
1

∆(s)(λ, k) = 0 domain of function k =
(

Λ(s)
n

)−1
(λ) = ϕ(s)

n (k, a, b) r
(s)
50

y(0) = 0 ∆(1)(λ, k) = k = −λctgλ, k = λ(1)n = 0.9

1 y′(1) + ky(1) = 0 = λ cosλ+ k sinλ = 0 λ ∈ [wn, vn) = A(1)
n

(
λ− wn
vn − λ

)r̂(1)n

= ϕ(1)
n (k,wn, vn) 0.961

0.831

y′(0) = 0 ∆(2)(λ, k) = k = λtgλ, k = λ(2)n = 0.8

2 y′(1) + ky(1) = 0 = λ sinλ− k cosλ = 0 λ ∈ [vn−1, wn) = A(2)
n

(
λ− vn−1
wn − λ

)r̂(2)n

ϕ(2)
n (k, vn−1, wn) 1.100

0.840

where

An =
(

Λ(s)
n

)−1
(γn) (19)

q(s)n =
1

r̂
(s)
n

. (20)

The quality of the problem solution is characterized by the relative errors δn = δn(k) =
∣∣∣λn − λ̂n∣∣∣ /λn of the

determined values λ̂n. The functions δn = δn(k) are determined parametrically using the parameter λ:
k = Λ−1(λ),

δn =

∣∣∣∣∣1− λ̂n(Λ−1(λ))

λn

∣∣∣∣∣ .
Numerical calculations have shown that the relative errors of the approximate calculation of λn ≈ λ̂n values do not

exceed the magnitude of 0.002.

3. The two-parametric Sturm–Liouville problem

In this section, we show how to use the obtained solutions of one-parametric reference problems to solve the two-
parametric Sturm–Liouville problem.

We consider the problem on longitudinal oscillations of an elastic rod, whose ends are supported by elastic springs
S1 and S2 with stiffnesses K1 and K2 (Fig. 3).

FIG. 3. Coordinate system for the two-parametric problem. The ends of the rod R are supported by
springs S1 and S2 at X = 0 and X = l

Introducing the dimensionless quantities, as was done earlier in Section 2, we obtain the Sturm–Liouville problem for
finding the set of eigenfunctions y(x) and the set of eigenfrequencies λ: y′′(x) = −λ2y(x) for 0 < x < 1 with boundary
conditions

y′(0)− k1 y(0) = 0, y′(1) + k2 y(1) = 0, (21)

where kp = Kp/EFl, p = 1, 2 are dimensionless spring stiffnesses.
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We show that the solution of the two-parametric problem is reduced to sequential solving of the one-parametric
reference problems. The general solution of the differential equation (4) has the form (6). Substituting it into the boundary
conditions (21), we obtain a system of linear algebraic equations for constants C1 and C2. λC1 − k1 C2 = 0,

(λ cosλ+ k2 sinλ)C1 + (k2 cosλ− λ sinλ)C2 = 0.
(22)

To obtain the eigenfunctions y(x) we find a nonzero solution of the homogeneous system (22) from the condition
that the principal determinant ∆(λ, k1, k2) is zero:

∆(λ, k1, k2) = k1k2 sinλ+ λ(k1 + k2 ) cosλ− λ2 sinλ = 0. (23)

Equation (23) is the spectral equation for calculating the eigenfrequencies of the two-parametric problem for given values
of parameters k1 and k2. Let a function Γ represent the dependence of λ on parameters k1 and k2

λ = Γ(k1, k2). (24)

The function Γ(k1, k2) is a non-elementary multivalued function of two variables k1 and k2, implicitly given by equation
(23). Equation (23) is linear with respect to parameters k1, k2, and their permutation does not change the equation. Let a
function Γ−1 represent the dependence of k1 on λ and k2.

k1 = Γ−1(λ, k2). (25)

It follows from equation (23) that the function Γ−1(λ, k2) has the following form

k1 = Γ−1(λ, k2) =
λ(λ sinλ− k2 cosλ)

(λ cosλ+ k2 sinλ)
. (26)

The function Γ−1(λ, k2) is a meromorphic function of the variable λ. It also depends on a fixed value of the parameter
k2. The values of roots Wn and poles Vn of the function Γ−1(λ, k2) are found from the solutions of the reference
problems given in Table 2. We find the positive poles Vn = Vn(k2) of the function Γ−1(λ, k2) from the spectral equation
λ cosλ + k2 sinλ = 0 of the first reference problem (Table 2, s = 1): Vn(k2) = λ(1)n . We find the positive roots
Wn = Wn(k2) of the function Γ−1(λ, k2) from the spectral equation λ sinλ − k2 cosλ = 0 of the second reference
problem (Table 2, s = 2): Wn(k2) = λ(2)n . Using Table 2, we obtain formulas for the positive poles and roots of the
function Γ−1(λ, k2): λ(1)n = ϕ(1)

n (k2, wn, vn) and λ(2)n = ϕ(2)
n (k2, vn, wn). Note that the inequalities Wn(k2) < Vn(k2)

are satisfied. Graph of the function Γ−1(λ, k2) is similar to graph of the function k = Λ−1(λ) in Fig. 2 if we replace
quantities vn and wn with quantities Vn and Wn, respectively.

Then the two-parametric problem is solved by the method used above for solving the first reference problem:
1. We introduce the functions Γ−1n (λ, k2), λ ∈ [Wn, Vn).
2. We approximate the functions k1 = Γ−1n (λ, k2) by the functions Gn(λ, k2),

Gn(λ, k2) = An(k2)

(
λ− λ(2)n (k2)

λ
(1)
n (k2)− λ

)r̂n(k2)
,

where An(k2) and r̂n(k2) are approximation constants to be calculated.
3. We calculate the constants An(k2) = Γ−1n (γn(k2), k2), where

γn(k2) = 0.5 (λ(1)n (k2) + λ(2)n (k2)),

Γ−1n (γn(k2), k2) =
γn(k2)(γn(k2) sin γn − k2 cos γn(k2))

(γn(k2) cos γn(k2) + k2 sin γn(k2))
.

4. We calculate the constants r̂n(k2) by formulas similar to formulas (12)–(15).
5. We find the inverse functions G−1n and calculate approximate analytical dependencies of eigenfrequencies λ̂n =
G−1n (k1, k2) on the parameters k1 and k2.

As a result, in the case of the two-parametric problem, we calculate the eigenfrequencies λn for the given values of
the parameters k1 and k2 by the approximate formula

λn ≈ λ̂n =
λ
(2)
n (k2)k

qn(k2)
1 + (An(k2))qn(k2)λ

(1)
n (k2)

k
qn(k2)
1 + (An(k2))qn(k2)

, (27)

qn(k2) = 1/r̂n(k2), r̂n = r̂n(k2) = r50(k2) +
r1(k2)− r50(k2)

nα
.

Numerical calculations using the above algorithm for the two-parameter problem at the values of the parameters k1 = 2,
k2 = 1 gave us the following results: α = 1.320, r1(k2) = 0.947, r50(k2) = 0.837. The relative errors δn of calculating
λn ≈ λ̂n values do not exceed the magnitude of 0.002.
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4. Conclusion

Mathematical modeling of applied problems may lead to multi-parameter boundary value problems. This is the case
in the problem of longitudinal oscillations of a rod, the ends of which are supported by elastic springs and weighed by
masses. Several parameters also appear in the problem of bending oscillations of an elastic beam with elastic springs and
masses with given moments of inertia located at its ends [13].

The proposed approach makes it possible to find solutions of multi-parametric problems using the solutions of ref-
erence one-parametric problems. We obtain n one-parametric problems from an n-parametric Sturm–Liouville problem
assuming that all but one parameter is zero. The one-parametric problems are reference problems for the n-parametric
problem. By solving each one-parametric problem, we find an approximate analytical dependence of the eigenfrequencies
on the single parameter of the problem. Then we sequentially reduce the n-parametric Sturm–Liouville problem to the so-
lution of n one-parametric problems. As a result, we obtain an approximate analytical dependence of the eigenfrequencies
on all parameters of the n-parametric Sturm–Liouville problem.
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ABSTRACT We study annular flows of exciton polaritons in exciton polariton condensates emerging in cylindri-
cal optical micropillar cavities under the spatially localised non-resonant laser pumping. Annular flows indicate
nonzero vorticity of the polariton condensate associated with the appearance of polariton vortices around the
center of the micropillar. We report an experimental observation of single ring shaped condensates in the
regime of vorticity oscillating in time. We reproduce the vorticity oscillations numerically and reveal possible
control parameters for manipulating by the oscillation period.
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1. Introduction

Light interacting with matter can considerably change its properties. An essential condition for this is the energy
exchange of light radiation and matter excitations, which occurs near their energy resonance. Such exchange can be
provided in specially designed structures of microcavities [1]. A microcavity represents a semiconductor or dielectric
layer of width of a light wavelength sandwiched between two distributed Bragg reflectors. The central layer contains one
or several quantum wells (QWs) embedded in the antinodes of the cavity electric field. Mircocavity photons strongly
couple to excitons in QWs and form exciton polaritons, new eigenmodes of the microcavity system.

Polaritons inherit bosonic nature from both their constituents and can form a macroscopic coherent state of the Bose-
Einstein condensate [2] characterized by a single wave function Ψ(r). Due to the localization of polaritons in the micro-
cavity growth direction, polariton problems are typically two-dimensional, r = (x, y). Due to the limited quality factor
of microcavities, polaritons possess a finite lifetime. The consequence of this is the fact that the polariton condensates
are dissipative. Nevertheless, the condensates can exist in microcavities for infinitely long time without losing coherence
in the presence of external pumping by laser radiation. Another peculiarity of the polariton condensates, which stems in
part from their dissipative nature, is that, as a rule, they are characterized by internal currents (flows) of polaritons [3–5].
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In this regard, when describing polariton condensates, one should speak about achieving not stationary states, but steady
states. The last definition is more capacious. It describes a system whose parameters do not change in time, while allowing
the movement of polaritons in the cavity plane. The polariton current density determined as J(r) = Im[Ψ∗(r)∇Ψ(r)] is
helpful for characterising polariton currents. By writing the wave function as Ψ(r) =

√
ρ(r) exp[iϕ(r)], where ρ(r) and

ϕ(r) are the density and phase of the polariton condensate, we can reduce the expression to the form J(r) = ρ(r)∇ϕ(r).
Internal flows are inherent in some topological objects in quantum fluids, including vortices that represent the move-

ment of the fluid along a closed circuit [3, 6]. Since polariton systems are non-conservative, internal polariton currents
can be justified by the inhomogeneity of gain and losses within the polariton condensate area, provided that the overall
gain-loss balance is maintained. This is especially relevant when spatially localized pumping and microcavity structures
with a complex in-plane profile are used for obtaining polariton condensates. Among such structures are, e. g., mesas [7],
planar polariton waveguides [8, 9], micropillars [10–12].

A series of our papers is devoted to azimuthal currents of polaritons in polariton condensates excited in cylindrical
micropillars by the spatially localised non-resonant optical pump [10–15]. The currents in such condensates are persistent
and quantum, characteristic of the corresponding vortex eigenstates of the effective trap for polaritons and quantitatively
characterized by the azimuthal quantum number of the vortex topological charge m. At the same time, the currents take
place in the spatially inhomogeneous non-conservative system in the presence of external pumping. Herewith the polariton
localization area is responsible for the spatial distribution of the polariton current density J(r) in the microcavity plane.
The localization area is generally determined by the geometry of the effective trap, in particular, by the shape of the pillar,
as well as by the shape and size of the pump spot [16–19]. The latter acts as a control parameter for polariton currents in
our consideration.

For characterizing azimuthal polariton currents, it is convenient to introduce the reduced orbital angular momentum

(OAM) of the polariton condensate ` = N−1
∫

[xJy(r)− yJx(r)]dr and its winding number m = (2π)−1
∫
S

dϕ, where

N =

∫
|Ψ(r)|2dr is the population of the polariton condensate, S is the closed pass within the condensate around its

center of mass [14]. A non-zero value ` indicates the presence of azimuthal currents of polaritons in the condensate, while
a non-zero value of m indicates vorticity of the condensate. As one has shown in [12], the presence of the former does not
necessarily require the presence of the latter. Vorticity implies that the condensate supports closed azimuthal persistent
currents of polaritons and is characterized by the integer nonzero winding number m which ensures the phase change by
a multiple of 2π for one turn around the pillar, φ|θ=2π − φ|θ=0 = 2πm, θ is the azimuthal angle. In this regime, one can
speak about the polariton vortices.

In our papers [10–15], we have reported observation of polariton condensates in the form of concentric rings. We
have shown that by changing the size of the micropillar, on can excite polariton current states in the form of single and
concentric rings [10, 13, 15]. However, in our studies we dealt with polariton condensates in the steady state regime. As
one has mentioned above, in this regime, despite the internal currents, the parameters of the condensate remain unchanged
in time, including the populationN , OAM ` and the winding numberm of the condensate, as well as its density and phase
distribution.

In the experiment described in our recent paper [14], we have observed for the first time the regime of oscillating
vorticity in a double concentric ring condensate excited in cylindrical micropillar. In this regime, the parameters N , `
and m of the condensate exhibit oscillations in time with a constant period. We have identified convincing traces of
the oscillations in an interference experiment with time averaging of measurements. When considering the manuscript
by the reviewers, the following issue arose, which later on repeatedly raised in discussions of the results of the work.
Double concentric ring condensates, although of fundamental interest, are rather specific objects of study. At the same
time, single ring condensates are more basic, and their application prospects are more obvious [20–22]. In addition, they
require lower pump powers, they are better protected from mixing with other both radial and azimuthal modes. However,
vorticity oscillations have not yet been observed in such condensates. In this article, we eliminate this omission. We
demonstrate the regime of vorticity oscillations in single ring polariton condensates excited by the non-resonant laser
pump in a cylindrical micropillar cavity. We investigate the properties of the polariton condensate using interferometry
measurements. We support our observations with numerical simulations based on the solution of the generalized Gross-
Pitaevskii equation. We estimate the period of vorticity oscillations and show that it can be controlled by changing the
shape of the effective trap for polaritons, in particular, the ellipticity of the pump spot.

2. Experimental observation of single ring polariton condensates in the regime of oscillating vorticity

In the experiment, we excited single ring polariton condensates in a cylindrical micropillar of diameter of 25 µm.
The micropillar was etched from a GaAs microcavity of width of 5λ/2 containing a set of embedded quantum wells.
The quality factor of the microcavity was measured as about 1.6 · 104. The sample was kept in the helium-flow cryostat
at T = 4 K. The excitation of the condensate was performed by a continuous wave laser beam focused close to the
center of the micropillar in the regime of non-resonant pumping (with energy about 110 meV above the bottom of the
lower dispersion branch of polaritons). Two types of measurements were performed in the experiment. First, we detected
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FIG. 1. Observation (top panels) and simulation (bottom panels) of the single ring polariton con-
densate with oscillating vorticity. (a) Image of the time-averaged PL distribution of the condensate
indicating the condensate density distribution in the micropillar, (b) image of interference of PL of the
condensate with the reference spherical wave, (c) distribution of the phase of the condensate relative to
the phase of the reference wave extracted from panel (b), and (d) the phase variation around the conden-
sate ridge indicated by a black dashed circle in panel (c). Panels (e–h) have the same meaning as (a–d),
respectively, but for the simulated data. Dashed lines in (d) and (h) are guides for the eye indicating
constant phases ±π/2.

photoluminescence (PL) of the polariton condensate to reveal distribution of density of polaritons in the micropillar plane.
Second, we detected interference of PL of the condensate with the coherent spherical reference wave using the Mach-
Zehnder interferometer. See details of the sample and measurements in Refs. [10, 14].

The results of measurements are shown in Fig. 1(a–d). Photoluminescence of the polariton condensate shown in
Fig. 1(a) confirms that under the excitation conditions described above the condensate possesses a single ring shape. The
possibility of taking such a shape for the condensate was ensured by the ring shape of the effective potential trap. The
latter was composed of two component. The outer wall of the trap was formed by the edge of the cylindrical micropillar.
The inner wall was formed by the repulsive reservoir of incoherent excitons emerging within the pump spot under the
non-resonant optical excitation. While the stationary potential from the pillar keeps unchanged during the experiment, the
shape and height of the optically induced potential is subject to control by controlling the shape of the pump spot and the
pump power.

For running azimuthal currents, in our experiments we slightly shifted the pump beam from the center of the pillar [10,
11]. A submicrometer shift is sufficient for this. When the system is chiral, it acquires a preferred direction of the
polariton current. Nevertheless, the shift of the pump spot alone is not able to break equivalence between clockwise and
counterclockwise directions. In our papers [10–14], we have shown that chirality can be acquired by the polariton system
when the shift coexists with another symmetry breaking inclusion, e. g., deformation of the pump beam, defects in the
stationary potential landscape. In this case, polariton currents emerge in the condensate manifested as spiral fringes in
the images of interference of PL of the condensate and the spherical reference wave. In the absence of polariton currents,
spirals degenerate to concentric rings (like Newton’s rings in the textbook optical experiment).

The interferometry image obtained in our experiment is shown in Fig. 1(b). One can see that the interference fringes
represent concentric rings, each having two breaks at some points. This considerably differs the image from those in
the cases of azimuthal polariton currents and in the absence of currents in the single ring condensate. Figs. 1(c,d) show
the extracted from 1(b) distribution of the phase of the condensate relative to the phase of the reference wave, and the
azimuthal variation of the phase along the ridge of the condensate (indicated by a black dashed circle in the panel (c)),
respectively. One can see that the phase between the fringe breaks remains constant, while at the points of the breaks it
undergoes jumps by ±π.

The interference fringe breaks indicating the phase jumps are known for polariton condensates with fractional
OAM [11, 12]. However, for such states the phase jump coexists with a dip in the density distribution, thus the frac-
tional OAM condensates possess a half-moon shape. This is inconsistent with the azimuthally homogeneous density
distribution in our experiment, illustrated in Fig. 1(a). To explain this observation, following [14], we assume that in the
experiment we observe not a steady state single ring polariton condensate, but the condensate, whose vorticity oscillates
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FIG. 2. Simulated evolution of OAM `(t) (black curve) and the winding number m(t) (blue curve)
of the single ring polariton condensate in the regime of oscillating vorticity. Right panels show spatial
distribution of the density and phase of the condensate at time moments indicated by color circles in the
left panel.

in time. Thus, the panels 1(a) and 1(b) show averaged in time density distribution and interferomentry image of the single
ring condensate in the oscillating regime. To confirm the validity of our assumption, we support our observations with the
numerical experiment, described in the next section.

3. Numerical simulation of single ring polariton condensates in the regime of oscillating vorticity

To simulate behavior of the polariton condensate in the micropillar, we use the generalized Gross–Pitaevskii equation
for the polariton wave function Ψ(t, r) [14, 23, 24]:

i~∂tΨ(t, r) =

[
− ~2

2M
∇2 + V (r) + α|Ψ(t, r)|2 + αRnR(t, r)

]
Ψ(t, r)

+
i~
2

[
~Λ0

M
nR(t, r)∇2 +RnR(t, r)− γ

]
Ψ(t, r), (1)

where M is the effective mass of polaritons in the microcavity plane, V (r) is the stationary potential of the micropillar
taken in the complex form V (r) = VR(r) + iVI(r). The real part is taken as VR(r) = V0 {tanh[a(r − d/2)] + 1} /2,
where V0 and d are the height of the potential and the diameter of the pillar, a is the fitting parameter. The imagi-
nary part responsible for damping due to etching of the pillar [9, 14, 25] can be obtained from the real part by replacing
η → η′, η = V0, a, d. α and αR are the polariton-polariton interaction constant and the interaction constant of polaritons
with optically excited excitons in the reservoir, respectively, nR(t, r) is the density of the exciton reservoir. The imagi-
nary term in Eq. (1) is responsible for relaxation processes in the polariton condensate. The term proportional to Λ0 is
responsible for the energy relaxation of polaritons [14, 23, 24] with Λ0 being the relaxation constant. R is the stimulated
scattering rate from the exciton reservoir to the condensate, γ is the decay rate of polaritons.

The exciton reservoir density obeys to the following rate equation:

∂tnR(t, r) = P (r)−
(
γR +R|Ψ(t, r)|2

)
nR(t, r), (2)

where P (r) is the pump power taken in the Gaussian form:

P (r) ∝ exp

[
−x

2 + (y/s)2

2w2

]
. (3)

In (3), w is the width of the beam, s is responsible for the ellipticity of the pump spot. We use s as the control parameter
in our consideration. γR is the decay rate of excitons in the reservoir.

We use the following values of the parameters for simulations. The effective mass of polaritons is M = 3 · 10−5me,
where me is the free electron mass, the polariton and exciton decay rates are γ = 0.025 ps−1 and γR = 0.02 ps−1,
respectively, the stimulated scattering rate is ~R = 0.1 meVµm2, the interaction coefficients are α = αR/2 = 3µeVµm2,
the energy relaxation constant is Λ0 = 0.0063µm2, the pump width is w = 2.9µm. The parameters of the stationary
potential: V0 = −3V ′0 = 3 meV, a = a′ = 4µm−1, d = 25µm and d′ = 25.7µm.

The results of simulations of the single ring polariton condensate in the regime of oscillating vorticity are illustrated
in Fig. 2. In order to achieve the oscillations, we have undertaken the following. We have introduces a weak ellipticity
in the pump spot, taking s = 0.86. We have also taken the initial conditions as random distribution of the polariton
density accompanied by a seed in the form of a vortex with m = −1 in the phase component. One can see that the
resulting polariton state exhibits oscillations of OAM `(t) and the winding number m(t) between −1 and +1 with the
period estimated as about 300 ps. As a possible drivers of the vorticity oscillations, we distinguish the interplay between
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FIG. 3. (a) Simulated dependence of the period of oscillations of the vorticity of the single ring polari-
ton condensate on the ellipticity of the pump spot s for the parameters indicated in the text. (b) Evolution
of OAM of the condensates at different ellipticities: s = 0.84 (blue), s = 0.875 (green) and s =
0.88 (red).

interactions of polaritons in the system and the dissipative coupling of the interacting condensate modes, which leads to
the creation of the limit cycle state [26–28]

The right panels in Fig. 2 show the intermediate states through which the condensate passes during oscillations.
Among them are the states characterized by azimuthally homogeneous density distribution and azimuthal polariton cur-
rents in the clockwise or counterclockwise directions as well as the states with the dumbbell-like density distribution and
a kink in the distribution of the phase.

The averaged polariton density distribution and the interferometry image reconstructed from the numerical data ac-
companied by the phase distribution are shown in Figs. 2(e–h) in comparison with the experimental data, cf. Figs 2(a–d).
One can see that all peculiarities of the observations are very well qualitatively reproduced by the numerical simulations.

The period of the vorticity oscillations depends on many factors among which is the landscape of the effective
trapping potential. In our simulations, the parameter of the system that contributed to the appearance of the oscillations
is the ellipticity of the pump spot s. For the used parameters of the system and of the pump, in Fig. 3(a) we show
the dependence of the period of oscillations on the ellipticity s. One can see that the period increases with s nearly
quadratically. In Fig. 3(b), we show several examples of evolution of OAM `(t) in time at different s. One should note
that the range of the considered values of s from 0.84 to 0.875 was not chosen arbitrarily. The upper boundary of the
range is limited by the computational resources, namely for s > 0.875 the period of oscillations, if they are still present,
exceeds the considered time range. For s below the lower boundary, the oscillations do not occur. The reason for this may
be, e. g., the loss of stability of the oscillating solution or its insufficient pumping to compensate for the losses [13].

4. Conclusion

In this manuscript, we have demonstrated both experimentally and theoretically oscillations of vorticity of the single
ring exciton polariton condensate excited in the cylindrical micropillar by the nonresonant laser pump. For observing
traces of the oscillations, we used interferometry measurements for detecting averaged in time interference of PL of the
condensate with the reference spherical wave. In the numerical experiments, we have shown that ellipticity of the pump
spot can act as an effective control tool for manipulating by the period of oscillations. The results of our study are
promising for application in the developing new devices for classical and quantum computing with use of polariton flux
bits and qubits [22, 29].
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ABSTRACT In this work, the aggregation of nanoparticles in an aqueous colloidal solution of magnetite, sta-
bilized by creating a citrate shell on the particle surface is studied. Electron microscopy and laser correlation
spectroscopy were used as experimental methods. Optical measurements were carried out both at zero exter-
nal magnetic field and in the fields differently oriented relative to the probing laser beam. It is shown that the
samples tend to form large aggregates even without the application of the field, and in the case of its presence
the behavior of these structures has features that distinguish them from other magnetic fluids.
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1. Introduction

Magnetic fluids, or ferrofluids, are a special type of colloids with magnetic properties [1,2]. The solid phase of these
substances is a magnetically ordered material (very often, magnetite) in a nanodispersed state, and various liquid media
are used as carriers, such as kerosene, water, oil, etc. As in many other colloids, when creating these systems, special
techniques are used to stabilize them, that is, to prevent the adhesion of magnetic nanoparticles, for example, by coating
them with a layer of surfactant. Differently stabilized ferrofluids may differ noticeably in their characteristics.

Being an interesting physical object, magnetic fluids have attracted the attention of researchers for several decades.
As a result, a number of novel phenomena associated with their nanostructural nature combined with magnetism were
discovered in them. In addition, It was also found quite a large number of applications. Recently, the practical proposals
in this area has begun to increase rapidly, which, in turn, has given a rise to new directions, including those focused on
fundamental problems.

Photonics and electronics (magnetically controlled elements [3, 4]), as well as biomedical studies considering all
possible aspects of the behavior of magnetic nanoparticles embedded in the biological medium can be named as the fields
developing ideas pertaining to ferrofluids [5, 6].

Physical, in particular, optical effects in ferrofluids are largely determined by the structures that nanoparticles form
in them. It is well known that an external magnetic field usually leads to the appearance of extended aggregates that
grow with its increase [7]. However, even without a field, objects consisting of many nanoparticles normally appear in a
magnetic fluid due to coagulation. For the areas mentioned above, it is important to study the processes and features of
aggregation, which provide the key to understanding the capabilities of magnetic fluids. These studies cannot be consid-
ered as complete, since fluids of different compositions and stabilized by different approaches have different properties,
and currently are the subject of active investigation. This work is devoted to an aqueous solution of magnetite particles in
a citrate shell, demonstrating, as will be seen from the following, significant differences from other aqueous colloids of
this material.

© Pleshakov I.V., Ryzhov V.A., Marchenko Ya.Yu., Alekseev A.A., Karseeva E.K., Nevedomskiy V.N.,
Prokof’ev A.V., 2023
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2. Samples

Iron oxide nanoparticles were obtained by co-precipitation of iron salts (Fe2+/Fe3+ = 2/1) with an excess of am-
monium hydroxide according to the scheme described earlier in [8]. The reaction was carried out in an inert nitrogen
atmosphere at a temperature of 80 ◦C. The resulting iron oxide Fe3O4 was washed with distilled water to a neutral pH,
after which it was separated by a magnet. A sample of 2.3 g wet oxide was suspended in 10 ml of 1 mM aqueous solution
of citric acid monohydrate at pH = 5. Then the liquid obtained was subjected to ultrasonic treatment for 60 minutes at
90 ◦C, and after that it was cooled to room temperature [9–11]. The starting point for further experiments was a sample
with a solid phase concentration of 6.8 mg/ml, which was stored at 4 ◦C. In the various cases described below, it could be
diluted to the desired concentrations and subjected to additional sonification.

3. Experimental techniques

3.1. Electron microscopy

Transmission electron microscopy (TEM) studies were performed at the “Material science and characterization in
advanced technology” in the Ioffe Institute by JEM-2100F microscope (JEOL Ltd., Japan) at an accelerating voltage of
200 kV. Sample particles were imaged mainly under two-beam conditions in bright field mode.

Samples were prepared in the traditional way adapted to specific conditions by the following steps: 1) dilution of
the initial colloidal solution by approximately 20 times with distilled water, 2) dispersion of the resulting solution with
ultrasound for 8–10 min, 3) immersion in the resulting solution of a special mesh for TEM studies with a thin supporting
carbon film already applied to it, on which the solution was deposited, 4) drying the obtained sample under normal
conditions for 30 minutes.

3.2. Laser correlation spectroscopy

It is known that laser correlation spectroscopy is an effective tool for studying clusters in solutions containing nanopar-
ticles; in particular, it has been successfully used to characterize ferrofluids placed in a magnetic field [12–14]. This
method is based on the calculation of the autocorrelation function of the light scattered by the sample, from which, with a
known viscosity of the carrier liquid, data on the sizes of particles or their agglomerates d are extracted (a more detailed
description of this technique can be found in [14] and references therein).

To implement the method, we used the installation, the block diagram of which is shown in Fig. 1. The laser beam
was focused by an optical system on a magnetic fluid placed in a cuvette located in the Helmholtz coils that create a
magnetic field H .

FIG. 1. Experimental setups for laser correlation spectroscopy: 1 – sample (cuvette with magnetic
fluid); 2 – Helmholtz coils; 3 – diaphragm; 4 – photomultiplier. Possible orientations of the field H are
shown

Scattered radiation that passed through the diaphragm at an angle of 90 ◦C with respect to the optical axis of the
system was recorded by a photomultiplier, and then the electrical signal was digitized and processed on a computer. The
results of the analysis were displayed as a normalized scattering intensity versus d. We used a special algorithm for
determining the size of scatterers, described in [15], the characteristic time of one measurement procedure, dependent on
the time of signal accumulation and processing, was 2–3 min. In the measurements, a He-Ne laser with a wavelength of
λ = 632.8 nm, high stability and a narrow spectral line was used. Scattered light was detected in a plane perpendicular to
the plane of polarization of the incident beam.
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To ensure single scattering, in laser correlation spectroscopy experiments the sample was diluted to a particle con-
centration of 10−3 vol. %.

The experimental setup was similar to that used earlier in [14], but in this case, the design of the Helmholtz coils made
it possible to orient the magnetic field H created by them both parallel to the optical axis of the system and perpendicular
to it (in the direction of scattered light propagation). The field strength could vary within 0–400 Oe.

4. Results of experiments

The microstructure of the sample obtained by the deposition is shown in Fig. 2. By these electron micrographs,
one can make an estimate of the average size of nanoparticle, which, as can be seen from Fig. 2a and Fig. 2b is about
10 nm, which does not differ from the data typical for other similar materials [16, 17]. An essential circumstance is that
the pattern observed at a different scale (Fig. 2b,c,d) indicates the appearance of large formations of many nanoparticles
in the deposited layer, reaching significant dimension of hundreds of nanometers. Most likely, the formation of similar
aggregates still occurs in the liquid state (although such factors as surface tension, the effect of the surface on which
the deposition occurs, etc. should affect their shape and size after the deposition process is completed). It should be
emphasized that the images in Fig. 2 were obtained without applying an external magnetic field.

FIG. 2. Electronic micrographs of ferrofluid sediment at different scales (shown in the figure)

In experiments on laser correlation spectroscopy, it was found that the results of measurements performed after the
application of the magnetic field depend on time. This reflects the evolution of forming aggregates peculiar to ferrofluids,
which occurs rather slowly (with a characteristic time of the order of minutes) [14]. Keeping this in mind, the study of
aggregation processes was carried out as follows: first, data were obtained at H = 0, then the field was switched on,
and after some time, chosen in such a way that the total interval from the moment of the switching on to the end of
the measurement was five minutes, the data collection procedure was started. The initial values of the average sizes of
scatterers d0 and, consequently, the distribution functions of d obtained for a nonzero field could depend on the preliminary
preparation of the samples, but the qualitative behavior of the system always remained the same. (The value of d0 is
understood further as such a d at which, when H = 0, the local maximum in the aggregate size distribution is reached.)

Examples of distribution functions d taken at different times and for different field orientations are shown in Fig. 3
(H = 380 Oe). Because of the fact that in these experiments the spread of data was quite large, they were smoothed using
the sliding window algorithm with the number of points in the window equal to five. In all measurements, the distribution
pattern turned out to be quite complex, containing many peaks, each of which was assigned its own value d0.

In the case of measurements with a parallel orientation of the field (Fig. 3a), the solution was subjected to ultrasonic
treatment and settled for two days before measurements were taken, and with a perpendicular orientation (Fig. 3b), the
difference was that the measurements were carried out after two weeks. As can be seen, the numerical values of d differed
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here; in general, we found that the values of d0, i.e., those from which every particular measurement began, could vary
substantially depending on the prehistory of the sample. Nevertheless, qualitatively the behavior of the system, as well as
the data obtained for relative values, was reproduced quite well from experiment to experiment.

From graphs like those shown in Fig. 3, several peaks were distinguished, that assuredly observed in most experiments
(it should be noted that at certain points in time some peaks disappeared, and new ones could also appear). Each was
described satisfactorily by log-normal distribution:

f (d) =
A√
2πσd

exp

− (ln d
d0
)
2

2σ2

 , (1)

where A and σ are parameters (along with d0 used in the fitting). Statistical characteristics of the distributions indicated
in Fig. 3 as 1 and 2 are summarized in Tables 1 and 2, which refer to the parallel and perpendicular field orientations,
respectively (additional rows reflect the appearance of additional peaks). Here d0 is the median, µ = ln d0.

The time behavior of the relative average size of aggregates d/d0 belonging to groups 1 and 2 is shown in Fig. 4
(the first and the last points on this graph correspond to H = 0). The field had no effect on fine structural elements (at
d ∼40–60 nm).

The dependence of the sizes of large aggregates onH under the conditions of their temporal evolution can be obtained
only with a certain degree of conventionality, since along with their growth during the measurement, the opposite process
must occur as can be seen from Fig. 4. However, a rough idea of it may be the result of the experiment, which is set as
follows: after each increase in the field, a measurement is performed (which, as mentioned above, takes 2–3 min), and
then the field is immediately increased and the procedure repeated. The outcome taken in this way for a perpendicular
orientation of the magnetic field is shown in Fig. 5.

FIG. 3. Examples of size distributions of agglomerates for the cases of: a) parallel orientation of the
magnetic field H with the optical axis and b) perpendicular orientation of the magnetic field H with the
optical axis (H = 380 Oe). 1, 2 – selected groups of agglomerates, for which the dependences of their
relative parameters are given further

5. Discussion

The obvious conclusion that follows from the above experimental results is that in the initial state, the nanoparticles
of the ferrocolloid under study are mainly belong to large formations, for which the applied magnetic field, at first, has the
expected effect, i.e. leads to their growth. Further, the particle size distribution (Fig. 3) begins to evolve, demonstrating,
despite the presence of the field, a gradual decrease in the size of these aggregates in the time interval of 5–15 min (Fig. 4).
We can approximately assume that at the time of H switching off (t = 20 min), the system returns to its original position.
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FIG. 4. Time dependences of the relative sizes of agglomerates for a) parallel geometry of experiment
and b) perpendicular geometry of experiment (H = 380 Oe). 1 – group 1, 2 – group 2 (open symbols
correspond to H = 0)

FIG. 5. Field dependences of the relative medium sizes of agglomerates (groups 1 and 2) for perpen-
dicular geometry of experiment (normalized on the medium size d0 in group 1 at the maximum value
of the field).
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TABLE 1. Parallel geometry of the experiment

H , Oe Time of action t, min d0, nm

0 0 237.02

136.49

95.49

41.81

380 5 266.93

148.83

102.08

41.49

380 10 242.06

99.86

76.59

41.36

380 15 210.62

104.38

87.82

41.72

0 20 148.41

94.56

73.97

41.66

The effect of differently orientated fields are markedly distinguished: as can be seen from the comparison of Fig. 4a
and Fig. 4b, in perpendicular geometry, at the initial stage a much more significant change in the relative value d/d0 is
recorded. Since the laser correlation spectroscopy is sensitive to the size of scatterers in a plane orthogonal to the optical
axis, the registration of this phenomenon reflects the formation of structures elongated parallel to H , which is always
observed in such materials. From Fig. 4, it is easy to determine that at H = 380 Oe, the longitudinal size of the aggregate
increases by 2–3 times, while for the transverse size the enhancement does not exceed 15 %, i.e. an increase in its volume
can be estimated as half the order.

The nontrivial fact of a decrease in the value of d/d0 at the next stage of evolution has not yet found a strict expla-
nation, but most likely it is owing to the dynamics of large objects with many nanoparticles that do not maintain stability
even at H 6= 0. After reaching the maximum size, aggregates decrease, and the longitudinal size decreases most rapidly.
There is no ideal restoration of the initial state (some peaks of the distribution of d are shifted to the region of even slightly
smaller values than at t = 0).

On the whole, however, it can be stated that the system tends to a certain equilibrium state, in which its structural
elements have approximately the same dimensions as those formed in the colloid before external influence. Note that the
spread of d values associated with each group of aggregates described by individual functions (1) is comparable with the
distance between the peaks, so it is difficult to accurately determine the temporal and field behavior of the aggregates.
Thus, the graphs in Fig. 4 and 5 represent only the general nature of those. However, the field dependence (Fig. 5), taken
according to the method described above, still reflects the tendency for aggregates to enlarge after the switching on or
increase of H , despite the opposing processes of growth and decay of these formations.

Figure 5 does not show data related to very small scatterers (d ∼ 60 nm), since their sizes are almost independent of
the field (Table 2). Perhaps this is due to the fact that they are non-magnetic inclusions that may be presented in samples
because of certain peculiarities of their manufacturing.

The specificity associated with the stabilizing method of the magnetic fluid is determined by the peculiarities of
the interaction of nanoparticles with a given type of surfactant deposited on their surface, that is, ultimately, from what
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TABLE 2. Perpendicular geometry of the experiment

H , Oe Time of action t, min d0, nm

0 0 331.52

192.29

137.48

58.63

380 5 963.26

470.61

276.51

152.23

119.72

59.24

380 10 411.46

171.12

58.57

380 15 382.01

150.89

58.55

0 20 288.71

131.89

59.60

structure begins the formation of a new one after the application of the field. Idealized approach to the analysis of
ferrocoloids usually considers a medium with single nanoparticles dispersed in it, which gather into clusters when a
magnetic field is applied [17]. This is a simplification, since, as already was mentioned, even at H = 0 some amount of
large particle associates are almost always presented in such substances [14]. In our case at the initial state practically all
particles are already combined into very large aggregates (Fig. 2,3), which, most probably, is determined by the properties
of the citrate shell. Further growth of aggregates in the field can continue up to a certain limit and then their fragmentation
occurs. (It should be noted that the observed effect of the decrease of the amount of large objects cannot be explained by
their sedimentation, since the characteristic time of such a process, estimated by the Stokes formula, significantly exceeds
the measurement time.)

Electron microscopy confirms our assumption that nanoparticles in the studied materials tend to assemble into large
formations even in the absence of the external action. Despite the fact that these data were obtained under conditions
different from those under which the laser correlation spectroscopy experiments were performed, as well as the above-
mentioned distortions that occur when a ferrocoloid is deposited on a substrate, the result presented in Fig. 2 provides a
fairly convincing illustration of this property of our samples at a qualitative level. In the presence of agglomerates in the
liquid state with dimensions of the order of hundreds of nanometers similar to those shown in the figure, after applying a
magnetic field to the system, processes associated with their initial growth and subsequent fragmentation will develop.

6. Conclusion

In this paper, it is shown that large-sized aggregates can form in citrate stabilized aqueous magnetite-containing
ferrofluid without external magnetic field. Besides, the presence of large formations determines the unusual behavior of
the system in the field, which combines their conventional field-induced grows with the decay process. The latter begins
at a certain stage, after some limiting volume of aggregate has been reached. This information should be useful in the
analysis of colloids with a magnetically ordered substance dispersed in a medium of complex composition.
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1. Introduction

Quantum key distribution (QKD) is one of the most rapidly advancing fields of quantum technologies [1,2]. Its main
idea is an opportunity to transport a cryptographically secure key between two and more authenticated users connected
to each other through quantum and information channels. Guarantied by the principles of quantum mechanics [3], the
security of QKD to attacks from an eavesdropper ensures safety of the transmitted data from all kinds of hacking and
known attacks.

One option to classify QKD protocols is based on them being discrete-variable (DV) or continuous-variable (CV) [4].
Additionally, among many other QKD protocol classifications, there is the one distinguishing between protocols in terms
of their device-dependence or (semi-)device-independence [5]. The intersection of these two criteria gives rise to a new
class of protocols, that is measurement-device-independent (MDI) CV-QKD protocol. Device-independence features
particular practical importance, for it eliminates many side channel attacks, though implies accurate theoretical analysis.

Not only does this work discuss the latter, but also for the first time combines this analysis with the task of simulta-
neous propagation of information and quantum signals in a single optical fiber [6]. The effects considered as channel loss
sources are spontaneous Raman scattering, four-wave mixing, and linear channel crosstalk. A possible realization scheme
is discussed, as well as the allocation of classical channels on the standard DWDM grid. The security analysis is carried
out numerically, employing the known theoretical security bounds to estimate the performance of the addressed QKD
system. The results are quite important in practice to be considered when integrating QKD with the existing telecommu-
nication networks.

2. Measurement-device-independent QKD

Let us discuss main principles underlying MDI QKD protocol operation [5,7]. The essence of the approach lies in the
fact that no assumptions are made about the detectors involved in the protocol, such that they can even be controlled by an
eavesdropper (Eve). In a typical single-photon MDI QKD protocol, two legitimate users (Alice and Bob) send quantum
signals to an untrusted central relay, often addressed as Charlie. A Bell state measurement is performed then; both signals
interfere at a 50:50 beam splitter (BS). Next, output signals go through a polarizing beam splitter (PBS) to be projected
into either horizontal (H) or vertical (V) polarization state. The measurement is pronounced successful if two of the four
involved detectors click.

© Vorontsova I., Goncharov R., Kynev S., Kiselev F., Egorov V., 2023
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2.1. Continuous-variable MDI QKD protocol

Similarly to the conventional MDI QKD, the continuous variable (CV) version of the protocol [8, 9] again implies
there are the two senders and an untrusted relay performing the measurements to be used during legitimate users’ post-
processing to generate the secure key.

The two known approaches to a general protocol description, namely, ”prepare-and-measure” (PM) and ”entanglement-
based” (EB) scenarios, apply to the case of MDI CV-QKD as well. For these scenarios are equivalent in terms of their
mathematical description and effectiveness, we will consider a more practically convenient PM version of the protocol.
Gaussian modulation [4, 10] (GG02 protocol) is considered, so Alice and Bob are operating with coherent states with a
two-dimensional Gaussian distribution. They first generate coherent states |xA + ipA〉 and |xB + ipB〉 with the quadra-
tures x and p featuring variance VA(B) − 1 (in shot noise units (SNU)) and then send their states to Charlie via quantum
channels. Next, Alice’s and Bob’s modes interfere at the beam splitter, while Charlie measures the C and D modes’
quadratures on homodyne detectors and announces the resulting state {XC, PD} publicly. It is Bob only who changes
his state according to XB = xB + kXC , PB = pB − kPD (with k standing for the gain associated with channel losses),
whereas Alice’s state remains unchanged. Finally, standard procedures are utilized for parameter estimation, information
reconciliation, and privacy amplification.

Since there is equivalency between the CV-QKD EB and PM scenarios’ security proof against collective attacks [11,
12], we shall now switch to the well-known covariance matrix formalism.

Implying that Eve has access to the relays, quantum channels, and even Bob’s state displacement operation in the
EB scheme, further security analysis of the MDI CV-QKD protocol can be seen as a special case of a typical one-way
CV-QKD protocol [4, 10].

Then the secure key fraction can be estimated in accordance with the Devetak-Winter bound [13, 14]:

r = βI(XA, PA : XB, PB)− χ(XB, PB : E), (1)

where 0 ≤ β ≤ 1 is the reconciliation efficiency (assumed to be ideal in the further numerical simulations), I is the
mutual information between Alice and Bob, χ(XB, PB : E) = S(ρ̂E)− S(ρ̂E |XB, PB) is the Holevo bound, and S(ρ̂E)
denotes the von Neumann entropy of quantum state ρ̂E .

The upper bound χ(XB, PB : A1,B
′
1) is determined only using the corresponding covariance matrix. Supposing the

system is under two independent entangling cloner attacks [4], the covariance matrix takes the form of:

Ξ =

 VAI2

√
(T (V 2

A − 1)σz)√
(T (V 2

A − 1)σz) [(VA − 1) + 1 + Tξ′]I2

 , (2)

T =
ηA
2
g2, (3)

ξ′ = 1 +
1

ηA
[ηB(ΞB − 1) + ηAΞA] +

1

ηA

(√2

g

√
VB − 1−√ηB

√
VB + 1

)2
, (4)

ΞA =
1− ηA
ηA

+ ξA, ΞB =
1− ηB
ηB

+ ξB, (5)

ηA = 10−αLAC/10, ηB = 10−αLBC/10, (6)

where ηA (ηB) is a channel (Alice-Charlie or Bob-Charlie) transmittance, ξA(ξB) is the excess noise, g is the offset factor,
I2 is the identity matrix, and σz is the Pauli z-matrix.

To minimize the excess noise, the offset factor is set as

g =

√
2

ηB

√
VB − 1

VB + 1
. (7)

Then, the excess noise is expressed as:

ξ′ = ξA +
1

ηA
[ηB(ξB − 2) + 2], (8)

where the excess noise on Alice’s side (Bob’s side) ξA(B) contain the corresponding channel noise converted to SNU.
Alice’s and Bob’s variances are considered equal VA = VB = 40 in the simulations.

3. Channel Noise Sources and their Mathematical Description

Naturally, losses are inevitable when it comes to signal propagation in any medium, be it fiber-optical communication
lines or free space. Regarding QKD, three effects are addressed in terms of noise primarily, which are the spontaneous
Raman scattering (SpRS), the four-wave mixing (FWM) nonlinearity, and the linear channel crosstalk (LCXT). Now,
we will briefly summarize their physical nature and corresponding mathematical description, then estimate the negative
contribution they make to the performance of MDI CV-QKD system under consideration.
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3.1. Spontaneous Raman Scattering

Firstly, the main contributor to the overall channel losses in case of QKD integrated with DWDM systems is the
SpRS noise [15, 16]. Its impact is minor for classical networks, though the contribution becomes substantial for joint
QKD and DWDM systems [15, 16]. The origin of the SpRS is different for the cases of co- and counter-propagation of
signals. Thus, two sub-types are distinguished usually, that are forward (for co-propagating signals) and backward (for
counter-propagating signals) SpRS noise. When speaking in the context of simultaneous QKD session and information
transmission within single optical fiber, the mathematical representation of their contribution is given by [6, 17]:

Pram,f = PoutL

Nch∑
c=1

ρ(λc, λq)∆λ, (9)

and

Pram,b = Pout
sinh(ξL)

ξ

Nch∑
c=1

ρ(λc, λq)∆λ, (10)

where Pout denotes the output power for a single channel, L is the length of the optical fiber,Nch is the number of classical
channels present in a DWDM system, ρ(λc, λq) describes the normalized scattering cross-section for the wavelengths of
classical (λc) and quantum (λq) channels, and ∆λ is the bandwidth of the quantum channel filtering system.

For the MDI CV-QKD realization considered here, both forward and backward SpRS occur for different system paths.
A detailed description of the configuration will be provided in the following section.

The output power values appear in formulas instead of the input ones, so that to meet the the bit error rate (BER)
requirements of a DWDM system directly. Thus, the value of Pout can be obtained as follows:

Pout (dBm) = Rx (dBm) + IL(dBm), (11)

where Rx is the sensitivity of a receiver and IL denotes the insertion losses of the system.

3.2. Four-wave Mixing

Next channel noise source to consider is FWM. It is a third-order nonlinear process, which sequence is creation of
photons at new frequencies as a result of the interaction between the initial ones [18]. These new frequencies might
coincide with the one of the quantum channel [19], thus contributing to the overall noise in the band of the quantum
channel.

To come up with the mathematical model for the FWM noise contribution consideration, let us consider three pump
channels with the frequencies fi, fj , and fk. Then, the value of the resulting FWM noise peak power Pijk featuring the
frequency fi + fj − fk can be expressed as [6]:

Pijk = ηγ2D2p2e−ξL
(1− e−ξL)2

9ξ2
PsPlPh, (12)

where the phase-matching efficiency for the FWM η and parameter ∆β are defined as:

η =
ξ2

ξ2 + ∆β2

[
1 +

4e−ξL sin2 (∆βL/2)

(1− e−ξL)2

]
, (13)

and

∆β =
2πλ2

c
|fi − fk||fj − fk| ·

[
Dc +

dDc

dλ

(
λ2

c

)
(|fi − fk|+ |fj − fk|)

]
, (14)

correspondingly. In the above equations, L is the transmission distance of the interacting light fields in the optical fiber,
D denotes the degeneracy factor (D = 6, D = 3), Pi(j,k) and fi(j,k) are the input power and optical frequency of
the interacting fields correspondingly, γ stands for the third-order nonlinear coefficient, ξ is the loss coefficient, Dc and
dDc/dλ are the dispersion coefficient of an optical fiber and its slope respectively with λ standing for the wavelength of
the FWM radiation.

Finally, performing the summation of all the powers of the resulting FWM signals with frequencies coinciding with
the frequency of the quantum channel, one obtains:

PFWM =
∑

Pijk, fi + fj − fk = fq. (15)
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3.3. Linear Channel Crosstalk

It is due to the imperfections of the demultiplexers that any practically implemented DWDM system suffers LCXT
losses [20].

Since information signals are orders of magnitude more powerful than quantum ones, the insufficient isolation might
cause considerable LCXT noise, that can be estimated in the following way:

PLCXT = Pout (dBm)− ISOL (dB). (16)

Once the power values of the contributing to the overall channel noise effects are calculated, it is needed to recalculate
them to a photon detection probability. To do so, the following formula can be used:

pram,f(b)/FWM/LCXT =
Pram,f(b)/FWM/LCXT

hc/λq
∆tηDηB , (17)

where ηD denotes the detector efficiency, ηB = 10−0.1IL is the transmission coefficient associated with the insertion
losses of the detection system, h is the Planck constant, and c is the light speed.

4. MDI CV-QKD scheme and channel allocation

Here, a possible realization scheme of MDI CV-QKD protocol will be addressed to analyze its potential for creating
telecommunication optical transport networks integrated with DWDM systems. The notion of maximal achievable dis-
tances of MDI CV-QKD systems employed to characterize the latter denotes fiber length corresponding to the case, when
the secure key generation rate is non-zero.

The realization of MDI CV-QKD addressed in the work is shown in Fig. 1.
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FIG. 1. Schematic illustration for the MDI CV-QKD protocol realization with DWDM: information is
transmitted from Alice to Bob via DWDM-information channels; quantum channel is co-propagating
with information channels in Alice’s path, whereas counter-propagating with them in Bob’s path and,
thus, which means forward SpRS noise is induced in the Alice-Charlie path and backward SpRS - in
the Bob-Charlie path

Here, quantum signals are sent to the untrusted central relay to be homodyned there, whereas the information is
transferred from Alice to Bob directly. It means, quantum and information signals are unidirectional in Alice’s path (i.e.,
there is forward SpRS noise in the path) and counter-propagating through the Bob’s path, so the SpRS noise features the
backward type.

The performance of the MDI CV-QKD realization was then numerically analyzed in terms of the possible channel
allocation schemes and asymmetry coefficients between Alice’s La and Bob’s Lb paths Rasym = La/Lb.

Similarly to the work [21], four allocation schemes for the quantum channel located in C-band and O-band of the
telecommunication window were considered. The criterion and complete explanation for such a choice is provided in
detail in the works [22,23]. The final choice of the configurations considered in the further numerical simulations is given
in Table 1.

The parameters of the DWDM system are the following: ξ = 0.18 dB/km, ∆λ = 15 GHz, Nch = 10 or 40,
Rx = −32 dBm and IL = 8 dB.
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TABLE 1. Description of the optimal configurations chosen for numerical simulations

Configuration
Number of
channels

Quantum channel
wavelength, nm

Configuration 1 10 1536.61

Configuration 2 10 1310

Configuration 3 40 1537.40

Configuration 4 40 1310

As for the asymmetry coefficientRasym, three different relations are address here: a symmetric (i.e., La/Lb = 1) and
two asymmetric realizations (La/Lb = 3/2 and La/Lb = 2/1).

5. Results and discussion

Using the mathematical models for the MDI CV-QKD secure key generation rate, SpRS, FWM, and LCXT noises,
the realization of the system depicted in Fig. 1 was numerically simulated. The results are presented in Fig. 2.
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FIG. 2. The dependence of the secure key generation rate on the optical fiber length for MDI CV-QKD
system corresponding to the scheme in Fig. 1.

It is a known fact that for MDI CV-QKD systems the secure key generation rate decreases dramatically as the system
approaches its symmetry (La = Lb), with the best result corresponding to the situation when one of the paths equals
zero [24].
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The results obtained confirm the stated conclusion, as the maximal achievable distance increases together with the
system’s paths asymmetry.

Interestingly, for the case of MDI CV-QKD, configurations for which the quantum channel is located in the C-band
appeared to be more efficient in terms of their maximal achievable distances. For most cases, configurations with O-
band-located quantum channel are more beneficial (MDI QKD as well, see [22]), as FWM noise does not contribute to
the overall losses. Though the overall contribution of channel noises here is less for such cases too, fiber attenuation
for the quantum channel wavelength of 1310 nm surpasses them significantly. It can be seen also that the maximum
achievable distances do not exceed 6 km, thus, the secure key distribution over long distances is not possible here. Still,
such realizations can be utilized for short-distance communication.

Regarding the number of information channels (10 and 40 in the work), for a larger number of information channels, a
decrease in the maximal achievable distances takes place. This is a natural observation, as the more information channels
are there in the system, the greater is the value of the overall channel losses. The decrease is substantial for C-band
configurations, whereas is quite small in case of O-band.

6. Conclusion

In this work, the MDI CV-QKD protocol was addressed. A theoretical research and numerical simulation of the noise
influence caused by SpRS, FWM, and LCXT effects on the performance of the MDI CV-QKD system performance was
analyzed for a proposed practical realization scheme, in terms of channel allocation and the paths’ asymmetry coefficient.
Increasing the number of information channels naturally leads to a decrease in the maximal achievable distances. In
addition, the allocation of a wavelength of 1310 nm for a quantum channel results in the shortening of maximal distance
values for MDI CV-QKD, regardless of the fact the overall channel noise is less for such configurations. The superior
contribution comes from the fiber attenuation, which is larger for the wavelength of 1310 nm. It was confirmed that the
more asymmetric are the paths for the MDI CV-QKD scheme, the more efficient is the systems. Moreover, MDI CV-
QKD realizations feature significantly shorter maximal achievable distances, that do not exceed several kilometers and
can be utilized for short-distance information transmission only. The results obtained can be used in terms of practical
implementation of MDI CV-QKD systems, so that to obtain optimal results.
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ABSTRACT In this paper, we present a one-stage method for fabricating hybrid metal-dielectric nanostructures
without the use of complex and expensive lithographic processes. The formation of arrays of nanoparticles
occurs in the process of irradiation of a two-layer gold-silicon film with simultaneous mixing of materials. In this
work, the internal structure of the obtained nanoparticles was studied using the methods of transmission scan-
ning electron microscopy and energy-dispersive X-ray spectroscopy, and their broadband photoluminescence
in the range of 450 – 900 nm was also demonstrated. These structures are promising as a source of radiation
for optical measurements in lab-on-a-chip devices, which was shown by measuring the transmission spectrum
of the Rhodamine B dye as an example.
KEYWORDS hybrid nanoparticles, broadband photoluminescence, laser-induced nanoparticles, dewetting, bi-
layer gold-silicon films
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1. Introduction

Hybrid nanostructures consisting of semiconductor materials with a high refractive index and low optical losses and
noble metals, in which there are resonant oscillations of free electron plasma, have been actively studied in recent years
for various applications in such areas as sensorics, optoelectronics, and nanophotonics [1–5].

Lab-on-a-chip devices [6] are currently being used to diagnose, monitor, and treat chronic diseases that require
economically relevant and clinically accurate measurement of various biomarkers, such as IFN-γ-induced protein 10
(IP-10) for the diagnosis of rheumatoid arthritis, serum antibodies for the diagnosis of kidney disease, serum glucose
concentrations for the diagnosis and monitoring of diabetes mellitus (type I and II). Currently, such measurements are
carried out using enzyme immunoassay, chromatography, mass spectrometry, gel electrophoresis and polymerase chain
reaction [8–10]. The disadvantages of such approaches are: a long time for the study, the need to transport the patient to
the biomaterial collection point, the high cost of the study, and the need for special skills to conduct the study. The main
advantages of lab-on-a-chip technology over traditional analytical detection methods include: lower liquid consumption,
which reduces the cost of reagents and sample volume for analysis, faster analysis time due to better controlled liquid
transfer and high surface to volume, more compact implementation and higher performance. However, to carry out
efficient optical measurements in such devices, a miniature radiation source with characteristic dimensions less than 1 µm
and emitting in the visible spectral range is required.

The creation of such a source based on silicon, due to its high compatibility with existing microelectronics technolo-
gies, is limited by the indirect gap structure of the material, which does not allow obtaining a quantum yield of emitters
above 10−4 [11]. Nanoscale sources of gold or silver nanoparticles (NPs) also do not have high efficiency due to heating
losses [12].

Obtaining emitters with high efficiency has become possible through the use of hybrid materials consisting of a mix-
ture of gold and silicon. Silicon inclusions in metal structures lead to an increase in the spontaneous emission of a quantum
system, which increases the efficiency of nanoscale light sources [13]. In particular, it has recently been demonstrated
that optically resonant Au@Si hybrid nanostructures can be used as efficient nanoscale sources of white light and higher
harmonics [2, 14, 15], as well as optical nanoantennas, which make it possible to enhance the photoluminescence (PL) of
attached quantum emitters due to the Purcell effect [16, 17].
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The fabrication of such nanoparticles (NPs) can be implemented using the methods of electron beam lithography [18],
the formation of eutectic alloys [19,20], as well as laser printing methods [14,21], due to ablation in various media [22,23],
irradiation of suspended particles in a liquid or combined methods, including an additional stage of chemical reduction
using HAuCl4 solution [4].

However, the methods listed above either have a high cost and labor intensiveness, or do not allow control over the
size and location of the obtained NPs. In this paper, we present a method for fabricating metal-dielectric nanostructures,
study their optical and material properties, and demonstrate the possibility of their use as a microsized emitter with an
operating range of 450 – 900 nm.

2. Materials and methods

2.1. Fabrication of hybrid structures

For the fabrication of hybrid structures, two-layer films are used. The production of the film take place in two stages:
a silicon layer of 100 nm thickness are deposited on a glass substrate by chemical vapor deposition, then 10 nm gold layer
is deposited over the silicon by magnetron sputtering.

To form structures, the film surface was scanned by a laser beam with a wavelength of (790±5) nm, a pulse duration
of 100 fs, and a pulse repetition rate of 80 MHz from the silicon side along a circular path with a radius of 1.3 µm. As
a result, a hybrid structure is formed in the center of the irradiated region. The optimal regime for fabrication of ordered
arrays was determined during preliminary experiments [15], and corresponds to a scanning speed of 30 mm/s and a laser
fluence of 160 mJ/cm2 for a two-layer Au (10 nm)/Si (100 nm) film, placed on a glass substrate.

2.2. Characterization of obtained structures

The fabricated structures are characterized using scanning electron microscopy (SEM), scanning transmission elec-
tron microscopy (STEM), and energy dispersive X-ray spectroscopy (EDS). SEM images are obtained using an Inspect
microscope (FEI Company, USA) in the secondary electron recording mode with an accelerating voltage of 20 kV. STEM
and EDS studies are carried out on a Libra200FE microscope (Zeiss, Germany) with an accelerating voltage of 200 kV. To
study and analyze the resulting hybrid structures using STEM, lamellae is fabricated using a focused ion beam of gallium
ions using a Zeiss Auriga Laser dual-beam workstation.

The optical properties of hybrid nanoparticles are also studied by photoluminescent spectroscopy. To excite and
record optical responses, we use an experimental setup including a TEMA-150 femtosecond ytterbium laser (Avesta,
Russia) and a Horiba LabRAM HR confocal spectrometer with a CCD detector DU 420A-OE 325 (Andor, Great Britain).
Thorlabs optical filters are inserted in the optical path of the measuring setup to separate laser radiation from radiation of
pump diode (FELH1000) and to block residual laser radiation before the detector (FESH1000). The radiation is focused
and the signal was collected using a Mitutoyo NIR M Plan Apo M 50x objective, NA = 0.65.

3. Results and discussion

Figure 1a shows an ordered array of spherical NPs with a characteristic size of about 1 µm. The results of the analysis
of the elemental composition in Fig.1b show that silicon spheroids coated with a gold network and smaller gold NPs with
diameters of about 20 – 40 nm appear during fabrication.

(a) (b)

FIG. 1. (a) – SEM image of the array of obtained NPs. (b) – STEM image of a NP cross section; the
inset shows a map of the elemental composition of a hybrid NP: red areas correspond to gold, green
areas to silicon, blue areas to oxygen, and light gray areas to platinum and gold. Dark cavities in the
near-surface region are voids.
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The appearance of such hybrid structures presumably occurs when a thin film breaks up into particles as a result
of heating in an oven or local exposure to laser radiation [24] with simultaneous mixing of gold and silicon Fig. 1b.
Previously, silicon [26] and gold [25] nanoparticles were obtained by this method.

Figure 2 shows the photoluminescence spectrum of a single particle, showing the photoluminescence (PL) in the
range from 450 to 900 nm, as well as the spectrum of the original film for comparison. To determine the PL mechanism,
we plot the dependence of the PL intensity on the pump fluence (inset in Fig. 2 on a log-log scale. From the slope of the
line, one can say that PL occurs as a result of two-photon absorption. Amplification of radiation in hybrid nanostructures
consisting of silicon bound to the plasmonic part mainly occurs due to multiphoton absorption in the silicon part, while
“hot” charge carriers generated in gold located on the surface of the silicon spheroid can be injected into silicon due to
the tunneling effect, providing an increase in the efficiency of PL [27].
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FIG. 2. PL spectra of the hybrid particle (red) and the original film (green). The inset shows the
dependence of the broadband PL intensity on the pump fluence.

To demonstrate the possibility of using hybrid particles as a source of broadband radiation, the transmission spectrum
of the Rhodamine B dye is measured. In the first case, a compact stabilized halogen light source with a fiber output
(Avantes AvaLight-HAL-S-Mini) is used as a radiation source (Fig. 3a), and in the second, the PL emission of the hybrid
particle (Fig. 3b). The radiation from the source passed through the cell with the dye and then was detected by the
spectrometer.

As can be seen from Figure 3, the obtained transmission spectra are in good agreement, which proves the applicability
of hybrid microstructures in the implementation of a nanospectrometer.

4. Conclusion

In this work, using femtosecond laser radiation, we experimentally demonstrate the creation of hybrid metal-dielectric
nanostructures without the use of complex and expensive nanolithography methods. The formation of arrays of nanopar-
ticles occurs in the process of irradiation of a two-layer gold-silicon film along a circular trajectory. Using the methods
of transmission scanning electron microscopy and energy-dispersive X-ray spectroscopy, the internal structure of the
obtained nanoparticles was studied. The obtained nanostructures consist of a mixture of gold and silicon and exhibit
broadband photoluminescence in the range of 450 – 900 nm. It is also shown, using the example of measuring the trans-
mission spectrum of the Rhodamine B dye, that such a structure can act as a radiation source for optical measurements in
lab-on-a-chip devices.
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FIG. 3. Transmission spectra of the Rhodamine B dye obtained using a halogen lamp (a) and a hybrid
particle (b)
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ABSTRACT The purpose of this study is to obtain high-entropy oxides with the magnetoplumbite structure,
in which the Pb cation is used as a divalent metal cation. The synthesis conditions were optimized, and a
technique was developed to avoid the evaporation of lead oxide. For the first time, single-phase samples of
high-entropy oxides with the magnetoplumbite structure were obtained, its chemical composition is reflected by
the formula PbFe2.4X2.4Y2.4Ga2.4In2.4O19. The particle size of the high-entropy phase is about 100 nm, which
makes it promising for a number of applications. The effect of preliminary grinding of the initial components
on the results of synthesis was studied. A synthesis mechanism is proposed. The results pave the way to
synthesis and study of the properties of a new large subgroup of high-entropy oxides with the magnetoplumbite
structure, which expands the possibilities of controlling the properties of ceramic magnetic materials.
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1. Introduction

Ferrites with the magnetoplumbite structure (with the space group P63/mmc) have been successfully used for a long
time in the manufacturing of high-frequency transformers, fabricating of microwave electronic devices, and manufacturing
of magnetic memory devices. They are also used in the manufacturing of functional sensors, as well as for the production
of plastoferrites, magnetic fluids, permanent magnets, and multiferroics [1–14]. All these are possible due to the unique
structural and magnetic properties of ferrites with the magnetoplumbite structure, as well as their mechanical, chemical
and thermal resistance.

The level of development of modern technology imposes ever more stringent requirements on the materials used for
manufacturing of devices. Such requirements for the performance of materials with the magnetoplumbite structure led
to the idea of replacing some of the iron atoms in their structure with atoms of other elements. It was found that such a
substitution leads to a change not only in the characteristics of the crystal lattice, but also in the properties of the resulting
material, including changes in the magnitude of the coercive force, the Curie temperature, and the degree of uniaxial
magnetic anisotropy. Thus, atomic substitution allows one to regulate the properties of materials in the required directions
owing to the controlled changes in the qualitative and quantitative composition of dopants.

To date, a large number of works have been devoted to the study of the effect of Fe3+ ions substitution in the parent
ferrites having a magnetoplumbite structure with the cations of other (most often, trivalent) metals. The elements acting
as dopants include gallium [15], aluminum [16, 17], chromium [18], tin [4], indium [19], titanium [20], etc. Quite often,
cobalt acts as a doping element [21].

However, the solubility of individual dopant elements in the ferrite structure and the ability of their atoms to occupy
iron positions is, as a rule, limited. There are applications that require ceramics with a magnetoplumbite structure and a
high (more than 50 at.%) degree of replacement of iron atoms by atoms of other elements. Obtaining such structures with
one iron-replacing element is not feasible for all possible dopants. However, the formation of stable crystal structures with
a high level of dopants can be facilitated by the high configurational entropy of mixing of the sublattice components, which
is formed by iron atoms in magnetoplumbite and similar substances. High values of this quantity increase the entropy of
the oxide phase as a whole, resulting in a decrease in its Gibbs free energy, and consequently, make the formation and
existence of such a single-phase oxide more thermodynamically probable than the emergence of other substances from
the same elements.

© Zaitseva O.V., Trofimov E.A., Zhivulin V.E., Ostovari Mogaddam A., Samoilova O.V.,
Litvinyuk K.S., Zykova A.R., Mikhailov D.V., Gudkova S.A., Vinnik D.A., 2023
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The concept of high-entropy phases arose in early 21st century, primarily in relation to metallic materials (such work
is still relevant today, for example [22]), but since 2015 this concept has been actively and effectively developed for
obtaining new nonmetallic phases (for example [23]) including ceramic phases. To date, high-entropy oxides (HEO) with
various structures (such as spinel structure [24], perovskite structure [25], garnet structure [26], etc.) have been obtained.
In our work, for the first time, stable high-entropy oxides with the magnetoplumbite structure were obtained [27–31], in
which the iron ions were replaced mainly by ions of trivalent elements or pairs of bi- and tetravalent elements (to maintain
electronic balance). An assessment is made of how the change in the entropy of mixing correlates with the changes in
electrical and magnetic properties of a number of representatives of this new group of materials.

Previous studies [14] indicated that properties of oxide materials with the magnetoplumbite structure are determined
not only by the qualitative and quantitative composition of the sublattice occupied by iron atoms and dopants, but also by
the atom constituting a doubly charged cation outside this sublattice [14, 32]. To date, structures with Ba or Sr as such
adoubly charged cation have been studied. Expanding the range of possible structures by increasing the number of such
elements will increase the possibilities for expanding the range of variation in the magnetic and microwave properties of
materials with the magnetoplumbite structure. An obvious candidate for such an element is Pb.

However, attempts to obtain and study high-entropy oxides with the magnetoplumbite structure, in which only lead
would act as a divalent element, have so far been unsuccessful. Our attempts to obtain (Ba,Sr,Pb)M12O19 structures by
solid-phase synthesis route at 1300 – 1400 ◦C ran into the fact that after calcination at these temperatures for 5 hours
(the usual method for obtaining HEO with the magnetoplumbite structure with the participation of divalent metal Ba and
Sr) magnetoplumbite structure was absent in the obtained Pb samples. At the same time, our results demonstrate that it
is impossible to obtain single-phase HEOs with the magnetoplumbite structure with the participation of Ba or Sr during
5 hours at lower temperatures.

Therefore, the purpose of this study is to obtain HEO with the magnetoplumbite structure, in which Pb is used as a
divalent metal cation. Considering the unsuccessful attempts to obtain magnetoplumbite phases at temperatures of 1300 –
1400 ◦C, it can be assumed that successful synthesis can be carried out at significantly lower temperatures and in a shorter
time (to avoid evaporation of lead oxide). In this case, the success of the synthesis can be facilitated by more thorough
grinding of the starting components.

A decrease in the synthesis temperature of HEO with the magnetoplumbite structure can facilitate the formation of
the target phase in the form of smaller particles than that obtaining in the conventional process. Reducing the particle size
down to nanosize, in turn, opens up the possibility of expanding the scope of possible applications of these substances not
only as magnetic materials, but also as catalysts for oxidation/reduction processes.

Considering the phase diagram of PbO–Fe2O3 system [33] (Fig. 1), it can be assumed that during the synthesis, one
should focus on the temperatures ranging from 886 – 1315 ◦C. The first temperature is the melting point of PbO and, at
the same time, the minimum temperature at which the melt is in equilibrium with PbFe12O19. The second temperature is
the temperature of the incongruent decomposition of PbFe12O19. Of course, it should be considered that, for high-entropy
oxides, the temperatures of the last two processes can differ significantly from the temperatures in the PbO–Fe2O3 binary
system, and that, in order to avoid losses of PbO, one should not increase the temperature above the minimum required
for synthesis. Based on these considerations, the temperature regime used in the course of the experimental study was
selected.

2. Methodology of experimental research

Oxides of iron Fe2O3, aluminum Al2O3, chromium Cr2O3, cobalt CoO, copper CuO, titanium TiO2, tin SnO2,
gallium Ga2O3, indium In2O3, and lead PbO were used as starting components. All components were chemically pure.
Table1 shows the chemical formulas of the target compounds and the mass content of the starting components. The
compositions are chosen in such a way to ensure the maximum configurational entropy of mixing at the magnetoplumbite
sublattice occupied by iron atoms (∆Smix(B)). According to the formula:

∆Smix(B) = −RΣ(x(B) lnx(B)), (1)

where x(B) is the atomic ratio of various cations filling sublattice B in AB12O19 unit cell, for a sublattice with five
components presented in equimolar concentrations, this value is 1.6094R J/(mol·K).

The expected chemical reactions can be represented as the following equations:

PbO + 6Fe2O3 −→ PbFe12O19, (2)

PbO +
6

5
Cr2O3 +

6

5
Al2O3 +

6

5
In2O3 +

6

5
Ga2O3 +

6

5
Fe2O3 −→ PbFe2.4Al2.4Cr2.4Ga2.4In2.4O10, (3)

PbO +
12

5
CoO +

12

5
TiO2 +

6

5
In2O3 +

6

5
Ga2O3 +

6

5
Fe2O3 −→ PbFe2.4Co2.4Ti2.4Ga2.4In2.4O19, (4)

PbO +
12

5
CuO +

12

5
SnO2 +

6

5
In2O3 +

6

5
Ga2O3 +

6

5
Fe2O3 −→ PbFe2.4Cu2.4Sn2.4Ga2.4In2.4O19. (5)
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FIG. 1. Phase diagram of the PbO–Fe2O3 system [33]. 1 – DTA [34], 2 – DTA [35], 3 and 4 –
liquidus temperature data [34], 5 – XRD (Pb2Fe2O5) [34], 6 – XRD (PbFe4O7) [34], 7 – XRD
(Pb2Fe2O5+PbFe4O7) [34], 8 – XRD (PbO+PbFe12O19) [34], 9 and 10 – two solid phases [36], 11 –
one solid phase [36], 12 – melt and solid phase [36], 13 – SEM, two solid phases [37], 14 – SEM, melt
and solid phase [37], 15 – DTA, [33], 16 – average results DTA, obtained in the work [37]

TABLE 1. Compositions of initial mixtures

# Chemical formula
Composition, wt. %

PbO Al2O3/CoO/CuO Cr2O3/TiO2/SnO2 Ga2O3 In2O3 Fe2O3

1 PbFe12O19 18.894 — — — — 81.106

2 PbFe2.4Al2.4Cr2.4Ga2.4In2.4O19 17.736 9.722 14.493 17.874 24.948 15.227

3 PbFe2.4Co2.4Ti2.4Ga2.4In2.4O19 16.842 13.570 14.466 16.973 23.690 14.460

4 PbFe2.4Cu2.4Sn2.4Ga2.4In2.4O19 14.817 12.674 24.012 14.933 20.843 12.722

The initial components were weighed according to the stoichiometric ratio and processed in a planetary ball mill
at 900 rpm for 5 hours and 10 hours using zirconiajarand balls. The mixtures of oxides obtained after grinding were
pressed into tablets 8 mm in diameter and 2 mm high on a hydraulic laboratory press in a metal mold with a force of
5 t/cm2. The weight of the tablets averaged about 1 gram. The obtained samples were placed on a platinum substrate and
sintered in a laboratory muffle furnace with ferrochromium heaters. Heating was carried out according to the following
scheme: (i) heating to 150 ◦C and holding at this temperature for 30 minutes, (ii) heating up to 500 ◦C and holding at
this temperature for 30 minutes, (iii) heating up to 800 ◦C and holding at this temperature for 30 minutes, (iv) heating up
to 900 ◦C and holding at this temperature for 60 minutes, (v) heating up to 1000 ◦C and holding at this temperature for
120 minutes, (vi) heating up to 1150 ◦C, holding for 15 minutes and cooling the samples in air. Such a stepwise regime
provides gradual access to the temperature range at which PbO melts, other oxides dissolve in the resulting microdroplets,
and double oxides form. It was assumed that one-hour exposure at 900 ◦C allows all or most of the molten PbO to
react with the formation of stable binary oxides and this will serve as an obstacle to the evaporation of PbO at higher
temperatures. Despite the measures taken, the evaporation of the components of the reaction mixture could become a key
problem in the synthesis, therefore, the samples were weighed with an accuracy of 1 mg before and after heat treatment
in order to control the results of the synthesis.
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The synthesized samples, as a result of the chemical reaction, were studied by X-ray diffraction (XRD), scanning
electron microscopy (SEM) equipped with energy dispersive spectroscopy (EDS). X-ray patterns were recorded on a
Rigaku Ultima IV powder diffractometer using Cu-Kα radiation filtered by a Ni filter. The parameters of the elementary
crystal lattice were also calculated from the data of powder X-ray diffraction patterns for samples 2. The calculation was
made using the PDXL software package using a full profile analysis according to the Rietfeld method. The chemical
composition and microstructure were studied on JEOL JSM-7001F and JSM-6460LV scanning electron microscopes
equipped with Oxford Instruments energy dispersive analyzers.

3. Results and discussion

The main results of studying the compositions (chemical composition obtained by EDS, and phase analysis deter-
mined by XRD) of the obtained samples are presented in Table 2. It also presents the values that characterize the process
of obtaining samples: the processing time for the mixture of starting materials in a planetary mill and the weight loss of
the samples during the firing process. Comparison of the data presented in Tables 1, 2, as well as X-ray diffraction pat-
terns and SEM images of the obtained material, allows us to come to the following conclusions. In all cases, the obtained
samples contain large amount of oxide phases with the magnetoplumbite structure. A correlation is observed between the
mass loss of the sample during its calcination and the phase purity of the obtained samples. For compositions “1” and “4”,
where the synthesis process was accompanied by maximum losses, PbO was clearly not enough to transform the entire
substance into an oxide phase with the magnetoplumbite structure. This situation could be developed for three reasons
(possibly different for samples “1” and “4”):

1. An oxide with magnetoplumbite structure could not be formed from composition “4”.
2. Oxides with a given structure of magnetoplumbite did not have time to form during the heat treatment, which

facilitated the process of evaporation of unbound PbO.
3. The obtained phases turned out to be insufficiently resistant to the temperatures used and partly dissociated with

the evaporation of PbO. In this case, the synthesis process would probably be more successful with a reduction
in heat treatment time.

The effect of milling time on the synthesis of the samples is not obvious. Judging by the results of powder diffractom-
etry (Figs. 2 and 3 show the results for compositions “2” and “3”, a similar picture is observed for other compositions),
an increase in the milling time from 5 to 10 hours has practically no effect on the synthesis results. The same can be said
by comparing the weight loss of the samples. There is no clear relationship between grinding time and weight loss.

TABLE 2. Chemical and phase compositions of the obtained samples

#
Mill
time,

h

Mass loss
during

synthesis,
%

Composition of detectable phases
according to EDS

Phase composition
according to XRD
(closest structures)

1
5 9.5

PbFe12O19+Fe2O3 PbFe12O19+Fe2O3

10 11

2
5 1 PbFe2.4Al2.6Cr2.5Ga2.3In2.2O19

PbFe12 O19

10 3 PbFe2.4Al2.6Cr2.5Ga2.2In2.3O19

3
5 4.5 PbFe2.3Co2.6Ti2.5Ga2.3In2.3O19

PbFe12O19 + ?
10 3 PbFe2.4Co2.5Ti2.5Ga2.2In2.4O19

4
5 7.5 PbFe2.4−3.2Cu2.0−3.5Sn1.2−1.9Ga2.1−3.3In1.5−3.0O19+

+SnO2

PbFe12O19+GaInO3+
+SnO2+Cu0.75Fe2.25O410 6.5

Judging by the X-ray diffraction data of PbFe2.4Al2.4Cr2.4Ga2.4In2.4O19 (Fig. 2), single-phase samples of high-
entropy phases with the magnetoplumbite structure were obtained. For these samples, the unit cell parameters were
calculated, it is presented in Table 3. These parameters can be compared with the literature data on the parameters for Pb,
Ba, and Sr hexaferrites. It can be seen that the obtained data lie within the range of these values.

For the system, its composition is reflected by PbFe2.4Co2.4Ti2.4Ga2.4In2.4O19, samples with a predominance high-
entropy magnetoplumbite phase were obtained, but a small amount of impurities is also present. Comparison of the
data in Fig. 3 with the available XRD patterns of compounds that can be formed from the constituent elements of
PbFe2.4Co2.4Ti2.4Ga2.4In2.4O19 suggests that the impurity is Pb2O3. However, this contradicts to the detected mass
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FIG. 2. Powder diffraction patterns for
samples “2” at 300 K after 5 h (1) and
10 h (2) milling time. Red columns are
reference data for PbFe12O19 [38]

FIG. 3. Powder diffraction patterns for
samples “3” at 300 K after 5 h (1) and
10 h (2) milling time. Red bars are refer-
ence data for PbFe12O19 [38], blue bars
are for Pb2O3 [40]

TABLE 3. Unit cell parameters of samples of compositions “2”

Sample a, Å c, Å V, Å3

PbFe2.4Al2.4Cr2.4Ga2.4In2.4O19, 5 hours 5.858 23.227 690.4

PbFe2.4Al2.4Cr2.4Ga2.4In2.4O19, 10 hours 5.863 23.272 692.8

PbFe12O19 [38] 5.780 23.090 668.052

BaFe12O19 [39] 5.893 23.194 697.50

SrFe12O19 [39] 5.780 22.980 664.80

loss (Table 2), which indicates the samples lose PbO during heat treatment, as well as the data of electron microscopy did
not allow detection of segregated Pb2O3 particles.

The available data (both those obtained in the course of the study and literature data on the properties of the substances
involved in the ongoing processes) suggest that the synthesis mechanism includes the melting of PbO microparticles in
the initial mixture and the dissolution of other oxides in the liquid phase with the formation of oxide particles (including
multicomponent) with the structure of magnetoplumbite.

Figure 4 shows SEM images of the obtained samples at magnification ×25000 (for samples “2”) and ×10000 (for
samples “3”). The samples have a porous typical structure of ceramics. In the presented images, particles with natu-
ral faceting are clearly visible. The particles have a hexagonal faceting typical of materials with the magnetoplumbite
structure. The results of the electron microscopy study of samples “2” did not allow us to detect particles that differ
significantly in composition and morphology from the main matrix phase. This testifies in favor of the conclusion that
single-phase samples were obtained in this case. In samples “3”, there is a small number of small particles with a nearly
cubic shape, but their size does not allow us to determine their composition using EDS.

The data presented in Fig. 4, among other things, demonstrate that relatively low temperatures made it possible to
obtain crystallites whose dimensions for composition “2” are of the order of 100 nm or less (considering the thickness of
hexagonal plates). In samples “1” and “4”, the size of crystallites of oxide phases with the magnetoplumbite structure are
much larger. This can be judged by the images presented in Fig. 5.
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(a) (b)

(c) (d)

FIG. 4. SEM images of sample microstructures: (a) PbFe2.4Al2.4Cr2.4Ga2.4In2.4O19 (5 hours),
(b) PbFe2.4Al2.4Cr2.4Ga2.4In2.4O19 (10 hours), (c) PbFe2.4Co2.4Ti2.4Ga2.4In2.4O19 (5 hours),
(d) PbFe2.4Co2.4Ti2.4Ga2.4In2.4O19 (10 hours)

4. Conclusions

1. For the first time, single-phase samples of high-entropy phases with the magnetoplumbite structure were ob-
tained, the composition of which is reflected by the formula PbFe2.4Al2.4Cr2.4Ga2.4In2.4O19. The particle size
of the high-entropy phase is about 100 nm, which makes them promising for a number of applications. For the
composition, which is reflected by the formula PbFe2.4Co2.4Ti2.4Ga2.4In2.4O19, samples were obtained in which
the high-entropy phase with the magnetoplumbite structure predominates.

2. The conditions for the synthesis of the resulting phases have been established. The effect of preliminary ball
milling of the initial components has been studied. A synthesis mechanism is proposed.

3. The results of the study pave the way to synthesis and study of the properties of a new large subgroup of high-
entropy oxides with the magnetoplumbite structure, which expands the possibilities of controlling the properties
of ceramic functional materials.
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(a) (b)

(c) (d)

FIG. 5. SEM images showing the microstructures of (a) PbFe12O19 (5 hours), (b) PbFe12O19

(10 hours), (c) PbFe2.4Cu2.4Sn2.4Ga2.4In2.4O19 (5 hours), (d) PbFe2.4Cu2.4Sn2.4Ga2.4In2.4O19

(10 hours)
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1. Introduction

Bismuth vanadate BiVO4 is known as the following crystalline modifications: monoclinic (with the structure of
the mineral clinobiswanite), tetragonal (with the structure of the mineral dreyerite) and rhombic (with the structure of
the mineral pucherite). Materials based on BiVO4 with a monoclinic structure exhibit photocatalytic properties when
irradiated with visible light [1–3]. The band gap of monoclinic BiVO4 phase is about 2.4 eV, and that of the tetragonal
phase is 2.9 eV [4]. In addition, monoclinic bismuth vanadate is characterized by low toxicity and a high chemical
stability under the influence of radiation [5]. Nevertheless, bismuth vanadate in the monoclinic system has rather low
charge transfer rate and surface adsorption [6]. The structure of monoclinic bismuth vanadate is modified using various
additives for achieving the maximum efficiency of the photocatalyst, and can interfere with the recombination of the
generated electron-hole pairs [7–9]. Compounds containing PO3−

4 anions are able to improve photocatalytic properties,
despite the fact that there are quite wide band gap. Due to the formation of a heterojunction between semiconductors,
electrostatic interactions of phosphate anions with positively charged holes, and to inertness with respect to the resulting
free electrons, the improvement of photocatalytic properties occurs.

Bismuth phosphate BiPO4 has three polymorphic crystal structures such as hexagonal (the mineral xymengite) with
space group P3121 and two monoclinic, one of which is unstable at low temperatures and exists only at high temperatures.
The low-temperature modification has the space group P21/n [10]. The band gap in a xymengite crystal is ∼ 4.6 eV,
whereas, in the case of a monoclinic structure, it is about 3.8 eV [11]. The review [12] considers methods for the
synthesis of BiPO4 with emphasis on its crystal microstructure, optical and photocatalytic properties, as well as a way to
create composites based on BiPO4 for improving a photocatalytic activity.

Bismuth vanadate of the monoclinic modification can be obtained by several methods, that differ from each other
in sets of precursors, synthesis conditions, and the complexity of its implementation. The phase formation for systems
containing bismuth and vanadium oxides always proceeds in several sequential-parallel stages with the formation of in-
termediate products [13]. Bismuth vanadate with the clinobiswanite structure can be obtained by flame pyrolysis [14], a
high-temperature heat treatment [15], solution combustion [16, 17], soft chemistry methods [18, 19], including solvother-
mal [5] and hydrothermal methods [20–23]. In some cases, the product is subjected to additional firing at a high tempera-
ture in order to completely remove moisture and improve the properties of the material: increase porosity and crystallinity
and increase the charge transfer rate. According to [24], the best photocatalytic properties of BiVO4 appear when the
synthesis is completed by heat treatment of the product for 3 hours at a temperature of 500 ◦C.
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Recently, a large number of works have appeared devoted to the creation of semiconductor materials as photocatalysts
with heterojunctions that limit electron-hole recombination. From this point of view, investigations of solid solution open
a prospect to control the energy band structure of a semiconductor and, at the same time, to build an efficient interface for
photocatalysis.

The preparation of heterostructures in the BiVO4–BiPO4 system and the study of their photocatalytic characteristics
were considered to [25], where compounds of the BiVO4/BiPO4 system were obtained by growing bismuth vanadate
nanoparticles on the surface of bismuth phosphate. In [26], a hollow BiVO4/BiPO4 nanocomposite has been obtained
under hydrothermal conditions, and showed great potential for use as a photocatalyst. To improve the photocatalytic
characteristics, more complex doped or ternary composites based on BiVO4/BiPO4 are also considered [8, 9].

It is of interest to determine the mutual influence of BiVO4 and BiPO4 on the formation of nanocrystalline materials
in the BiVO4–BiPO4 system, the possibility of the formation of solid solutions in the system, and also to study the
photocatalytic properties of composites in this system.

2. Experimental

Bismuth nitrate Bi(NO3)3 ·5H2O (analytical grade) in an amount of 4 mmol was dissolved in 10 ml of 6 M nitric acid
HNO3 (chemically pure) with stirring with a magnetic stirrer (solution “A”). An ammonium metavanadate solution was
prepared by dissolving an appropriate amount of NH4VO3 (analytical grade) in 40 ml of distilled water (solution “B”).
To increase the solubility of the salt, the solution was heated to 70 ◦C. For the synthesis of samples containing bismuth
phosphate, solution “C” was prepared by dissolving an appropriate amount of (NH4)2HPO4 (chemically pure) in cold
distilled water.

Solution B was added dropwise to solution A with continuous stirring, resulting in an orange precipitate. After
10 minutes of vigorous stirring, solution C was also added dropwise to the reaction mixture.

The resulting suspension was stirred for 1 hour. At the same time, a 4 M solution of sodium hydroxide NaOH
(analytical grade) was added to maintain pH=1. The reaction mixtures were subjected to hydrothermal treatment at
200 ◦C and a pressure of ∼7 MPa for 4 hours. After 4 hours of isothermal exposure, the autoclave was removed from the
furnace and cooled at room temperature. The result of precipitate was washed several times with distilled water until a
neutral value pH, centrifuged, and dried at 80 ◦C for 12 hours for removaling of moisture from the sample.

Samples of BiVO4, BiPO4, and BiVO4/BiPO4 compositions with different molar ratios were synthesized.
Determination of the elemental composition of samples, sizes and shapes of particles was carried out using a scanning

electron microscope Tescan Vega 3 SBH (Tescan Orsay Holding, Czech Republic) with an attachment for energy disper-
sive X-ray spectroscopy Oxford Instruments INCA x-act (Oxford Instruments, Oxford, UK). The size characteristics of
particles according to electron microscopy data were analyzed using the ImageJ program.

X-ray diffraction patterns were taken at 25 ◦C on a Rigaku SmartLab 3 diffractometer (Rigaku Corporation, Japan).
Diffractograms were recorded in the Bragg–Brentano geometry in the angle range 2θ = 10 – 60◦ with a step of 0.01◦, a
shooting rate of 4 ◦/min, and using a Kβ filter (CuKα is radiation). The phase analysis of the samples was determined
using the ICSD PDF-2 database. Full profile phase analysis was performed using the SmartLab Studio IV program (Rigaku
Corporation, Japan). The average crystallite size was determined from non-overlapping reflections of each phase using
the Halder–Wagner method [27]. The instrumental broadening of reflections of the samples was taken into account using
a standard, which was a SrTiO3 single crystal in the form of a polished thin plate.

The photocatalytic activity of the samples was studied in the process of catalytic photodegradation of methyl violet
(MV) using xenon lamps to simulate visible light with a power of 100 W with a UV filter λ ≥ 420 nm. The dye oxidation
process was carried out in an isolated photochemical reactor [28], which included 50 ml beakers with a reaction solution,
a magnetic stirrer, and two xenon lamps.

Before starting photocatalytic experiments, colloidal solutions of the corresponding samples with concentration of
0.045 g/L were preliminarily prepared. Then, 3 ml of a 0.1 g/L methyl violet dye solution and 22 ml of distilled water
were added to each of the beakers. Thus prepared reaction solutions were kept in the dark for 15 minutes to achieve
adsorption-desorption equilibrium. After this time, the reaction mixture was irradiated with visible light with constant
stirring for 60 minutes with sampling of 5 ml every 10 minutes to build kinetic dependences and determine the rate
constant of the photocatalytic process. The degree of efficiency of photocatalytic degradation was assessed by changing
the concentration of MV using an AvaSpec-ULS2048 spectrometer with an AvaLight-XE light source.

A pseudo first order kinetic model was used to describe dye degradation data by the equation:

ln(C0/C) = K · τ,
where K is the apparent rate constant of the reaction, C0 and C are the initial dye concentration after adsorption and the
current dye concentration at time τ .

3. Results and discussion

The results of the elemental analysis of the samples are presented in Table 1. The designation of the samples in the
work corresponds to their numbering in the table. In all samples, the bismuth content slightly exceeded that specified
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for the synthesis. This seems to be related to the measurement error. The content of vanadium in samples turned out to
be lower than that specified during synthesis. Probably, at pH=1, a part of vanadium did not crystallize in the form of
bismuth orthovanadate, but remained in the hydrothermal solution and was washed out by washing the precipitate.

Diffraction patterns of the obtained samples are shown in Fig. 1. Sample 1 after hydrothermal treatment consists of
the BiVO4 monoclinic phase with the clinobiswanite structure (PDF #00-014-0688). Sample 5 is monoclinic BiPO4 (PDF
#00-015-0767). All samples containing both vanadium and phosphorus are two-phase, containing a BiVO4 monoclinic
phase and a BiPO4 monoclinic phase. Since the content of vanadium in all samples turned out to be lower than that
specified for synthesis, the reflections of the phase of monoclinic BiVO4 are weakly expressed in diffraction patterns of
the samples containing vanadium and phosphorus. Analysis of diffraction patterns of the samples shows that monoclinic
modifications of vanadate and bismuth phosphate can be obtained by the hydrothermal method under these conditions
(4 hours, 200 ◦C, 7 MPa) (Fig. 1). Data on the phase ratio in the samples were determined using the Rietveld method and
are presented in Table 1.

FIG. 1. X-ray diffraction patterns of samples

TABLE 1. Composition of samples

Designation
of samples

Composition by
synthesis

Composition by
analysis (EDX)

Phase composition
m-BiVO4 : m-BiPO4 (XRD)

1 BiVO4 BiVO4 100 : 0

2 BiV0.67P0.33O4 BiV0.40P0.60O4 41.2 : 58.8

3 BiV0.50P0.50O4 BiV0.16P0.84O4 25.2 : 74.8

4 BiV0.33P0.67O4 BiV0.12P0.88O4 7.3 : 92.7

5 BiPO4 BiPO4 0 : 100

The comparison of the data of elemental analysis and X-ray phase analysis showed that for sample 2, the elemental
composition coincided with the phase composition of compound according to the analysis almost. For samples 3 and 4,
it’s shown that there is a decrease and an increase in the proportion of bismuth phosphate compared to elemental analysis,
respectively. Further in the work, the composition of the samples will be given according to the data of X-ray phase
analysis.

The dependence of the unit cell parameters of both phases on the content of BiPO4 in the samples allows us to
conclude that there is a limited region of the solid solution based on the phase of monoclinic bismuth orthophosphate
BiP1−xVxO4. The unit cell parameters of monoclinic bismuth orthovanadate do not change within the error, which
indicates the absence or extremely low solubility of BiPO4 in the phase based on BiVO4. As an example, Fig. 2 shows
the dependence of the parameter a of monoclinic phases based on BiPO4 and BiVO4 on the BiVO4 : BiPO4 ratio.
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FIG. 2. Dependence of the unit cell parameter a of monoclinic bismuth orthophosphate and orthovana-
date on the content of bismuth phosphate in the sample (x)

Graphs of the dependence of the average crystallite size of the coexisting phases on the BiVO4 : BiPO4 ratio are
shown in Fig. 3.

FIG. 3. Dependence of the average crystallite size of the phases of monoclinic bismuth phosphate and
bismuth vanadate on the content of bismuth phosphate in the sample (x)

An increase in the amount of bismuth orthophosphate in the system leads to a slight increase in the average size
of bismuth orthovanadate crystallites. The size of bismuth orthovanadate crystallites varies within 72 – 85 nm. The
crystallites of the m-BiPO4 phase have the smallest sizes in samples 3 and 4. In addition, in these samples, the average
sizes of the crystallites of the m-BiVO4 phase were closest to the sizes of crystallites of the accompanying m-BiPO4

phase, and amounted to about 70 nm.
Microphotographs of the samples are shown in Fig. 4. Spot elemental analysis showed that the large particles in the

samples are particles of them-BiVO4 phase (as an example, a snapshot of sample 3 in Fig. 4c is shown). Smaller particles
belong to the m-BiPO4 phase.

Particle size distributions obtained on the basis of the electron microscopy data are given as an example for sample 4
and are presented in Fig. 5.

On Fig. 6 shows plots of the particle length versus the BiVO4 : BiPO4 ratio in obtained samples.
It can be noted that the particle size of each phase in two-phase samples increases in comparison with single-phase

samples with a decrease in the proportion of this phase. Moreover, the average particle length of bismuth orthovanadate
increases from 4 to 21 µm with an increasing the proportion of bismuth orthophosphate from 0 to 0.927. Smaller-sized
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FIG. 4. Micrographs of samples: 1 (a); 2 (b); 3 (c, d); 4 (e), 5 (d) (Arrows point to m-BiVO4 particles)

particles, have larger the surface area on which photons are absorbed. As avesult, there are better photocatalytic properties
of substances.

Photocatalytic characteristics of the samples were studied during the decomposition of methyl violet under the action
of visible light (Fig. 7). The obtained UV-visible absorption spectra of MV demonstrate the effective destruction of dye
molecules over time in the presence of all potential catalysts, as evidenced by the regular decrease in the characteristic
peak of MV observed at 578 nm. From the analysis of the obtained spectra, it can be concluded that pure bismuth
orthovanadate exhibits the highest photocatalytic activity (sample 1).

Depending on the amount of the bismuth vanadate phase in the samples, the catalytic ability of the samples changes
in the following order: 5> 4> 3> 2> 1. It can be affected by the morphology of the particles, the size of the crystallites,
and the method of catalyst synthesis, its doping, and other factors.

To study the kinetic characteristics of all samples, kinetic curves were constructed, which are the ratio of the concen-
trations of the reaction solution to the concentration of the initial solution as a function of time (Fig. 8). The resulting
curves show the photocatalytic activity of each sample as the exposure time increases and demonstrate a regular decrease
in the relative concentration of the dye.

The rate constant of the catalytic reaction was calculated using the linearization of the graph of the dependence of the
kinetic curves in pseudo-first-order logarithmic coordinates of the reaction (Fig. 9) and varies from 0.018 to 0.007 min−1

depending on the content of bismuth orthophosphate in the samples (Fig. 10).
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FIG. 5. Particle size distribution in sample 4

FIG. 6. Graph of average particle length versus bismuth phosphate content in a sample (x)
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FIG. 7. UV-Visible MV absorption spectra in the presence of a catalyst under the influence of visible light

FIG. 8. MV degradation profiles of all photocatalysts

4. Conclusion

In the BiPO4–BiVO4 system obtained under hydrothermal conditions (4 hours of isothermal exposure at 200 ◦C),
binary two-phase samples were obtained, which consist of nanocrystalline monoclinic modifications of bismuth vanadate
and bismuth phosphate. The bismuth phosphate phase crystallized as a limited solid solution.

It was found that the sizes of crystallites of monoclinic bismuth orthovanadate and the sizes of its particles increased
with a decrease in its content in the sample. Sizes of crystallites and particles in the phase based on monoclinic bismuth
phosphate BiPO4 are practically independent of the ratio of coexisting phases in the system.

The photocatalytic activity of obtained nanocrystalline powders in the BiPO4–BiVO4 system was studied during the
oxidation of methyl violet. The sample of single-phase bismuth orthovanadate demonstrates a higher catalytic activity.
Obtained results can be considered as intermediate for the search of methods for synthesis promising photocatalysts for
the oxidation of organic water pollutants.
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FIG. 9. Kinetic profiles (C/C0) in logarithmic coordinates for all samples

FIG. 10. Dependence of the rate constant of the catalytic reaction on the content of bismuth phosphate
in the sample (x)
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ABSTRACT The new applications of nanodiamond in biology and nuclear physics require the use of products
with a low content of impurities. One of the possible methods for obtaining a high-purity nanodiamond is the
recently developed laser synthesis method. The aim of this work was to study the state of aggregation of laser
synthesis nanodiamond particles in aqueous suspensions and to test the possibility of deaggregation of laser
nanodiamond. The process of deaggregation of a laser synthesis nanodiamond is investigated. It was shown
that the previously described process of deaggregation by milling with baking soda and the usual process
of deaggregation give almost the same results. A solid phase from a colloidal solution of a laser synthesis
nanodiamond has been isolated and investigated. The low content of impurities in the studied product was
confirmed (less than 0.1% at.), the Raman, IR, and EPR spectra were studied.
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1. Introduction

It is well known that nanodiamond is a product with a very wide range of applications [1]. However, in recent years,
several new products based on nanodiamonds have appeared.

First of all, in the field of medical technology development, the possibility of using a detonation nanodiamond (DND)
in MRI as a contrast agent has been practically demonstrated [2, 3] and as a component of the intracellular delivery
system of the antiviral agent si-RNA (including in vivo) [4]. For such applications, the issue of developing a technology
for obtaining a pharmaceutical-grade nanodiamond that meets Good Manufacturing Practice (GMP) requirements has
become relevant. For injectable forms of medication, the content of metal contaminants should be no more than 1 ·10−4 –
1 · 10−8 at.%.

The use of nanodiamond for cooling and neutron reflection looks rather unexpected [5–7]. To be used as a special
material in the atomic field, a product with zero content of impurities which absorb neutrons (B, Cd, Gd and other
lanthanides, Co) is required.

Traditionally, the most commonly used type of nanodiamonds is detonation nanodiamond. This product is obtained
by detonating explosive charges under special conditions and then separating the product from the detonation soot by the
oxidizing method. Upon production of detonation nanodiamond, detonation soot is contaminated by erosion products of
the explosive chamber material [12], the process of oxidative cleaning of nanodiamond is associated with contamination
of the final product with heavy metals or corrosion products of reaction equipment. For this reason, conventional industrial
detonation nanodiamond contains 0.5 – 1.0 % of ash-forming impurities. The most advanced cleaning methods make it
possible to obtain an almost ash-free product, however, such processes are technologically quite complex and require the
consumption of a large number of chemical reagents of a high degree of purification (Electronic Grade).

As a result, the question of the possibility of developing new methods for the synthesis of nanodiamonds that ensure
the production of a high purity product directly in the synthesis process is relevant. One of such promising methods is
recently developed method for obtaining nanodiamonds by inertial (laser) synthesis [13]. The method is based on laser
ablation of a specially prepared target that containing soot and a hydrocarbon binder under a layer of optically transparent
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liquid. Synthesized nanodiamond (laser nanodiamond, LND) was separated by flotation in deionized water [14, 15]. This
method does not require the removal of the non-diamond component, since the resulting product does not contain a sig-
nificant amount of non-diamond carbon. Recently, information has also been published on the synthesis of nanodiamonds
directly in a deaggregated form when irradiated with a femtosecond laser with ethanol [16] and liquid carbon monoxide
CO [17], but at present these technologies seem not might to be used for industrial scale production.

A serious advantage of the laser synthesis process is the exclusion of the use of explosives, which are not freely
available reagents and require special permits, equipped facilities for storage and processing, as well as a special order of
transportation.

For many applications, it is extremely important to obtain nanodiamond in the form of a colloidal solution containing
individual free particles. In the form of a colloidal solution, nanodiamonds can be relatively easily cleaned and subjected
to various chemical modifications.

In recent paper [18], Stehlik and co-authors reported successful deaggregation of a laser nanodiamond by obtaining
a colloidal solution of free particles with a negatively charged surface by a method developed by Mochalin [19]. The
method is based on ultrasonic processing of the initial nanodiamond in a NaCl or NaHCO3 slurry. At the same time,
before ultrasonic treatment, the source material is processed in the same way as previously described [9] or [10]. For this
reason, there are reasonable doubts about the need to use salt slurry.

The aim of this work was to study the state of nanodiamond particles obtained by laser synthesis in aqueous suspen-
sions and to test the possibility of obtaining nanodiamond colloids of this type consisting of free particles without the use
of slurry of soluble salts and operations associated with this method. We also investigated the properties of such solutions,
isolated a solid product from a colloidal solution, conducted a primary assessment of the purity of the resulting product
and investigated some practically important physical properties.

2. Experimental

The laser nanodiamond (LND) sample was obtained by laser ablation of a target containing industrial carbon black
and a hydrocarbon binder with the addition of stearic acid under a layer of water. A pulsed solid-state YAG laser with a
wavelength of 1064 nm was used for irradiation. The synthesized LND was separated by flotation, additionally washed
and dried. A more complete description of the synthesis is given in [13].

We used the deaggergation procedure similar to that previously described in [9]. The powder of the LND 7.5 g
mass was placed in a graphite boat, which was installed in a quartz tube with a heater blown by a flow of hydrogen.
The treatment temperature was 600 ◦C, the hydrogen treatment time was 6 hours. After cooling the product was mixed
with 200 ml of deionized water and sonicated for 15 minutes (the temperature increase was 30 ◦C). After sonication, the
product was separated by centrifugation (RCF 1.8 · 104 g), while a gray (sometimes bright blue or light blue, the origin of
this color is the subject of discussion) precipitate and a black color supernatant were formed. Sonication of precipitate in
water and centrifugation of obtained colloidal solution were repeated three times, as a result, 500 ml of a black supernatant
were obtained.

The DND sample for ESR measurement was obtained from an industrial nanodiamond manufactured by SKTB
“Technolog”. The product was purified by washing with hydrochloric and hydrofluoric acid, annealed in hydrogen at
600 ◦C, sonicated and separated by centrifugation in accordance with [9]. The solid phase was separated by a vacuum
rotary evaporator.

LND particle sizes were measured using a Mastersizer 2000 laser diffraction analyzer (Malvern Instruments, UK)
and a LiteSizer 500 nanoparticle analyzer (Anton Paar, Au). The same device was used to measure the electrokinetic
potential (PALSE).

X-ray diffraction (XRD) data were obtained using a powder diffractometer D2 Phaser (Bruker AXS, Germany)
designed in vertical Bregg–Brentano θ–θ geometry and equipped with semiconductor linear position-sensitive detector
LYNXEYE with opening angle of 5◦. The measurements were performed in symmetric θ–2θ scan mode using Cu-Kα
radiation monochromatized by Ni filter. To average the effect of preferred crystallite orientation, the sample was rotated
around the sample holder axis coinciding with the axis of the diffractometer goniometer. To avoid the diffraction contri-
bution of the sample holder and the adhesive, the samples were mounted on a background-free holder in the form of the
Si(119) single crystal wafer. XRD patterns were analyzed using the TOPAS-5 program using the Scherrer model.

The Raman spectra were obtained using the Ntegra Spectra spectrometer (SOL Instruments, NT-MDT, Ru). A
532.01 nm diode laser (Integrated Optics) was used. To prevent heating of the sample, the radiation power density
did not exceed 2 · 103 W/cm−2. Diffraction gratings 600/600 bar/mm were used. All measurements were carried out at
room temperature.

IR spectra were recorded using an Infralum FT-08 Fourier spectrometer (Lumex, Ru). To register the spectrum,
200 measurements were made with a resolution of 2 cm−1.

Elemental analysis was performed using TESCAN VEGA-3 SBH SEM with an INCA X-act X-ray energy analyzer
(Oxford Instruments, UK). The average variation for each channel is no more than 0.5 %.

EPR spectra were obtained using the ESR 70-03 XD/2 (KBS, Be) 9 GHz band (X-band) with a maximum generator
power of 0.8 W. (microwave attenuation of 22 dB), modulation amplitude of 0.1 mT, number of signal accumulations
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of 1, total spectrum recording time for one pass was 100 s. For quantitative measurements, short quartz tubes on a Teflon
holder were used.

Sonication was performed using a UZG4-1.0/22 generator with magnetostrictive transducer with titanium alloy horn
on frequency of 22 kHz. The acoustic power measured by the calorimetric method was 35 W.

Particle separation was performed on a Sigma 6-16 centrifuge with a 12169 rotor equipped with a set of Sarstedt
capsules #0037-109.4827.

3. Results and discussion

The studied sample of nanodiamond looked initially as a gray powder. Its properties are described in more detail
in [15]. To study the particle size distribution, the sample of the initial powder weighing 15 mg was mixed with 150 ml of
water and sonicated for 15 minutes with 5 Wt power. The particle size distribution measured after cooling the sample is
shown in Fig. 1.

FIG. 1. The distribution of LND particles in water suspension after sonication by volume (a) and by
the number of particles (b). Data was determined by the DLS

According to the results of measurements using DLS, it was found that most of the particles have a size of about
1 micron, but there is a significant proportion of particles with a smaller diameter (200 nm). Similar results were obtained
when measuring the particle distribution by laser diffraction (Fig. 2). The distribution peaks are slightly shifted relative to
the results of DLS measurements (220 and 2000 nm, respectively).

FIG. 2. The distribution of LND particles in water suspension after sonication by volume (a) and by
the number of particles (b). Data was determined by the laser diffraction (Mastersizer 2000)

To explore the possibility of obtaining a colloidal solution containing single nanodiamond particles, we used the
deaggergation procedure similar to that previously described by Williams et al [9].

The particles size distribution by volume in the obtained black colloidal solution, determined by the DLS, is shown
in Fig. 3. Based on these results, we can conclude that the formation of a colloidal solution of LND is similar to the
previously described [9].

When the produced solution was evaporated, it was possible to obtain a solid phase. The concentration of produced
suspension was approximately 0.8 % by weight. Thus, the total yield of the solid phase was about 50 % of the initial mass
of nanodiamond, which is quite close to that claimed by Stehlik [18].

An XRD pattern of the isolated solid product confirmed that the dispersed phase is the diamond (Fig. 4). According to
the phase analysis, all the intense reflections observed in the XRD patterns of all samples correspond to the C cubic crystal
(diamond phase, space group Fm3 (227), α = 3.56637 Å at room temperature) [19]. All possible diamond reflections are
observed; therefore, the samples are polycrystalline with crystallites about 4 nm in size (the crystallite sizes D obtained
in the model without microstrains (εs = 0)). A thorough analysis of the XRD reflection profiles of the sample by the
TOPAS methods has shown that the broadening of reflections is caused not only by the crystallite size D but also arises
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FIG. 3. The particle size distribution by volume (a) and by the number (b) of LND particles in super-
natant water after deaggregation procedure. Data was determined by the DLS

due to microdeformations εs in them. The mean values of D obtained in the model with non-zero εs are characterized
by slightly lower standard deviations than those calculated using the εs = 0, but both methods give comparable values
that agree well within one e.s.d. (D = 4.50(4) and 4.34(4) nm, respectively). Also it should be noted the change of the
observed preferred orientation along the (111) direction, which is typical for a powder of isolated diamond nanoparticles
and was previously mentioned in the literature [10].

FIG. 4. Model and experimental XRD patterns of the isolated solid product. The Miller indices hkl of
the reflections of the observed crystalline diamond phases are indicated

The results of particle size measurements performed by the DLS method and the value of the crystal size obtained by
processing X-ray diffraction data coincide well. This suggests that we have produce a colloidal solution containing free
nanodiamond particles.

The Raman spectrum of the isolated solid product (Fig. 5) has a form similar to that of the Raman spectrum of a
deaggregated DND obtained by similar procedure described in [9]. It has the same characteristic features: some displace-
ment of the peak center relative to a massive diamond and broadening of the spectrum lines. Moreover, the diamond peak
maximum located at 1326 cm−1, which corresponds to 4 nm particles by phonon confinement model (described at [23]).
Note that there is some discrepancy between the X-ray data and the Raman spectrum. While there are no signs of the
presence of graphite phase residues on the X-ray of the LND, in the Raman spectrum of the LND, the ratio of the diamond
and G-peak is noticeably smaller compared to the spectrum of the DND.

Figure 6 shows the IR spectra of the sample of deaggregated LND in comparison with a sample of a deaggregated
DND. The structure of the spectra is repeated, except for a narrow peak of 1394 cm−1, which is absent in the spectrum of
the LND.
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FIG. 5. The Raman spectrum of a deaggregated LND. For comparison, the Raman spectrum of a deag-
gregated DND is given

FIG. 6. IR spectra of deaggregated LND (1) and deaggregated DND (2)

The presence of a wide band with a maximum at 3410 cm−1 and a narrow band with a maximum at 3690 cm−1

corresponds to the valence vibrations of the O–H bond, mainly water sorbed by the sample itself. A narrow band with a
peak in the region of 1636 cm−1 refers to deformation vibrations of O–H. Bands in the regions of 2960, 2880, 1466 cm−1

correspond to valence vibrations of methyl and methylene groups (–CH3, –CH2). The peak in the region of 1322 cm−1

characterizes the valence oscillations of C–C in diamond. Fluctuations of C–O belonging to lactones or esters are mani-
fested in the region of 1156 cm−1.

Comparison of the spectra shows that samples of diamond nanoparticles by the laser and the detonation synthesis
have similar composition of functional groups on the surface. The main difference is that the peak in the 1394 cm−1

region corresponding to the C–O valence oscillations is not presented in the spectrum of the laser synthesis sample.
As has been repeatedly noted, the deaggregated DND, which after hydrogen treatment contains methyl and other

groups with C–H bonds, is characterized by a positive surface charge with an electrokinetic potential of 40 – 50 mV.
A similar pattern is observed for laser synthesis nanodiamond after treatment in hydrogen. The measured value of the
electrokinetic potential was about +45 mV.

The elemental composition of the LND was studied by the energy-dispersive X-ray spectroscopy (EDS) method. A
typical EDS spectrum is shown in Fig. 7, the corresponding impurity content estimate is given in the upper right. A more
accurate analysis result is shown in Table 1.

The content of the most impurity elements in the studied sample is at the noise level and corresponds to well-purified
samples of DND. Attention is drawn to the low nitrogen content, which is usually much higher for DND – about 4 %
or more [20]. However it is not zero at all as expected. This fact is presumably due to the laser synthesis in the air
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FIG. 7. Results of EDS analysis of deaggregated LND

TABLE 1. Element composition of LND sample

C N O F Na Al Si S Cl K Ca Ti Cr Fe Ba

mass.% 95.59 1.15 0.91 0.44 0.06 0.07 0.05 0.05 1.23 0.04 0.13 0.08 0.09 0.05 0.08

at.% 97.38 1.00 0.69 0.29 0.03 0.03 0.02 0.02 0.42 0.01 0.04 0.02 0.02 0.01 0.01

atmosphere. In this case the air dissolved in the water used is captured. It is also possible to capture atmospheric nitrogen
directly during synthesis due to the intensive mixing. Obviously the result can be improved by blowing of the argon and
providing the laser synthesis in a nitrogen-free atmosphere. We should also hope for a significant reduction in the content
of impurities during laser synthesis under conditions corresponding to GMP.

The measured EPR spectrum has no significant differences from the EPR spectrum of the detonation nanodiamond
(Figs. 8, 9). There is no splitting of the single intense line. The concentration of paramagnetic centers in the LND sample
is slightly higher (approximately 105 %) of the concentration of paramagnetic centers (5.0 · 1018 units/g) in the reference
sample of detonation nanodiamond.

FIG. 8. EPR spectrum of deaggregated LND. Sample mass is 5.9 mg
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FIG. 9. EPR spectrum of deaggregated DND with positive surface charge. Sample mass is 6.2 mg

For the purpose of preliminary evaluation of the relaxivity of the resulting product spectra with high power input 200
and 400 mW were measured. There was not found the significant change in the shape of the lines or signal suppression.
This suggests a potentially high spin-spin interaction constant, which is needed for the use of nanodiamond in contrast
agents for MRI. Of course, the correct measurement of the relaxivity of a deaggregated LND will be the subject of the
next article.

4. Conclusions

1. The aggregation of nanodiamond particles by laser synthesis in aqueous suspensions is investigated. It has been
established that nanodiamonds are contained in aggregates ranging in size from 200 nm to 1 µm depending on
modifications of the synthesis conditions. Nanometer particles of the laser nanodiamond were not detected in the
pristine product.

2. The process of deaggregation of the laser synthesis nanodiamond is investigated. The colloidal solution of LND
with a positive surface charge containing free nanodiamond particles of about 5 nm in size was obtained.

3. The output of the deaggregated product is nearly to the previously described process using salt slurry. The need
for its use is not obvious, thus the use of salt slurry is, apparently, a “successful complication” of the deaggregation
procedure, because of the fact that the use of additional reagents of inadequate quality can cause contamination
of the final product.

4. The solid phase from the colloidal solution of laser nanodiamond is isolated and investigated, its diamond nature
is confirmed. The low content of impurities in the investigated product was confirmed.

5. The EPR spectra of the deaggregated laser synthesis nanodiamond has been studied. The parameters of the EPR
signal are close to those for the detonation synthesis nanodiamond, which suggests the possibility of its use in
relaxation agent for MRI.
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ABSTRACT Graphene can be used to store energy as well as a supercapacitor material because of its unique
physical and chemical properties, including high specific surface area, high chemical stability, high mechan-
ical strength, and oxidation resistance. In this report, a facile, green, and cost-effective approach has been
adopted to synthesize graphene sheets through an electrochemical exfoliation technique for supercapacitor
applications. Graphene sheets were synthesized using aqueous electrolyte (Ag/AgCl, 0.1 M H2SO4) with four
different exfoliation potentials such as 3, 5, 7 and 9 V. The prepared graphene sheets were subjected to charac-
terization techniques such as Raman spectroscopy, X-ray photoelectron spectroscopy (XPS), X-ray diffraction
(XRD), and atomic force microscopy (AFM). The Raman results revealed that the defect density and thickness
of the graphene layers increased with increased in the exfoliation potential and then eventually decreased.
Among all potentials, the maximum crystalline size of graphene was observed for the potential of 5 V, an inter-
mediate crystalline size of 9 V, and minimum for 7 V, showing that the exfoliated graphene layer was sensitive
to the exfoliation potential. XPS study shows the structural oxidation (relative percentage of carbon and oxy-
gen) of the exfoliated graphene at different potentials. The results indicate that electrochemically exfoliated
graphene (5 V) has been successfully produced. The behaviour of 5 V graphene has been examined using
a charge-discharge (CD) curve and cyclic voltammetry (CV) for supercapacitor applications. The maximum
value of specific capacitance obtained is 198 F·g−1 at a current density of 0.14 A·g−1 in 6 M KOH. The highest
value obtained for energy density and power density is 17 W·h·kg−1 and 1176 W·kg−1.
KEYWORDS graphene, electrochemical exfoliation, supercapacitor, EDLC
FOR CITATION Naresh Muthu R. Synthesis and characterization of one pot electrochemical graphene for su-
percapacitor applications. Nanosystems: Phys. Chem. Math., 2023, 14 (3), 380–389.

1. Introduction

Due to the continuous depletion of fossil fuels, we require an alternative source of energy. Batteries, fuel cells, and
electrochemical supercapacitors are some of the alternative ways to store energy. Supercapacitors got attention because
of their distinct features, like high power density, fast charging/discharging rates, high stability, and long-life duration
compared to batteries and other electrochemical energy storage devices. Electrochemical supercapacitors can be classified
as pseudo-capacitors, electrical double layer capacitors, and hybrid capacitors. Apart from lifetime, energy density and
power density are the two parameters for the selection of supercapacitor materials [1, 2].

Graphene is a crystalline allotrope of carbon having a single atomic 2D layer with all carbon having sp2 hybridiza-
tion and the remaining electron in the p-orbital form large pi-bond [3]. Due to the presence of a sigma bond, graphene is
flexible and stable, the presence of elastic corrugation can bear thermal fluctuation through the modulating bond length.
Graphene is attractive due to its exceptional properties [4] including high thermal conductivity (∼ 5000 W·m−1·K−1),
high electron mobility (15000 cm2·V−1·s−1), high current density, high specific surface area (2620 m2·g−1), high me-
chanical flexibility. The intrinsic capacitance of graphene single layer was found to be 21 µF·cm−2 [5] i.e. the upper
limit for electrical double-layer capacitance for carbon-based materials. This suggests that graphene is the ideal carbon
electrode material for EDL supercapacitors because the maximum specific capacitance value achieved by graphene when
the entire surface of 2675 m2·g−1 is fully utilized is 550 F·g−1.

There are various methods involved in the production of graphene such as Hummer’s method, microwave method,
chemical vapour deposition (CVD) method, dispersion method and electrochemical exfoliation method. Recently, electro-
chemical exfoliation of graphene from graphite has attracted researchers due to its easy, cheap and environmental friendly
approach to produce high-quality graphene [6].

This report deals with electrochemical exfoliation of graphene from graphite rod in aqueous solution (sulfuric
acid) [6–8]. Here SO2−

4 ions from sulfuric acid (H2SO4) acts as an exfoliating agent, it gets intercalate between graphite
layer and increase the spacing between two consecutive graphite layers, results in graphene layer separation from the

© Naresh Muthu R., 2023
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graphite surface. By optimizing the applied potential for electrochemical process, the oxidation of graphene during exfo-
liation can be reduced. This result suggests that the 5 V exfoliated graphene were relatively higher C/O ratio (from XPS),
less defect ratio (from Raman), multiyear graphene (from Raman and AFM) among the 7 and 9 V exfoliated graphene.
Based on this, we have chosen 5 V prepared graphene for supercapacitor applications. The specific capacitance of the
produced 5 V graphene has been calculated using cyclic voltammetry and charge-discharge curve. It has been found that
the maximum specific capacitance value achieved from charging-discharging curve is 198 F·g−1, the maximum energy
density and maximum power density calculated are 17.54 W·h·kg−1 and 1178 W·kg−1 respectively.

2. Experimental section

2.1. Materials

Polyvinylidene fluoride (PVDF) membrane (220 nm pore size) and carbon black were supplied by Sigma-Aldrich.
Sulfuric acid (H2SO4) 98 %, N-Methyl-2-pyrrolidone (NMP), and potassium hydroxide (KOH) were obtained from
Merck. High-purity graphite rods (99.9995 %, 3.05 mm dia, and 305 mm long) and polyvinylidene fluoride (PVDF)
were received from Alfa Aesar. All purchased reagents were of analytical grade and used without further purification.
Double distilled water was used throughout this study.

2.2. Electrochemical exfoliation of graphene

Electrochemical exfoliation of graphite rods (working electrode) were performed using a three-electrode cell con-
figuration with 0.1 M H2SO4 (0.449 ml of sulfuric acid by using a Sartorius Proline micro pipette to 80 ml of water)
as an electrolyte (Ag/AgCl, 0.1 M H2SO4) [9]. The counter electrode was platinum mesh and the reference electrode
was an Ag/AgCl. A constant potential of 3, 5, 7 and 9 V was applied for 1 h using Chronoamperometry technique (CHI
660E electrochemical workstation). After exfoliation, the product was collected by vacuum filtration on a polyvinylidene
fluoride (PVDF) membrane (220 nm pore size) filter and washed sequentially with deionized water and ethanol until the
PH attains 6 – 7 to remove the residual impurities of electrolytes (SO2−

4 ). Then it was dried at 100 ◦C for overnight in hot
air oven. Finally, electrochemically exfoliated graphene was obtained as fine block powder.

2.3. Working electrode preparation for electrochemical supercapacitor applications

2.3.1. Chemicals and electrode: The 5 V prepared graphene was used as an active material, polyvinylidene floride
(PVDF) as a binder, N-methyl-2-pyrrolidone (NMP) as solvent for active material dispersion, carbon black to provide
high surface area and cylindrical platinum electrode.

2.3.2. Working electrode fabrication: The active material (40 mg), binder PVDF (5 mg) and carbon black (5 mg) are
dispersed in 0.5 ml of NMP and mix properly to prepare a thick mixture. This mixture is coated over platinum electrode.
Total mass loaded on electrode is 3.4 mg. The electrode then dried in an oven for approximately 24 hours at the tem-
perature of 60 ◦C. Binder makes the active material attached to the electrode in KOH electrolyte solution. The prepared
electrode used for electrochemical characterization.

2.4. Characterization

As electrochemically synthesized graphene were subjected to structural, chemical bonding and functional group
analysis using characterization techniques. Raman spectroscopy (Thermofischer, 532 nm Ar (green) Laser) was used to
characterize the number of graphene layers. The functional groups and oxygen content of the exfoliated samples was
determined by X-ray photoelectron spectroscopy (XPS). XPS analysis was performed using an AXIS Supra, Kratos An-
alytical, with a monochromatic Al Ka radiation. High resolution spectra were collected at pass energy is 20 eV. The
synthesized graphene sheets were dried at 120 ◦C for 24 h before the XPS test to minimize the physically absorbed water.
The deconvolution of the C 1 s peak was performed by using origin software. X-ray diffraction (XRD) patterns were
recorded at room temperature PAN alytical EMPYREAN with Cu Kα radiation (λ = 1.5406 Å) in the range from 10◦ to
80◦. The electrochemical characterization of prepared electrode was performed by an electrochemical workstation (CHI
660 E). A three-electrode system constituting working electrode (graphene coated platinum electrode), counter electrode
(platinum mesh) and reference electrode (saturated calomel electrode, SCE) were used to perform cyclic voltammetry
and chronopotentiometry analysis. All experiments were performed at ambient temperature and 6 M KOH used as an
electrolyte. The cyclic voltammetry (CV) analysis performed at the potential window ranging from −1 to 0 V at dif-
ferent scan rate varying from 10 to 200 mV·s−1. The chronopotentiometry charge-discharge analysis is carried out in
potential window of 0.8 V at different current densities from 0.3 to 3 A·g−1. Specific capacitance values Cs from cyclic
voltammetry curves were calculated using equation (1) [11]:

Cs =
1

vm (V2 − V1)

V2∫
V1

i(V )dv, (1)
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where Cs, V1, V2, i, v, m are specific capacitance (F·g−1), initial voltage (V), final voltage (V), current (A), scan rate
(mV·s−1) and active mass (g), respectively. The value of integral in numerator was obtained by measuring area under the
CVs. The specific capacitance (Csp) from charge-discharge curve is calculated using equation (2) [12],

Csp =
I∆t

m∆V
, (2)

where I , ∆t, m, ∆V are current, discharging time, active mass and potential window, respectively.
Energy density (E) and Power density (P ) is calculated by using equations (3) and (4) [11]:

E =
1

2

[
Csp (Vf −Vi)

2

3.6

]
(W·h·kg−1), (3)

P =
3600 · E

∆t
(W·kg−1), (4)

Vf , Vi are final and initial potential respectively.

3. Results and discussion

The present work is to optimize the applied potential for getting high-quality graphene via an electrochemical route.
During electrochemical exfoliation, the influence of the applied potential (3, 5, 7, and 9 V) was studied, while the rest
of the conditions such as solution concentration (0.1 M H2SO4) and reaction time (1 h) were kept constant. There is no
exfoliation visible on 3 V.

3.1. Structural and morphological analysis

Raman spectroscopy is a powerful tool for studying the structural quality of synthesized graphene. Fig. 1 depicts
the Raman spectra of electrochemically synthesized graphene with 5, 7, and 9 V. For comparison, the Raman spectra of
graphite rod is also included in Fig. 1. Raman spectra of graphite and synthesized graphene showed three characteristic
peaks located at 1351, 1587, and ∼2698 cm−1 that correspond to the D band, G band, and 2D band, respectively. The
G band originates from the vibrations of the sp2 hybridized carbon atoms (E2g mode), whereas the D band arises from
lattice distortion (structural defects) in sp2 hybridized carbon. The 2D band is attributed to the second order of zone
boundary phonons [7, 13]. Graphite shows a less intensity D band, whereas defect is well pronounced in the prepared
graphene and indicates the presence of edges and/or topological defects in the basal plane.

FIG. 1. Raman Spectra of graphite and electrochemically exfol

The intensity ratio of the D and G bands (ID/IG) gives the amount of defects in synthesized graphene [12]. The 9 V
shows an ID/IG value of 0.92, which is larger than 5 V (ID/IG = 0.8) but smaller than that of 7 V (ID/IG = 0.95).
The increase in ID/IG ratio value indicates the increase in the amount of defects present in the graphene structure when
high potential (7 and 9 V) were used, suggesting that a higher defect density is induced by accelerating the oxidation at
potential (7 V) as well as the sulphate ions directly forms the SO2 gas without interaction at the high anodic potential of
9 V, yield of the exfoliated graphene is very low. The ID/IG ratio value of exfoliated graphene at 5 V was increased to
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0.89 from 0.15 of pristine graphite because the sp2 domains, which are newly formed, are smaller than those of graphite
during electrochemical exfoliation.

It is known that the crystallite sizes (La) are inversely proportional to the ID/IG. The average crystallite size of
graphene can be estimated (Table 1) from Tuinstra–Koenig (TK) formula [14].

La = 2.4 · 10−10 · λ4 · (ID/IG)−1, (5)

where λ is the Raman excitation wavelength. It is found that the crystallite size decreases with increased potential.

TABLE 1. The characteristics of Raman bands of electrochemically exfoliated graphene. The thickness
and morphology of the prepared graphene were further examined by AFM

Sample
Name ID Band IG Band

2D Band Peak
Position (cm−1) I2D Band ID/IG I2D/IG

Average
Crystallite
Size (nm)

Graphite 605 4033 2711 162 0.15 0.04 120

5 V 2006 2251 2698 845 0.89 0.38 21.57

7 V 2401 2521 2710 879 0.95 0.35 20.19

9 V 2159 2334 2703 911 0.92 0.39 20.78

The 2D band of 7 and 9 V was located at 2710 cm−1 (red shift of 12 cm−1 compared to 5 V) and 2703 cm−1 (red
shift of 5 cm−1 compared to 5 V), respectively (Fig. 2). The red shift of the 2D band is indicating the increase in the
thickness of layer. From Fig. 2, the 2D band of graphite appears at 2711 cm−1, exhibiting a red shift from exfoliated
graphene at 5 V (2698 cm−1), and the shape of the 2D band became more symmetrical for graphite in comparison with
that of graphene. It suggests that the exfoliated graphene sheets are composed of thinned and multilayered.

FIG. 2. 2D band spectra of the graphite and electrochemically exfoliated graphene

The intensity ratio of 2D and bands G (ID/IG) is used to determine the number of graphene layers. The ratio I2D/IG
is around 2 – 3 for monolayer graphene, 2 – 1 for bi-layer graphene, and I2D/IG ≤ 1 for multilayer graphene [15].
Table 1 summarizes the characteristic Raman G, D, and 2D bands, and their intensity ratio ID/IG, I2D/IG and crystallite
size are given for synthesized graphene. The I2D/IG graphite is 0.15, and 5 V exfoliated graphene is 0.38. Based on the
I2D/IG ratio of Raman spectra, it can be suggested that the produced graphene contains multilayers.

X-ray photoelectron spectroscopy (XPS) is used to investigate the nature of the chemical bonding of the graphene.
The XPS survey spectra of electrochemically exfoliated graphene are shown in Fig. 3. It is clearly shows the presence of
C 1 s and O 1 s peaks at ∼284 and ∼532 eV, respectively. The high-resolution scan of C 1 s band for 5 V could be fitted
with three deconvoluted peaks, whereas 7 and 9 V could be fitted with four deconvoluted peaks (Fig. 4). The deconvoluted
peaks at 284.28 ± 0.13, 285.04 ± 28, 286.41 ± 20 and 287.33 ± 0.24 eV corresponding to the binding energies of sp2

Carbon, C–O, C=O and C–O–C, respectively [16,17]. The major intense peak at ∼ 284.28 eV in C 1 s spectrum suggests
that the presence of sp2 carbon atoms (C=C) which informs that majority of carbon atoms were arranged in honeycomb
structure during electrochemical exfoliation of graphene.
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FIG. 3. Full range XPS spectra electrochemically exfoliated graphene

FIG. 4. High resolution XPS spectra of C 1 s for 5, 7, and 9 V
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As shown in Table 2, the atomic percentage of carbon and oxygen elements of electrochemical exfoliated graphene.
The sample from 5 to 7 V, oxygen element (O at. %) increased from 19 to 48 %. This implies that the oxidation has
increased. This is due to increase in OH− and SO2−

4 ions from 0.1 M H2SO4. Interestingly, the amount of O at% in 9 V
is (27 %) less than the 7 V but higher than the 5 V. The 5 V exfoliated graphene were relatively higher C/O ratio among
the 7 and 9 V exfoliated graphene. This result suggests that during electrochemical exfoliation reaction, small amount
of oxygen containing functional groups are formed onto the surface of graphene. It is to be noticed that less amount of
oxygen functional groups are present in the electrochemically prepared graphene at 5 V as compared to the other chemical
and thermal route, which was previously reported [2, 9, 18].

TABLE 2. Atomic percentages of C and O elements in the synthesized graphene

Sample Name C 1 s Atomic (%) O 1 s Atomic (%) C/O ratio

5 V 81 19 4.23

7 V 52 48 1.09

9 V 73 27 2.66

The Atomic Force Microscopy (AFM) images of graphene prepared at 5, 7 and 9 V are shown in Fig. 5. The AFM
images shows that the exfoliated graphene has average thickness of 5.7, 7.6 and 6.5 nm at 5, 7 and 9 V respectively. At
the potential of 5 V, minimum thickness observed with 17 graphene layers (multiyear) superimposed on each other. From
Fig. 5, it is clearly visible that the graphene sheets appear multilayer, and it is confirmed that some graphitic nanoparticles
still need to be exfoliated.

FIG. 5. AFM images (left) and line profile (right) of graphene prepared at 5 V (a), 7 V (b) and 9 V (c)

X-ray diffraction (XRD) analysis was performed to further characterize the synthesized graphene by electrochemical
method and purchased graphite rod. Fig. 6 shows the XRD patterns of the graphite rod and synthesized graphene after
applying a constant voltage of 5 V. In graphite rod, the peaks that appeared at 2θ = 26.6◦, 44.5◦, and 54.8◦ correspond
to (002), (100), and (004) planes, respectively. The XRD pattern of the synthesized graphene exhibits a much weaker and
broader peak center at ∼ 24.78◦ and 43.1◦ indexed as (002) and (100) plane, respectively. These two diffraction peaks
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indicate the multilayer graphene, which further signifies the efficient exfoliation of graphene and well match with reported
literature [2, 9, 18]. Further, the absence of a diffraction peak at ∼ 11◦ in the prepared sample revealed the absence of
graphene oxide, and it was only composed of graphene [18].

FIG. 6. XRD patterns of graphite rod and graphene prepared at 5 V

The inter-layer spacing at (002) plane of graphite rod and synthesized graphene were calculated by using Bragg’s
Law: 2d sin θ = nλ, where n = 1, λ is the X-ray wavelength. The estimated inter-layer spacing of the graphite rod
was 3.3484 Å, and the synthesized graphene was 3.5901 Å. Compared to graphite, the peak (002) shift with increased
inter-layer spacing suggests the poor ordering of sheets along the stacking direction of c-axis. The obtained XRD patterns
agree well with the Raman, XPS, and AFM analysis, which confirms the successful preparation of multilayer graphene
sheets with low defects.

The present electrochemically exfoliated graphene is definitely feasible to the previously reported chemically pre-
pared graphene. It is noted that our exfoliated graphene produced at 5 V exhibits the less degree of disorder ID/IG from
Raman and low oxygen contents (19 %) from XPS and XRD indicates the high structural quality of multilayered graphene
with efficiency of 26.3 % (yield) formed. Here, electrochemical exfoliation method, the graphene is attained through a
simple intercalation process, so it validates a comparatively lower defect.

3.2. Electrochemical performance of 5 V prepared graphene electrode

The electrochemical performance of the synthesised graphene at 5 V was studied through CV and CD. Fig. 7(a)
depicts the CV of graphene at a scan rate of 20 mV·s−1. The CVs almost featureless without redox peak and exhibiting
rectangular shape indicates an electrical double layer capacitor (EDLC) behaviour between electrode-electrolyte interfaces
via non-faradic charging / discharging process. The curves at a different scan rate from 10 to 200 mv·s−1 are shown in
Fig. 7(b). The value of current density increases with increase in scan rate suggesting fast charging characteristics of
electrode. The CVs at all the scan rate of synthesised graphene at 5 V are featureless (there is no peak observed), in the
optimized potential range of −1.0 to 0 V vs SCE, indicating EDLC [19].

Upon scanning to more negative (cathodic) potentials, diffusion of K+ from the electrolyte solution to the electro-
chemically exfoliated electrode surface was adsorbed through non-faradic reaction. When the scan direction is reversed,
and the potential is scanned in the positive (anodic) direction, K+ at the graphene electrode surface is depleted.

Figure 8 represent the value of specific capacitance (Cs) obtained from CVs, the higher value of specific capacitance
observed at slow scan rate and vice-versa. At slow scan rate ions in the electrolyte gets sufficient time to get adsorb over
graphene sheets but at high scan rate, charging and discharging process are too fast for the full adsorption and hence lesser
surface of electrode used, resulting in low specific capacitance value for higher scan rates and high capacitance value for
lower scan rates [19].

Figure 9 (a) depicts the chronopotentiometric charge-discharge (CD) curve of graphene at the current density of
0.6 A·g−1. Fig. 9(b) shows the chronopotentiometric charge-discharge curves at different current densities from 0.3 to
3 A·g−1 with the voltage ranges from −0.1 to −0.8 V for the same electrode used above for CV. The linear increase in
charging curve with constant slope indicates the electrical double layer capacitor behaviour. This result well agrees with
the CV studies and consistent with previous report.

Figure 10 shows the values of specific capacitance ranging from 198 to 37 F·g−1. Similar to CV, here also increase
in current density leads to decrease in specific capacitance. As ion adsorptions over graphene layer reduces with increase
in current density.
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(a) (b)

FIG. 7. (a) CV at scan rate of 20 mV·s−1; (b) CVs at different scan rates

FIG. 8. Specific capacitance at various scan rates (10 to 200 mV·s−1)

(a) (b)

FIG. 9. (a) Charge-discharge curve at current density of 0.6 A·g−1; (b) Charge-discharge curve at
current density varies from 0.3 to 3 A·g−1
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FIG. 10. Specific capacitance at different current density

The cyclic stability of electrode can be observed at a current density of 5 A·g−1 from Fig. 11, the value of specific
capacitance for 1st and 500th cycle is 36.76 and 34.92 F·g−1 with the retention of 95 % of the specific capacitance value
after 500 cycles, shows that prepared electrode shows excellent stability for supercapacitor behaviour.

FIG. 11. Cyclic stability of graphene electrode at a current density of 5 A·g−1

Power density and Energy density values calculated from charge-discharge shown in Fig. 12. The maximum power
density obtained is 1176 W·kg−1 at current density of 3 A·g−1. The maximum energy density obtained is 17 W·h·kg−1.

4. Conclusion

The present study demonstrates that one-pot synthesis of graphene sheets was fabricated via electrochemical exfolia-
tion with the optimization of applied potential in the presence of 0.1 M H2SO4 (Ag/AgCl, 0.1 M H2SO4). The graphene
sheets were analysed by XPS, Raman, AFM and XRD. XPS results show the less oxygen content of ∼19.11 at% for 5 V.
AFM exhibits the multi-layer graphene. Raman spectroscopy indicates the low defect density of as-synthesized multi-
layer graphene sheets. The XRD result confirms the formation of multi-layer graphene sheets at applied potential of 5 V.
Hence by using this graphene (prepared at potential of 5 V) to make electrode, by coated on platinum electrode gives
specific capacitance of 198 F·g−1, energy density of 17 W·h·kg−1 and power density of 1176 W·kg−1 which shows a
good EDLC behaviour of electrode in 6 M KOH solution.
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FIG. 12. Ragone plot of prepared graphene electrode compared with different electrochemical devices
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