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#### Abstract

PACS 02.60-x, 47.11.Bc, 02.30.Jr Abstract This paper aims to study the existence and uniqueness of a weak solution for the boundary value problem of a time fractional equation involving the Caputo fractional derivative with an integral operator. By utilizing the discretization method, we first derive some a priori estimates for the approximate solutions at the points $\left(x, t_{j}\right)$. We then evaluate the accuracy of the proposed method to demonstrate that the implemented sequence of $\alpha$-Rothe functions converges in a certain sense, and its limit is the solution (in a weak sense) of our problem. It must be pointed out that the constructed L1 scheme is designed to approximate the Caputo fractional derivative mentioned in the problem.
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## 1. Introduction

In the beginning, fractional calculus was developed as a pure mathematical concept. In recent decades, its use has expanded into a variety of different fields of science, such as physics, mechanics, economics, and engineering (see, for instance, [1-4]).

The time-fractional-order diffusion equations (TFDEs) have attracted many scholars' attention, it is worth mentioning that the crucial importance of this kind of fractional equations is due to its wide use in many real-world applications in the fields of biology [5] , chemistry [6], engineering [7]. It is pointed out that this kind of equation also appears, especially in nanofluid [8-10], nanotechnology [11, 12] and nanophysics [13-15].

In [16], authors studied the following time-fractional diffusion equation:

$$
{ }_{0}^{C} D_{t}^{\alpha} u(\mathbf{x}, t)=\Delta u(\mathbf{x}, t)+f(\mathbf{x}, t), \quad(\mathbf{x}, t) \in Q
$$

where ${ }_{0}^{C} D_{t}^{\alpha}$ is the Caputo fractional derivative of order $\alpha(0<\alpha<1)$. They prove the existence and uniqueness of the solution by using the Lax-Milgram Lemma in some suitable Sobolev spaces. Paper [17] dealt with a time fractional equation on the metric star graph. The authors applied the method of energy integrals to construct Green's matrix-function and discussed applications to nanostructures.

Accordingly, various types of numerical methods have been applied to study this concept. One such method that has drawn the attention of many scholars is the Rothe method. Researchers have exploited and enhanced this technique for study of various differential fractional equations [18-20]. Yang [21] presented a difference scheme for a kind of linear space-time fractional convection-diffusion equation using a finite difference method. Du et al. [22] apply the Rothe method to establish existence, uniqueness, and a priori estimate for a strong solution to an approximate fractional problem.

Assume that $y=y(x, t)$ is a Lipschitz function with respect to $t$ and let $G$ be a bounded domain in multiply connected $\Omega$ with a Lipschitz boundary $\Gamma$, we consider two-dimensional time fractional equation with an integral operator of the following form:

$$
\begin{align*}
& \partial_{0 t}^{\alpha} y(x, t)-\Delta y=\int_{0}^{t} \kappa(x, s, y(x, s)) \mathrm{d} s+f(x) \quad \text { in } Q=G \times(0, T), \quad 0<\alpha<1,  \tag{1}\\
& y(x, 0)=0 \\
& B_{1} y=0 \quad \text { on } \quad \Gamma \times(0, T)
\end{align*}
$$

where $\partial_{0 t}^{\alpha} u(x, t)$ denotes the Caputo fractional derivative of order $\alpha(0<\alpha<1), f \in L^{2}(G)$, and $B_{1}$ is a given linear operator. Additionally, it is assumed that the kernel $\kappa(x, t, u)$ satisfying the following conditions:

$$
\begin{gather*}
\left\|\kappa\left(x, t_{2}, y_{2}\right)-\kappa\left(x, t_{1}, y_{1}\right)\right\| \leqslant C\left(\left|t_{2}-t_{1}\right|+\frac{1}{h^{\alpha-1}}\left\|y_{2}-y_{1}\right\|\right)  \tag{2}\\
y_{1}, y_{2} \in L_{2}(G), \quad t_{1}, t_{2} \in I=[0, T] \\
u \in \vartheta \Rightarrow \kappa \in L_{2}(G) . \tag{3}
\end{gather*}
$$

Here $\vartheta$ is the space defined as follows

$$
\begin{equation*}
\vartheta=\left\{\nu ; \nu \in W_{2}^{(k)}(G), B_{1} \nu=0, \text { in the sense of traces }\right\} . \tag{4}
\end{equation*}
$$

In the context of nanomaterials, equation (1) could model the movement of a particle or the diffusion of heat or matter through a medium with non- standard diffusion properties. Details for nanomaterials could be as follows:
Memory and non-locality: Nanomaterials can exhibit memory effects due to their interaction with a non-homogeneous environment, where the past influences the present movement.
Heterogeneous Diffusion: In heterogeneous media, such as nanopores, diffusion is not uniform and is affected by the structure of the material. The function $\kappa(x, s, y(x, s))$ could represent how the heterogeneous medium affects diffusion. It is worth mentioning that the boundary conditions considered in our problem may reflect the interactions of the particle energy with the boundaries of the nanomaterial, which could be reactive surfaces or interfaces with other materials.

First, we introduce the Caputo finite difference formula to discretize the time-fractional derivative of order $\alpha$ [23]:

$$
\begin{equation*}
\frac{\partial^{\alpha} y\left(x, t_{j}\right)}{\partial t^{\alpha}}=\frac{h^{-\alpha}}{\Gamma(2-\alpha)} \sum_{k=0}^{j-1}\left(z_{j-k}(x)-z_{j-k-1}(x)\right) \sigma_{k} \quad 0<\alpha<1 \tag{5}
\end{equation*}
$$

where

$$
\sigma_{k}=\left[(k+1)^{1-\alpha}-k^{1-\alpha}\right] \quad k=0,1, \ldots,
$$

while $z_{j}(x)$ denotes the numerical approximation to the exact solution $y\left(x, t_{j}\right), t_{j}=j h, 0 \leqslant j \leqslant p, \quad$ where $h=\frac{T}{p}$ is the time step. It is straightforward to check that

$$
\begin{gathered}
\sigma_{j}>0, \quad j=0,1, \ldots, p \\
1=\sigma_{0}>\sigma_{1}>\ldots \sigma_{p}
\end{gathered}
$$

The organization of the paper is as follows: In Section 2, some preliminary facts regarding fractional calculus and some notations are presented. In Section 3, we obtain a priori estimates. Sections 4 and 5 are devoted to discussing the existence and uniqueness of the weak solution, respectively.

## 2. Preliminaries

In the first part of this section, we recall some basic background of fractional calculus that we will need in the sequel.
Definition 1. [24] The Riemann-Liouville fractional integration $I_{0, t}^{\alpha}$ of order $\alpha>0$ of function $\varphi(t)$ is defined as:

$$
I_{0, t}^{\alpha} \varphi(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \varphi(s) \mathrm{d} s \quad(\alpha>0, t>0)
$$

where $\Gamma$ is the well-known Euler Gamma-function.
Definition 2. [24] The Caputo derivative of fractional order $\alpha \in] 0 ; 1[$ of function $u(t)$ is defined as:

$$
\partial_{0, t}^{\alpha} u(t)=\frac{1}{\Gamma(1-\alpha)} \int_{0}^{t}(t-s)^{-\alpha} u^{\prime}(s) \mathrm{d} s
$$

Theorem 2.1. [25] If $x(t) \in C^{0}[0, T]$ for $T>0$ and $\alpha>0$, then

$$
I_{0, t}^{\alpha} x(0)=0
$$

Theorem 2.2. [25] If $x(t) \in C^{1}[0, T]$ and $0<\alpha<1$, then

$$
\partial_{0, t}^{\alpha} I_{0, t}^{\alpha} x(t)=x(t)
$$

Lemma 2.1 (Gronwall's lemma [26]). Let $\eta_{1}, \ldots, \eta_{j}$ be nonnegative numbers satisfying $\eta_{1} \leqslant A, \eta_{i} \leqslant A+B h \sum_{k=1}^{i-1} \eta_{k}, \quad \forall i=$ $2, \ldots, j$, where $A, B$, and $h$ are positive constants. Then

$$
\eta_{i} \leqslant A \exp [B(i-1) h], \quad i=1,2 \ldots, j .
$$

Theorem 2.3. If a sequence $\left\{x_{n}\right\}$ in a Hilbert space $H$ is a weakly convergent to $x \in H$, then the following statements hold:

$$
\begin{gather*}
\partial_{0, t}^{\alpha} x_{n} \rightharpoonup \partial_{0, t}^{\alpha} x \quad \text { in } H,  \tag{6}\\
I_{0, t}^{\alpha} x_{n} \rightharpoonup I_{0, t}^{\alpha} x \quad \text { in } H . \tag{7}
\end{gather*}
$$

For the proof of our theorem, we need the following lemma.
Lemma 2.2. [26] A sequence $\left\{x_{n}\right\}$ in Hilbert space $H$ converges weakly to $x \in H$ implying that for any bounded linear functional $g$ defined on $H$ we have

$$
g\left(x_{n}\right) \rightarrow g(x)
$$

Proof of Theorem 2.3 (6) The caputo derivative is a bounded linear functional. Consequently, from

$$
x_{n_{k}} \rightharpoonup x
$$

it follows according to the preceding lemma that

$$
\partial_{0, t}^{\alpha} x_{n_{k}} \rightarrow \partial_{0, t}^{\alpha} x
$$

Finally, the strong convergence implies weak convergence and this proof is completed.
(7) The proof is the same as for the previous case.

Lemma 2.3. [27] Any absolutely continuous function $v(t)$ on $[0, T]$ satisfies the inequality

$$
\left(v, \partial_{0, t}^{\alpha} v\right) \geqslant \frac{1}{2} \partial_{0, t}^{\alpha}\|v\|^{2}, \quad 0<\alpha<1 .
$$

Lemma 2.4. [27] Let a nonnegative absolutely continuous function $y(t)$ satisfy the inequality

$$
\partial_{0, t}^{\alpha} y(t) \leq c_{1} y(t)+c_{2}(t), \quad 0<\alpha \leq 1
$$

for a. a. $t$ in $[0, T]$, where $c_{1}>0$ and $c_{2}(t)$ is an integrable nonnegative function on $[0, T]$. Then

$$
y(t) \leq y(0) E_{\alpha}\left(c_{1} t^{\alpha}\right)+\Gamma(\alpha) E_{\alpha, \alpha}\left(c_{1} t^{\alpha}\right) D_{0 t}^{-\alpha} c_{2}(t)
$$

where $E_{\alpha}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\alpha n+1)} \Gamma(\alpha n+1)$ and $E_{\alpha, \mu}(z)=\sum_{n=0}^{\infty} \frac{z^{n}}{\Gamma(\alpha n+\mu)}$ are the Mittag-Leffler functions.
The following assertions are presented at the end of this section. Let $\|$.$\| and (.) denote L_{2}(G)$-norm and $L_{2}(G)$-inner product, respectively. By $W_{2}^{(k)}(G)$ we denote the usual Sobolev space. We denote the bilinear form corresponding to the operator $-\Delta u$ by $b_{\zeta}(.,$.$) :$

$$
b_{\zeta}(u, v)=\sum_{i=1}^{N} \int_{G} \frac{\partial v}{\partial x_{i}} \frac{\partial u}{\partial x_{i}} d x
$$

Definition 3. [26] The form $b_{\zeta}(v, u)$ is called $\vartheta-$ elliptic if a constant $\eta$ can be found such that

$$
\begin{equation*}
b_{\zeta}(v, v) \geqslant \eta\|v\|_{W_{2}^{(k)}(G)}^{2} \quad \forall v \in \vartheta \tag{8}
\end{equation*}
$$

In $L_{2}(I, \vartheta)$, the scalar product is provided by:

$$
\left(y_{1}, y_{2}\right)_{L_{2}(I, H)}=\int_{I}\left(y_{1}(t), y_{2}(t)\right)_{H} \mathrm{~d} t
$$

and, consequently, the norm is given by:

$$
\begin{equation*}
\|y\|_{L_{2}(I, \vartheta)}^{2}=\int_{I}\|y(t)\|_{\vartheta}^{2} \mathrm{~d} t \tag{9}
\end{equation*}
$$

## 3. Weak Formulation and a priori estimates

Substituting (5) into (1), we get

$$
\begin{equation*}
\frac{h^{-\alpha}}{\Gamma(2-\alpha)} \sum_{k=0}^{j-1}\left(z_{j-k}(x)-z_{j-k-1}(x)\right) \sigma_{k}-\Delta z_{j}(x)=h\left(\kappa_{0}+\kappa_{1}+\ldots \kappa_{j-1}\right)+f, \quad 0<\alpha<1 . \tag{10}
\end{equation*}
$$

With simplification by omitting the dependence of $z_{j}(x)$ on $x,(10)$ can be rewritten as follows:

$$
\begin{aligned}
& -\Gamma(2-\alpha) \Delta z_{j}+\frac{z_{j}-z_{j-1}}{h^{\alpha}}=-\left(\sum_{k=1}^{j-1} \frac{\left.z_{j-k}-z_{j-k-1}\right)}{h^{\alpha}} \sigma_{k}\right) \\
& +\Gamma(2-\alpha) h\left(\kappa_{0}+\kappa_{1}+\ldots \kappa_{j-1}\right)+\Gamma(2-\alpha) f, \quad 0<\alpha<1
\end{aligned}
$$

where

$$
\kappa_{j}(x)=\kappa\left(x, j h, z_{j}(x)\right), \quad j=1, \ldots, p .
$$

Hence, the integral identities i.e. the corresponding weak formulation has the following form:

$$
\begin{align*}
& \Gamma(2-\alpha) b_{\zeta}\left(z_{j}, v\right)+\frac{1}{h^{\alpha}}\left(z_{j}-z_{j-1}, v\right) \\
& =\left(-\frac{1}{h^{\alpha}} \sum_{k=1}^{j-1}\left(z_{j-k}-z_{j-k-1}\right) w_{k}+\Gamma(2-\alpha) h\left(\kappa_{0}+\kappa_{1}+\ldots \kappa_{j-1}\right)+\Gamma(2-\alpha) f, v\right)  \tag{11}\\
& \quad \forall v \in \vartheta, \quad 0<\alpha<1
\end{align*}
$$

Thus, we can construct the $\alpha$-Rothe function $y_{1}(t)=y_{1}(x, t)$ defined in the intervals $I_{j}=\left[t_{j-1}, t_{j}\right], j=1, \ldots, p$, by:

$$
y_{1}(t)=z_{j-1}+\frac{z_{j}-z_{j-1}}{h^{\alpha}}\left(t-t_{j-1}\right)^{\alpha} \quad 0<\alpha<1 .
$$

In the same way, we get, for the divisions $d_{n}, n=2,3 \ldots$, with

$$
h_{n}=\frac{T}{2^{n-1} p}
$$

the $\alpha$-Rothe sequence

$$
\begin{equation*}
\left\{y_{n}(t)\right\} \tag{12}
\end{equation*}
$$

of functions:

$$
\begin{equation*}
y_{n}(t)=z_{j-1}^{n}+\frac{z_{j}^{n}(x)-z_{j-1}^{n}(x)}{h_{n}^{\alpha}}\left(t-t_{j-1}^{n}\right)^{\alpha} \quad 0<\alpha<1 \tag{13}
\end{equation*}
$$

Now, we are in a position to establish some a priori estimates.
Lemma 3.1. There exist two constants $c_{1}, c_{2}$ independent of $\alpha$ and $j$ such that

$$
\begin{align*}
& \left\|z_{j}\right\| \leqslant c_{1}, \quad j=1, \ldots, p  \tag{14}\\
& \left\|Z_{j}\right\| \leqslant c_{2}, \quad j=1, \ldots, p \tag{15}
\end{align*}
$$

with

$$
Z_{j}(x)=\frac{z_{j}(x)-z_{j-1}(x)}{h^{\alpha}}
$$

Proof. First, since $y$ belongs to the Lipschitz class with respect to $t$ and because of $z_{0}=0$, it produces

$$
\left\|z_{j}\right\| \leqslant\left\|z_{1}\right\|+\left\|z_{2}-z_{1}\right\|+\ldots+\left\|z_{j}-z_{j-1}\right\| \leqslant l j h \leqslant l T=c_{1}
$$

where $l$ is the Lipschitz constant.
Next, putting $v=Z_{1}$ in the first integral identity (11), we get

$$
\Gamma(2-\alpha) b_{\zeta}\left(z_{1}, Z_{1}\right)+\frac{1}{h^{\alpha}}\left(z_{1}, Z_{1}\right)=\Gamma(2-\alpha)\left(h \kappa_{0}+f, Z_{1}\right), \quad 0<\alpha<1
$$

Hence, due to the Schwartz inequality and the fact that $b_{\zeta}\left(z_{1}, Z_{1}\right)=\frac{1}{h^{\alpha}} b_{\zeta}\left(z_{1}, z_{1}\right) \geqslant 0$ we obtain that

$$
\begin{equation*}
\left\|Z_{1}\right\| \leqslant \Gamma(2-\alpha)\left(h\left\|\kappa_{0}\right\|+\|f\|\right) . \tag{16}
\end{equation*}
$$

Subtracting the integral identities (11) written for $j=1$ from that written for $j=2$, we obtain

$$
\Gamma(2-\alpha) b_{\zeta}\left(z_{2}-z_{1}, v\right)+\left(Z_{2}-Z_{1}, v\right)=\left(-\sigma_{1} Z_{1}+\Gamma(2-\alpha) h \kappa_{1}+f, v\right) \quad \forall v \in \vartheta
$$

Putting $v=Z_{2}$, we get

$$
\begin{equation*}
\left\|Z_{2}\right\| \leqslant\left(\sigma_{0}-\sigma_{1}\right)\left\|Z_{1}\right\|+\Gamma(2-\alpha) h\left\|\kappa_{1}\right\| . \tag{17}
\end{equation*}
$$

Similarly, one obtains

$$
\left\|Z_{3}\right\| \leqslant\left(\sigma_{0}-\sigma_{1}\right)\left\|Z_{2}\right\|+\left(\sigma_{1}-\sigma_{2}\right)\left\|Z_{1}\right\|+\Gamma(2-\alpha) h\left\|\kappa_{2}\right\|
$$

Following this procedure, one comes to the estimation

$$
\begin{equation*}
\left\|Z_{j}\right\| \leqslant \sum_{k=1}^{j-1}\left(\sigma_{k-1}-\sigma_{k}\right)\left\|Z_{j-k}\right\|+\Gamma(2-\alpha) h\left\|\kappa_{j-1}\right\| \tag{18}
\end{equation*}
$$

Adding up (16)-(18) yields

$$
\begin{equation*}
\left\|Z_{j}\right\| \leqslant \Gamma(2-\alpha) \psi_{0}\|f\|+\Gamma(2-\alpha) h\left(\psi_{0}\left\|\kappa_{0}\right\|+\psi_{1}\left\|\kappa_{1}\right\|+\ldots+\psi_{j-1}\left\|\kappa_{j-1}\right\|\right) \tag{19}
\end{equation*}
$$

with

$$
\begin{gathered}
\psi_{m}=\left(\sigma_{0}-\sigma_{1}\right)^{j-(m+1)}+\sum_{\substack{k=1 \\
\text { for all } m=0,1, \ldots, j-1}}\left(\sigma_{0}-\sigma_{1}\right)^{j-k-(m+2)}\left(\sigma_{k}-\sigma_{k-1}\right)(j-k-(m+1))
\end{gathered}
$$

Now, we can easily proof that $\psi_{0}<\psi_{1}<\ldots<\psi_{j-1}=1$, so (19) yields

$$
\begin{equation*}
\left\|Z_{j}\right\| \leqslant \Gamma(2-\alpha)\left[\|f\|+h\left(\left\|\kappa_{0}\right\|+\left\|\kappa_{1}\right\|+\ldots+\left\|\kappa_{j-1}\right\|\right)\right] . \tag{20}
\end{equation*}
$$

In the other hand, by using the fact that $z_{0}=0$, we obtain from (2) that

$$
\begin{aligned}
\left\|\kappa_{1}\right\| & \leqslant\left\|\kappa_{0}\right\|+\left\|\kappa_{1}-\kappa_{0}\right\| \\
& \leqslant\left\|\kappa_{0}\right\|+C\left(h+\frac{\left\|z_{1}\right\|}{h^{\alpha-1}}\right) \\
& =\left\|\kappa_{0}\right\|+C h\left(1+\left\|Z_{1}\right\|\right) .
\end{aligned}
$$

Then,

$$
\begin{aligned}
\left\|\kappa_{2}\right\| & \leqslant\left\|\kappa_{0}\right\|+\left\|\kappa_{2}-\kappa_{0}\right\| \\
& \leqslant\left\|\kappa_{0}\right\|+C\left(2 h+\frac{\left\|z_{2}\right\|}{h^{\alpha-1}}\right) \\
& \leqslant\left\|\kappa_{0}\right\|+C h\left(2+\frac{\left\|z_{2}-z_{1}\right\|}{h^{\alpha}}+\frac{\left\|z_{1}\right\|}{h^{\alpha}}\right) \\
& =\left\|\kappa_{0}\right\|+C h\left(2+\left\|Z_{1}\right\|+\left\|Z_{2}\right\|\right) \\
& =\left\|\kappa_{0}\right\|+C h\left(2+\left\|Z_{1}\right\|+\left\|Z_{2}\right\|\right) .
\end{aligned}
$$

Hence, using the analogous arguments, we can conclude that

$$
\begin{align*}
\left\|\kappa_{j-1}\right\| & \leqslant\left\|\kappa_{0}\right\|+\left\|\kappa_{j-1}-\kappa_{0}\right\| \\
& \leqslant\left\|\kappa_{0}\right\|+C h\left(j-1+\left\|Z_{1}\right\|+\left\|Z_{2}\right\|+\ldots+\left\|Z_{j-1}\right\|\right) . \tag{21}
\end{align*}
$$

Inserting these results into (20), we obtain

$$
\begin{aligned}
& \left\|Z_{j}\right\| \leqslant \Gamma(2-\alpha)\left[\|f\|+j h\left\|\kappa_{0}\right\|+C h^{2}(1+2+\ldots+j-1)\right] \\
& +C h^{2}\left[(j-1)\left\|Z_{1}\right\|+(j-2)\left\|Z_{2}\right\|+\ldots+\left\|Z_{j-1}\right\|\right]
\end{aligned}
$$

Now, $(j-1) h<p h=T$. Thus, we have

$$
\begin{aligned}
& \left\|Z_{j}\right\| \leqslant \Gamma(2-\alpha)\left[\|f\|+T\left\|\kappa_{0}\right\|+C T^{2}(1+2+\ldots+j-1)\right] \\
& +C T h\left(\left\|Z_{1}\right\|+\left\|Z_{2}\right\|+\ldots+\left\|Z_{j-1}\right\|\right) \quad j=1,2, \ldots p .
\end{aligned}
$$

Using Lemma 2.1 , we get, finally

$$
\begin{aligned}
\left\|Z_{j}\right\| & \leqslant \Gamma(2-\alpha)\left(\|f\|+T\left\|\kappa_{0}\right\|+C T^{2}\right) e^{C T(j-1) h} \\
& \leqslant \Gamma(2-\alpha)\left(\|f\|+T\left\|\kappa_{0}\right\|+C T^{2}\right) e^{C T^{2}}, \quad j=1,2, \ldots p
\end{aligned}
$$

Then (15) holds with $c_{2}=\Gamma(2-\alpha)\left(\|f\|+T\left\|K_{0}\right\|+C T^{2}\right) e^{C T^{2}}$, and so the proof is complete.
Remark 1. The estimates (14), (15) are independent of $h$, consequently, they remain valid for any division $d_{n}, n=$ $1,2, \ldots$.. Thus, we have

$$
\begin{align*}
& \left\|z_{j}^{n}\right\| \leqslant c_{1},  \tag{22}\\
& \left\|Z_{j}^{n}\right\| \leqslant c_{2} \tag{23}
\end{align*}
$$

for all $n=1,2, \ldots$, and $1 \leqslant j \leqslant 2^{n-1} p$, where

$$
\begin{equation*}
Z_{j}^{n}(x)=\frac{z_{j}^{n}(x)-z_{j-1}(x)}{h_{n}^{\alpha}} \tag{24}
\end{equation*}
$$

Recall that the space $\vartheta$ is determined by (4). Taking into account (22) and using (8), we arrive at the following corollary:
Corollary 3.1. There exists a constant $c_{3}$ such that

$$
\begin{equation*}
\left\|z_{j}^{n}\right\|_{V} \leqslant c_{3} \tag{25}
\end{equation*}
$$

for all $n=1,2, \ldots$, and $1 \leqslant j \leqslant 2^{n-1} p$.
Lemma 3.2. $\left\|\kappa_{j}^{n}\right\|$ is uniformly bounded with respect to $j$ and $n$ as well, where $\kappa_{j}^{n}(x)=\kappa\left(x, j h_{n}, z_{j}^{n}(x)\right)$.
Proof. For the division $d_{n}$, due to (21), one obtains

$$
\left\|\kappa_{j}^{n}\right\| \leqslant\left\|\kappa_{0}^{n}\right\|+C h_{n}\left(j+\left\|Z_{1}^{n}\right\|+\left\|Z_{2}^{n}\right\|+\ldots+\left\|Z_{j}^{n}\right\|\right) .
$$

Taking into account (23), we come to the inequality

$$
\begin{equation*}
\left\|\kappa_{j}^{n}\right\| \leqslant\left\|\kappa_{0}^{n}\right\|+C T+C T c_{2}=c_{4} \tag{26}
\end{equation*}
$$

## 4. Existence of weak solution

This section is devoted to proving the existence of a weak solution to our problem. For this purpose, let's start with the following lemma:

Lemma 4.1. The $\alpha$-Rothe sequence (12) admits a subsequence $\left\{y_{n_{k}}(t)\right\}$ weakly convergent in $L_{2}(I, \vartheta)$ to function $y \in L_{2}(I, \vartheta)$, we write

$$
\begin{equation*}
y_{n_{k}} \rightharpoonup y \quad \text { in } L_{2}(I, \vartheta) . \tag{27}
\end{equation*}
$$

Proof. Since $L_{2}(I, \vartheta)$ is a Hilbert space it is sufficient to show that the $\alpha$-Rothe sequence (12) is bounded in this space. Keeping in mind that

$$
0 \leqslant\left(\frac{t-t_{j-1}^{n}}{h_{n}}\right)^{\alpha} \leqslant 1 \quad \text { in } I_{j}^{n}
$$

and by (13), (25), we obtain, for arbitrary $t \in I$,

$$
\begin{aligned}
\left\|y_{n}(t)\right\|_{\vartheta} & =\left\|z_{j-1}^{n}\left(1-\frac{\left(t-t_{j-1}^{n}\right)^{\alpha}}{h_{n}^{\alpha}}\right)+z_{j}^{n} \frac{\left(t-t_{j-1}^{n}\right)^{\alpha}}{h_{n}^{\alpha}}\right\|_{\vartheta} \\
& \leqslant\left\|\left(1-\frac{\left(t-t_{j-1}^{n}\right)^{\alpha}}{h_{n}^{\alpha}}\right) z_{j-1}^{n}\right\|_{\vartheta}+\left\|\frac{\left(t-t_{j-1}^{n}\right)^{\alpha}}{h_{n}^{\alpha}} z_{j}^{n}\right\|_{\vartheta} \\
& \leqslant\left(1-\frac{\left(t-t_{j-1}^{n}\right)^{\alpha}}{h_{n}^{\alpha}}\right) c_{3}+\frac{\left(t-t_{j-1}^{n}\right)^{\alpha}}{h_{n}^{\alpha}} c_{3}=c_{3} .
\end{aligned}
$$

From (9), we get, for $n=1,2, \ldots$

$$
\left\|y_{n}(t)\right\|_{L_{2}(I, \vartheta)}^{2}=\int_{0}^{T}\left\|y_{n}(t)\right\|_{\vartheta}^{2} \mathrm{~d} t \leqslant c_{3}^{2} T
$$

Thus, the $\alpha$-Rothe sequence (12) is bounded in $L_{2}(I, \vartheta)$, and the proof is finished.
Remark 2. [26] Note that besides (27) it holds that

$$
\begin{equation*}
y_{n_{k}} \rightarrow y \quad \text { in } \quad C\left(I, L_{2}(G) .\right. \tag{28}
\end{equation*}
$$

Now, taking into account (23) and using the same reasoning as in the proof of the preceding corollary, we arrive at the following corollary:
Corollary 4.1. There exists a subsequence $\left\{\mathbb{Y}_{n_{k}}^{\alpha}(t)\right\}$ and a function $\mathbb{Y}^{\alpha}$ such that

$$
\begin{equation*}
\mathbb{Y}_{n_{k}}^{\alpha} \rightharpoonup \mathbb{Y}^{\alpha} \quad \text { in } \quad L_{2}\left(I, L_{2}(G)\right), \tag{29}
\end{equation*}
$$

where

$$
\mathbb{Y}_{n}^{\alpha}(t): I \rightarrow L_{2}(G), \quad n=1,2, \ldots
$$

defined by

$$
\mathbb{Y}_{n}^{\alpha}(t)=\left\{\begin{array}{lll}
\Gamma(\alpha+1) Z_{1}^{n, \alpha} & \text { for } & t=0,  \tag{30}\\
\Gamma(\alpha+1) Z_{j}^{n, \alpha} & \text { for } & t \in \widetilde{I}_{j}^{n}=\left(t_{j-1}^{n}, t_{j}^{n}\right], j=1, \ldots, 2^{n-1} p
\end{array}\right.
$$

## Lemma 4.2.

$$
\begin{equation*}
\partial_{0, t}^{\alpha} y(t)=\mathbb{Y}^{\alpha}(t) \text { in } L_{2}\left(I, L_{2}(G)\right) \quad \text { for a. a. } t \in I \tag{31}
\end{equation*}
$$

Proof. It follows from (13) and (30) that

$$
\begin{equation*}
\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \mathbb{Y}_{n_{k}}^{\alpha}(t)(s) \mathrm{d} s=y_{n_{k}}(t) \tag{32}
\end{equation*}
$$

Recalling the definition of the Riemann-Liouville integral, the left-hand side of (32) is nothing but $I_{0, t}^{\alpha} \mathbb{U}_{n_{k}}^{\alpha}(t)$, hence (32) becomes

$$
\begin{equation*}
I_{0, t}^{\alpha} \mathbb{Y}_{n_{k}}^{\alpha}(t)=y_{n_{k}}(t) \tag{33}
\end{equation*}
$$

Applying the Caputo derivative $\partial_{0, t}^{\alpha}$ to the both sides of (33), we get by Theorem 2.2

$$
\begin{equation*}
\partial_{0, t}^{\alpha} y_{n_{k}}(t)=\mathbb{Y}_{n_{k}}^{\alpha}(t) \tag{34}
\end{equation*}
$$

Applying now (6) for (27), we obtain in view of (29), (34), and by the uniqueness of the weak limit that

$$
\partial_{0, t}^{\alpha} y(t)=\mathbb{Y}^{\alpha}(t) \text { in } L_{2}(G) \quad \text { for a.a. } t \in I .
$$

The proof is finished.

Corollary 4.2. The function $y(t)$ verifies

$$
\begin{align*}
& y(0)=0 \quad \text { in } C\left(I, L_{2}(G)\right)  \tag{35}\\
& y \in A C\left(I, L_{2}(G)\right) \tag{36}
\end{align*}
$$

Proof. From (7), (27), and (33), following the same reasoning as in the proof of (31), we get

$$
I_{0, t}^{\alpha} \mathbb{Y}^{\alpha}(t)=y(t)
$$

Hence, by Theorem 2.1, we complete the proof.
Lemma 4.3. [26] If

$$
y_{n_{k}} \rightharpoonup y \quad \text { in } \quad L_{2}(I, \vartheta)
$$

then also

$$
\begin{equation*}
\widetilde{y}_{n_{k}} \rightharpoonup y \quad \text { in } \quad L_{2}(I, \vartheta) \tag{37}
\end{equation*}
$$

where $\left\{\widetilde{y}_{n}(t)\right\}$ is the sequence defined by:

$$
\widetilde{y}_{n}(t)=\left\{\begin{array}{l}
z_{1}^{n} \text { for } t=0  \tag{38}\\
z_{j}^{n} \text { in } I_{j}^{n}=\left(t_{j-1}^{n}, t_{j}^{n}\right], j=1, \ldots, p
\end{array}\right.
$$

Let

$$
\begin{equation*}
w(t)=w(x, t)=\kappa(x, t, y(x, t)) \tag{39}
\end{equation*}
$$

Since $y \in \vartheta$ for a. a. $t \in I$, we have, by (3) $w \in L_{2}(G)$ for a.a. $t \in I$. Consequently, we obtain the following corollary.

## Corollary 4.3.

$$
\begin{equation*}
\lim _{n_{k} \rightarrow \infty} \widetilde{w}_{n_{k}}(t)=w(t) \text { in } L_{2}(G) \text { for a.a. } t \in I \tag{40}
\end{equation*}
$$

where

$$
\widetilde{w}_{n}(t): I \rightarrow L_{2}(G), \quad n=1,2, \ldots
$$

is defined by

$$
\widetilde{w}_{n}(t)=\left\{\begin{array}{l}
\kappa_{0}^{n} \quad \text { for } \quad t=0 \\
\kappa_{j-1}^{n} \quad \text { in } \quad \widetilde{I}_{j}^{n}=\left(t_{j-1}^{n}, t_{j}^{n}\right], j=1, \ldots, 2^{n-1} p
\end{array}\right.
$$

Proof. Let $\varepsilon>0$ be given. We have to show that

$$
\begin{equation*}
\left\|w(t)-\widetilde{w}_{n_{k}}(t)\right\| \leqslant \varepsilon \quad \text { for a.a. } t \in I \quad \text { if } n_{k}>n_{0}(\varepsilon) \tag{41}
\end{equation*}
$$

By (2) we obtain for fixed division $d_{n_{k}}$ and for arbitrary $t \in \widetilde{I}_{j+1}^{n_{k}}$

$$
\begin{aligned}
\left\|w(t)-\widetilde{w}_{n_{k}}(t)\right\| & =\left\|\kappa(x, t, y(t))-\kappa\left(x, j h_{n_{k}}, z_{j}^{n_{k}}\right)\right\| \\
& \leqslant C\left(\left|t-j h_{n_{k}}\right|+\frac{1}{h_{n_{k}}^{\alpha-1}}\left\|y(t)-z_{j}^{n_{k}}\right\|\right) \leqslant C\left[h_{n_{k}}+\left\|y(t)-y\left(j h_{n_{k}}\right)\right\|+\right. \\
& \left.+\left\|y\left(j h_{n_{k}}\right)-z_{j}^{n_{k}}\right\|\right] .
\end{aligned}
$$

Choosing $\eta=\frac{\varepsilon}{3 C}$, we get the desired result due to (28) and (36).
Remark 3. (40), (41) imply that the function $w(t)$ is Bochner integrable as an abstract function from $I$ into $L_{2}(G)$. Consequently, we can define the following functions

$$
\begin{gather*}
\mathbb{W}(t)=\int_{0}^{t} w(s) d s  \tag{42}\\
\mathbb{W}_{n}(t)=\int_{0}^{t} \widetilde{w}_{n}(s) d s \tag{43}
\end{gather*}
$$

The proof of the following corollary is essentially the same as that in [26]. For the sake of convenience we give the proof.
Corollary 4.4. Define

$$
\widetilde{\mathbb{W}}_{n}(t)=\left\{\begin{array}{l}
h_{n} \kappa_{0}^{n} \text { for } \quad t=0,  \tag{44}\\
h_{n}\left(\kappa_{0}^{n}+\ldots+\kappa_{j-1}^{n}\right) \quad \text { in } \widetilde{I}_{j}^{n}
\end{array}\right.
$$

then

$$
\begin{equation*}
\lim _{n_{k} \rightarrow \infty} \widetilde{\mathbb{W}}_{n_{k}}=\mathbb{W} \quad \text { in } L_{2}\left(I, L_{2}(G)\right) . \tag{45}
\end{equation*}
$$

Proof. First, from (41) we immediately obtain

$$
\begin{equation*}
\lim _{n_{k} \rightarrow \infty} \mathbb{W}_{n_{k}}=\mathbb{W} \quad \text { in } L_{2}\left(I, L_{2}(G)\right) \tag{46}
\end{equation*}
$$

From (43), (44), we get for $t \in \widetilde{I}_{j}^{n}$ :

$$
\begin{aligned}
& \mathbb{W}_{n}(t)-\widetilde{\mathbb{W}}_{n}(t)=\int_{0}^{h_{n}} \widetilde{w}_{n}(s) \mathrm{d} s+\ldots+\int_{(j-2) h_{n}}^{(j-1) h_{n}} \widetilde{w}_{n}(s) \mathrm{d} s+ \\
& +\int_{(j-1) h_{n}}^{t} \widetilde{w}_{n}(s) \mathrm{d} s-\widetilde{\mathbb{W}}_{n}(t)=h_{n}\left(\kappa_{0}^{n}+\ldots+\kappa_{j-2}^{n}\right)+ \\
& +\left[t-(j-1) h_{n}\right] \kappa_{j-1}^{n}-h_{n}\left(\kappa_{0}^{n}+\ldots+\kappa_{j-1}^{n}\right)=\left(t-j h_{n}\right) \kappa_{j-1}^{n} .
\end{aligned}
$$

Hence, for $t \in \widetilde{I}_{j}^{n}$ it holds that

$$
\left\|\mathbb{W}_{n}(t)-\widetilde{\mathbb{W}}_{n}(t)\right\| \leqslant h_{n}\left\|\kappa_{j-1}^{n}\right\| .
$$

Combining (46), (26), we complete the proof of Corollary 3.4.
We're now prepared to demonstrate in which senses the function $y(t)$ satisfies the given equation (1). In view of (24), we can rewrite the integral identities (11) for the division $d_{n}$ in the following way:

$$
\begin{align*}
& \Gamma(2-\alpha) b_{\zeta}\left(z_{j}^{n}, v\right)+\left(\sum_{k=0}^{j-1} Z_{j-k}^{n} \sigma_{k}, v\right)  \tag{47}\\
& \quad=\Gamma(2-\alpha)\left(h_{n}\left(\kappa_{0}^{n}+\kappa_{1}^{n}+\ldots \kappa_{j-1}^{n}\right)+\Gamma(2-\alpha) f, v\right) \quad \forall v \in \vartheta, \quad 0<\alpha<1
\end{align*}
$$

Let $v(t)$ be a fixed abstract function from $L_{2}(I, \vartheta)$. Using (30), (38) and (44) and defining the abstract function $f(t)$ from $I$ into $L_{2}(G)$ by $f(t)=f \quad \forall t \in I$, we transform (47) to the form

$$
\begin{equation*}
\Gamma(2-\alpha) b_{\zeta}\left(\widetilde{y}_{n}, v\right)+\frac{1}{\Gamma(\alpha+1)}\left(\sum_{l=0}^{j-1} \sigma_{l} \mathbb{Y}_{n}^{\alpha}, v\right)=\Gamma(2-\alpha)\left(\widetilde{\mathbb{W}}_{n}, v\right)+\Gamma(2-\alpha)(f, v) \quad \text { for a.a. } \mathrm{t} \in I \tag{48}
\end{equation*}
$$

Taking into consideration the indices $n_{k}$ from (27) only and integrating (48) with $n$ replaced by $n_{k}$ between the limits $t=0$ and $t=T$, we get

$$
\begin{align*}
& \Gamma(2-\alpha) \int_{0}^{T} b_{\zeta}\left(\widetilde{y}_{n_{k}}, v\right) d t+\frac{1}{\Gamma(\alpha+1)} \sum_{l=0}^{j-1} \sigma_{l} \int_{0}^{T}\left(\mathbb{Y}_{n_{k}}^{\alpha}, v\right) d t  \tag{49}\\
& =\Gamma(2-\alpha) \int_{0}^{T}\left(\widetilde{\mathbb{W}}_{n_{k}}, v\right) d t+\Gamma(2-\alpha) \int_{0}^{T}(f, v) d t .
\end{align*}
$$

Hence,

$$
v \in L_{2}(I, \vartheta) \Rightarrow v \in L_{2}\left(I, L_{2}(G)\right) .
$$

Thus, (29), (31) imply

$$
\lim _{n_{k} \rightarrow \infty} \frac{1}{\Gamma(\alpha+1)} \int_{0}^{T}\left(\sum_{l=0}^{j-1} \sigma_{l} \mathbb{Y}_{n_{k}}^{\alpha}, v\right) d t=\frac{1}{\Gamma(\alpha+1)} \sum_{l=0}^{j-1} \sigma_{l} \int_{0}^{T}\left(\partial_{0 t}^{\alpha} y, v\right) d t
$$

Similarly, by (45), one obtains

$$
\lim _{n_{k} \rightarrow \infty} \Gamma(2-\alpha) \int_{0}^{T}\left(\widetilde{\mathbb{W}}_{n_{k}}, v\right) d t=\Gamma(2-\alpha) \int_{0}^{T}(\mathbb{W}, v) d t
$$

where $\mathbb{W}(t)=\int_{0}^{t} \kappa(x, s, y(x, s)) d s$, by (39), (42). Finally, for $v \in L_{2}(I, \vartheta)$ fixed,

$$
\int_{0}^{T} b_{\zeta}(y, v) d t
$$

is a bounded linear functional in $L_{2}(I, \vartheta)$. Thus,

$$
\lim _{n_{k} \rightarrow \infty} \Gamma(2-\alpha) \int_{0}^{T} b_{\zeta}\left(\widetilde{y}_{n_{k}}, v\right) d t=\Gamma(2-\alpha) \int_{0}^{T} b_{\zeta}(y, v) d t
$$

holds by (37). Consequently, for $n_{k} \rightarrow \infty$, (49) gives one

$$
\begin{equation*}
\int_{0}^{T} b_{\zeta}(y, v) d t+\frac{1}{\Gamma(\alpha+1)} \sum_{l=0}^{j-1} \sigma_{l} \int_{0}^{T}\left(\partial_{0 t}^{\alpha} y, v\right) d t=\Gamma(2-\alpha) \int_{0}^{T}(\mathbb{W}, v) d t+\Gamma(2-\alpha) \int_{0}^{T}(f, v) d t \tag{50}
\end{equation*}
$$

Due to the fact that function $v \in L_{2}(I, \vartheta)$ is chosen arbitrarily, (50) holds for every $v \in L_{2}(I, \vartheta)$. In this weak sense, equation (1) is fulfilled. Thus, the function $y(t)$ satisfies

$$
\begin{gather*}
y \in L_{2}(I, \vartheta) \cap A C\left(I, L_{2}(G)\right)  \tag{51}\\
\partial_{0 t}^{\alpha} y(t) \in L_{2}\left(I, L_{2}(G)\right)  \tag{52}\\
y(0)=0 \text { in } C\left(I, L_{2}(G)\right)  \tag{53}\\
\int_{0}^{T} b_{\zeta}(y, v) d t+\frac{1}{\Gamma(\alpha+1)} \sum_{l=0}^{j-1} \sigma_{l} \int_{0}^{T}\left(\partial_{0 t}^{\alpha} y, v\right) d t  \tag{54}\\
=\Gamma(2-\alpha) \int_{0}^{T}(\mathbb{W}, v) d t+\Gamma(2-\alpha) \int_{0}^{T}(f, v) d t \quad \forall v \in L_{2}(I, \vartheta) .
\end{gather*}
$$

Definition 4. Function $y(t)$ satisfying (51) - (54) is called weak solution to our problem.

## 5. Uniqueness

To establish uniqueness, we assume the existence of two distinct weak solutions $y_{1}$ and $y_{2}$ and come to a contradiction. Denote their difference by

$$
y^{*}=y_{1}-y_{2}
$$

Therefore, to prove the uniqueness, it suffices to show that $y^{*}=0$.
By (51) - (54), $y^{*}(t)$ satisfies

$$
\begin{gather*}
y^{*} \in L_{2}(I, \vartheta) \\
y^{*} \in A C\left(I, L_{2}(G)\right) \\
\partial_{0, t}^{\alpha} y^{*} \in L_{2}\left(I, L_{2}(G)\right) \\
y^{*}(0)=0 \text { in } C\left(I, L_{2}(G)\right) \\
\Gamma(2-\alpha) \int_{0}^{T} b_{\zeta}\left(y^{*}, v\right) \mathrm{d} t+\int_{0}^{T}\left(\sum_{l=1}^{j-1} \sigma_{l} \partial_{0 t}^{\alpha} y^{*}, v\right) \mathrm{d} t  \tag{55}\\
=\Gamma(2-\alpha) \int_{0}^{T}\left(\int_{0}^{t}\left[\kappa\left(x, s, y_{2}(s)\right)-\kappa\left(x, s, y_{1}(s)\right)\right] \mathrm{d} s, v\right) \mathrm{d} t \quad \forall v \in L_{2}(I, \vartheta)
\end{gather*}
$$

According to (2), we have

$$
\begin{align*}
& \left\|\int_{0}^{t}\left[\kappa\left(x, s, y_{2}(s)\right)-\kappa\left(x, s, y_{1}(s)\right)\right]\right\| \mathrm{d} s \\
& \leqslant \int_{0}^{t}\left\|\kappa\left(x, s, y_{2}(s)\right)-\kappa\left(x, s, y_{1}(s)\right)\right\| \mathrm{d} s \\
& \leqslant \int_{0}^{t} \frac{C}{h^{\alpha-1}}\left\|y_{2}(s)-y_{1}(s)\right\| \mathrm{d} s=\frac{C}{h^{\alpha-1}} \int_{0}^{t}\left\|y^{*}(s)\right\| \mathrm{d} s \leqslant C \int_{0}^{t}\left\|y^{*}(s)\right\| \mathrm{d} s \tag{56}
\end{align*}
$$

Let us divide the interval $I$ into a finite number of subintervals of lengths $l$. The function $y(t)$ belongs to $C\left(I, L_{2}(G)\right)$ hence the function $\|y(t)\|$ is continuous in the interval $[0, l]$. Consequently, $\|y(t)\|$ attains its maximum on this interval at a certain point $t_{1} \in[0, l]$. Let

$$
\begin{equation*}
\max _{t \in[0, l]}\left\|y^{*}(t)\right\|=\left\|y^{*}\left(t_{1}\right)\right\| \tag{57}
\end{equation*}
$$

For $v(t)$ in (55), let us choose the function

$$
v(t)=\left\{\begin{array}{c}
y^{*}(t) \text { for } t \in\left[0, t_{1}\right] \\
0 \text { for } t \in\left(t_{1}, T\right]
\end{array}\right.
$$

Thus, we obtain

$$
\begin{align*}
& \Gamma(2-\alpha) \int_{0}^{t_{1}} b_{\zeta}\left(y^{*}, y^{*}\right) \mathrm{d} t+\sum_{l=1}^{j-1} \sigma_{l} \int_{0}^{T}\left(y^{*}, \partial_{0 t}^{\alpha} y^{*}\right) \mathrm{d} t  \tag{58}\\
& =\Gamma(2-\alpha) \int_{0}^{t_{1}}\left(y^{*}, \int_{0}^{t}\left[\kappa\left(x, s, y_{2}(s)\right)-\kappa\left(x, s, y_{1}(s)\right)\right] \mathrm{d} s\right) \mathrm{d} t
\end{align*}
$$

$\vartheta$-ellipticity of the form $b_{\zeta}(v, y)$ gives us that

$$
\begin{equation*}
\Gamma(2-\alpha) \int_{0}^{t_{1}} b_{\zeta}\left(y^{*}, y^{*}\right) \mathrm{d} t \geqslant 0 \tag{59}
\end{equation*}
$$

Additionally, according to Lemma 2.3, one has

$$
\begin{equation*}
\int_{0}^{t_{1}}\left(y^{*}, \sum_{l=1}^{j-1} \sigma_{l} \partial_{0 t}^{\alpha} y\right) \mathrm{d} t \geqslant \frac{\sum_{l=1}^{j-1} \sigma_{l}}{2} \int_{0}^{t_{1}} \partial_{0 t}^{\alpha}\|y\|^{2}=c_{5} \partial_{0 t}^{\alpha}\left\|y\left(t_{1}\right)\right\|^{2} \tag{60}
\end{equation*}
$$

where $c_{5}$ is a constant. (56) yields

$$
\begin{align*}
& \left\|\Gamma(2-\alpha) \int_{0}^{t_{1}}\left(y^{*}, \int_{0}^{t}\left[\kappa\left(x, s, y_{2}(s)\right)-\kappa\left(x, s, y_{1}(s)\right)\right] \mathrm{d} s\right) \mathrm{d} t\right\| \\
& \leqslant \Gamma(2-\alpha) \int_{0}^{t_{1}}\left\|y^{*}\left(t_{1}\right)\right\|\left\|\int_{0}^{t}\left[\kappa\left(x, s, y_{2}(s)\right)-\kappa\left(x, s, y_{1}(s)\right)\right]\right\| \mathrm{d} s \\
& \leqslant \Gamma(2-\alpha) \int_{0}^{l}\left\|y^{*}\left(t_{1}\right)\right\|\left(C \int_{0}^{l}\left\|y^{*}(s)\right\| \mathrm{d} s .\right) \leqslant C l^{2}\left\|y^{*}\left(t_{1}\right)\right\|^{2} . \tag{61}
\end{align*}
$$

Combining (58) - (61), we can get

$$
\partial_{0 t}^{\alpha}\left\|y^{*}\left(t_{1}\right)\right\|^{2} \leqslant c_{6}\left\|y^{*}\left(t_{1}\right)\right\|^{2},
$$

where $c_{6}$ is a constant. Using Lemma 2.4, we obtain with regard to (35),

$$
\left\|y^{*}\left(t_{1}\right)\right\|=0
$$

Formula (57) then implies

$$
\begin{equation*}
y^{*}(t)=0 \text { in } L_{2}(G) \quad \forall t \in[0, l] . \tag{62}
\end{equation*}
$$

Performing the same consideration in the interval $[l, 2 l]$ with the function

$$
v(t)=\left\{\begin{array}{c}
y^{*}(t) \text { for } t \in\left[0, t_{2}\right] \\
0 \quad \text { for } t \in\left(t_{2}, T\right]
\end{array}\right.
$$

where $t_{2}$ is a point at which $\|y(t)\|$ attains its maximum in the interval $[l, 2 l]$, and using the just obtained result (62), we obtain that

$$
y^{*}(t)=0 \quad \text { in } L_{2}(G) \quad \forall t \in[l, 2 l] .
$$

After a finite number of steps we thus come to the conclusion that

$$
y^{*}(t)=0 \quad \text { in } L_{2}(G) \quad \forall t \in I .
$$

Hence, the uniqueness is proved.

## 6. Conclusion and future scope

Two objectives have been successfully reached in this study. Firstly, a new function has been constructed using the method of discretization for a time fractional equation. Secondly, the proposed method has been validated by demonstrating the convergence of the $\alpha$-Rothe sequence to the unique weak solution of our problem. As we've seen, TFDE is closely linked to various nanoscience phenomena, consequently, the authors are optimistic that the results obtained can be extended to a wide range of nanoscience applications, thus offering a promising avenue for further exploration (Non-Fourier conduction, confinement effects, Phonon-Phonon and Phonon-Defect Interactions...).
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