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The Casimir force between two identical bodies, although highly dependent on their geometry and structure of

boundaries, is always attractive. However, this force can become repulsive if the nature of the two boundaries is

different. We analyze from a global perspective the analytic properties of the Casimir energy function in the space

of the consistent boundary conditions ℳ𝐹 for a massless scalar field confined between two homogeneous parallel

plates. The analysis allow us to completely characterize the boundary conditions which give rise to attractive and

repulsive Casimir forces. In the interface between both regimes there is a very interesting family of boundary

conditions which do not generate any type of Casimir force. We also find Casimirless boundary conditions which

are invariant under the renormalization group flow. The conformal invariant boundary conditions which do not

generate a Casimir force have not yet been exploited in string theory but open new interesting possibilities.
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1. Introduction

The Casimir effect is a genuine quantum phenomenon induced by the vacuum fluctuations
of quantum fields. The pressure of quantum fluctuations on impermeable solid bodies generates a
force between these bodies [1]. The characteristics of this force depend essentially on the type of
field theory, the geometry of the bodies and the physical properties of the bodies boundaries [2–8].
However, the Casimir force between two identical bodies is always attractive due to the Kenneth-
Klich theorem [9]. Now, if the boundary conditions of the bodies are different the Casimir force
can become repulsive. In fact, new repulsive regimes of the Casimir effect have been found
between dielectric plates and ingenious combinations of them, which give rise to a repulsive
effect [10]. In this paper we analyze from a global viewpoint the dependence of the Casimir
phenomenon on the physical properties of the boundary, i. e. on the boundary conditions satisfied
by the quantum fields. Based on a new technique which highly simplifies the calculation of the
vacuum energy for arbitrary boundary conditions we analyze the nature of Casimir force between
two homogeneous parallel plates induced by the fluctuations of massless free scalar field.

In this geometry the only variable elements are the distance between the plates and the
boundary conditions at the plates. The set of physically admissible boundary conditions is a
four dimensional manifold which includes Dirichlet, Neumann, Robin, Zaremba, periodic, quasi-
periodic and anti-periodic [11, 12]. Thus, we analyze the dependence of the Casimir force on
these five variables and in particular, we analyze in great detail the transition from the attractive
Casimir regime to the repulsive Casimir regime. We also analyze the role of Casimir energy as a
finite size effect of the conformal anomaly and the role of boundary renormalization group flow.
In particular, we search for boundary conditions which being invariant under renormalization
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do not present finite size effects which generate Casimir energy. In the case of massless scalar
fields we fully characterize the three parameter family of boundary conditions satisfying both
requirements.

2. Quantum Fields in Bounded Domains

In quantum theories the unitarity principle imposes severe constraints on the boundary
behavior of quantum states of systems confined in bounded domains [11]. The consistency of
the quantum field theory imposes a much more stringent condition on the type of acceptable
boundary conditions in order to prevent any type of pathological behavior. In relativistic field
theories, causality imposes further requirements [13, 14]. The space of boundary conditions
compatible with both constraints has interesting global geometric properties.

The dynamics of free complex scalar field 𝜑 is governed by the following Hamiltonian

𝐻 =
1

2

∫
Ω

𝑑3x
(∣𝜋(x)∣2 + 𝜙∗(x)(−Δ+𝑚2)𝜙(x)

)
(1)

in terms of the Laplacian operator Δ and the canonical momenta 𝜋 of the fields 𝜙 satisfying the
standard canonical quantization rules

[𝜋(x), 𝜙(x′)] = −𝑖 𝛿(x− x′), (2)

where we using natural units (𝑐 = ℏ = 1). The Hamiltonian (1) describes the dynamics of an
infinite number of decoupled harmonic oscillators given by the Fourier modes of the operator
−Δ+𝑚2. When the fields are confined in a bounded domain Ω ⊂ ℝ

3 with regular boundary ∂Ω
the modes of the oscillators become discretized and highly dependent on the boundary conditions
of the fields specially for the low energy modes. The consistency conditions require that the
corresponding oscillating frequencies must be real and positive, which can be fulfilled for any
value of the mass if and only if all eigenvalues of the Laplacian operator −Δ are real and
nonnegative, i.e. −Δ is a selfadjoint non-negative operator. This requirement imposes severe
constraints on the conditions the fields must satisfy at the boundary ∂Ω in order to have a
consistent quantum field theory. The positivity condition can be relaxed for a fixed geometry
and given mass, but the boundary conditions which are consistent for any size of the domain Ω
require the non-positivity of the selfadjoint extension of the Laplacian operator Δ.

The self-adjointness condition requires the cancellation of the probability flux across the
boundary. This flux is given by

Ψ (𝜙) = 𝑖

∫
∂Ω

[(∂𝑛𝜙
∗)𝜙− 𝜙∗∂𝑛𝜙] . (3)

The set of boundary conditions which preserve the probability and have a null flux (3)
across the boundary can be identified with the space of unitary operators 𝑈 of 𝐿2(∂Ω), i.e. 𝑈 ∈
𝒰(𝐿2(∂Ω)). This characterizationion is equivalent to that introduced by von Neumann, Krein
[15–18] and by boundary triples approches [19–24]. Each selfadjoint extension is characterized
by the restriction of the adjoint operator of −Δ† of the Laplacian operating only on smooth
functions of compact support in Ω, to the domain [11, 12]

𝒟𝑈 = {𝜓 ∈ 𝒟(Δ†); (𝜑, ˙̃𝜑) ∈ 𝐻− 1
2 (∂Ω)×𝐻 1

2 (∂Ω); 𝜑− 𝑖�̇� = 𝑈(𝜑 + 𝑖�̇�)}, (4)

where 𝜑 denotes the boundary value of 𝜓 and ˙̃𝜑 the boundary normal derivative of (1−Δ†)−1(𝜓−
Δ†𝜓) and

𝜑 =
1√
𝛿

(
−Δ†

∂Ω
+

1

𝛿2
𝕀

)− 1
4

𝜑 and �̇� =
√
𝛿

(
−Δ†

∂Ω
+

1

𝛿2
𝕀

) 1
4

˙̃𝜑, (5)
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𝛿 being an arbitrary dimensionfull parameter. The Sobolev space 𝐻𝑘(∂Ω) is defined as the
closure of the subspace 𝐶∞(∂Ω) of differentiable functions, with respect to the Sobolev norm of
class k

∥ 𝜑 ∥2𝑘=
∫
∂Ω

𝑑2𝑥
√
𝑔
∂Ω
𝜑(𝑥)†(−Δ

∂Ω
+ 𝕀)𝑘𝜑(𝑥). (6)

The boundary conditions (4) define selfadjoint extensions of the Laplacian but the con-
sistency of the quantum field theory also requires the positivity of the corresponding selfadjoint
operator and this condition imposes further constraints. In particular, since [11]

− (𝜓,Δ𝑈𝜓) = ∣∇⃗𝜓∣2 − (𝜑, �̇�) = ∣∇⃗𝜓∣2 − (𝜑, �̇�) = ∣∇⃗𝜓∣2 − (𝜑,𝐴𝜑) ,
where

𝐴 = −𝑖𝕀 − 𝑈
𝕀+ 𝑈

, (7)

is the selfadjoint Cayley transform of 𝑈 . Whenever 𝐴 is well defined it must be selfadjoint
and non-positive. Since all eigenvalues of unitary operators 𝑈 are of the form 𝜆(𝛼) = e𝑖𝛼

with 𝛼 ∈ [0, 2𝜋], the positivity condition of 𝐴 translates into the following constraint on the
eigenvalues of 𝑈

tan
(𝛼
2

)
⩾ 0; i.e. 0 ⩽ 𝛼 ⩽ 𝜋. (8)

Thus, the space of boundary conditions ℳ𝐹 which lead to consistent quantum field theories is
given by [13, 14]

ℳ𝐹 ≡ {𝑈 ∈ 𝒰 (𝐿2(∂𝑀)
)
; 𝜆 = e𝑖𝛼 ∈ 𝜎(𝑈), 0 ⩽ 𝛼 ⩽ 𝜋

}
. (9)

In the particular case of a domain bounded by two parallel homogeneous plates the translation
invariance along the plates imply that 𝑈 should be constant on each plate. In that case the most
general boundary condition for the fields is given by a two dimensional unitary matrix 𝑈 ∈ 𝑈(2),
which can be written in terms of Pauli matrices 𝝈 = (𝜎1, 𝜎2, 𝜎3)

𝑈(𝛼, 𝛽,n) = e𝑖𝛼 (cos(𝛽)𝕀+ 𝑖 sin(𝛽)n ⋅ 𝝈) (10)

𝛼 ∈ [0, 2𝜋], 𝛽 ∈ [−𝜋/2, 𝜋/2],
and an unitary vector

n(𝜃, 𝜒) = (sin(𝜃) cos(𝜒), sin(𝜃) sin(𝜒), cos(𝜃)) ; 𝜃 ∈ [0, 𝜋], 𝜒 ∈ [0, 2𝜋]. (11)

of the unit sphere 𝑆2 satisfying the constraints 0 ⩽ 𝛼 ± 𝛽 ⩽ 𝜋. The domain of the positive
self-adjoint operator −Δ𝑈 is given by(

𝜑(0)− 𝑖𝐿�̇�(0)
𝜑(1)− 𝑖𝐿�̇�(1)

)
= e𝑖𝛼

(
cos 𝛽 + 𝑖𝑛3 sin 𝛽 (𝑖𝑛1 + 𝑛2) sin 𝛽
(𝑖𝑛1 − 𝑛2) sin 𝛽 cos 𝛽 − 𝑖𝑛3 sin 𝛽

)(
𝜑(0) + 𝑖𝐿�̇�(0)
𝜑(1) + 𝑖𝐿�̇�(1)

)
,

where 𝐿 is the distance between the plates. This property guarantees the positivity of the op-
erator −𝐴 and in consequence that of the corresponding selfadjoint extension of the Laplacian.
Therefore, the space of consistent boundary conditions ℳ𝐹 is [13, 14]

ℳ𝐹 ≡ {𝑈(𝛼, 𝛽, n) ∈ 𝑈(2) ∣ 0 ⩽ 𝛼± 𝛽 ⩽ 𝜋} . (12)
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Fig. 1. Space of consistent boundary conditions for a scalar field theory confined
between two homogeneous parallel plates

3. Boundary Renormalization Group Flow

Some symmetries of the classical theory can be broken upon quantization by quantum
interactions. In the case of fields confined in bounded domains only the symmetries which leave
the boundary invariant can be preserved for some boundary conditions. However, in the case
of scale invariance (𝑥 → 𝑥/Λ) the presence of the boundaries does not automatically imply the
breaking of the symmetry at the quantum level because the rescaling involved in the Wilson
renormalization group transformation restores the system back to the same boundary domain Ω.
Now, the scale invariance in the massless quantum field theory can still be broken because not
all boundary conditions preserve this symmetry. In fact, it has been shown in Refs. [25, 26] that
the renormalization group acts on the space of boundary conditions according to the flow

Λ𝑈 †
Λ∂Λ𝑈Λ =

1

2

(
𝑈 †
Λ − 𝑈Λ

)
(13)

or

𝑈 †
𝑡 ∂𝑡𝑈𝑡 =

1

2

(
𝑈 †
𝑡 − 𝑈𝑡

)
(14)

for Λ = Λ0 e
𝑡.

The only boundary conditions which preserve scale invariance are the fixed points of
the renormalization group flow (14), i.e. boundary conditions whose unitary operators 𝑈 are
hermitian unitary matrices 𝑈 † = 𝑈 = 𝑈−1 [26].

In the parametrization given by (10) and using spherical coordinates (11) for the normal
unit vector n(𝜃, 𝜑) the flow reads (see Fig. 2)

𝛼′(Λ) +
1

Λ
sin(𝛼) cos(𝛽) = 0; (15)

𝛽 ′(Λ) +
1

Λ
cos(𝛼) sin(𝛽) = 0; (16)

𝜃′(Λ) = 𝜒′(Λ) = 0, (17)

which defines a vector field that can be extended to the whole group 𝑈(2).
Thus all fixed points are located at the corners of the rhombus in figure 1 of ℳ𝐹 . The

upper and lower corners correspond to Dirichlet and Neumann (𝑈 = ∓𝕀) boundary conditions.
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The other fixed points are located in the other two corners and correspond to a 𝑆2 manifold given
by

𝑈 = n ⋅ 𝝈 (18)

n being an arbitrary unit vector of ℝ3, which includes pseudo-periodic and quasiperiodic bound-
ary conditions.

For mixed boundary conditions the RG flows from Dirichlet boundary conditions (ultra-
violet fixed point) toward Neumann boundary conditions (infrared fixed point) [25, 26].

𝑈 = e2i arctan e−t

𝕀. (19)
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Fig. 2. Renormalization group flow in ℳ𝐹 . Notice that fixed points are located
at the corners of the rhombus. Neumann boundary conditions are at the lowest
corner which is the only stable fixed point. This point is an attractor point of the
whole renormalization group flow

4. Vacuum energy.

The Casimir effect in massless quantum theories is a consequence of the scale symme-
try anomaly which arises in the form of finite size corrections to the vacuum energy. Within
the global framework of boundary conditions formulated above it is possible to analyze with
complete generality the characterization of attractive and repulsive regimes generated by this
anomaly.

The scalar free field theory defined by a boundary condition 𝑈 of ℳ𝐹 has a unique
vacuum state which in the functional Schrödinger representation corresponds to the Gaussian
state

Ψ(𝜙) = 𝒩 e
−1

2
(𝜙,
√
−Δ𝑈 𝜙)

(20)

where 𝒩 is a normalization constant and (⋅, ⋅) denotes the 𝐿2(Ω) product. The corresponding
vacuum energy given by the sum of the eigenvalues of 1

2

√−Δ𝑈 is ultraviolet divergent, but the
Casimir effect is associated to some finite volume corrections to the vacuum energy which are
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UV finite and universal. It is convenient to regularize the UV divergences involved in the sum
of the trace by means of the heat kernel method

𝐸𝑈 = 𝐸
(𝐿,𝜖)
𝑈 =

1

2
tr
√

−Δ𝑈e
𝜖Δ𝑈 (21)

The Casimir energy can be identified from the asymptotic expansion in powers of
√
𝜖

𝐿
of

the vacuum energy per unit plate area [27],

𝐸
(𝐿,𝜖)
𝑈

𝐴
=
𝑐0
𝜖2
𝐿+

𝑐1
𝜖3/2

+
𝑐𝑈
𝐿3

+𝒪
(√

𝜖

𝐿

)
. (22)

The eigenvalues 𝜆𝑛 = (𝑘1)2 + (𝑘2)2 + 𝑘2𝑛 of the Laplacian operator −Δ𝑈 are given in
terms of the zeros 𝑘𝑛 of the spectral function [14, 28]

ℎ𝑈(𝑘) = 4𝑘 det𝑈 cos 𝑘𝐿− 2𝑖(1 + 𝑘2) det𝑈 sin 𝑘𝐿+ 4𝑘(𝑈21 + 𝑈12)

−2𝑖(1 + 𝑘2) sin 𝑘𝐿− 4𝑘 cos 𝑘𝐿+ 2𝑖(1− 𝑘2)tr𝑈 sin 𝑘𝐿

= 4𝑘𝑒2𝑖𝛼 cos 𝑘𝐿− 2𝑖(1 + 𝑘2)𝑒2𝑖𝛼 sin 𝑘𝐿+ 8𝑖𝑛1𝑘𝑒
𝑖𝛼 sin 𝛽

−2𝑖(1 + 𝑘2) sin 𝑘𝐿− 4𝑘 cos 𝑘𝐿+ 4𝑖(1− 𝑘2)𝑒𝑖𝛼 cos 𝛽 sin 𝑘𝐿.

(23)

and two arbitrary real parallel components 𝑘1, 𝑘2. The spectral function ℎ𝑈(𝑘) is obtained from
the determinant of the coefficients of the eigenvalue equation of −Δ𝑈 for plane waves with
momenta (0, 0, 𝑘). Notice that the spectral function is not only dependent on the invariants of
the boundary unitary matrix det 𝑈 and tr𝑈 but also in the entries 𝑈21 and 𝑈12, which implies
that the spectrum of the quantum theory may be different for matrices with the same spectrum if
they are non-equivalent as matrices. The vacuum energy can be formally given in terms of the
spectral function ℎ𝑈 [28] (see [29, 30]) for an historical review) by

𝐸0 =
1

24𝜋2𝑖

∮
𝑑𝑧 𝑧3 ∂𝑧 log ℎ𝑈(𝑧) (24)

or equivalently

𝐸0 = − 1

12𝜋2

∫ ∞

0

𝑑𝑘 𝑘3
𝑑

𝑑𝑥
log ℎ𝑈(𝑖𝑘). (25)

It is straightforward to extract the leading terms of the asymptotic expansion in 1/𝐿 by sub-
stracting the divergent values for a fixed reference value 𝐿0 << 𝐿 of the distance between the
plates [13, 14]

𝑐𝑈 =
−𝐿3

0

12𝜋2(𝐿3 − 𝐿3
0)

∫ ∞

0

𝑑𝑘 𝑘3

[
𝐿− 𝐿0 − 𝑑

𝑑𝑘
log

(
ℎ
(𝐿)
𝑈 (𝑖𝑘)

ℎ
(𝐿0)
𝑈 (𝑖𝑘)

)]
. (26)

From this expression it is possible to compute in a very efficient way the Casimir energy for
arbitrary boundary conditions 𝑈 ∈ ℳ𝐹 .

In some cases the Casimir energy can be computed analytically [13, 14, 28, 31–34]:
(1) In the case of pseudo-periodic boundary conditions

𝑈pp = cos 𝜉𝜎1 − sin 𝜉𝜎2; 𝜑(𝐿) = 𝑒𝑖𝜉𝜉(0) (27)

we have that
ℎpp = −8𝑘(cos 𝑘𝐿− cos 𝜉) (28)
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and

𝐸pp(𝜉) =
𝐴

𝐿3

(
−𝜋

2

90
+
𝜉2

12
− 𝜉3

12𝜋
+

𝜉4

48𝜋2

)
; 𝜉 ∈ [0, 2𝜋]. (29)

They contain two special cases, when 𝜉 = 0 we have periodic boundary conditions,

𝐸p = − 𝜋2𝐴

90𝐿3
, (30)

where the Casimir force is attractive, and when 𝜉 = 𝜋 anti-periodic boundary conditions with
repulsive Casimir force

𝐸ap =
7𝜋2𝐴

720𝐿3
. (31)

(2) In the case of Dirichlet boundary conditions

𝑈𝐷 = −𝕀 (32)

ℎ𝐷 = −8𝑖 sin 𝑘𝐿 (33)

the Casimir energy per unit area

𝐸D = − 𝜋2𝐴

1440𝐿3
= 𝐸N (34)

is the same as for Neumann boundary conditions

𝑈𝑁 = 𝕀 (35)

with

ℎ𝑁 = −8𝑖𝑘2 sin 𝑘𝐿. (36)

In both cases the Casimir force is attractive.
(3) A different family of boundary conditions is provided by quasi-periodic boundary

conditions
𝑈𝑞 = cos 𝜃𝜎3 + sin 𝜃𝜎1

𝜑(𝐿) = tan
𝜃

2
𝜑(0); ∂𝑛𝜑(0) =

(
𝐿 tan

𝜃

2

)−1

𝜑(0),
(37)

where

ℎ𝑞 = −8𝑘(cos 𝑘𝐿− sin 𝜃). (38)

The Casimir energy per unit area in this case is

𝐸𝑞 =
𝐴

𝐿3

(
127𝜋2

11520
− 3𝜋𝜃

32
−11𝜃2

96
−4𝜃3+∣𝜋 − 2𝜃∣3

96𝜋
+

𝜃4

48𝜋2

)
; 𝜃 ∈ [0, 𝜋] . (39)

Here there are three special cases, 𝜃 = 𝜋
2

which corresponds to periodic boundary conditions,
with attractive Casimir force, 𝜃 = −𝜋

2
which corresponds to anti-periodic boundary conditions,

with repulsive Casimir force and 𝜃 = 0 to Zaremba boundary conditions also with repulsive
behavior

𝐸z =
7𝜋2𝐴

11520𝐿3
. (40)

In summary, many of the conditions (e.g. Dirichlet, Neumann, Periodic) give rise to
attractive forces between the plates, others (e.g. antiperiodic, Zaremba) induce repulsive forces,
and between these two types of boundary conditions there exist a family of boundary conditions
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with no Casimir force [28]. In the case of quasi-periodic boundary conditions there are two
values of the parameter 𝜃cp

𝜃±cp = 𝜋

⎛⎝1

2
±
⎛⎝1−

√
1− 2

√
2

15

⎞⎠⎞⎠ . (41)

where the Casimir energy vanishes which signals the boundary between attractive and repulsive
regimes of the Casimir effect. Indeed, when 0 ⩽ 𝜃 < 𝜃−cp and 𝜃+cp ⩽ 𝜃 < 𝜋 the Casimir energy is
positive, and hence the Casimir force between plates has a repulsive character. On the other hand,
when 𝜃−cp ⩽ 𝜃 < 𝜃+cp, the Casimir force between plates becomes attractive, which corresponds
to a negative Casimir energy. Notice that for boundary conditions which correspond to identical
plates, (𝛽 = 0) the Casimir energy is always negative which agrees with the Kenneth-Klich
theorem [9].

Something similar occurs in the case of pseudo-periodic boundary conditions where there
are two values of 𝜉 with null Casimir energy, and therefore there is no force between plates

𝜉±pp = 𝜋

⎛⎝1±
√

1− 2

√
2

15

⎞⎠ . (42)

In this case, for 𝜉−pp < 𝜉 < 𝜉+pp the Casimir energy is negative, which leads an attractive Casimir
force between plates, and for −𝜋 < 𝜉 < 𝜉−pp or 𝜉+pp < 𝜉 < 𝜋, the Casimir energy is positive,
and hence the force between plates is repulsive.
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Fig. 3. [Color online] Behavior of the Casimir energy 𝐸𝑈 in the consistency
region ∣𝛽∣ < 𝛼 < 𝜋 − ∣𝛽∣, for 𝑛1 = ±1. The Casimirless components are marked
as thick lines. Blue colored regions correspond to negative values, and red colored
to positive values

For more general boundary conditions it is possible to numerically evaluate the Casimir
energy. In this way we find the complete set of boundary conditions which give rise to attac-
tive Casimir forces and those which give rise to repulsive forces. The interface between both
regimes correspond to boundary conditions which do not produce any Casimir force between the
plates (Casimirless boundary conditions). The total set of Casimirless conditions is a connected
subspace but its restriction for fixed values of 𝑛1 can have one or two connected components.
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Fig. 4. [Color online] Behavior of the Casimir energy 𝐸𝑈 in the consistency
region ∣𝛽∣ < 𝛼 < 𝜋 − ∣𝛽∣, for 𝑛1 = ±0.5. The Casimirless component appears as
thick lines. Blue colored regions correspond to negative values, and red colored
to positive values
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Fig. 5. [Color online] Behavior of the Casimir energy 𝐸𝑈 in the consistency
region ∣𝛽∣ < 𝛼 < 𝜋 − ∣𝛽∣, for 𝑛1 = 0. The Casimirless components are marked
with thick lines. Blue colored regions correspond to negative values, and red
colored to positive values

Figures 3 and 4 show the behavior of the Casimir energy for the values 𝑛1 = ±1,±0.5, where
there is only one connected component of Casimirless conditions.

The values of 𝑛1 for which there are two connected components of Casimirless conditions
are values close to 𝑛1 = 0. In figure 5 can be seen in the case 𝑛1 = 0, which has two Casimirless
connected components. As long as 𝑛1 goes towards to 𝑛1 = 0 the subset of boundary conditions
with zero Casimir energy changes its topology from one to two connected components. It is just
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at the transition point

𝑛1 = cos𝜋

⎛⎝1±
√

1− 2

√
2

15

⎞⎠ , (43)

where the change occurs.
One particular case of interest is the case of fixed points of the renormalization group

which are saddle points and are located at left and right corners of the rhombus of ℳ𝐹 , i.e.
boundary conditions corresponding to the points on the unit sphere 𝑆2 for values 𝛼 = ±𝛽 = 𝜋

2
.

This includes periodic, anti-periodic, quasi-periodic, and pseudo-periodic boundary conditions.
The Casimir energy per unit area

𝐸sp(𝑛1) =
1

𝐿3

(
−𝜋

2

90
+

(arccos𝑛1)
2

12
− (arccos𝑛1)

3

12𝜋
+

(arccos𝑛1)
4

48𝜋2

)
; arccos𝑛1 ∈ [0, 2𝜋].

(44)
has two attractive and repulsive regimes separated by a one dimensional circle of Casimirless
boundary conditions given by

𝛼 = 𝛽 =
𝜋

2
; 𝑛1 = cos𝜋

⎛⎝1±
√

1− 2

√
2

15

⎞⎠ . (45)

We remark that in any case the submanifold of Casimirless boundary conditions only in-
tersects the manifold of fixed points at the 𝑆2 sphere of saddle fixed points of the renormalization
group flow. Obviously, Dirichlet and Neumann boundary conditions have always a non-vanishing
atractive Casimir energy. On the other hand, boundary conditions for identical plates correspond
to 𝛽 = 0 and from the numerical calculations it is shown that all these boundary conditions
are always in the attractive regime as shown in figures 3 4 and 5, which in agreement with the
Kenneth-Klich theorem [9].

In summary, the powerful method based on the use of the spectral function for the
calculation of the Casimir effect permits to analyze from a global perspective the properties of
the Casimir energy as a function over the space of consistent boundary conditions ℳ𝐹 . Some
of these global properties have a great physical interest. In particular, it is possible to find the
extremal values of the Casimir energy 𝐸𝑐(𝑈) over the space ℳ𝐹 . The continuity of 𝐸𝑐(𝑈)
in ℳ𝐹 and the compactness of ℳ𝐹 imply the existence of at least two types of consistent
boundary conditions where the Casimir energy attains its maximal and minimal values. In our
case the minimum of Casimir energy corresponding to periodic boundary conditions whereas the
maximum value of the Casimir energy corresponds to anti-periodic boundary conditions.

The fact that the maximum and the minimum of the Casimir energy are at the boundary
of the space of consistent boundary conditions ∂ℳ𝐹 can be inferred from the analytic properties
of the spectral function ℎ𝑈 (𝑘) which provides a bound for the Casimir energy 𝐸𝑐(𝛼, 𝛽, 𝑛1) in
the interior of ℳ𝐹 . The restriction of ℎ𝑈(𝑘) to ℳ𝐹 ∩ 𝑆𝑈(2) is an harmonic function for any 𝑘
and, thus, by the maximum principle all its local extrema must be at the boundary ∂ℳ𝐹 . This
behavior can be translated to the Casimir energy. The same argument implies the existence of
extreme boundary conditions in the attractive and repulsive regimes of Casimir effect. In both
cases the extreme values of 𝐸𝑐 are reached in ∂ℳ𝐹 , the minimum value corresponds to periodic
boundary conditions which provide strongest attractive force between plates, and the maximum
value is attained for anti-periodic boundary conditions which represents the strongest repulsive
force between plates.
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The global analysis of the dependence of infrared properties of field theories on the nature
of boundary conditions also unveils many interesting physical effects. However, the characteris-
tics of boundary conditions which encode the attractive or repulsive nature of the Casimir energy
are still unknown, although the algorithm found in the previous section provides the simplest
mechanism to determine such a character. On the other hand it will be very interesting to under-
stand the special role of the Casimirless boundary conditions which are also fixed points of the
renormalization group (45). Even if these Casimirless conformal invariant conditions are physi-
cally unstable under renormalization group flow they provide a new set of conformally invariant
boundary conditions which are anomaly free (45). The existence of similar conditions in 1+1
dimensions opens a new approach for the study of string theory in non-critical dimensions. The
role of such conformal boundary conditions in the corresponding string theory deserves further
study.

References

[1] Casimir H. B. G. // Proc. K. Ned. Akad. Wet. — 1948. — V. 51. — P.793
[2] Miloni P. The Quantum Vacuum: An Introduction To Quantum Electrodynamics. — San Diego: Academic Press,
1994.

[3] Grib A. A., Mamaev S. G., Mostepanenko V. M. Vacuum Quantum Effects in Strong Fields. — St. Petersburg:
Friedman Laboratory Publishing, 1994.

[4] Mostepanenko V. M., Trunov N. N. The Casimir effect and its applications. — Oxford: Clarendon, 1997.
[5] Bordag M., Mohideen U., Mostepanenko V. M. // Phys. Rep. — 2001. — 353.
[6] Milton K. A. The Casimir Effect: Physical Manifestations of Zero-point Energy, World Scientific, Singapore,
2001.

[7] Klimchitskaya G. L., Mohideen U., Mostepanenko V. M. // Rev. Mod. Phys. — 2009. — V. 81. — P.1827.
[8] Bordag M., Klimchitskaya G. L., Mohideen U., Mostepanenko V. M. Advances in the Casimir Effect. — Oxford
University Press, 2009.

[9] Kenneth O., Klich I. // Phys. Rev. Lett. — 2006. — V. 97. — P.160401
[10] Munday J. N., Capasso F., Parsegian V. A. // Nature. — 2009. — V. 457. — P.170
[11] Asorey M., Ibort A., Marmo G. // Int. J. Mod. Phys. A. — 2005. — V. 20. — P.1001.
[12] Asorey M., Ibort A., Marmo G., Muñoz Castañeda J. M., In preparation.
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[25] Asorey M., Garcia-Alvarez D., Muñoz-Castañeda J.M. // J. Phys. — 2006. — A39. — P. 6127.
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