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Obituary 
Ivanovskii Aleksandr Leonidovich 

 

Born February 16, 1953 

 

Aleksandr Leonidovich Ivanovskii, a member of the Editorial Board of “Nanosystems: 

Physics, Chemistry, Mathematics”, Doctor of Chemistry, Professor, the leader of the 

Laboratory of quantum chemistry and spectroscopy at the Institute of Solid State Chemistry, 

which was created and guided by him until his last days, suddenly passed away on the 28
th
 of 

February 2014 at the age of 61.  

 

 
 

A.L. Ivanovskii began working at the ISSCh UB RAS in 1976 after graduation from the 

famous physicotechnical faculty of the Ural Polytechnical Institute with the speciality of 

engineer-physicist. In 1980, under the guidance of Prof. V.А. Gubanov and Prof. G.P. 

Shveikin, A.L. Ivanovskii defended his PhD thesis “Examination of the electronic structure 

and chemical bonding in some vanadites and vanadates” and soon became one of the leading 

specialists in a new field of science – solid state quantum chemistry. Prof. V.A. Gubanov 

exerted a large influence on his making as a scientist. In the 1980’s, A.L. Ivanovskii took part 

in the simulation of physicochemical properties and the nature of chemical bonding in 

refractory interstitial phases based on transition metals. After the defence of his doctoral thesis 

(1989), A.L. Ivanovskii actively developed a new scientific area – application of modern 

computational methods of quantum chemistry for the modeling of physicochemical properties 

of novel compounds and materials.  



А.L. Ivanovskii is the author and co-author of more than 860 scientific works in 

domestic and international journals, 16 monographs and more than 20 reviews devoted to the 

problems of computer materials science of inorganic systems. He has carried out large 

fundamental works on the analysis of the electronic structure and functional properties of a 

vast class of practically important materials – carbides, nitrides, oxides, borides, silicides and 

hydrides of metals, their solid solutions, as well as alloys and intermetallic compounds. These 

results found a broad reception among the scientific community, as demonstrated by the more 

than six thousand citations of his works. The works of A.L. Ivanovskii had a profound effect 

on the development of physicochemical foundations of technologies for the production of 

cermets, refractory coatings, condensing materials and new-generation complex 

polyfunctional ceramics with the use of technogeneous materials. Priority information on the 

microscopic properties of nonstoichiometric compounds and surface properties has been 

obtained and an important contribution to the theory of reactivity of solid-phase substances 

has been made under the Ivanovskii’s leadership.  

A series of works, Quantum Chemistry and Spectroscopy of Solid State, carried out by 

A.L. Ivanovskii and a team of Ural and Siberian scientists, was awarded the State Prize of the 

Russian Federation in the field of science and engineering (1995).  

In recent years, A.L. Ivanovskii actively developed a new research field in quantum 

materials science of inorganic nanostructures (nanotubes and fullerene-like clusters) and 

nanomaterials based thereon. He has published the first domestic monographs on novel 

structured nanomaterials (Nanotubular Forms of Substance, 1999, Metal Oxide Nanotubes, 

2005). In 2005, the academic Company Nauka/Interperiodika awarded to A.L. Ivanovskii the 

prize For the Best Publication for a series of works on the quantum chemistry of 

nanostructures. Along with the examination of tubulenes, the works of A.L. Ivanovskii which 

were devoted to the chemical nature of high-temperature superconductivity in borides and 

arsenides have been highly recognized by the international scientific community.  

A.L. Ivanovskii was a talented science organizer who paid much attention to research 

and organizational activities, as well as to training of top-tier scientists. He has trained 12 

researchers holding PhD degrees and 2 Doctors. In 1998, A.L. Ivanovskii was awarded an 

academic title of professor of analytical chemistry and in 2000 – professor of mathematical 

and quantum chemistry. As a Professor of the Ural State University since 1992, A.L. 

Ivanovskii delivered lectures on quantum and general chemistry. He was a member of the 

Joint Council of the UB RAS for chemical sciences, the Scientific Council of the ISSC UB 

RAS, two dissertation councils (at the ISSC UB RAS and USU), editorial boards of the 

journals Strukturnaya khimiya and Alternativnaya energetika. From 1989 to 2000, he was an 

academic secretary and from 2000 to 2003 – a deputy director for science at the ISSC UB 

RAS. A.L. Ivanovskii was an academic secretary and deputy chairman of organizing 

committees of many all-Russian and international conferences. In 2007, A.L. Ivanovskii was 

awarded an honorary title of Honored Scientist of the Russian Federation.  

A.L. Ivanovskii was and remains for us an example of the Russian scientist committed 

to the ideals of science, education and culture. As with all truly talented people, his creative 

life was not limited to vocational interests; he was fond of and deeply felt music, painting, 

literature and received a university education with a degree in art appreciation (USU, 1982). 

We know and will always remember our colleague, a remarkable scientist and friend 

Aleksandr Leonidovich Ivanovskii as a well-bred intellectual, a man of principle and a highly 

cultured person having solid scholarship, who readily showed initiative, creative enthusiasm 

and vitality.  

 

Editorial Board of “Nanosystems: Physics, Chemistry, Mathematics”,  

ISSC UB RAS administration and colleagues  
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OPTICAL INDUCTION OF 3D REFRACTIVE LATTICES
IN DOUBLY DOPED LiNbO3 PHOTOREFRACTIVE

CRYSTAL
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The optical induction of 3D rotational symmetry refractive lattices in doubly doped photorefractive and pho-

tochromic LiNbO3:Fe:Cu crystal by combined interferometric-mask method was performed. The method is based

on the spatial light modulation by amplitude mask in the transverse plane and the use of counter-propagating beam

geometry building up a Gaussian standing wave, which defines the light intensity modulation in the axial direction

with half-wavelength periodicity. Masks with rotationally symmetrical structures are used in the experiment. The

created intensity pattern was imparted into the LiNbO3:Fe:Cu crystal thus creating refractive lattice with the pe-

riods of 20 – 60 µm in the radial and azimuthal directions and 266 nm in the axial direction. The refractive and

dispersive properties of the recorded lattices were studied.

Keywords: Photonic lattice, photorefractive and photochromic effects, lithium niobate, micro- and nano-structures.

1. Introduction

Light controlling systems, such as two- and three-dimensional (2D, 3D) photonic crystals
and optically induced refractive lattices are of great interest for various applications, including
guiding and trapping systems, photonic bandgap materials, all-optical devices, information stor-
age and processing, telecommunication systems, optical computers, etc.

There are well known methods for creating the refractive structures by electronic beam,
UV lithography or etching techniques which permit the formation of micro- and nano-scale
permanently fixed refractive structures in the materials with high refractive index, providing
pronounced photonic bandgaps. The holographic technique is based on the illumination of
a photorefractive medium by spatially modulated light beam which leads to the corresponding
refractive index modulation and creates refractive lattices in the medium (photonic lattices). The
optical induction methods provide relatively low refractive index contrast. Nevertheless such
an approach becomes particularly attractive for applications which require the ability to tune
and adapt photonic lattices in real time. Photonic lattices are very promising for high capacity
information storage and readout [1], for controlling and manipulating the light flow [2], and
higher order rotational symmetry 3D lattices provide the appearance of isotropic and complete
photonic bandgaps [3, 4]. Photorefractive crystals are one of the promising photosensitive
materials for the formation of photonic lattices.

Recently, we suggested the combined interferometric–mask method (CIM) [5, 6] for
formation of 3D photonic lattices. The main concept was the combination of a well known
computer generated mask technique, providing the formation of 2D gratings with two-beam in-
terference method, providing the formation of 1D gratings. Our approach is based on the spatial
light modulation by amplitude mask in the transverse plane and the use of counter-propagating
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beam geometry building up Gaussian standing wave, which defines the light intensity modula-
tion in the axial direction with half-wavelength periodicity. The created intensity patterns can
be imparted into the photorefractive medium and create micro- and nano-scale 3D refractive
index volume lattices. In fact, the formed 3D intensity pattern is an assembly of numerous
mask-generated 2D periodic or quasi-periodic structures located in each anti-node of the stand-
ing wave. Thus, the CIM method allows the optical induction of 3D photonic lattices with
the nanoscale 200 – 300 nm lattice periodicities along the axial direction. The method was
realized in LiNbO3:Fe crystal with the use of 7-fold rotational symmetry mask in [5] and 2-fold
rotational symmetry mask in [6].

In this paper, we present the experimental results for the study of 3D refractive lattice
formation in doubly doped lithium niobate (LN) crystals with the use of a 2-fold rotational
symmetry amplitude mask. In the experiment, the LN:Fe:Cu crystal was used since doubly
doped photorefractive crystals reveal also the photochromic effect, i.e. the dependence of the
absorption coefficient on light intensity [7]. Photochromic properties provide the decreasing of
the erasure of the lattices during readout by weaker probe beam at the recording wavelength.
The photochromic properties of LN:Fe:Cu crystal allowed us to study the dispersive properties
of refractive lattices by diffraction of white light from the lattices.

2. Optical induction of 3D refractive lattices

The 3D refractive lattices were optically induced by combined interferometric-mask
method in a LiNbO3 crystal doped by 0.05 wt% Fe and Cu (LN:Fe:Cu). The photorefractive
LN:Fe:Cu crystal was illuminated through the 2-fold rotational symmetry micrometric scale
mask by cw 532 nm, 100 mW laser beam in combination with back reflecting mirror (Fig. 1)
over 30 – 60 min. The counter-propagating beam geometry builds up a Gaussian standing wave,
which determines the half-wavelength periodic light modulation in the axial direction.

FIG. 1. (a) Experimental setup for induction of 3D lattices by CIM method.
Removing the back reflecting mirror leads to the formation of 2D lattices with
refractive index modulation in the transverse plane, (b) the Gaussian intensity
distribution of the laser beam with the wavelength of 532 nm

Figure 2a shows the fragment of the used 2-fold rotational symmetry mask. The prepared
negative mask had a distance of 20 – 60 µm between 10 µm transparent holes on the opaque
disk. The mask consists of ∼ 10,000 holes disposed along the 100 hypothetical concentric
circles. The technique of mask preparation is described in detail elsewhere [5,6]. The diffraction
patterns from the mask were obtained in the far field by a red 633 nm He-Ne single mode laser
beam, as well as by a light emitted diode (LED) source emitting white light as a mix of the
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emissions in blue (480 nm), green (570 nm) and red (640 nm) spectral ranges. The diffraction
patterns are shown in Fig. 2b and c, respectively. In the case of the LED source, the emitted
light after passing through the 1mm diaphragm illuminates the mask placed 150 cm from the
diaphragm. The high contrast diffraction patterns from the mask confirm the high quality of the
prepared masks.

FIG. 2. (a) Fragment of 2-fold rotational symmetry mask. (b) and (c) are far
field diffraction patterns from the mask obtained by red 633 nm laser beam and
tricolor LED source, respectively

The formed 3D rotational symmetry photonic lattice inside the crystal represents itself
a set of numerous mask-generated 2D quasi-periodic structures located in each anti-node of the
standing wave and has 20 – 60 µm periods in the radial and azimuthal directions and half-
wavelength 266 nm period in the axial direction (Fig. 3). The 2D lattice, modulated only in
the transverse plane, can be recorded by simply removing the back reflecting mirror shown in
Fig. 1.

FIG. 3. Schematic of two neighboring anti-nodes of standing wave, where the
mask created quasi-periodic structures are located. The scale along the direction
of standing wave (Z-axis) is enlarged relative to R and ϕ directions

3. Optical testing of the recorded refractive lattices

The optical testing of the recorded lattices was performed by observation of the diffrac-
tion patterns from the 3D lattices in the far field using a monochromatic 633 nm probe laser
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beam. The results are shown in Fig. 4a. The testing beam wavelength of 633 nm was used to
decrease the erasure of the recorded lattices during the readout.

FIG. 4. (a, b) Far field diffraction patterns from recorded 3D lattice obtained by
red 633 nm beam (a) and tricolor LED source (b), respectively. (c) Fragment
of phase microscope images of transverse X-Y plane of 3D photonic lattices
recorded inside of 2 mm thick LN:Fe:Cu crystal by 2-fold symmetry mask and
100 mW green laser beam during 1 hour

The dispersive properties of the recorded 3D volume refractive lattices have been studied
by diffraction testing with the use of a tricolor LED source. The far field diffraction pattern
is shown in Fig. 4b. The absence of the blue color contour in diffraction pattern is due to the
strong absorption of blue light in the crystal. Fig. 4b shows that the diffraction efficiency of
recorded pattern is approximately equal for visible spectral range.

The diffraction efficiency of recorded 3D lattice was measured from testing experiment
with the use of an e-polarized 633 nm probe laser beam with an input power Pinput = 16.5 mW.
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Diffraction efficiency η was calculated as η = Pdif/Pinput = {(Psc − Pbg)/Pinput} × 100%,
where the diffracted power Pdif is determined as a total forward scattered power Psc minus
background power Pbg transmitted through the clean part of crystal without recorded lattice, and
equaled 2.3 %.

The direct observation of recorded lattices by phase microscope was also performed.
Fig. 4c shows the phase microscope image of the transverse X-Y plane of 3D lattice recorded
in LN:Fe:Cu crystal. The interference contrast observation was performed. The microscope
allowed to strictly reveal the refractive index lattice with estimated refractive index modulation
of δn ∼ 10−4 − 10−5, however, it did not allow one to perform quantitative measurements.

4. Discussion

The interest of holographic recording in doubly doped LN:Fe:Cu crystal is connected
with photochromic properties of this crystal, namely the increase of absorption coefficient with
the intensity of illuminating light [7, 8]. This allows the decreasing of erasure of stored lattices
during readout by weaker probe beam at the recording wavelength [7].

The physical mechanism of holographic recording is connected with electro-optic effect.
The illumination of photorefractive crystals by inhomogeneous light redistributes photo-charges,
excited by photo-ionization, builds up internal electric field E, and so, changes the refractive
index via electro-optic effect, δn = 0.5r33E, where r33 is electro-optic coefficient, thus allowing
the induction of photonic refractive lattice structures. The electric field, induced due to spatial
charge separation, is caused by the photovoltaic effect and diffusion of the photo-induced charge
carriers. The photocurrent density J , along the crystalline C-axis due to the photovoltaic effect,
equals J = k1αI , where k1 is Glass constant depending on the nature of absorbing centers and
light wavelength, α is absorption coefficient and I is light intensity [9, 10]. The diffusion of
charge carriers takes place in all directions and can be neglected for lattice spatial frequencies
K = 1/d having the values less than ∼ 105 lines/cm, where d is the lattice period [9].

In comparison to the singly doped LN:Cu crystal, where electrons excited from Cu1+

are captured by Cu2+ centers, the doubly doped LN:Fe:Cu crystal also has Fe2+ center photo-
excited electrons , move to the conductivity band and then are captured by both Fe3+ and Cu2+.
The capturing by Cu2+ forms additional Cu1+ centers. The increase of the ratio of Cu1+/ Cu2+

leads to an increase in the absorption coefficient of the crystal [7, 8, 11]. The band diagram for
two-center recording is shown in Fig. 5.

It is worth noting that the diffraction efficiency of 3D lattice recorded in LN:Fe:Cu
crystal is lower than for the lattices recorded in LN:Fe crystal [5,6]. This is connected with lower
value of the Glass constant and larger value of photoconductivity in LN:Fe:Cu crystal, while
the absorption coefficients of LN:Fe and LN:Fe:Cu at 532 nm wavelength are approximately
the same. The diffraction efficiency of the lattice in LN:Fe:Cu crystal can be increased by
optimization of Fe and Cu concentration in the LN crystal, since conductivity depends on the
dopant ions’ concentrations.

The life-time of recorded lattices in the doped lithium niobate crystals in the absence
of external affects, such as light and heating is up to one year [12, 13]. At room temperature,
the dark storage time of recorded lattices in LN:Fe:Cu crystal, which are used in the present
experiment is more than a period of one year. The recorded structures can be erased by
homogeneous light, more effectively by intense UV light, thus allowing the multiple recording
and readout of photonic structures in the crystal.
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FIG. 5. Band diagram of the two-center charge transport model. CB is the
conduction band, VB is the valence band. Arrows indicate excitation and re-
combination of electrons at Cu1+/Cu2+ and Fe2+/Fe3+. G1, G2 are absorption
cross sections, R1, R2 are recombination rates of Fe and Cu centers. R12, R21 are
recombination rates between Cu–Fe and Fe–Cu centers, respectively (see [8, 11])

5. Conclusion

The recording of 3D photonic lattices in photorefractive LN:Fe:Cu crystals, also reveal-
ing a photochromic effect, was realized by an interferometric-mask method. The formed 3D
lattices had 20 – 60 µm periods in the radial and azimuthal directions and 266 nm period in the
axial direction. The recorded lattices were tested by diffraction of 633 nm probe laser beam, as
well as by white light which revealed the dispersive properties of the lattice. Direct observation
of recorded lattices by phase microscope was also performed. The diffraction efficiency of
recorded lattice was measured at 2.3 %.

2D and 3D periodic and quasi-periodic photonic structures in photorefractive materials
are promising for many applications, including guiding and trapping systems, photonic bandgap
materials, all-optical devices, high capacity information storage and processing, spatial soliton
formation, telecommunication systems, optical computers etc.
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A low-temperature study has been performed for aqueous shungite, carbon tetrachloride, and toluene dispersions.

Spectral characteristics for graphene quantum dots (GQDs) of shungite, attributed to individual fragments of

reduced graphene oxide (rGO), reveal a dual character of the dispersions emitting centers: individual GQDs are

responsible for the spectra position while fractal structure of GQD colloids provides large broadening of the spectra

due to structural inhomogeneity of the colloidal dispersions and a peculiar dependence of photoluminescence of

dispersions on excitation wavelength. For the first time, photoluminescence spectra of individual GQDs were

observed in frozen toluene dispersions, which pave the way for a theoretical treatment of GQDs photonics.

Keywords: graphene quantum dots, fractals, photoluminescence, colloidal dispersions, shungite.

1. Introduction

The fractal structure of shungite promotes the formation of its water dispersions, for
which homogeneity can be achieved by sonication and filtration. The dispersions present
colloidal aggregates of nanosize fragments of reduced graphene oxide (rGO) of ∼ 1 nm in size
dissolved in water. These pristine fragments are attributed to graphene quantum dots (GQDs)
of shungite [1]. The spectral study presented in the current paper was aimed at revealing a
similarity in spectral behavior for GQDs of shungite and synthetic GQDs, thus confirming the
grounds for the fractal structure of shungite.

Originally, the term ‘graphene quantum dot’ (GQD) appeared in theoretical research
and was attributed to fragments limited in size, or domains, of a single-layer two-dimensional
graphene crystal. The subject of these investigations concerned quantum size effects, manifested
in the spin [2, 3], electronic [4] and optical [5–10] properties of the fragments. The latter study
significantly stimulated the interest in GQDs, so that the question arose of their preparation.
This proved to be a difficult task, and the progress achieved to this point has been presented in
exhaustive reviews [11, 12]. Spectral studies have found that in almost all cases, GQDs are not
single-layer graphene domains, but multi-layer formations containing up to 10 layers of reduced
graphene oxide (rGO) from 10 to 60 nm in size. However, to obtain single-layer GQDs is also
not uncommon (see, for example [13–17]).

Optical spectroscopy, specifically photoluminescence (PL), is the primary method for
studying the properties of the GQDs. The review [12] presents an exhaustive complete picture
of the results. As was shown, optical spectroscopy of GQDs gives a complicated picture with
many features. However, in spite of this diversity, common patterns can be identified that
can serve as a basis for spectral analysis of the GQDs. These general characteristics include:
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1) structural inhomogeneity of GQDs solutions, better called dispersions; 2) low concentration
limit that provides surveillance of the PL spectra; 3) dependence of the GQD PL spectrum on the
solvent, and 4) dependence of the GQD PL spectrum on the excitation light wavelength. These
four circumstances determine the usual conditions under which the spectral analysis of complex
polyatomic molecules is performed. Optimization of conditions, including, primarily, the choice
of solvent and the experiment performance at low temperature, in many cases, led to good
results, based on structural PL spectra (see, for example, the relevant research of fullerenes
solutions [18–21]). In this paper, we will show that implementation of this optimization for
spectral analysis of the GQDs turns out to be quite successful.

2. Fractal Nature of the Object under Study

A concept on GQD evidently implies a dispersed state of a number of nanosize rGO
fragments. Empirically, the state is provided by the fragments’ dissolution in a solvent. Once
dissolved, the fragments unavoidably aggregate, forming colloidal dispersions. As mentioned
earlier, so far only aqueous dispersions of synthetic GQDs have been studied [11, 12]. In the
case of shungite GQDs, two above-mentioned organic solvents were used when replacing water
in the pristine dispersions. In each of these cases, the colloidal aggregates are the main object
of the study. In spite of that, so far, there has not been any direct confirmation of their fractal
structure, there are serious reasons to suppose that this is an obvious reality. Actually, first,
the rGO fragments formation occurred under conditions that unavoidably involve elements of
randomness during both laboratory chemical reactions and natural graphitization [1]; the latter
concerns the fragments’ size and shape. Second, the fragments’ structure certainly bears the
stamp of polymers, for which fractal structure of aggregates in dilute dispersions has been
convincingly proven (see [22] and references therein).

As shown in [22], the fractal structure of colloidal aggregates is highly sensitive to the
solvent around, the temperature of the aggregate formation, as well as other external factors
such as mechanical stress and so forth. This fact makes the definition of quantum dots of
colloidal dispersions at the structural level quite undefined. In the case of the GQDs of different
origin, the situation is additionally complicated, since the aggregation of synthetic (Sy) and
natural shungite (Sh) rGO fragments occurred under different external conditions. In view of
this, it must be assumed that not only rGO-Sy and rGO-Sh aggregates, but the same solvent
dispersions are quite different.

Looking for the answer to the question if the same term GQD can be attributed to
colloidal dispersion in the above two cases, one should recall that a feature of fractal structures
is that fractals are typically self-similar patterns, where ‘self-similar’ means that they are ‘the
same from near as from far’ [23]. This means that the peculiarities of, say, optical behavior for
both rGO-Sy and rGO-Sh colloidal dispersions obey the same law. From this viewpoint, there is
apparently no difference for which the structural element of a multilevel fractal structure of their
colloidal aggregates should be attributed to a quantum dot. However, the identity of both final
and intermediate fractal structures of aggregates in different solvents is highly questionable and
only the basic rGO structural units cast no doubts. Because of this, GQDs of both rGO-Sy and
rGO-Sh dispersions should to be associated with rGO individual fragments. Therefore, different
fractal nets of GQDs provided by different colloidal dispersions present the object under the
current study. Addressing the spectral behavior of the dispersions, we should expect an obvious
generality provided by the common nature of GQDs, but simultaneously complicated by the
difference in fractal packing of the dots in the different-solvent dispersions. The current study
provides confirmation for this vision of spectral behavior on an example of rGO-Sh dispersions.
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3. Experimental Techniques

Morphological investigation of rGO-Sh dispersions concerned defining the size distri-
bution of the dispersions’ colloidal aggregates and obtaining overview pictures of the structure
of films obtained therein by evaporation of the solvent. The relevant size-distribution profiles
were obtained using dynamic light scattering incorporated in nanoparticle size analyzer Zeta-
sizer Nano ZS (Malvern Instruments). Processing of the results was carried out using a spherical
shape approximation for the aggregates. Spectral studies were carried out at 293 K and 80 K.
Emission spectra of liquid and frozen dispersions were excited by laser lines λexc of 337.1, 405,
457, 476.5, 496.5, 514.5 and 532 nm. The resulting spectra were normalized to the power of
the laser radiation at different excitations. The spectra were recorded under identical conditions
on a DFS-12 spectrometer with a spectral resolution ≈ 0.2 nm. The obtained data are related
to shungite of 98 wt.% carbon.

4. Aqueous Dispersions

In full agreement with commonly used methods [24, 25], rGO-Sh aqueous dispersions
were obtained by sonication of the pristine shungite powder for 15 min with an ultrasonic
disperser US-2M (at a frequency of 22 kHz and the operating power 300 W) at 300 ◦C
followed by filtration and ultracentrifugation [26]. The maximum achievable concentration of
carbon is less than 0.1 mg/ml, which is consistent with poor water solubility of graphene and its
derivatives [24]. The resulting dispersions are quite stable, and their properties vary little over
time. The size-distribution characteristic profile of rGO-Sh aggregates is shown in Fig. 1a. The
average size of the aggregates is 54 nm, its full width at half maximum constitutes 26 nm so that
the resulting colloids are significantly inhomogeneous. The inhomogeneity obviously concerns
both the size and shape (and, consequently, chemical composition) of basic rGO fragments,
and thus GQDs. The structure of the carbon condensate formed after water evaporation from
the dispersion droplets on a glass substrate is shown in Fig. 1b and 1c. As seen from the
figure, the condensate is of a fractal structure formed by ball-like aggregates. It should be
mentioned that the condensate’s fractal structure should not be identical to that one of the
pristine dispersion [22], although, no doubt, some continuity of the structure should take place.

Figure 2a shows an overview of the characteristic patterns for the emission spectrum of
rGO-Sh aqueous dispersions at different excitation lines. Increasing the temperature to 293 K
did not cause a significant change in the spectra, resulting in only a slight broadening of their
structural component related to the Raman spectrum of water at the O–H stretching vibrations
of ∼ 3400 cm−1. When excited at λexc 405 and 457 nm, Raman spectrum superimposes the
broad luminescence band in the 17000 – 22000 cm−1 region. The emission of the dispersion
at λexc 532 nm is weak. Fig. 2b shows the PL spectra of the aqueous dispersion at λexc 405
and 457 nm after subtraction of the Raman spectra of water. Both spectra present broad bands
characteristic of the PL spectra for rGO-Sy aqueous dispersions (see [12]). In spite of the large
width of PL spectra, their position in the same spectral region for both rGO-Sy and rGO-Sh
aqueous dispersions gives evidence for a common nature of emitting GQDs.

The similarity of the spectral behavior for the two dispersions also involves a consid-
erable overlapping of their absorption and PL spectra, so that a set of new PL spectra can be
excited with an increase λexc. Of course, a shift of these new PL spectra maxima towards longer
wavelengths with increasing λexc is observed. Such behavior usually indicates the presence of
an inhomogeneously broadened absorption spectrum of the emitter, which widely overlap with
PL one and whose excitation at different λexc within the overlapping region results in selective
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(a)

(b) (c)

FIG. 1. Size-distribution profile of colloidal aggregates in shungite water dis-
persion (a) and SEM images of the dispersion condensate on glass substrate (b)
and (c): Scale bar 2 µm and 1 µm, respectively. Carbon concentrations consti-
tute 0.1 mg/ml

excitation of different sets of emitting centers. In the case of rGO-Sy dispersions, the inhomo-
geneous broadening of the spectra is usually explained by scatter in the GQDs (rGO fragments)
linear dimensions [12]. However, not only GQDs linear dimensions, but their shape as well
as the composition of colloidal aggregates may largely vary, which should be expected for the
rGO-Sh dispersions, in particular. This is clearly seen on the example of various aggregates
structure of the condensates shown in Fig. 1b and 1c. Unfortunately, the large width of the PL
spectra does not allow one to exhibit those spectral details that might speak about aggregated
structure of GQDs.
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FIG. 2. Photoluminescence spectra of shungite water dispersions at 80 K as
observed (a) and after subtraction of Raman scattering of water (b). Figures
mark excitation wavelengths

5. Dispersions in Organic Solvents

Traditionally, the best way to overcome difficulties caused by inhomogeneous broadening
of optical spectra of complex molecules is the use of their solutions in specially selected
crystalline matrices. Carbon tetrachloride and toluene are known to provide a reliable monitoring
of fine-structured spectra for individual molecules (Shpolskii’s effect [27]) as it was, say, in the
case of fullerenes [18–21]. Detection of PL structural spectra or structural components of broad
PL spectra not only simplify spectral analysis, but indicate the dispersing of emitting centers
of complex structure into individual molecules. It is this fact that was the basis for the solvent
choice when studying spectral properties of shungite GQDs.

Organic rGO-Sh dispersions were prepared from the pristine aqueous dispersions during
sequential replacement of water by isopropyl alcohol first and then by carbon tetrachloride or
toluene [26]. The morphology and spectral properties of these dispersions turned out to be quite
different.

5.1. Dispersions in Carbon Tetrachloride

When analyzing CTC-dispersion morphology, the first important discovery was that a
drastic change in the size-distribution profiles occurs for the dispersion aggregates in comparison
with those of the aqueous dispersions (see Fig. 3) . This finding gives direct evidence for the
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fractal nature of the GQDs aggregates in water, since only under these conditions can such a
strong effect, caused by solvent substitution, be observed [22]. he second result concerns the
high incertitude in this fractal structure. Thus, Figs. 3a and 3b present size-distribution profiles
related to CTC-dispersions, which were most different from this viewpoint. Figs. 3c and 3d
show images of film agglomerates obtained when drying the CTC-dispersion droplets on glass.
As can be seen by comparing Fig. 1 and Fig. 3, the average colloidal aggregate size drastically
increases when water is substituted with carbon tetrachloride. Simultaneously, the scatter of
sizes increases that is comparable with the size itself in the limiting case. The nearly spherical
shape of aggregates in Figs. 1b and 1c is replaced by lamellar faceting, mostly characteristic
of microcrystals. The absence of small aggregates is noteworthy, which indicates a complete
absence of individual GQDs in the dispersions. Therefore, the change in size-distribution
profiles as well as in shape of the aggregates of the condensate points to a strong influence of
solvent on the aggregates’ structure, thus decisively confirming their fractal character.

The conducted spectral studies are very consistent with these findings. Fig. 4 shows
PL spectra of CTC-dispersion DC1, morphological properties of which are near to those shown
in Fig. 3a. The dispersions have a faint yellow-brown color, which indicates the presence of
significant absorption of the solutions in the visible region (see Fig. 4a). PL spectra were
studied for a wide range of dispersions obtained at different times. As found both these spectra
behavior at different exciting lasers λexc and the PL spectra shape of different dispersions are
largely similar, while the spectral intensity can differ substantially. Arrows in Fig. 4a show
wave number values λ−1

exc corresponding to laser lines at 405, 457, 476.5, 496.5, 514.5 and 532
nm. As can be seen in Fig. 4a, the dispersion absorption increases when advancing to the UV
region. It can be assumed that the absorption of each component of the aggregates’ conglomerate
increases with decreasing λexc, so that the excitation with UV light at λexc = 337.1 nm affects
almost all luminescence centers in the crystal matrix. Actually, the UV excited PL spectrum
in Fig. 4a is very broad and covers the region from 27000 to 15000 cm−1. In this case, the
PL spectrum overlaps with the absorption spectrum over the entire spectral range. Such a large
overlapping gives evidence for the inhomogeneously broadened character of both spectra that
is, the formation of an ensemble of emitting centers, which differ in the probability of emission
(absorption) at given wavelength. Actually, successive PL excitation by laser lines 1, 3, 4 and
5 (see Fig. 4a) causes a significant modification of the PL spectra (Fig. 4b). The width of
the spectra decreases as λexc increases, the PL band maximum is shifted to longer wavelengths,
and the spectrum intensity decreases. This is due to selective excitation of a certain group of
centers. In general, the observed pattern is typical for structurally disordered systems discussed
in the previous section. To simplify further comparative analysis of the spectra obtained at
different λexc, we shall denote them according to the excitation wavelength, namely: 405-, 476-,
496-spectrum, etc.

Comparing the PL spectra of dispersion DC1 at different excitations, we note that 1) PL
spectra, obtained when excited in the region of overlapping absorption and emission spectra in
Fig. 4a, have a more distinct structure than the 337-one but still display a superpositioning
character of the spectra; 2) the intensity of the 405-spectrum is almost an order of magnitude
higher than the intensity of the rest of the spectra. Before discussing the observed spectral
features, let us look at the PL spectra of dispersion DC2 that is close in morphology to the
dispersion shown in Fig. 3b. Fig. 5a compares the 337- and 405- spectra of DC2 with those
of DC1 described earlier. The 337-spectrum of DC2 exhibits a new UV band, intensity of its
405-spectrum decreases by several times. The spectrum of DC2 still retains a three-peak shape,
but their intensities are significantly redistributed. This evidently refers to the superpositioning
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(a)

(b)

(c) (d)

FIG. 3. Size-distribution profiles of colloidal aggregates in shungite dispersion
in carbon tetrachloride (a and b) (see text) and SEM images of the dispersion
condensates on glass substrate (c) and (d): Scale bar 2 µm and 1 µm, respectively
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FIG. 4. Photoluminescence (a and b) and absorption (a) spectra of shungite
dispersion in carbon tetrachloride DC1 at 80 K after background emission sub-
traction. Figures mark excitation wavelengths

character of the spectrum as said before. It is important to note that the 405-spectrum of DC2
is still the most intense among other DCQ spectra (see Fig. 5b).

Comparative analysis of the PL spectra of dispersions DC1 and DC2 shows that the
above-mentioned spectral regularities are sensitive to the CTC-dispersion’s structure and are
directly related to the degree of structural inhomogeneity. Thus, the narrowing of the size-
distribution profile related to dispersion DC2, undoubtedly causes narrowing of inhomoge-
neously broadened absorption and emission spectra, so that the intensity of the long-wavelength
emission spectra of DC2 dispersion decreases. Because of the cutoff of the long-wavelength
absorption spectrum of DC2 dispersion the structure of its 405-spectrum becomes more notice-
able, apparently due to an additional feature of the distribution of emitting centers in DC2 over
energy. The predominant intensity of the 405-peak is unchanged in both sets of spectra.

The difference in the structural inhomogeneity of dispersions raises the question of their
temporal stability. Spectral analysis of their PL allows one to answer this question. Fig. 6
shows data related to dispersion DC1, but after 1.5 years (dispersion DC1*). As can be seen
from Fig. 6a, in the PL spectrum DC1* there are new emitting centers, responsible for the PL
in the UV region. Otherwise, 337-spectrum changes little, keeping its intensity and large width.
Changes in PL spectra in the visible range are less pronounced (see Fig. 6b). Attention is drawn
to high intensity of the 457-spectrum of DC1*.
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FIG. 5. Photoluminescence spectra of shungite dispersions in carbon tetrachloride
at 80 K after background emission subtraction. A comparative view of 405- and
337-spectra (insert) of DC1 and DC2 dispersions (a); the same for spectra of
DC2 dispersions at different excitations (b). Figures mark excitation wavelengths

Thus, in the low-temperature PL spectra of crystalline CTC-dispersions none of fine-
structured spectra similar to Shpolskii’s spectra of organic molecules was observed. This is
consistent with the absence of small particles in the size-distribution profiles of the relevant
colloidal aggregates. The PL spectra are broad and overlapping with the absorption spectrum
over a wide spectral range. This fact testifies to the inhomogeneous broadening of the spectra,
which is the result of non-uniform distribution of the dispersions colloidal aggregates, confirmed
by morphological measurements. The observed high sensitivity of PL spectra to the structural



226 B. S. Razbirin, N. N Rozhkova, E. F. Sheka, D. K. Nelson, A. N. Starukhin, A. S. Goryunov

FIG. 6. Photoluminescence spectra of shungite dispersions in carbon tetrachlo-
ride at 80 K after background emission subtraction. A comparative view of 337-
spectra (insert) of DC1 and DC1* dispersions (see text) (a); the same for spectra
of DC1 (thickened curves) and DC* (thin curves) dispersions at different excita-
tions (b). Figures mark excitation wavelengths

inhomogeneity of dispersions allows the use fluorescent spectral analysis as a method of track-
ing the process of the formation of primary dispersions and their aging over time. Selective
excitation of emission spectra by different laser lines allows decomposition of the total spectrum
into components corresponding to the excitation of different groups of emitting centers. In this
case, common to all the studied dispersions is the high intensity of the emission spectra excited
at λexc 405 and 457 nm.

5.2. Dispersion in Toluene

The behavior of rGO-Sh toluene dispersions is more intricate from both morphological
and spectral viewpoints. Basic GQDs of aqueous dispersions are sparingly soluble in toluene,
thereby resulting in toluene dispersions that are essentially colorless due to low solute concen-
tration. In addition, the low concentration makes the dispersion very sensitive to any change
in both the content and structure of dispersions. This causes structural instability of disper-
sions which is manifested, in particular, in the time dependence of the relevant size-distribution
profiles. Thus, the three-peak distribution of the initial toluene dispersion shown in Fig. 7a,
is gradually replaced by a single-peaked distribution in Fig. 7b for one to two hours. The
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last distribution does not change with time and represents the distribution of the solute in the
supernatant.

By analogy with carbon tetrachloride, toluene causes a drastic change in the colloidal
aggregates structure thus proving once again the fractal structure of the pristine GQD colloids
in the aqueous dispersions. However, if the carbon tetrachloride action can be attributed to the
consolidation of the pristine colloids, the toluene results in quite an opposite effect, leading
to their dispersing. Three-peak structure in Fig. 7a shows that, at the initial stage of water
replacement by toluene, in resulting liquid medium there are three kinds of particles with
average linear dimensions of about 2.5, 70 and 1100 nm. All three sets are characterized by
a wide dispersion. Large particles are seen in the electron microscope (Fig. 7c and 7d) as
freaky sprawled fragments. Over time, these three entities are replaced by one with an average
size of ∼ 0.25 nm. Thus, freshly produced dispersions, containing GQD aggregates of varying
complexity, turns into a dispersion of individual GQDs. It should be noted that the obtained
average size seems to be too small. This might be a result of the program processing the
particle distribution in Zetasizer Nano ZS that is based on a spherical 3D particle approximation,
whereby the output data can be assigned to the two-dimensional structural anisotropic particles
with a large stretch. This makes one accept the value of 0.25 nm as very approximate and only
consistent on the order of magnitude with the empirical value of ∼ 1 nm for the average size
of GQDs in shungite [1].

The conversion of the aqueous dispersion of aggregated GQDs into the colloidal dis-
persion of individual GQDs in toluene is a peculiar manifestation of the interaction of solvents
with fractals described in [22]. Apparently, GQD fractals are differently ‘opaque’ or ‘transpar-
ent’ with respect to CTC and toluene, which causes a large effect. Certainly, the finding may
stimulate the consideration of nanosize graphene dispersions in the framework of the fractal
science similarly to the polymer study [22]. As for the graphene photonics, the obtained toluene
dispersion has allowed the investigation of individual GQDs for the first time.

Figure 8 shows the PL spectra of colloidal dispersions for individual GQDs in toluene.
The brutto experimental spectra, each of which is a superposition of the Raman spectrum of
toluene and PL spectrum of the dispersion, are presented in Fig. 8a. Note the clearly visible
enhancement of Raman scattering of toluene from 20000 – 17000 cm−1. Fig. 8b shows the PL
spectra after subtracting Raman spectra. The spectra presented in the figure can be divided into
three groups. The first group includes the 337-spectrum (7) that in the UV region is the PL
spectrum, similar in shape to the UV PL spectrum of toluene, but shifted to longer wavelengths.
This part of the spectrum should apparently be attributed to the PL of some impurities in toluene.
The main contribution into the PL 337-spectrum from 24000 – 17000 cm−1 is associated with
the emission of all GQDs available in the dispersion. This spectrum is broad and structureless,
which apparently indicates the structural inhomogeneity of the GQD colloids.

PL 405- and 476-spectra (1 and 3 from 23000 – 17000 cm−1 should be attributed to the
second group. Both spectra have clearly defined structure that is most clearly expressed in the
405-spectrum. The spectrum is characteristic of a complex molecule with allowed electronic
transitions. Assuming that the maximum frequency at 22910 cm−1 determines the position
of pure electronic transition, the longer wavelength doublet at ∼ 21560 – 21330 cm−1 can
be interpreted as vibronic transitions. The distance between the doublet peaks and the pure
electronic band constitutes 1350 – 1580 cm−1 that is consistent with the frequencies of totally
symmetric vibrations of C–C graphene skeleton, commonly observed in the Raman spectra.
Similarly, two peaks of the much lower intensity 476-spectrum, which are wider than in the
previous case, are divided by the average frequency of 1490 cm−1. PL 457-spectrum, shown
in Fig. 8c (curve 2) is similar to spectra 1 and 3, in intensity closer to the 405-spectrum. All
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(a)

(b)

(c) (d)

FIG. 7. Size-distribution profiles of colloidal aggregates in shungite toluene dis-
persion (a and b) (see text) and SEM images of the dispersion condensates
on glass substrate (c) and (d): Scale bar 2 µm and 1 µm, respectively. Carbon
concentrations constitute 0.08 (a) and 0.04 (b) mg/ml
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FIG. 8. Photoluminescence spectra of shungite toluene dispersion at 80 K as ob-
served (a), after subtraction of Raman scattering of toluene (b), and attributed to
individual GQDs only (c). Figures and arrows mark excitation wavelengths
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three spectra are related to individual rGO fragments, albeit of different size that increases when
going from 405-spectrum to 457- and 476-spectrum.

The shape of 496- and 514-spectrum substantially differs from that of the second group
spectra. Instead of the two peaks, a broad band is observed in both cases. This feature
makes these spectra attributable to the third group and associate them with the appearance
of not individual frozen GQDs but with their possible clusters (such as, say, dimeric homo-
(GQD+GQD) and hetero- (GQD+toluene) structured charge transfer complexes and so forth).
The evidence of such a possibility will be discussed in the next section.

The conducted spectral studies of the rGO-Sh toluene dispersions confirmed once again
the status of toluene as a good solvent and a good crystalline matrix, which allows for obtaining
structured spectra of individual complex molecules under conditions when in other solvents the
molecules form fractals. This ability of toluene allowed for the first time to get the spectra of
both individual GQDs and their small clusters. The finding represents the first reliable empirical
basis for further theoretical treatment of the spectra observed. Simultaneously with this, use of
toluene and carbon tetrachloride as solvents convincingly showed a strong tendency of nanoscale
graphenes to form fractals, which should be taken into account in practical applications.

6. Discussion

As follows from the results presented in the previous sections, rGO-Sh dispersions are
colloidal dispersions regardless of the solvent, whether water, carbon tetrachloride or toluene.
The dispersion colloid’s structure depends on the solvent and thereafter is substantially different.
This issue deserves a special investigation. Thus, the replacement of water with carbon tetra-
chloride leads to multiple enlargement of the pristine colloids which promotes the formation of
a quasi-crystalline image of the condensate structure. At present, the colloid’s detailed structure
remains unclear. In contrast to carbon tetrachloride, toluene causes the decomposition of pris-
tine colloids into individual rGO fragments. The last facts cast doubt on a direct link between
the structure of the dispersions fractals and the elements of fractal structure of solid shungite
or its post-treated condensate. The observed solvent-stimulated structural transformation is a
consequence of the geometric peculiarities of fractals behavior in liquids [22]. The resulting
spectral data can be the basis for further study of this effect.

The spectral behavior of the aqueous and CTC-dispersions with large colloids is quite
similar, despite the significant difference in size and structure of the latter. Moreover, the
features of the PL spectra of these dispersions practically replicate patterns that are typical for
the aqueous rGO-Sy dispersions discussed in detail in Section 1. This allows one to conclude
that one and the same structural element of the colloidal aggregates of both rGO-Sh and rGO-Sy
dispersions is responsible for the emission in spite of pronounced morphological difference of
its packing in all these cases. According to the modern view of the shungite structure [1] and a
common opinion on the origin of synthetic GQDs [11,12], nanosize rGO fragments should play
a role thus representing GQDs of the rGO colloidal dispersions in all these cases.

Specific effects of toluene, which caused the decomposition of pristine particles into
individual rGO fragments with succeeding embedding of them into a crystalline matrix of
toluene, allowed us for the first time to obtain the PL spectrum of individual rGO fragments.
Obviously, resulting fragments are of different size and shape, which determines the structural
inhomogeneity of toluene dispersions. This feature of toluene dispersions is common with the
other dispersions and explains the dependence of PL spectra on λexc that is the main spectral
feature of GQDs, both synthetic [11, 12] and of shungite origin.

The structural inhomogeneity of GQDs colloidal dispersions is mainly a result of two
causes, namely, internal and external. The internal cause concerns the uncertainty in the structure
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(size and shape) of the basic rGO fragments. It is the most significant for shungite while,
under laboratory conditions, the rGO fragments’ structure might be more standardized [11, 12].
Nanosize rGO basic structural elements of solid shungite are formed under the conditions of a
serious competition of different processes [1], among which the most valuable are: 1) natural
graphitization of carbon sediments, accompanied by a simultaneous oxidation of the graphene
fragments and their reduction in water vapor; 2) the retention of water molecules in space
between fragments and removal of the water molecules from the space into the environment,
and 3) the multilevel aggregation of rGO fragments providing the formation of a monolithic
fractal structure. Naturally, that achieved balance between the kinetically-different-factors is
significantly influenced by random effects, so that the rGO fragments of natural shungite, which
were created via natural processes, are statistically averaged over a wide range of fragments
that differ in size, shape, and chemical composition. Obviously, the reverse procedure of the
shungite dispersion in water is statistically also nonuniform with respect to colloidal aggregates,
so that there is a strong dependence of the dispersions on the technological protocol, which
results in a change in the dispersion composition caused by slight protocol variations.

The external cause is due to the fractal structure of colloidal aggregates. The fractals
themselves are highly inhomogeneous, moreover, they strongly depend upon the solvent. These
two reasons determine the feature of the GQD spectra in aqueous and CTC-dispersions, while
the first one dominates in the case of toluene dispersions. The same two reasons lay the
foundation for the main feature of GQDs spectra, explaining their positions by the energy, on
the one hand, and large broadening, on the other.

The structural PL spectra allow one to pose the question about identifying the interac-
tion effect of dissolved rGO fragments with each other and with the solvent. Nanosize rGO
fragments have high donor-and-acceptor properties (low ionization potential and high electron
affinity) and can exhibit both donor and acceptor properties, so that clusters of fragments
(dimers, trimers, and so forth) are typical charge transfer complexes. Besides this, toluene
is a good electron donor, due to which it can form a charge-transfer complex with any rGO
fragment, which acts as an electron acceptor. The energy spectrum of the complex electron-hole
states , which depends on the distance between the molecules, on the initial parameters, is sim-
ilar to the electron-hole spectrum of fullerenes C60 clusters themselves and with toluene [19],
positioned in the 17000 – 20000 cm−1 region. By analogy, with fullerene C60 solutions [19],
the enhancement of the Raman spectrum of toluene is due to superposition of the spectrum over
that one of electron-hole states, in accordance with the theory of light amplification caused by
nonlinear optical phenomena [28]. Additionally, the formation of rGO-toluene charge transfer
complexes may promote the formation of stable chemical composites during photochemical re-
actions [29] that might be responsible for the PL spectra of the third group that were observed
in toluene dispersions. Certainly, this assumption requires further theoretical and experimental
investigation.

7. Conclusion

The photonics of shungite colloidal dispersions faces the problem that the large statistical
inhomogeneity inherent in the quantum dot as an object of the study makes it difficult to interpret
the results in detail. Consequently, common patterns that are observed on the background of this
inhomogeneity become most important. In the case of the considered dispersions, the common
patterns include, primarily, the dispersion PL in the visible region, which is characteristic for
large molecules consisting of fused benzenoid rings. This made it possible to confirm the
earlier findings that graphene-like structures of limited size, namely, rGO fragments are the
basic structural elements for all the dispersions. The second feature concerns the dependence
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of the position and intensity of selective PL spectra on the exciting light wavelength λexc. This
feature lies in the fact that regardless of the composition and solvent of dispersions, the PL
excitation at λexc 405 and 457 nm provides the highest PL intensity while excitation at either
longer or shorter wavelengths produces a much lesser intensity of the emission. The answer
to this question must be sought in the calculated absorption and photoluminescence spectra of
graphene quantum dots, which we attributed to nanosize fragments of reduced graphene.
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We suggest the model of lattice low branch (LB) polaritons based on the array of weakly coupled micro-
size cavities, each containing a small but macroscopic number of two-level systems (qubits). We reveal
various dynamical regimes, such as diffusive, self-trapped, breathing and solitonic for polariton wave packet
propagation under tight-binding approximation. We focus our attention on the bright polariton soliton
formation in a high quality cavity array emerging due to two-body polariton-polariton scattering processes
that take place at each cavity under the qubit-light interaction. A physical algorithm for the spatially
distributed storage of optical information where various dynamical LB polariton soliton states are used is
proposed. This algorithm can be realized with the help of manipulating group velocity of a polariton soliton
in the cavity array and obtained by smooth variation of qubit-light detuning.

Keywords: polariton, quantum information, qubit, soliton, spatially-periodic structure.

1. Introduction

The current remarkable achievements with trapped atomic gases, semiconductor
technologies and photonic crystal devices represent important progress towards solving
problems for the design of novel devices operating at the quantum level of matter-light field
interaction [1]. In particular, memory devices recently proposed in quantum physics for the
above purposes explore different methods for the entanglement of atoms (or two- or multi-
level oscillators) with quantized electromagnetic fields and mapping of the quantum state of
light onto matter by using slow light phenomenon [2]. Physically, various quantum optical
memory protocols, widely discussed now for different types of interaction of quantized light
field with two or multi-level atoms are linear (see, e.g. [1, 3]) as rule, and based on linear
coupling between matter excitations and quantized field. Actually, they can be realized
in very dilute atomic gases [4]. In this sense, the processes occurring in the systems as
well as relevant quantum optical memory protocols can be explained in a very elegant way
by using polaritons representing a linear superposition of a quantized field and collective
excitations in matter, [5]. In this case, the essential reduction of the group velocity of
an optical pulse emerging in the atomic medium, under EIT effect as an example, may
be controlled by a pump field and can be explained by polariton transformation in the
medium. More precisely, the group velocity of light in this limit is determined by the
velocity of atom-like polaritons that could be low enough due to large polariton mass that
is mpol � mat, cf. [6].

However, this simple physical picture, as well as quantum memory protocols, re-
quires essential clarification if we deal with optical pulse propagation in lattice structures.
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It is worth noting that at present, various lattice models of qubit-light interaction of dif-
ferent dimensionality represent an important tool to provide quantum information storage
and processing within the framework of modern scalable quantum technologies, cf. [7, 8].
In this sense, it seems promising to exploit cavity arrays (or 2D lattices) containing
two-level systems (atoms, quantum dots, Cooper pair boxes) strongly interacting with the
cavity field at each site [9, 10]. Addressability and controlling of qubits at each cavity
make such systems good candidates for quantum computing [11]. Thus, if we speak about
the properties of the group velocity of polaritons in a lattice system, we should take into
account the fact that the group velocity in the lattices is strongly modified within the
Brillouin zone [12].

Nonlinear effects become important under the strong matter-field interaction in
semiconductor microstructures. Recently, macroscopic coherent effects such as polariton
lasing and superfluidity have been observed for low-branch (LB) exciton-polaritons in
semiconductor quantum well structures embedded in Bragg microcavities [13–15]. In such
systems, strong Kerr-like nonlinearity caused by two-body polariton-polariton interaction
leads to the formation of bright polariton solitons, even for a small number of particles;
this open new perspectives for storing and processing quantum information, cf. [16].

Thus, in solid state systems the behavior of a coupled matter-field state is connected
with the interplay between dispersion characteristics and strong nonlinearity. In this sense,
it seems to be important and useful to refer to the problem of dynamical phases of atomic
Bose-Einstein condensates (BEC) confined in a deep optical lattice potential [17, 18]. In
particular, it is shown that intrinsically localized excitations, such as breathers and/or
solitons, as well as self-trapping and diffusive regimes can exist in the presence of a
repulsive atom-atom interaction.

In the present paper, we continue our theoretical investigation of mean field collec-
tive properties of coupled atom-light states – LB polaritons emerging due to the interaction
of two-level systems (qubits) with a single-mode optical field in a cavity array, [19]. In
previous work, we reveal the existence of bright polariton soliton solutions by using the
complex Ginzburg-Landau equation that was derived in the continuum limit, taking into
account the effects of cavity field dissipation and qubit dephasing [20]. Although we sug-
gested rubidium atoms for numerical simulations, our model could be applied to different
qubit systems, such as quantum dots, Cooper pair boxes, etc. One of the main features
of our approach is strong nonlinearity which occurs due to small cavity volumes occu-
pied by optical field, that is V � (λ/2n)3, where λ is light wavelength, n is refractive
index. Current nanotechnologies enable the design of such cavities by using, for example,
defects in semiconductor membranes, representing 2D photonic crystals [21], or cavities
with whispering gallery modes [22]. In this paper, we consider a tight-binding model that
includes neighbor hopping effects for photonic fields. This model leads to strong photonic
correlations and nonlinear properties for coupled matter-field states in the lattice. In prac-
tice, small period 1D lattices could be created by using silicon heterostructures [23] or by
a waveguide array [24].

The paper is arranged as follows: in Sec. 2, we explain in detail our model where
qubit-light interaction in a cavity array is realized at microscales. In this case, a tight-
binding model will be established. In Sec. 3, we introduce a coupled qubit-light excitation
basis for our system. Apart from the results obtained previously (see e.g. [20]), LB
polaritons emerging at each site of the cavity array are the subject of our study in the rest
of the paper. In order, to obtain polariton wave packet behavior in the QED cavity array, we
use a time dependent variational approach. Basic equations for the wave packet parameters
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and their general properties are established in Sec. 4. The main results of the paper are
given in Sec. 5 and relay to investigation of 1D lattice polariton wave packet dynamical
regimes. In Sec. 6 we propose a novel algorithm of storing of optical information by
using lattice polariton solitons. In the conclusion, we summarize the results obtained. In
the Appendix we discuss realistic properties of cavity-QED array parameters for two-level
rubidium atoms chosen as a qubit system and interacting with an optical field.

2. Qubit-light interaction model

d
xξ

Fig. 1. Schematic for the proposed 1D cavity QED arrays, where each
cavity contains an ensemble of two-level systems (TLS) – qubits. Parameter
d represents the size of the cavity, ξx is characteristic spatial scale of the
optical field localization. The shaded region in the center of each cavity
depicts the TLS wave function of scale σx. In the paper we assume
that σx < ξx � d

We consider a one-dimensional (1D) array of small (microscale) cavities, each con-
taining an ensemble of small but macroscopic number Nn of interacting two-level systems
(TLS) – qubits, see Fig. 1. The total Hamiltonian Ĥ for the qubit–light coupled system in
Fig. 1 can be represented as:

Ĥ = ĤTLS + ĤPH + ĤI, (1)

where ĤTLS is a quantum field theory Hamiltonian for noninteracting qubits, ĤPH is
responsible for the photonic field distribution, and term ĤI characterizes the qubit-light
interaction in each cavity. The parts of the total Hamiltonian can be written in the second
quantized form as:

ĤTLS =
∑

i,j=1,2
i �=j

∫
Φ̂†

j

(
− �

2Δ

2Mat

+ V
(j)
ext

)
Φ̂jd�r, (2)

ĤPH =

∫
Φ̂†

ph

(
− �

2Δ

2Mph

+ Vph

)
Φ̂phd�r, (3)

ĤI = �κ

∫ (
Φ̂†

phΦ̂
†
1Φ̂2 + Φ̂†

2Φ̂1Φ̂ph

)
d�r, (4)

where Mat is a mass of free two-level particles, Mph is a mass of trapped photons. In
(2) – (4), quantum field operators Φ̂1,2(�r), Φ̂

†
1,2(�r) (Φ̂ph(�r), Φ̂

†
ph(�r) ) annihilate and create

particles (photons) at position �r; V (j)
ext (j = 1, 2), and Vph are trapping potentials for TLS

and photons, respectively.
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In general, one can expand atomic (Φ̂j) and photonic (Φ̂ph) field operators as follows:

Φ̂j(�r) =
∑
n

âj,nϕj,n (�r) , Φ̂ph(�r) =
∑
n

ψ̂nξn (�r) , j = 1, 2, (5)

where wave functions ϕj,n (�r), ξn (�r ) are real (Wannier) functions responsible for the
spatial distribution of qubits and photons at n–site. They fulfill a normalization condition∫ +∞
−∞ (ϕj,n (�r))

2 d�r =
∫ +∞
−∞ (ξn (�r))

2 d�r = 1. In the Appendix, we use a variational Gaussian
ansatz approach for estimating ϕj,n (�r), ξn (�r) functions.

Annihilation operators â1,n and â2,n in (5) characterize the dynamical properties of
qubit ensembles (quantum modes) at internal lower (|1〉) and upper (|2〉) levels, respectively.
Annihilation operator ψ̂n in (5) describes the temporal behavior of a photonic mode located
at the nth lattice cavity. Substituting (5) for (2)–(4) one can obtain:

ĤTLS = �

2∑
j=1

M∑
n

[
ω(j)
n â†j,nâj,n − βj,n

(
â†j,nâj,n+1 + â†j,nâj,n−1

)]
, (6)

ĤPH = �

M∑
n

[
ωn, phψ̂

†
nψ̂n − αn

(
ψ̂†
nψ̂n+1 + ψ̂†

nψ̂n−1

)]
, (7)

ĤI = �

M∑
n

g√
Nn

[
ψ̂†
nâ

†
1,nâ2,n + â†2,nâ1,nψ̂n

]
, (8)

where Nn = â†1,nâ1,n + â†2,nâ2,n is an operator of a total number of TLS at nth lattice cell.

Frequencies ω(j)
n , ωn, ph and hopping constants βj,n, αn look like:

ω(j)
n =

1

�

∫ (
�
2

2Mat

(�∇ϕj,n)
2 + ϕj,nV

(j)
extϕj,n

)
d�r, (9)

ωn,ph =
1

�

∫ (
�
2

2Mat

(�∇ξn)2 + ξnVphξn

)
d�r, (10)

βj,n = −1

�

∫ (
�
2

2Mat

�∇ϕj,n · �∇ϕj,n+1 + ϕj,nV
(j)
extϕj,n+1

)
d�r, (11)

αn = −1

�

∫ [
�
2

2Mph

�∇ξn · �∇ξn+1 + ξnVphξn+1

]
d�r, (12)

g = κ

∫
ξnϕ1,nϕ2,nd�r. (13)

Thereafter, we assume for simplicity that all cavities are identical to each other and
contain the same average number N = 〈Nn〉 of qubits. In this case, it is convenient to
suppose that functions ϕj,n (�r) are identical for all n, that is ϕj,n (�r) � ϕj,n±1 (�r).

Parameter αn ≡ α in (12) describes overlapping of the optical field for nearest-
neighbor cavities. Coupling coefficients βj,n ≡ βj in (11) are hopping constants for qubits
in the 1D lattice structure.

3. Polaritons in the cavity array

Now, we use the Schwinger representation to describe a matter-field interaction and
introduce TLS excitation operators Ŝ+, n = â†2,nâ1,n, Ŝ−, n = â†1,nâ2,n and population imbal-

ance operator Ŝz, n = 1
2

(
â†2,nâ2,n − â†1,nâ1,n

)
. Then, we map the operators onto the atomic
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excitation operators φ̂n, φ̂†
n, applying the so-called Holstein–Primakoff transformation:

Ŝ+, n = φ̂†
n

√
N − φ̂†

nφ̂n, Ŝ−, n =

√
N − φ̂†

nφ̂nφ̂n, Ŝz, n = φ̂†
nφ̂n −N/2. (14)

It is worth noting that atomic excitation operators φ̂n , φ̂†
n obey usual bosonic

commutation relations
[
φ̂n, φ̂

†
m

]
= δmn. Strictly speaking, it is possible to treat the

operators â1,n and â2,n describing particles at lower and upper levels respectively, as â1,n ≈√
N − φ̂†

nφ̂n

2N1/2 , cf. [19].
Thus, if number N at each cavity is macroscopic, but not so large, one can keep

all the terms in expansion of â1,n. In this limit, for Hamiltonian Ĥ = ĤL + ĤC + ĤNL, we
obtain the following:

ĤL = �

∑
n

[
ω̃12φ̂

†
nφ̂n + ωn, phψ̂

†
nψ̂n + g

(
ψ̂†
nφ̂n +H.C.

)]
, (15)

ĤC = −�

∑
n

[
βφ̂†

nφ̂n+1 + αψ̂†
nψ̂n+1 +H.C.

]
, (16)

ĤNL = −�

∑
n

[ g

2N

(
ψ̂†
nφ̂

†
nφ̂

2
n +H.C.

)]
, (17)

where we have introduced new parameters ω̃12 = ω
(2)
n − ω

(1)
n + 2β1,n, β = β2.

Let us introduce lattice polariton operators as follows:

Ξ̂1,n = Xnψ̂n + Cnφ̂n, Ξ̂2,n = Xnφ̂n − Cnψ̂n, (18)

where Xn and Cn are Hopfield coefficients defined as:

(
Xn

Cn

)
=

1√
2

(
1± δn√

4g2 + δ2n

)1/2

. (19)

In Eq. (19), δn = ωn, ph − ω̃12 is a qubit-light field detuning chosen at each cavity.
Note that parameters Xn and Cn are considered equivalent for all cavities (sites n), as-
suming that X ≡ Xn and C ≡ Cn. This approach implies equal qubit-light detuning δ = δn
for all cavities as well.

Operators Ξ̂1,n and Ξ̂2,n in (18) characterize two types of Bose-quasiparticles, i.e.
upper and lower branch polaritons occurring at each site of the lattice due to the matter–
field interaction. At the low density limit, Eqs. (18) and (19) represent the exact solution
that diagonalizes a linear part ĤL of the total Hamiltonian Ĥ.

At equilibrium, the lowest polariton branch is much more heavily populated. Here,
we use a mean-field approach to replace the corresponding polariton field operator Ξ̂n with

its average value
〈
Ξ̂n

〉
, which simply characterizes the LB polariton wave function at the

nth cavity. For further processing, we introduce the nth normalized polariton amplitude

as Ψn =
〈
Ξ̂n

〉/√
Npol, where Npol =

∑
n

〈
Ξ̂†
nΞ̂n

〉
is the total number of LB polaritons at

the array. Under this approach, substituting (18) for (15)–(17) and keeping LB polariton
terms only, we arrive at:

H = �

M∑
n

[
ΩLB |Ψn|2 − ΩT (Ψ∗

nΨn+1 + C.C.) +
1

2
ΩI |Ψn|4

]
, (20)



Localized states and storage of optical information 239

where we have introduced characteristic frequency ΩLB, polariton tunneling rate ΩT and
interaction strength ΩI as follows:

ΩLB =
1

2

(
ω̃12 + ωn, ph −

√
δ2 + 4g2

)
, ΩT = βX2 + αC2, ΩI = 2gCX3Npol

N
. (21)

Actually, in the limit of negative and large qubit-light field detuning chosen as |δ| 	
g, δ < 0 (X � g/ |δ|, C � 1), the LB polaritons behave as photons, i.e. Ξ2,n � ψn. Thus,
we can represent the frequency parameters as ΩLB � ωph, ΩT = α, ΩI = 2Npolg

4
/
N |δ|3.

In another limit, we can take |δ| 	 g, δ > 0 (X � 1, C � g/δ ) and then LB
polaritons behave as excited atoms, i.e. Ξ2,n � φn. We readily find for the coefficients
ΩLB � ω̃12, ΩT = β + α g2

δ2
, ΩI =

2g2

δ

Npol

N
.

4. Time-dependent variational approach

To analyze different regimes of polaritons in the lattice, we study the dynamical
evolution of in-site Gaussian shape wave packet, which we represent as:

Ψn = N exp

[
−(x− X(t))2

Γ(t)2
+ ik(t)(x− X(t)) + i

θ(t)

2
(x− X(t))2

]
, (22)

where X(t) and Γ(t) are a time dependent center and a width of the wave packet, respec-

tively, k(t) is momentum and θ (t) is curvature, N =
(√

2/
√
πΓ(t)

)1/2
is a normalization

constant (the wave packet amplitude). Lattice coordinate x relays to the number of sites
(cavities) n as x = nd. The wave packet dynamical evolution can be obtained in accordance
with a variational principle from the Lagrangian density:

L = �

M∑
n

[
i

2

(
Ψ∗

n

∂Ψn

∂t
−Ψn

∂Ψ∗
n

∂t

)
− ΩLB |Ψn|2 + ΩT (Ψ∗

nΨn+1 + C.C.)− 1

2
ΩI |Ψn|4

]
.

(23)
Plugging Eq. (22) into Eq. (23), it is possible to calculate the effective Lagrangian

L̄ by averaging the Lagrangian density (23), as

L̄ = �

[
kẊ − θ̇Γ2

8
+ 2ΩT cos (kd) e−σ − ΩId

2Γ
√
π

]
, (24)

where we gave the following denotation σ = Γ2θ2d2

8
+ d2

2Γ2 . Noting that Eq. (24) is valid
when parameter Γd is not too small, that is Γd � 1, cf. [17, 18].

Using Lagrangian (24), one can obtain the following variational equations for the
canonically conjugate polariton wave packet parameters:

k̇ = 0, Ẋ = 2dΩT sin (kd) e−σ, Γ̇ =
�Γθ

M∗ , θ̇ =
�

M∗

(
4

Γ4
− θ2

)
+

2ΩId√
πΓ3

. (25)

In Eq. (25), we also introduced an effective polariton mass in the lattice

M∗ =
1

�2

∂2H

∂k2
=

mexmph

mexC2 +mphX2
, (26)

for which we use the definition of photon mph = �eσ sec (kd)/2d2α and qubit exciton mex =
�eσ sec (kd) /2d2β masses in the lattice respectively. In Eq. (26) H is the Hamiltonian for
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the system (25) that looks like:

H = − �
2

d2M∗ +
�ΩId

2
√
πΓ

. (27)

Using Eq. (26) for the group velocity of a polariton wave packet one can obtain

vg ≡ 1

�

∂H

∂k
= Ẋ =

�

d

tan (kd)

M∗ . (28)

The first equation in (25) implies that the momentum of a polariton wave packet is
preserved in time, i.e. k(t)|t=0 ≡ k0. Hence, we are able to consider the properties of a
polariton wave packet by fixing initial value of momentum k. For a small momentum such
as kd 
 1, which is typically associated with the middle area of the Brillouin zone from
Eqs. (26) and (28), one can obtain a convenient result for the polariton group velocity,
that is vg ≈ �k

M∗ , where M∗ � �eσ/2d2ΩT.
In this paper, we are interested mainly in the polaritons with large and negative

effective mass M∗. Practically, in this case we anticipate slow soliton regimes for a
polariton wave packet spreading in the lattice.

The maximal negative polariton mass M∗
0 = −�eσ/2d2ΩT can be obtained at

cos (kd) = −1 that corresponds to the edge of the Brillouin zone, cf. [19]. Obviously,
the group velocity of a polariton wave packet vanishes, i.e. vg = 0.

For further analysis, it is also fruitful to rewrite Eq. (25) introducing dimensionless
variables p = kd, ξ = X/d, γ = Γ/d and η = θd2. In this case, the set of Eq. (25) takes
the form of:

ξ̇ = ωT sin (p) e−σ, γ̇ =
γη

m∗ , η̇ =
1

m∗

(
4

γ4
− η2

)
+

4ωI

γ3
, (29)

where t → t/2 |ΩT| and m∗ = 2 |ΩT| d2M∗/� are dimensionless time coordinate and polari-
ton mass, respectively, ωT = sgn (ΩT), ωI = ΩI/ (4

√
π |ΩI|).

Phase diagrams for various dynamical regimes are determined by the property of
polariton mass m∗ and by the sign of Hamiltonian H that is supposed to be a conserved
quantity. In particular, at m∗ > 0 a polariton wave packet exhibits diffusive and self-
trapping regimes for which γ → ∞, η → 0 and γ → const, η → ∞ at large, and in the
limit case – at infinite, time scales (t→ ∞), respectively.

A phase diagram of a polariton wave packet is richer in the case of a negative
polariton mass, i.e. at m∗ < 0. In this case, the sign of the Hamiltonian function H
becomes important, and in dimensionless coordinates, it looks like:

H = −ωT cos (p) e−σ +
ωI

γ
. (30)

The transition between different regimes occurs at H = H0 = 0, which implies
cos (p) � 0; we denote H0 as the initial value of Hamiltonian H which is, obviously, a
conserved quantity in the absence of dissipation.

A physically important bound state for our problem occurs in the domain of negative
polariton mass (m∗ < 0) and this can be associated with the soliton formation for a
polariton wave packet. The polariton (bright) soliton wave packet propagates with the
initial width γ0 ≡ γ (t = 0), mass m∗ = m∗

0 < 0 and velocity vg = −tan (p0)/|m∗
0| being

unchanged in time. The mass of a soliton wave packet can be found from:

1

m∗
0

= ωT cos (p0) e
−σ0 . (31)
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Strictly speaking, Eq. (31) defines a characteristic domain of the allowed wave
packet momentum where solitonic regime can be achieved. In particular, this domain is
determined by characteristic values of the polariton momentum which obeys the inequality
cos (p) < 0 that corresponds to the physical situation described in [17] for atomic BEC
lattice solitons.

5. Polariton wave packet dynamics

For further analysis, it is much better to regard special cases which reflect physical
features of polaritons in the lattice. In Fig. 2, we build a phase diagram for various
dynamical regimes of the polariton wave packet formation in the lattice. In particular,
according to our analysis of Eqs. (29)–(31), we deal with only two domains defined for
cos (p0) > 0 and cos (p0) < 0 respectively. To be more specific, we suppose that ΩT > 0,
i.e. ωT = 1.

In Fig. 2a, we plotted trajectories in the γ − η plane which are relevant to the
area where cos (p0) > 0. Such trajectories can be found by using the equation for energy
conservation, i. e. H = H0 which implies that:

η =
2

γ

(
2 ln

[
γ2 cos(p0)

γωI −H0γ2

]
− 1

γ2

)1/2

. (32)

From (32), when H0 > 0, we can obtain the maximal the value of the wave packet
width γmax = ωI

H0
for which a self-trapping regime is realized. Actually, in this case,

polariton group velocity vg and effective mass m∗ are limited by the value vg � tan(p0)
m∗ with

mass m∗ = sec (p0) exp
{

γ2
maxη

2

8
+ 1

2γ2
max

}
, respectively.
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Fig. 2. (a) – Dynamical phase diagram in δ − cos (p0) plane, and, (b) –
relevant Hamiltonian contour for d = 4μm. Initial conditions are: γ0 = 5,
η0 = 0. The right inset shows the behavior of inverse polariton mass 1 / m∗

0

versus cos (p0). The dashed curve corresponds to the soliton regime and
separates two breathing domains, respectively

Asymptotic properties of the wave packet at infinite time (t→ ∞) for which η 	 1
implies that LB polaritons in the cavity array can be fully stopped, i.e. vg → 0 when the
effective mass goes to infinity, i. e. m∗ → ∞, see Fig. 3a.

Now, let us consider the limit of the negative Hamiltonian, that is H0 < 0. At
long times, i. e. for t 	 1 the width is γ 	 1; the LB polariton wave packet spreads with
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mass m∗ ≈ 1/ |H0| and parameter η ≈ 2
γ

√
2 ln [m∗ cos(p0)] ≡ ηD, that corresponds to the

diffusive regime of polariton wave packet propagation.
In practice, it is more convenient to change atom-light detuning δ for tuning

polariton-polariton scattering parameters. In this case, the equation H0 = 0 defines some
critical value δC of atom-field detuning for which transition between different regimes oc-
curs – see Fig. 3a. Analytically, it is easy to elucidate a polariton behavior for small
values of the momentum parameter cos (p0). In this case, the critical value of δC can be
inferred from the equation ωI

γ0
= |cos (p0)| e−σ0. Since the atom-field coupling parameter g

is essentially smaller than the photon tunneling rate α for the appropriate experimental
situation, the equation under discussion permits only negatively defined solutions for δ. In
other words, in this limit, we deal with photon-like polaritons for which modulus of critical
detuning δC approaches

|δC| �
(

g4Npole
σ0

2
√
πγ0 |cos (p0)|αN

)1/3

, (33)

where we suppose that condition g 
 |δ| is satisfied.
Now we suppose that the initial wave packet momentum obeys to a condition

cos (p0) < 0, which implies initially negative polariton mass, Fig. 3a. Analysis of different
regimes can be performed by using the initial value of Hamiltonian H0 =

1

|m∗
0| +

ωI

γ0
which

is certainly positive – see Fig. 3b. By using the energy conservation law H0 = H, it is
easy to determine if H0 > |cos (p0)|, a wave packet width remains finite and we deal with
localized polariton states, i.e. with self-trapping or breathing regimes. Conversely, the
diffusive regime with γ → ∞ and η = ηD occurs if H0 < |cos (p0)|.

 η

 γ
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

(a)
4 10 15 20 255

 / 2 0.879C THz
δ π ≈

0.01THz

0.4THz

1.06THz

1.2THz

1.8THz

η

 γ

0.6

0.2

5 10 15 20 250

0.4

0

-0.2

(b)

150

1 2 3 4 5 6

200

50

100

0

0γ

 
(

)
2

G
H

z
δ

π

self-trapping

diffusion

breather I breather II

Fig. 3. Trajectories in the η − γ plane for various atom-field detuning δ in
the case where (a) – cos (p0) > 0 and, (b) – cos (p0) < 0. The initial values
of the wave packet width and curvature are γ0 = 5, η0 = 0, respectively.
Other parameters are: d = 4μm, cos(p0) = 0.5 for (a), and, cos(p0) =
−0.2 for (b). In the inset the dependence of δ on γ0 for cos(p0) = −0.2
is plotted. The magnitudes of δ/2π beginning with the bottom line in (b)
are: −10GHz, δC/2π ≈ 5.112GHz (bold curve) for solid curves, respectively;
7.1GHz, 10GHz and 18GHz, 23GHz, 27GHz for dashed curves, respectively;
δBR/2π ≈ 36.138GHz (bold dashed-dotted curve); 60GHz and 200GHz for
dashed-dotted curves, respectively. The black dot in (b) corresponds to the
solitonic regime of wave packet parameters obtained at δS/2π ≈ 13.422GHz
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The transition between the discussed physical situations is characterized by the
condition H0 = |cos (p0)|. Thus, polaritons with detuning δ < δC undergo a diffusive
regime for which we asymptotically have γ → ∞ and η → 0.

If atom-field detuning belongs to δC < δ < δS domain, the first breathing regime
can be obtained. The trajectories in η − γ space are closed; the effective mass m∗ (t) and
γ (t) oscillating in time. The latest one oscillates between the initial value γ0 and the value
γoscmax, that is γ

osc
max > γ0. For atom-field detuning chosen from the second breathing region

δS < δ < δBR, parameters γ (t) and η (t) also undergo temporal oscillations. However, in
this case, the width γoscmin of a polariton wave packet is limited by the initial value γ0, that
is γoscmin < γ0.

Frequencies ωBR1,2 of small amplitude oscillations of the wave packet width γ for
the above discussed breathing regimes could be easily found by linearizing Eqs. (29)
around some average values γ1,2, and have the form:

ωBR 1,2 =

[
8ωI

γ31,2

(
1

γ21,2
− 1

)
|cos(p)| − 4

γ41,2

(
5

γ21,2
− 3

)
|cos(p)|2

]1/2
, (34)

where indexes “1” and “2” are relevant to two types of breathing regimes, respectively.
The dashed curve in Fig. 2a (see also inset to Fig. 3b), which corresponds to

detuning δS and separates two breathing regimes, characterizes bright soliton solution of
Eqs. (29) taken for γ̇ = 0, η = 0.

On the other hand, a half-matter–half-photon polariton soliton with δS = 0 propa-

gates in the cavity array with momentum p0 �
∣∣∣arccos(gNpolγ0e

σ0

4
√
παN

)∣∣∣.
Finally, if δ > δBR, a polariton self-trapping regime is established. However, apart

from the case of cos (p0) > 0 in this limit one can obtain γ → γmin < γ0 with η → ∞.
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Fig. 4. Polariton wave packet group velocity vg versus time t for γ0 = 5,
cos(p0) = −0.2. Beginning from the top of the figure, δ/2π = δC/2π ≈
5.112GHz and v0 ≡ vg (t = 0) = 2888030m/s (solid curve); 10GHz and
v0 = 2150090m/s (upper dashed curve); δ/2π = δS/2π ≈ 13.421GHz and
v0 = 1630070m/s (dotted line); 23GHz and v0 = 812925m/s (lower dashed
curve); δ/2π = δBR/2π ≈ 36.138GHz and v0 = 387474m/s (dashed-dotted
bold curve); 60GHz and v0 = 152560m/s (dashed-dotted curve)

Figure 4 demonstrates typical temporal dynamics of the wave packet group velocity
vg in the discussed case. For detuning δ < δC, we deal with the diffusive regime for which
a group velocity tends to the constant value vg ≈ sin (p0) asymptotically. On the other
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hand, a group velocity oscillates in time within the window δC < δ < δBR (small-amplitude
oscillations of the group velocity are shown in the inset in Fig. 4). For δ > δBR, i.e.
for a self-trapping regime, vg rapidly vanishes and goes to zero. The soliton regime is
established for atom-field detuning δ = δS and is obviously characterized by a constant
value of the group velocity – dotted line in Fig. 4.

6. Physical algorithm of storing of photonic information

Different regimes obtained in the paper enable us to use them for the quantum
optical information storage with the help of LB polariton solitons. As an example, here
we establish a physical protocol of optical information storage by using specific points A
and B in the phase diagram represented in Fig. 2, these points corresponding to polariton
soliton formation. Physical principles of our protocol are established in Fig. 5. The protocol
is based on the manipulation with a group velocity of photonic field (polariton mass) in
the cavity array which has been discussed in detail in Sec. 4. In particular, at the first
(writing) stage a photonic wave packet should enter a cavity array completely. In this
case, LB polaritons are photon-like (Ξ2,n ∝ ψn) with mass M∗ ≈ mph. Initially, soliton

parameters that correspond to point A in Fig. 2a were given by the values cos
(
pph0

)
=

−0.01, δ ≡ δph ≈ −2π × 12.763GHz, respectively. Then, we should switch atom-filed
detuning to magnitude δ ≡ δat ≈ 2π × 70.328GHz and choose LB polariton momentum
as cos(pat0 ) = −1 for mapping optical information into coherent matter excitations. This
situation is displayed in Fig. 2 by moving across the solitonic phase boundary toward point
B that corresponds to matter-like LB polaritons (Ξ2,n ∝ φn) with the mass M∗ ≈ mex

posing low enough group velocity – see Fig. 4.
At the last stage the original wave packet can be reconstructed at the entrance of

the cavity array. The time interval τR corresponds to the restoration of optical information
by using the process which is reversed with respect to detuning δ and momentum p0. In
the ideal case, we should obtain the same, photon-like polariton soliton wave packet as a
result – see Fig. 5.

However, in the real world all time intervals characterizing writing, storing and
retrieving stages for quantum memory purposes strictly depend on dissipation and deco-
herence effects with a coupled qubit-light system in the cavity array. The specifics of
these effects that leads to diminishing quantum optical information storage fidelity de-
pends on the peculiarities of a concrete realization of the system represented in Fig. 1.
This important question requires separate analysis and this will be discussed elsewhere.

7. Conclusion

In this work, we consider the problem of lattice polariton soliton formation in the
array of weakly coupled qubit ensembles interacting with the quantized photonic field in
a tunnel-coupled cavity array – 1D lattice structure. Such cavities can be designed by
using photonic crystal structures with the defects posing small (micro-scale) spatial sizes.
We have demonstrated that this feature plays an essential role in the consideration of
fundamental tunneling processes between cavities at different spatial scales. In particular,
we focus on LB polariton wave packet properties obtained in the limit of strong qubit-
light coupling condition and under the low temperatures when the upper polariton branch
population can be neglected. We have shown that polariton wave packet exhibits four
different dynamical regimes. First, there is a diffusive regime for which a polariton wave
packet extends representing approximately a half matter–half photon quasi-particle state.
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The second regime corresponds to intrinsically localized polaritonic modes; this is the so-
called breathing regime when a wave packet moves with an oscillating width. Third, we
deduce a self-trapping regime when a matter-like polariton wave packet can be stopped and
localized within a few cavities only. Finally, we elucidate the regime of bright polariton
soliton formation that corresponds to the propagation of the polariton wave packet in the
lattice with constant velocity and its shape unchanged. One of the important features
of the solitonic regime being under discussion is connected with the fact that it may be
formed for both photon-like and matter-like domains of a coupled qubit-light system in
the cavity array. Such a property of polariton solitons in our problem seems to be very
attractive for the storage of quantum optical information.

In this paper we suggest a new physical algorithm for quantum optical memory
which is based on the transformation and manipulation by polariton solitons in the cavity
array. Although we do not examine any dissipation and quantum decoherence effects for
a coupled qubit-light system considered in the paper, we hope that our approach opens
new perspectives for quantum information processing with the help of polariton solitons
containing a small particle number. Here, we would like to represent some arguments in
favor of our point of view.

Obviously, the quantum optical information can be stored within the time interval
that in practice depends on the qubit decoherence time and quality factor of a cavity array.
One can expect that for the qubits based on the semiconductor QDs cavity QED array it is
possible to achieve the storage time within tens of picoseconds domain with high enough
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fidelity, [25]. Conversely, if we use two-level ultracold atoms, or NV-centers in diamonds
as qubits we can operate with a memory device within tens of nanoseconds or more [26].

Second, our protocol of the optical information storage with the help of soliton
states posses some important advantages with respect to other methods, which are based
on the quantum information storage of operating other Gaussian-type optical pulses. In
particular, solitons seem to be much more robust to small perturbations. Even in the
presence of small dissipation and decoherence effects, it is possible to operate with a
soliton-like shape, preserving wave packets in accordance with perturbation approach for
polariton solitons, cf. [20].

Third, if dissipation and decoherence effects become significant, we hope that it
will be possible to find some solitonic regimes for pulse propagation that corresponds
to dissipation solitons. In this limit, solitons are formed due to some additional optical
pumping. Quantum properties of such solitons and the fragility of their quantum states
against decoherence and dissipation effects, which seem very important, especially for
quantum optical information memory devices, can be optimized by using non-classical
states for a pumping field, cf. [27].

Appendix: Estimation of tunneling coefficients for atomic system

Here, we discuss properties of parameters (11), (12) for the cavity-QED array
containing two-level atoms as a qubit system. To be more specific, we consider ultracold
two-level rubidium atoms with resonance frequency ω12 / 2π = 382THz that corresponds
to mean weighted rubidium D-lines. To get a variational estimate for the tunneling
coefficients mentioned above, we assume that the Wannier wave functions for atomic and
photonic parts localized at the jth cavity may be approached by (cf. [28]):

ϕj,n (�r) = Cje
−(x−xn)2

2σ2
x,j e

−(y2+z2)
2σ2

j , ξn (�r) = Cξe
−(x−xn)2

2ξ2x e
−(y2+z2)

2ξ2 , (A.1)

where Cj =
(
π3/2σx,jσ

2
j

)−1/2
(j = 1, 2), Cξ =

(
π3/2ξxξ

2
)−1/2

are relevant normalization
constants. Taking into account the realistic values of variational parameters σx,j, σj and
ξx, ξ, which are widths of atomic and photonic wave functions, respectively, we assume
that:

σx,j 
 σj, ξx 
 ξ. (A.2)

Here, we also propose some trapping of the atoms in the cavity. In the simplest
case, we can choose harmonic trapping potentials Vexp = Vopt + Vm with components:

Vm =
Mat

2

(
ω2
mag,xx

2 + ω2
mag,⊥

(
y2 + z2

))
, Vopt = sER sin2 (kx) ≈ Mat

2
ω2
x (x− xn)

2 , (A.3)

where ER = �
2k2/2Mat is recoil energy, s = V0/ER is a dimensionless parameter which

denotes the lattice depth. We take a cylindrically symmetric trap potential with charac-
teristic axial and radial frequencies ωmag,x and ωmag,⊥ respectively. We suppose that the
minima of the 1D periodic potential (A.3) are located at the centers xn = nd of nth cavity,
i. e. ωx = (2sERk

2/Mat)
1/2. For the typical values of trapping frequencies ωmag,x and ωx,

it is possible to obtain ωx 	 ωmag,x, cf, [28]. After substituting (A.1), for (11), (12) and
taking into account (A.2), for the atomic tunneling rate β we obtain:

β = − �

4Matσ2
x

e
−d2

4σ2
x

(
1− d2

2σ2
x

)
− Matω

2
x

4�
e

−d2

4σ2
x

(
σ2
x +

d2

2

)
. (A.4)
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In the experimental situation the second term in (A.4) is essentially smaller than

the first one. Thus, we can assume that β ≈ − �

4Matσ2
x
e

−d2

4σ2
x

(
1− d2

2σ2
x

)
. The atomic tunneling

rate β is positive if the cavity effective size is d >
√
2σx ≈ 1.414σx. The latest one (σx) is

typically few hundred nanometers in real experiments [18].
A calculation of the photon tunneling rate α between the cavities can be given in

the same way. In particular, we obtain:

α = − �

4Mphξ2x
e
− d2

4ξ2x

(
1− d2

2ξ2x

)
. (A.5)

Since Mat 	 Mph the relation |α| 	 |β| is fulfilled for the relevant tunneling rates
and we can assume that ΩT � αC2 in Eq. (21).
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In this paper we studied the possibility of the appearance of surface plasmon polaritons at the plasma/dielectric
interface with rapidly generated plasma in the right half- space, when the field is generated by a plane source,
was studied. The source was located parallel to the interface, and at an angle to it. It was shown that the
frequency-converted wave outgoing from plasma boundary corresponds to the plasmon polariton in the case
when the initial field is generated by the plane source located at the angle α to the plasma boundary for the
following condition ε1 sin

2 (α)− ε− we
2

w2 > 0.

Keywords: plasmon polariton, integral equations, plasma, electromagnetic field, non-stationary phenomena,
Riemann’s surface.

1. Introduction

Recent advances in nano-fabrication enable one to carry numerous nano-photonic
experiments including subwavelength metal structures fabrication. In turn,this flurry of
activity has, reawakened interest in theoretical research of surface plasmon polaritons,
despite the fact that the fundamental properties of surface plasmon polaritons have been
known for nearly five decades [1, 2]. By definition, surface plasmons are the quanta of
surface-charge-density oscillations, but the same terminology is commonly used for col-
lective oscillations in the electron density at the surface of metal. The surface charge
oscillations are naturally coupled to electromagnetic waves, which explains their desig-
nation as polaritons [3]. Plasmon polaritons are used in near-field microscopy, optical
imaging systems with nanometer resolution, hybrid photonic-plasmonic devices and meta-
materials with negative refractive index, environment sensing, surface plasmon sensors
for the analysis of biological bonds, etc. Surface plasmon polaritons are electromagnetic
waves propagating at the interface between two different media. Surface plasmons have
been utilized almost exclusively at optical frequencies because it needs the lossless nega-
tive permittivity medium to excite them, which is typical for metal at these frequencies.
The negative permittivity of metals is provided by plasma which has a large electron
density. Conversely, plasma is a medium which can easily change its own parameters,
among which is its electron density, and the plasma can simply be generated in the initial
dielectric medium [2]. Therefore, it is of intense interest to investigate the interaction of
electromagnetic waves with the non-stationary plasma surface whose density varies over
time and its permittivity becomes negative. The initial time of the non-stationary begin-
ning becomes an important factor. The introduction of this initial time moment allows to
distinguish the “switching on” of field and the beginning of non-stationarity.

The radiation of the plane source in a homogeneous stationary medium is well
known, but in the case of an inhomogeneous layered medium, it is more complicated. If
the medium is non-stationary, the radiation of the plane source takes on a less trivial form.
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In papers [4,5], the novel mechanism of frequency upshifting of p-polarized electromagnetic
wave, which is obliquely incident one on a thin plasma layer with slowly growing electron
density, was presented. In this paper the transformation of external field radiation of the
plane source from rapidly generated plasma was considered.

2. The radiation of the plane source (initial field is parallel to the plasma
boundary)

We consider the medium with dielectric permittivity ε, where the electromagnetic
field is radiated by a plane source j = qδ(x−a)eiωt, where j is a current describing extrinsic
source, q is the vector directed along a source. The plane source is parallel to the plane
YOZ, see Fig. 1

Fig. 1. The plane source is parallel to the plasma boundary and it is located
at a distance a from the interface in plasma half-space, where q is the vector
directed along a source, k is the wave vector. The rapidly generated plasma
in the right half-space is designed the vertical dashed lines.

At zero moment of time the half-space x > 0 is ionized and the plasma appears
in this half-space. The plasma permittivity is given by the known expression ε(ωe, ω) =

ε1 − ωe
2

ω2 , where ε1 describes the dispersionless part of the new medium in the half-space
x > 0 after the zero moment, ωe is the plasma frequency [3].The initial field of source
radiation is a plane wave propagating perpendicularly to the plane of the source. By using
the Green’s function G [6] let’s find the initial field of the source, which is given by
j = qδ(x− a)eiωt:

E0 = G · ∂j
∂t

= −∂G
∂t

· j = − v

4π
D̂q

∫ ∞

−∞
dt′
∫ ∞

−∞
dr′

θ(t− t′ − |r−r′|
v

)

| r− r′ | δ(x′ − a)eiωt
′
=

= − v

2π
D̂qeiωt−i

ω
v
|x−a| ((e1,q) e1 − q) =

v

2π
qeiωt−i

ω
v
|x−a|, (1)
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where differential operator D̂ =
(
��− 1

v2
∂2

∂t2

)
, and vectors q = (0, q, 0) e1 = (1, 0, 0).

Let’s consider how the electromagnetic field changes after plasma formation. It is
convenient to find the solution to this problem using the integral equations method in time
domain [6,7]. It follows that the problem’s solution in the half-space x < 0 (external field)
can be represented by two terms:

E = E0 + N̂ ∗ E0. (2)

Here, E0 is the field of source and the second term is given by the operator N̂ ∗ E0 =∫∞
0

〈
x | N̂ | x′

〉
E0(x

′)dx′. The symbol (*) designates the convolution,

(a ∗ b)(x) =
∫ ∞

−∞
dt′
∫
∞
dr′a(x− x′)b(x′)

and x = (t, r) is a 4D spatial-time vector. Integration is performed over the whole 4D
space −∞ < t′ < ∞, −∞ < x′, y′, z′ < ∞. The term in the convolution is determined by
the extrinsic current. The transition to the impulse representation (Fourier-Laplace repre-
sentation)in a rectangular system of coordinates is performed by virtue of transformation
functions:

< x||p >= δije
pt+ikr, < p||x >= δije

−pt−ikr,

where p = (p,k), p is a complex variable of the Laplace transformation, k is a real variable
of the 3D Fourier transformation.

The kernel of external resolvent operator N̂ (reflection operator) in the coordinate
representation has the form:

〈
x | N̂ | x′

〉
= θ(−x)v1

2 − v2

v2v1

∫
dp⊥

1

2ϕ1

{v1vumP + p2ueI⊥}ep(t−t
′)+ϕ

v
x−ϕ1

v1
x′+ik⊥(r⊥−r′⊥)

θ(x′),

(3)
where the vector r⊥ = (y, z) is located in the plane x = 0, and v = c√

εμ
, v1 = c√

ε1μ1
are

wave-phase velocities.
In this formula, block matrices are defined as follows:

P =

( −k⊥2 −iϕ
v
k⊥

−iϕ
v
k⊥

∗ k̂⊥

)
, I⊥ =

⎛
⎝0 0 0
0 1 0
0 0 1

⎞
⎠ ,k⊥

∗ =
(
k2
k3

)
, k̂⊥ =

(
k2

2 k2k3
k3k2 k3

2

)
,

k⊥ =
(
k2 k3

)
and k⊥

2 = k2
2 + k3

2. The coefficients

um =
2v1ϕ

vϕ+ v1ϕ1

, ue =
2v1ϕ

vϕ1 + v1ϕ

are similar to the Fresnel’s formulas for parallel and perpendicular polarizations and

ϕ =

√
p2 + v2k⊥

2, ϕ1 =

√
p2 + v12k⊥

2, v1 =
cp√

ε1p2 + ωe2
.

Here p⊥ = (p,k⊥) - Fourier - Laplace transformation variables. Thus, substituting the
expression for the initial field of source (1) and the reflection operator (3) in equation (2),
we obtain:
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〈x | E〉 = 〈x | E0〉+
〈
x | N̂ | x′

〉
∗ 〈x′ | E0〉 = v

2π
qeiωt−i

ω
v
|x−a|+

+
v

2π
θ(−x)

∫ ∞

0

dt′
∫ ∞

−∞
dr′
∫
dp⊥

v1
2 − v2

v2v1

1

2ϕ1

{v1vumP + p2ueI⊥}q·

· ep(t−t′)+ϕ
v
x−ϕ1

v1
x′+ik⊥(r⊥−r′⊥)

θ(x′)eiωt
′−iω

v
|x′−a| (4)

First, we calculate integrals over the spatial and temporal coordinates, and then
over Fourier-Laplace variables. The integration over the variable x′ gives the following
expression:

∫ ∞

0

e−i
ω
v
|x′−a|−ψ1x′dx′ =

∫ a

0

e−i
ω
v
(a−x′)−ψ1x′dx′+

∫ ∞

a

e−i
ω
v
(x′−a)−ψ1x′dx′ =

e−ψ1a − e−ika

ik − ψ1

+
e−ψ1a

ik + ψ1

where ψ1 =
ϕ1

v1
= 1

c

√
ε1p2 + ωe2 + c2k⊥

2) for the condition Re(ψ1) > 0. Later, this condition
will be taken into account for the calculation of residuals in the integral over the variable
p (see the expression (4)).
After integration over the spatial and Fourier transform variables, the second term in (4)
takes the following form:∫ γ+i∞

γ−i∞

ep(t+
x
v
)

p− iω
p
v1 − v

v2

(
e−

a
c

√
ε1p2+ωe

2 − e−ika

ik − 1
c

√
ε1p2 + ωe2

+
e−

a
c

√
ε1p2+ωe

2

ik + 1
c

√
ε1p2 + ωe2

)
dp

2πi
=

=

∫ γ+i∞

γ−i∞

ep(t+
x
v
)

p− iω

cp

v2

(
cp

z(p)
− v

)(
e−

a
c
z(p) − e−ika

ikc− z(p)
+

e−
a
c
z(p)

ikc+ z(p)

)
dp

2πi
,

where z(p) =
√
ε1p2 + ωe2. Note, that the obtained integral will be equal to zero at

t + x
v
< 0, since, in this case, the integration contour can be closed by circle of infinite

radius in the right half-plane, where the integrand has no singularities. To calculate the
integral in the interval t + x

v
< 0 the integration contour can be closed only to the left of

the line γ: 1) The equation p− iω = 0, gives a simple pole, p1 = iω, which isn’t contained
in the integration path, as it is located on the section between the branch points. 2) The
expressions ikc−z(p) = 0, and ikc+z(p) = 0 give two poles p2,3 = ± i√

ε1

√
εω2 + ωe2 = ±iω2.

There is a removable singularity (a finite limit of the integrand) at the point p2 = iω2,
therefore the residual at this point is equal to zero. The selection of root sign in the
equations ikc± z(p) = 0 follows from the condition Reψ1 > 0.

The integration contour contains all the singularities of the integrand. To obtain
the unambiguous integrand, let’s choose a Riemann’s surface. The integrand is a double-
valued function, because z(p) =

√
ε1p2 + ωe2 has two branch points ±i ωe√

ε1
. It is necessary

to allocate the branch of z(p), for which the condition Reψ1 = Re
√
z2 + εω2 > 0 is

performed. To uniquely identify z(p), it can be considered the complex plane p = ξ + iη,
as a two-sheeted surface. The surface sheets are joined along the banks of the cuts.
On each sheet, z(p) is uniquely defined as a function of the variable p. To satisfy the
condition Re

√
z2 + εω2 > 0, it should be glued the sheets of the Riemann’s surface along

the curve given by the equation Re
√
z2 + εω2 = 0. This condition determines the required

branch line. We make the cuts in the complex plane p. For this, we write ψ1
2 as follows:

ψ1
2 = ε1p

2 + ωe
2 + εω2 = ε1(ξ

2 − η2 + 2iξη) + ωe
2 + εω2.
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The correct procedure of the choice of the cut can be made for a dissipative di-
electric. To carry out this procedure, we assume that the medium has small losses (μ)
ωe = ωe + iμ and ωe � μ, μ→ 0 corresponds to the limiting case of a lossless medium.
Thus we have ψ1

2 = [ε1ξ
2 − ε1η

2 + ωe
2 − μ2 + εω2] + 2i [ε1ξη + ωeμ]. We make cuts for the

ψ1 in the complex plane p, so that the condition Reψ1 > 0 is fulfilled on one of the sheets
of the Riemann’s surface, and Reψ1 < 0 on the second sheet.

To satisfy these two conditions, it should be glued the sheets of the Riemann’s
surface along the curve given by the equation Reψ1 = 0. This equation determines the
required branch line. We then plot the real and imaginary parts ψ1

2 which depend on ξ
and η, as shown in Fig. 2.

Fig. 2. The regions of the complex plane p (Imp = ξ, Rep = η) are bounded
by the curves Reψ1

2 = 0 and Imψ1
2 = 0, for which the real and imaginary

parts of ψ2
1 maintain their signs: Reψ1

2 < 0 in the horizontal shading region,
Imψ1

2 < 0 in the vertical shading region.

Then, we divide the plane p into regions by curves on which either Reψ1
2 =

ε1ξ
2− ε1η

2+ωe
2−μ2+ εω2 = 0, or Imψ1

2 = 2(ε1ξη+ωeμ). Thus, we obtained two regions
formed by hyperboles intersection:

ε1(ξ
2 − η2)

ωe
2 − μ2 + εω2

= −1 and ξ = −ωeμ
ε1η

,

for which the conditions Reψ1
2 > 0, Imψ1

2 > 0. To satisfy the condition Reψ1
2 > 0,

it is necessary that the inequality | Argψ1
2 |< π is performed on the upper sheet of the

Riemann surface. Hence, that it needs to choose a cut along the line defined by the
equation Argψ1

2 = π or equivalent equations Reψ1 < 0 and Imψ1
2 = 0. As a result, the

position of the cuts (shown in Fig. 3 by bold lines) was uniquely determined.
Finally, we obtain the following expression for the modified external field:

〈x | E〉 = v

2π
qeiωt−i

ω
v
|x−a| +

v

2π
θ(−x)q ε

ε1

Ω− 1

Ω + 1
e−iω2(t+x

v )+ikaθ
(
t+

x

v

)
, (5)
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Fig. 3. Cuts in the complex plane p (Imp = ξ, Rep = η), satisfying the
condition Reψ1 > 0 are designated the solid curves.

where Ω =
√
ε+ ωe

2

ω2 . Consequently after the medium parameters jump in the left half-
space, the moving boundary x = −vt appears, which moves with the velocity v from the
media interface. In the product band, −vt < x < 0, the wave propagates with a new
frequency, ω2 = 1√

ε1

√
εω2 + ωe2 and a new wave number, ω2

v
. The external transformed

field consists of monochromatic waves with frequencies ω and ω2 = 1√
ε1

√
εω2 + ωe2. The

waves with both frequencies propagate without attenuation in the external half-space.

3. The radiation of the plane source (the initial field is at the angle α to the
plasma boundary)

Next, we consider the case when the electromagnetic field is radiated by a plane
source j = qδ(s)eiωt, which is located at an angle α to the YOZ plane boundary, see
Fig. 4. Similarly to the above case, at the zero moment of time, the half-space x > 0 is
ionized and the plasma appears in this half-space. The plasma permittivity is given by the
known expression ε(ωe, ω) = ε1− ωe

2

ω2 , where ε1 describes the dispersionless part of the new
medium in the half-space x > 0 after the zero moment, ωe is the plasma frequency.

Let’s consider the transformation of the source field outside the plasma (x < 0),
after the plasma’s appearance. As with the previous case, we find the solution to this
problem using the integral equations method in time domain [6, 7]. From this, it follows
that the solution in the half-space x < 0 (external field) can be represented by formula
(2). The problem is to study the field due to the sudden formation of plasma. At first, by
using Green’s function G [4], we find the initial field of source radiation before the plasma
formation in the case when the plane source is located at an angle to the media interface,
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Fig. 4. The plane source is at an angle α to the plasma boundary. The rapidly
generated plasma in the right half-space is designed the vertical dashed lines.
Here q is the vector directed along a source, k is the wave vector.

E0 = G · ∂j
∂t

= −∂G
∂t

· j = − v2

4π
D̂q

∫ ∞

−∞
dt′
∫ ∞

−∞
dr′

θ(t− t′ − |r−r′|
v

)

| r− r′ | δ(s)eiωt
′
. (6)

It is more convenient to calculate the radiation of current for the case when the
source is located parallel to the interface at the surface x = 0, when a = 0. That is, setting
δ(s) = δ(x), it is simple to make the rotation of the coordinate system by a corresponding
angle. Then, according to this formula (1), the initial field will have the form:

E0 =
v

2
qeiωt−i

ω
v
|x|, (7)

where q = (0, q2, 0). Let’s make rotation of the coordinate system by the angle α. The
coordinate transformation with angle rotation has the following form:

x = x′ cosα + y′ sinα, y = −x′ sinα + y′ cosα.

Substituting the initial field, we obtain:

E0 =
v

2
qeiωt−i

ω
v
|x′ cosα+y′ sinα|, (8)

where q = (q2 sinα, q2 cosα, 0).
Thus, it can immediately set the initial field of a plane wave which propagates at an angle
to the plasma plane. Thereby, substituting the expression for the initial field of source (8)
and the reflection operator (3) in (2), we obtain:
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〈x | E〉 = 〈x | E0〉+
〈
x | N̂ | x′

〉
∗ 〈x′ | E0〉 = v

2
qeiωt−i

ω
v
|x cosα+y sinα|+

+
v

2
θ(−x)

∫ ∞

0

dt′
∫ ∞

−∞
dr′
∫
dp⊥

1

2ϕ1

v1
2 − v2

v2v1
{v1vumP+

+ p2ueI⊥}ep(t−t
′)+ϕ

v
x−ϕ1

v1
x′+ik⊥(r⊥−r′⊥)

θ(x′)eiωt
′−iω

v
|x′ cosα+y′ sinα| (9)

The integration over the spatial variables and Fourier transform variable is similar
to the previous case for the condition Re

√
ε1p2 + ωe2 + c2k2

2 > 0. Then, the second term
in (9) takes the following form:

∫ ∞

−∞

dk2
2π

∫ γ+i∞

γ−i∞

dp

2πi

(
(ε− ε1)p

2 − ωe
2
) c2ϕ
ψ

F(p, k2)
2iω sinαep(t+

φ
v
x+ik2y)

(p− iω)(ψ − ick2 cotα)
(
k2

2 − ω2

v2
sin2 α

)
(10)

The function F(p, k2) =
(

A1

ϕ(ε1p2+ωe
2)+

√
εp2ψ

+ A2

c(vψ+cϕ)

)
has no singular points on the inte-

gration variables.

Here, vectors A1 =

⎛
⎝ k2q2

(
k2 sin(α)− i cosα

c
ψ
)

k2q2
(
i sinα

v
+ k2 cosα

)
0

⎞
⎠ , A2 =

⎛
⎝ 0

q2 cosα
0

⎞
⎠ , and

ϕ =

√
p2 + v2k2

2, ψ =

√
ε1p2 + ωe2 + c2k2

2.

Let’s consider the peculiarities of the integrand in (10) over the variable p. The integrand

has two simple poles at the points p1 = iω, p2 = i√
ε1

√
ωe2 +

c2k2
2

sin2 α
. After calculation of the

integral over the variable p in the expression (6) we obtain:

∫ ∞

∞

dk2
2π

F(p1, k2)e
iωt+x

√
k2

2−k2 eik2y

k2
2 − k2sin2 α

+

+

∫ ∞

∞

dk2
2π

F(p2, k2)e
it√
ε1

√
ωe

2+
v2k2

2ε

sin2 α
+ x

v
√
ε1

√
−ωe

2+v2k2
2(ε1− ε

sin2 α
) eik2y

k2
2 − k2sin2 α

(11)

Finally, we obtain the following expression for the modified external field:

〈x | E〉 = v

2
qeiωt−i

ω
v
|x′ cosα+y′ sinα|+

+
v

2
θ(−x)F̂(p1,−k sinα)ei

(
ωt−ikx

√
sin2 α−1−ky sinα

)
θ
(
t+

x

v

)
+

+
v

2
θ(−x)F̂(p2,−k sinα)ei

(
ω1t−i kx√

ε1
M(α)−k y sinα

)
θ
(
t+

x

v

)
,

(12)

where frequency ω1 =
ω√
ε1

√
ε+ ωe

2

ω2 and M(α) =
√
ε1 sin

2 α− ε− we
2

w2 .

Plasmon polaritons can occur only if the projection of the wave vector on the
propagation direction of the plasmon polaritons is real and the normal component of the
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wave vector is purely imaginary in both media [3]. In the second term (12), the projection
of the wave vector on the propagation direction (x axis ) is always imaginary, but in the
third term this projection of the wave vector (then x < 0) can be real if M2(α) = ε1 sin

2 α−
ε− we

2

w2 > 0. From this, one can make the conclusion that the transformed wave frequency
can decay with distance from the plasma boundary when M2(α) = ε1 sin

2 α − ε − we
2

w2 > 0
and sinα > 0.

When the value of M2(α) is positive, it is possible for the plasmon polariton to
appear. One can see that the surface plasmon polaritons appearance is impossible for some
media for any angle, and it’s possible for the second ones at the certain angle α, and for
the third ones for any value of the angle.

4. Conclusions

In this paper, the transformation of plane source radiation after medium ionization
was studied by using Volterra’s integral equations method. The plane source was consid-
ered at an angle to the interface with a sharp ionization of the medium, i.e. when the
problem becomes non-stationary. It was shown that the wave with transformed frequency
outgoing from plasma is similar to the plasmon polariton in the case when the initial field
is generated by the plane source located at the angle α to the plasma boundary for the
following condition ε1 sin

2 α − ε − we
2

w2 > 0. The dependence of the wave vector projection
on the source angle for various media was discussed and analyzed.
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An analysis is presented for the possibility of metal dispersion, driven by the development of thermodynamic

instabilities of its physical state in the vicinity of the critical point in an electrical explosion of conductors

(EEC). A new geometrical configuration of conductors, arranged in a thin-walled cylindrical shell on a rigid

dielectric cylinder with axially guided, internal return current is proposed. This constrains the part played by

instabilities of non-thermodynamic origin and provides the required power density distributed uniformly in

the conductor. For metals of the aluminum and copper type, the rates of heating have been estimated, which

ensure homogeneous vaporization as the key factor governing the mechanism of liquid metal dispersion during

the development of thermodynamic instabilities in the material. Directions in which magnetohydrodynamic

(MHD) modeling of high-power electrical discharge in EEC should be pursued in the development of optimal

regimes for energy injection into the conductor are outlined. Processes governing condensation of explosion

products in an aqueous environment in the case of the particles being electrically charged and involved in

chemical interaction with supercritical fluids have been analyzed. The method of synthesis proposed will

eventually permit the production of oxide nanoparticles which differ from nanoparticles of the same oxides

synthesized in electrical discharge in air and other oxygen-containing gas media, as well as in hydrothermal

synthesis employed in its classical methodological implementation.
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1. Introduction

Nanoparticles can form by condensation or deposition from a matrix medium in close
to thermodynamically equilibrium conditions, or by dispersion from consolidated material
in nonequilibrium thermodynamic processes driven by the application of powerful exter-
nal energy fluxes. The latter method increases substantially the energy contained in the
nanoparticles, which can account for their unique catalytic, sorption and other properties,
as well as for the observed threshold phenomena. Of particular interest for the field of dis-
persion are extremely fast (close to non-equilibrium) thermodynamic processes involved in
high rate phase transitions of a material through the sequence of “solid—liquid—gaseous”
aggregate states, including transitions through the critical point. It is the only extremum
in the equilibrium curves of the phase diagram, which belong simultaneously to the liquid
and vapor. Approaching it is accompanied by substantial growth of density fluctuations in
microvolumes of the material compared with the regions where metastable states exist, ad-
joining the curves describing equilibrium of two phases. For strong enough energy influxes,
density fluctuations can become self-organized to the extent where material can lose its ther-
modynamic stability, being replaced by assembly of dissipative microstructures. They can
serve as pre-nuclei for the subsequent formation of dispersed particles during the disruption
of the starting consolidated materials, and transfer a part of the energy to the material of
the environmental medium. This predetermines the possibility, in principle, of producing
particles of an extremely small size, down to a few nanometers, to be compared with the
results obtained by application of other well-known mechanisms of dispersion, e.g., mechan-
ical or thermal action, for example, impact crushing of a solid, its melting and breakup of
the liquid into drops, vaporization and subsequent deposition from the vapor phase.

Because the size and number of particles depend on the rates of influx and dissi-
pation of energy in the material under dispersion and its environment, methods providing
high power of the incoming energy fluxes become particularly important. They should be
adequate to the conditions required and the mechanisms involved in development of ther-
modynamic instability in the material in question, as well as to its characteristic dissipation
channels and of the material of the environment. Under laboratory conditions, such means
for energy input into a material can be provided by high-power pulsed lasers, charged particle
beams and heavy-current electrical discharges. Heavy current electrical discharges offer cer-
tain advantages in their potential to generate the desired energy density of particle beams
in volumes larger than those obtainable with lasers and corpuscular beams. Electric dis-
charges providing a high density for the discharge current, J > 106 A/cm2, in a material
with metallic electrical conductivity in the initial state have acquired the name “electric
explosion”. A number of researchers, including the authors of the present paper, believe the
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electric explosion of conductors to rank among the most energy-efficient methods for the
preparation of nanosized powders of metals and of their chemical compounds.

Although electrical explosions have been known for more than 200 years [1,2], system-
atic studies of them have been undertaken already for about fifty years at various research
centers [3-54]. Despite this study, a number of points still remain to be clarified. First, this
bears on the conditions and mechanisms driving the instabilities of material, which culminate
in destruction of the conductor and formation of nanoparticles, allowing for the interrela-
tion among the processes that are at work both in the metal proper and in its environment
[34,45,46,52,55,56].

The present work offers an analysis of these points, drawing from the available liter-
ature data, as well as from our original research.

2. Conditions and the characteristic pattern of development of instabilities of
material in an electric explosion of conductors

In the case of the comparatively slow Joule heating of a metal by electric current,
the most significant factors involved in destruction of a wire conductor in the process of
variation of its physical state are the forces of surface tension and waist and convective MHD
instabilities [4-7,9,15,17,18,20,21,30,32,33,41]. One more possible factor is development of the
barocapillary instability [57], which arises in the intense vaporization of material from the
surface of the molten metal and turbulization of vapor jets, destroying this surface. Such
an instability can be amplified by the positive feedback coupling of the vapor recoil reaction
with the depth of piercing of the molten metal surface. Each of these processes has its
characteristic time scale. Indeed, the time of action of capillary forces is on the order of
tk = (ρliqr

3/σ)0.5, tc = µ0r
2/ρe, and the time taken up by development of magnetodynamic

instabilities of the neck type −tm = (2πρliqr
2/H2

0 )0.5 [9,15,33,58,59]. Here, ρliq – is the
density of the metal in its liquid state, r is the conductor radius, σ is the surface tension
coefficient, µ0 is the magnetic constant, ρe is the electrical resistivity of the metal, H0 = I/r,
and I is the current through the conductor. When a metal is subjected to heating by current
for a time longer than the characteristic relaxation time of a material required to reach the
equilibrium thermodynamic state (estimates [60-62] yield for it 1−10 ns far from the critical
point), the processes involved in the development of the above instabilities may be considered
as being in thermodynamic equilibrium. The effect of each of them becomes manifest when
their characteristic metal heating time scales become equal. It can be estimated in terms
of the specific current action integral t = h/I2, where h =

∫ t
0
I2dt – is the integral value of

the current action required to heat the metal within the range over which the corresponding
process extends. The relative part played by each of these instabilities can vary depending
on the particular effect of the environment (rarefied gas or a dense liquid) in which the
electric explosion of the conductor takes place. The actual size of the particles formed
may depend on the uniformity of the heating (current density), level of the energy input,
radius of the wire, its initial microstructure, characteristics of the environment (density,
chemical activity, electric strength). On the whole, however, the characteristic size of the
“drops” formed during the development of such instabilities turns out to be on the order
of the diameter of the wire to be exploded (a few hundred to thousands of nanometers)
[5,31–33,50,63,64].

Particles of substantially smaller dimensions (down to a few nanometers) can be
prepared by noticeably increasing the power input into the conductor. Under the condi-
tions providing fast enough Joule heating in a time shorter than the characteristic time
required for relaxation to the equilibrium thermodynamic state, the part played by the
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above instabilities becomes of secondary importance, with the mechanism of dispersion stem-
ming from violation of thermodynamic stability of the state of material becoming dominant
[35,38,44,49,55,56,65,66]. In the course of intense heating, the temperature of the molten
metal can rise above the boiling point at a given pressure above its surface, culminating in a
transition of the system into the region of metastable biphasic state, with a fast approach to
the line of the highest possible overheating (spinodal) with increasing heating rate (Fig. 1).
This brings about reduction of the time the system spends in this state, uncertainty in the
thermodynamic parameters and, as a consequence, tendency to spontaneous relaxation to
the equilibrium boundary (bimodal) of the metastable region through “explosive” boiling-
up of the metal paralleled by a sharp growth in homogeneous vapor bubble formation. The
mechanisms governing such a relaxation depend on the properties of the material and con-
ditions of its heating, of which the most important is the specific power of energy input
into the material and the pressure (density) of the environmental medium. For instance, for
water and organic liquids the critical size of a vapor nucleus whose probability of further
growth is higher than that of collapse, just as the magnitude of the Gibbs free energy needed
for its formation, in overheating turns out to be lower than those on the bimodal under
conditions of thermodynamic equilibrium. Indeed, with overheating increased by only 1K,
the average time taken by a critical nucleus to form may drop by three to four orders of
magnitude, with the rate of growth of a vapor bubble of above critical size exhibiting fast rise
[35,38,50]. Intense nucleation involving the formation of multiple vapor bubbles in a heavily
overheated liquid close to the spinodal initiates “explosive” boiling-up (“phase explosion”),
with eventual breakup into a mixture of vapor and droplets [35,38,56].

Fig. 1. Typical diagram of the phase state of a material: 1 - binodal (liquid-
vapor phase equilibrium curve, or saturation line), 2 - spinodal (curve of maxi-
mum possible liquid phase overheating). Notes: SF - Solid Phase; LF - Liquid
Phase; VF - Vapor (Gas) Phase; MS - Metastable Sate; SCF - Supercritical
Fluid; TP - Triple Point; CP - Critical Point

The possibility of using phase explosion of a liquid metal for preparation of metal
powders has been a subject of intense discussion in literature, but without a comprehensive
analysis of the dependence of the particle size obtained for particular energy input conditions
and the properties of the environmental medium. Significantly, Joule heating of a metal
conductor by current gives rise to a number of specific effects, complicating the mechanism
of explosive boiling. This comes from the need to consider the effect exerted by the electric
and magnetic fields on the work of critical vapor nucleus formation and the frequency (rate)
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of homogeneous formation of vapor bubble nuclei. Another specific feature of Joule heating of
conductors was found to be the nonuniformity of the pressure field inside the metal initiated
by the appearance of the magnetic component, a factor which complicates markedly the
overall calculation of the process [33,48,56].

3. A possible scenario of development of a phase explosion in a liquid metal
and of formation of nanosized particles of a new phase

As previously mentioned, in the case of comparatively slow Joule heating with a not
too close approach to the critical temperature of the metal, T < (0.8−0.9)Tc, and in the case
of a low-density, chemically-inert environmental medium (rarefied gas), the electric explosion
of a conductor may acquire the pattern of explosive decomposition of a molten and boiling-up
metal, as a result of development of the above-mentioned instabilities of non-thermodynamic
origin. The characteristic size of the “droplets” formed in such an explosion turns out to be
102 − 103 nm, depending on the working conditions, i.e. on the order of the diameter of the
wire to be exploded.

To reduce the size of dispersed particles, one has to constrain the part played by
the non-thermodynamic mechanisms involved in destruction of the metal in the course of
varying the physical state of the exploding conductor, so as to ensure its transition to the
region of the heaviest possible nonequilibrium metastable state with the maximum possible
overheating and fast approach to the critical point through “explosive” boiling-up initiating
homogenous vapor formation. This is favored by the magnetic field generated in the liquid
metal by the current flowing through it. Its action increases the work and the time passing
in waiting for the appearance of a vapor nucleus, which initiates the process of homogeneous
vapor formation. After this, the size of the critical nucleus for the liquid (molten) metal will
be larger, for the same overheating, than that for water and organic liquids. As a result,
spontaneous nucleus formation of vapor bubbles in liquid metals is not reached even under
intense overheatings, so that metals can be heated very close to the spinodal and, hence, to
the critical temperature, before phase explosion occurs. Besides, a liquid metal may contain
centers of heterogeneous boiling-up, which raise significantly the specific metal heating power
needed to reach the limiting metastable state defined by the spinodal. It should be stressed,
that as a result of the stabilizing action of electric current on the thermodynamic state of a
liquid metal, spontaneous relaxation of metastable states may start for most metals only at
temperatures T > (0.8− 0.9)Tc, where Tc is the critical temperature of the metal.

It is the possibility of overheating a liquid metal close to the critical temperature
at an adequately high energy input into the conductor that the proposed scenario of new
phase formation rests. In these conditions, in the vicinity of the critical point fluctua-
tions of the parameters of state of the material, primarily of the density and entropy, grow
substantially, just as the radius of their interaction (correlation), by switching from the
exponential law of decrease far from the critical point to the inverse proportionality law
close to it [67]. The relation between the probability of system parameter fluctuations
and the magnitude of the fluctuations themselves can be defined by the Einstein relation
W ∼ exp[−(∆T∆S+∆µ∆N)/2T ], which is essentially an outgrowth of the Boltzmann prin-
ciple relating the probability of an arbitrary state of a system to its total entropy SΠ in the
form W ∼ exp(∆SΠ). Increase of density gradients (density fluctuations) in small volumes
of an overheated liquid culminates in the loss of thermodynamic stability of the material and
nucleation of vapor bubbles by fluctuations. The material takes on an opalescent, finely dis-
persed, light-scattering structure, which may be considered as a “gas of liquid drops” [68-70].
The characteristic size of these “drops” (correlation radius) increases, and the magnitude of
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the density gradients needed for fluctuation-based nucleation decreases as one approaches
the critical point. Estimates based on various models of the critical state [50] suggest that
for metals, the size of these drops can vary from a few to several tens of nanometers. At
temperatures T ≈ (0.8− 0.9)Tcr , defining the boundary at which the critical point still can
be reached, the size of the liquid drops is on the order of 10 − 30 nm. Realization of the
corresponding conditions rests on the possibility of providing a high enough specific heating
power combined with limiting metal expansion. Estimates of the heating power QV required
to reach this goal yield QV > 1 TW/cm3. Such power densities can provide electric current
J > 108 A/cm2 flowing through a wire with diameter d = 0.1 mm. These estimates were
made under the assumption that metal expansion is limited by the local sound velocity and
occurs along the bimodal, with the interpolation equation of the Van-der-Waals type used
as the equation of state [33]. Additional possibilities for attaining optimum conditions of
nanosized dispersion are considered below.

4. Specific features in modeling of local characteristics of phase-forming
processes and media

The rich variety of the complex physical and physico-chemical processes involved
in an electric explosion of metal conductors in a chemically active water medium accounts
for the surprisingly large number of local characteristics required for evaluation of the con-
ditions optimal for dispersion of a metal, a situation stemming from the development of
thermodynamic instabilities showing up in its physical state in the vicinity of the critical
point. This program is of considerable scientific and practical significance for the field of
present-day nanotechnologies, including various aspects of development of adequate physical
models, primarily in description of the variations in the state of material within a broad
range of parameters, from the triple point to formation of supercritical fluids. The specific
choice of the equations of state and of the dependence of transfer coefficients for dissipative
processes on density and temperature contribute in more than one respect to the calculated
characteristics of heating and subsequent explosion of an electric conductor.

4.1. Statistical modeling of critical phenomena in the close environment of
the critical point. Scaling invariance

For more than 350 years, studies aimed at establishing the interrelation among the
parameters of state of material, thousands of other publications on this subject have ap-
peared, with many of them having gained recognition [71]. These studies were initiated by
R. Boyle (1662) in experiments with gases. Kanjr (1822), M. Faraday (1823) and T. Endres
(1869) extended them to the region of phase transitions, “liquid–vapor” critical point and
supercritical fluids. Van der Waals (1873) provided theoretical generalization to the avail-
able experimental data with the use of an extended phenomenological model of an ideal gas
by Clapeyron (1834), in which molecular attraction and repulsion at close distances were
included in a simple form. Further systematization was provided by the physical theory of
L. D. Landau (1964) in terms of the mean field approximation approach, which described
supercritical phase transitions of the system as well [72]. No convenient equation for a physi-
cally adequate description of the state of matter over a sizable range of parameters, including
phase transitions and the critical point, has, however, been derived, either in the context of
the classical mean-field approach or with inclusion of fluctuation-induced deviations through
introduction of small corrections into the expansion of free energy F (T, V ) in powers of
ν = (V − Vc)/Vc and τ = τ = (|T− Tc|)/Tc relative to the critical point [73].
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The idea of “scaling invariance (scaling)” involving the characterization of thermo-
dynamic potentials through generalized homogeneous functions of nonintegral (fractional)
order with respect to their fields was found to be universal enough for solution of this prob-
lem. It was advanced in the 1960’s, almost simultaneously, by Bakengem, Widm adanff
Patashansky [74-79] for explanation of the experimentally revealed anomalous growth of
large-scale fluctuations, as well as of the singular pattern of behavior followed by a number
of thermodynamic functions close to the critical point. This idea was subsequently extended
to cover description of attendant kinetic phenomena. Among them are the increase of the
time of thermal relaxation, slowing down of the mutual diffusion of substances close to the
critical points of the solutions, variation of the pattern of Brownian motion, decrease of the
coefficients of thermal diffusivity close to the critical point of a pure liquid, the anomalously
high absorption of ultrasonic vibrations, critical opalescence and others [68-70]. Signifi-
cantly, kinetic phenomena occurring close to the critical point are assigned to the existence
of a characteristic frequency, expressed in terms of the equilibrium radius of interaction of
large-scale fluctuations (correlation radius).

The similarity of the critical phenomena observed in objects of different nature sug-
gests the possibility of unified description of the interrelation of certain physical quantities
(order parameters) in the vicinity of the critical point with a simple power function, for
instance, reduced temperature τ = (T −Tc)/Tc, or some other reduced parameters of similar
type, Pj(τ) = Bjτ

−δj, where Bj is a numerical coefficient, and δj is the critical index of
the quantity Pj. In particular, the asymptotic behavior of the susceptibility ∂ρ/∂P, density
∆ρ = ρ− ρc, correlation radius rc (a quantity approaching in its sense the average size of a
fluctuation), specific entropy S, heat capacity CV , CP and other parameters in pure liquids,
concentration y and chemical potential µ in solutions are expressed with unified temperature
dependences:

∂ρ/∂P, ∂x/∂µ ∼ τ−γ; CV , CP ∼ τ−α; (ρ− ρc), (S − Sc), (x− xc) ∼ τ−β; rc ∼ τ−ν .

Numerical values of the critical indices α, β, γ, ν can be obtained only from exper-
iment or from microscopic theory. The values of these indices, derived from experiment, or
from analytical and numerical solutions for lattice-type models (Ising, Heisenberg, Berlin-
Katz etc.) turn out to be invariant (equal or very close in magnitude) for phase transitions
of different physical nature and are defined only by the dimension d of the space under
consideration and the corresponding type of symmetry (order parameter) [68,80,81]. This
versatility can be assigned to the cooperative nature of the critical phenomena, which stems
from the properties of the totality of particles rather than from individual properties of each
particle. The spatial scale of their interaction exceeds by far the average separation between
particles. The size of density fluctuations grows as one approaches the critical point, up to
hundreds and even thousands of Angstroms, to become comparable to light wavelength, and
their amplitude reaching, by order of magnitude, the average values of the density proper.
This accounts for the opalescent, finely dispersed structure of material observed in the critical
region, which, as already mentioned, is usually referred to as “a gas of liquid droplets”.

The free Helmholtz energy can in this case be presented as consisting of components of
the regular part and a non-analytical uniform function of its arguments. In such a system, it
contains a term proportional to the number N of the “gas droplets” formed F = F0+kTcN =
= F0 + 3kTcV/4πr

3
c , where F0 is the regular part of free energy F, which does not depend on

the closeness to the critical point; V is the volume of the material, and 4πr3
c is the volume

of droplet in three-dimensional space. Invoking the power-law dependence of the correlation
radius rc on temperature in the form rc ∼ τ−ν , one can readily obtain an expression for
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the singular part of heat capacity at constant volume CV ∼ (∂2F/∂T 2)V ∼ τ 3ν−2 ∼ τ−α.
Now this expression yields a relation connecting the critical indices of the heat capacity
and correlation radius in three-dimensional space, 3ν = 2 − α. One can then employ the
standard similarity relations to establish the relation connecting the two remaining indices
α + 2β + γ = 2, α + β(1 + δ) = 2, dν = 2 − α; we see that in the general case, the
number of independent critical indices is always two. The numerical values of these indices,
derived theoretically by L. Onsager and C. Wilson [82–86] for the plane and three-dimensional
Ising lattice and supported by numerous measurements [68], are α = 0.11, β = 0.325, and
γ = 2− α− 2β = 1.24, respectively.

Idealized model concepts of the scaling theory suggest that far from the critical point
fluctuations are statistically independent, so that random variations of state at a given point
of the sample do not affect other parts of the system. Significantly, at the critical point,
the radius of correlation (of fluctuation interaction) becomes theoretically infinitely large,
enveloping all of the material [68,79,87–90]. In real systems, however, their susceptibility to
external perturbations of various physical origins (gravitational and electric fields, surface
forces and shear stresses, nonideal nature of samples and presence of boundaries etc.) also
grows ∼ τ γ, as one approaches the critical point, so that even small perturbations ∆E � kT
will be able to distort the pattern of a phase transition by 3 − 4 orders of magnitude [68].
This not only significantly complicates measurements in an experimental study, but can, at
an infinite growth of susceptibility of the system to external influence, culminate in notice-
able suppression of critical fluctuations by an external factor. This may result in restoration
in the system of the mean-field “classical” behavior with the corresponding set of critical
indices close to the critical point, with the area in the immediate vicinity of it becoming
again a region of the Van der Waals type. An analysis of this possibility is offered in Ref.
[91]. It is shown that in the general case, the pattern of universal behavior for systems
near the critical point may include both a transition from the “mean-field” classical behav-
ior to that of the Ising type, whose position is defined by the Ginzburg criterion [92], and
the appearance in its nearest environment of a reverse transition from the renormgroup to
“mean-field” classical behavior. At the same time, as follows from the data presented by the
same author, the transition in the reverse direction expected to occur far from the critical
point in pure liquids is not observed experimentally [93]. Now, our own experimental data
provided a basis for an analysis of the universal relations connecting critical indices and
amplitudes. Consideration is also given to the “pseudospinodal hypothesis” concerning the
possible existence of a “pseudospinodal”, i.e., of a line, all points of which would possess the
properties of a critical line, i.e., a line, on which the isothermal and adiabatic compressibil-
ities, isochoric and isobaric heat capacities diverged simultaneously. It is shown that this
possibility is provided only at one and the only “critical” point, which lies simultaneously
at the bimodal, spinodal and critical isotherm.

The transcritical state of matter can be employed as an initial approximation in
describing its variations far from the critical point by introducing proper corrections to the
asymptotic laws. In particular, in this way it becomes possible to describe the state of dense
gases and liquids within a fairly large range of parameters, where, in contrast to solids and
rarefied gases, straightforward calculation of thermodynamic quantities is impossible because
of the uncertainties involved in particle interaction [68]. At the same time, despite numerous
attempts undertaken in derivation of a scaling equation of state in physical variables which
could be used to calculate the singular component of interest, these attempts have not thus
far met with success. This possibility appeared with the use of a transition proposed by
Josephson and Scoffield to a parametric form of equation in polar coordinates without direct



266 A.N. Kovalenko, N.V Kalinin

expression through physical variables [94,95]. This transition is graphically interpreted in
Fig. 2 [68]. Its application turned out, however, to be inconvenient in approximation of
experimental data and fairly difficult in the calculation of standard tables and matching
with other equations of state, including those of the virial form, which adequately describe
the behavior of various characteristics of material far from the critical point. Development of
methods which could be employed in derivation of a unified scaling equation of state which
would be free of the above shortcomings is still under way. Indeed, a nonparametric equation
of state in the “density–temperature” physical variables has recently been obtained [96]:

F (ρ, T ) = F0(T ) +RTkf(ω, t) |∆ρ|δ+1 a1(x) +RT ln ρ+RTω

n3∑
i=1

j3(i)∑
j=0

Cijτ
j
1 (∆ρ)i.

Fig. 2. Parametric presentation of the Sterling equation of state close to the
critical point in polar coordinates

This equation satisfies the power laws of critical phenomena. It covers a broad range
of parameters, including phase equilibrium lines (from the triple to the critical point), and
metastable and single-phase regions, dense gas and liquids down to the solidification line in
that number. Here, ω = ρ/ρc is the reduced density, δ is the critical index of the curve of
the critical isotherm, f(ω, t) = exp(−a∆ρ2/ 5

√
ω)/T is the transition (crossover) function for

a qualitatively correct description of the virial coefficients, a(x) is a scaling function of the
Helmholtz free energy in the form a(x) = A1(x+ x1)2−α +A2(x+ x2)2−α +B1(x+ x3)γ +C,
whose parameters are calculated through the critical indices and the value of the scal-
ing variable x = τ/|∆ρ|1/β at the saturation line. As a measure of separation from the
critical point, we can use here the isothermal compressibility KT = ρ−1 (∂ρ/∂p)T , assum-
ing that it behaves similarly at the critical and non-critical isochores. The assumptions
made here fit the phenomenological model of A. A. Migdal on the analyticity of the iso-
clinic line H(m) = m + ϕ3ηι

3 + ϕ5ηι
5 + . . ., where H = ∆µ[PcV

2
c (∂ρ/∂µ)](β+ν)/ν , and

m = ∆ρ[PcVc(∂ρ/∂µ)]β/ν [97], as well as the hypothesis of J. Benedek on the functions
KT (ρ, T )|ρ=ρc ∼ KT (ρ, T )|ρ 6=ρc ∼ τ−γ following analogous behavior [98]. A comparison of
the calculation results with data accumulated from a number of well-studied materials of
technological significance, including cryogenic gases and liquids, as well as refrigerants of a
variety of molecular structures (refrigerant R23, argon, perfluorpropane), suggests [96] that
the scaling equation of state developed reproduces with a high accuracy the thermodynamic
properties throughout the range of parameters specified above.
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Because this approach has not yet enjoyed application in development of similar
scaling equations of state for metals, the variations of their physical state in the course of a
phase explosion are described by invoking semiempirical equations and models of transport
coefficient calculations of various kinds. In the calculations presented below, we made use of
wide range semi-empirical equations of state permitting description of the state of material
in the condensed, gas, plasma and two-phase region of the phase diagram.

4.2. Phenomenological modeling of critical phenomena and thermodynamic
stability of one- and two-phase systems in the mean-field approximation

If the linear dimensions of phases are large enough, one can neglect the curvature of
their interface. In this case, thermodynamic equilibrium sets in when their temperatures,
pressures and chemical potentials are equal [67,69]:

T ′ = T ′′ = T ; P ′ = P ′′ = P ; µ′(T, P ) = µ′′(T, P )

These equations define the interfaces for the regions of single-phase liquid and equilibrium
two-phase (liquid–vapor) states of matter–the binodal.

For the Van der Waals type state equations, this system can be used to derive
Maxwell’s “equal areas” condition, which in the subcritical region of the diagram of state
(T < Tc) is combined with the equation of state P = P (T , ρ) to produce a system of
equations for finding the equilibrium pressure Pb(T ) and densities of liquid ρ′b(T ) and vapor
ρ′′b (T ) at the binodal. Thermodynamic stability with respect to continuous variations of the
parameters of state is defined here by the condition that the second variation of the internal
energy of a thermodynamic system ε be a positive quantity. For this purpose it is necessary
and sufficient that the following inequalities be met [67,99]:

D =

(
∂2ε

∂s2

)(
∂2ε

∂v2

)
−
(
∂2ε

∂s∂v

)
> 0,

∂2ε

∂s2
=

(
∂T

∂s

)
v

=
T

Cp
> 0,

∂2ε

∂v2
= −

(
∂P

∂s

)
s

> 0

Here, CP is the specific heat at constant pressure, and s and υ are the specific entropy and
specific volume, respectively. These expressions can be readily employed to derive other
useful relations for isodynamic derivatives as well:(

∂P

∂v

)
T

= − 1

βT v
= D

(
∂T

∂s

)−1

,

where βT is the coefficient of isothermal compressibility.
To sum up, for stable states:(

∂T

∂s

)
p

> 0;

(
∂P

∂v

)
T

= − (βT v)−1 .

The inequality D < 0 defines the unstable state region for the homogeneous phase, in which
any perturbations grow until it transfers to the equilibrium two-phase state. The equation
D = 0 identifies the boundary of the phase state parameters stable with respect to their
continuous variations, i.e., spinodal. For instance, for the Van der Waals model the equation
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for the spinodal in dimensionless variables reduced to the parameters of the critical point
reads as:

4 θ ϕ3 − 3 ϕ2 − 6 ϕ− 1 = 0 ,

where θ = T/T c, π = P/P c, ϕ = υ/υc are dimensionless variables. Estimates can be
conveniently obtained with the equation for spinodal derived in terms of the “hole” theory
of liquids [100]:

π ∼= 10 θ − 9

The coefficients of thermodynamic stability for the liquid phase at the spinodal pass through
zero values: (

∂P

∂ν

)
T

= 0,

(
∂µ′

∂n

)
(ν,T )

= 0,

(
∂T

∂s

)
P

= 0,

while the thermodynamic fluctuations related to them through the expressions:(
∂P

∂v

)
T

= − k T
〈ν2〉

;

(
∂T

∂s

)
p

=
k T 3

〈∆h2〉
,

grow sharply, a factor which may cause dispersion of the liquid.
In the supercritical region (T > Tc, P > Pc), the transition of material from the

condensed to gaseous state takes place under continuous variation of its density within the
temperature interval which corresponds to the region of thermodynamic hypostability of the
state of material to development of fluctuations of its thermodynamic characteristics. The
boundary of existence of a condensed phase in the supercritical region of the diagram of
state (quasispinodal is the curve of supercritical liquid–vapor transitions) is defined by the
points of extrema in the course of the thermodynamic stability coefficients of the condensed
state [35,38,44,49,65,66]:(

∂P

∂v

)
T

< 0;

(
∂2P

∂v2

)
T

= 0;

(
∂µ

∂n

)
v,T

> 0;

(
∂2µ

∂n2

)
v,T

= 0,

and is actually a continuation of the binodal into spinodals beyond the critical point. All
branches of the binodal, spinodals and quasispinodal converge to the critical point. The co-
efficients of volumetric expansion and isothermal compressibility at the quasispinodal points
pass through the final maxima. This opens the possibility of deriving the equation of qua-
sispinodal from experimental data on the coefficients of volumetric expansion or isothermal
compressibility in the supercritical region.

The spinodal–quasispinodal equation was calculated from available experimental data
for mercury, whose physical properties were studied in considerable detail. These calculations
resulted in the following equation:

π ∼= 11.1 θ − 10.1

This equation draws upon the law of corresponding states and can apparently be
extended to other metals as well. Thus, if one knows equations of state P = P (T, ρ) and
ε = ε (T, ρ) or has experimental data on the physical characteristics of the material, it
becomes possible to establish the boundary of thermodynamic stability of a material with
the use of the above relation.

To disperse a material by subjecting it to thermodynamic instabilities, the heating
conditions employed should provide the attainment of extreme metastable states, which
in the subcritical region of the diagram of states, are defined by the spinodal, and in the
supercritical region, by the quasispinodal. We analyze below the main factors which plague
solution of this problem. In the conditions characteristic of “fast” EEW, when instabilities of
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other than thermodynamic nature play a limited part, these factors are surface vaporization
and heterogeneous boiling.

4.3. Vaporization and dispersion of metal under high-power pulsed heating
with a high-density current

Formation of a vapor nucleus in a liquid being limited by inertia and nonequilibrium
processes, vaporization starts on the free surface of the liquid. Because the vapor forming in
the process allows stronger compression that the liquid, the local velocity of displacement of
the interphase cannot exceed the sound velocity at the corresponding point of the binodal.
The time taken by a rarefaction wave to propagate to the center of the volume occupied by
the liquid and back may be considered as a characteristic “sonic” time scale.

4.3.1. Vaporization wave in metals. If the heating conditions of a liquid are such that the
latent heat of evaporation enters the liquid in a time longer than the “sonic” time, the
system is in the regime of quasi-steady state evaporation from the surface. In this regime,
the temperature at the interphase can be assumed to be determined by external pressure
and to remain constant. In the case when the latent heat of evaporation is injected into the
liquid during the “sonic” time, and the number of centers of heterogeneous boiling ready to
operate is not large enough, the process dominating the mechanism of vaporization will be
evaporation from the surface, whose temperature will grow in the course of liquid overheating.

We are interested in more powerful regimes of liquid heating, in which the latent
heat of vaporization is injected into the liquid phase in a time much shorter than the “sonic”
time. In this case, the internal, not yet expanded regions of the liquid, will suffer overheating
substantially above the temperature determined by the binodal at the corresponding local
level of pressure. In these regions, conditions favoring the generation of homogeneous volume
vaporization will become achievable. In the vicinity of vapor bubble formation, the liquid
becomes strongly locally overheated, which initiates a still more intense growth of evapora-
tion. This process may also become compounded by the formation of local electric arcs at
the bubbles.

The “sonic” time can be estimated not from the real surface evaporation rate but
rather from its maximum value, which is equal to the local sound velocity in the two-phase
region at the binodal points [11-13,20,101]. Recalling that at the binodal the pressure Pb(T )
and density ρb (T ) of the liquid phase depend only on temperature, we obtain:

vs =

√ (
∂P

∂ρ

)
s

∼=

√
T

Cv ρb (T )
· dPb
dT

In interpretation of the EEW experiments, this velocity was termed the velocity of
“evaporation wave” in metals [11-13,20]. The dependences of the evaporation wave velocity
calculated from this relation fit well enough the experimental results obtained in the initial
region, but the discrepancy between the calculations and experiments was found to grow
with increasing temperature. This does not come as a surprise, because the conditions in
an overheated metal may become favorable for the onset of volume evaporation, a process
developing with increasing overheating.

4.3.2. Volume boiling-up of a metal heated by a high-density current. Volume boiling-up of a
liquid metal can be both heterogenic, i.e. develop on already available vaporization centers
(structural inhomogeneities, charged particles and so on) and homogeneous, a process in
which a water droplet nucleus is borne by thermodynamic density fluctuations.
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In the regimes considered by us here, the necessary condition making possible spon-
taneous boiling-up of a liquid metal is metastability of its state, which can be reached by
overheating the liquid above the temperature of its quasistationary boiling in the given ambi-
ent conditions. The appearance in the liquid of a “critical” vapor nucleus capable of growing
as a center of volume vaporization is accompanied by overcoming a peculiar energy barrier.
It can be correlated with the work spent in formation of this vapor nucleus in a given ther-
modynamic state of the liquid Wcr. This work accounts for the probability of spontaneous
formation of a vapor nucleus in an overheated liquid and, eventually, for the frequency of
homogeneous vaporization, i.e., the number of critical vapor nuclei per unit volume and per
unit time [35,38,44,49,65,66]:

dNcr

dt
= B (T, P ) · exp

(
−Wcr

kT

)
· exp

(
−τp
t

)
where τp is the relaxation time in establishment of steady-state regime of nucleus formation
following instantaneous overheating of the liquid (estimates yield τp 6 10ns;) B (T, P ) ∼=
1023cm−3s−1 is a weakly temperature- and pressure-dependent function.

The work expended in formation of a viable vapor nucleus of volume υB of a metastable
liquid is [35,38,44,48,49,56,65,66]:

Wcr = αs+ (P ′ − P ′′)v′′ +WB

where α is the surface tension coefficient; s is the surface area of the forming vapor nucleus;
P ′P ′′ are the pressures in the liquid and the vapor nucleus, and WB is the work against the
electromagnetic forces, with the dominant contribution to it coming from the work spent on
the increase in the inductance of the system associated with formation in the liquid metal
of a vapor void [48,56]:

WB
∼=
µ0

8π

∫∫
[J(r)J(r′)− J0(r)J0(r′)]

dv′dv

|r − r′|
,

where J0, J are the currents flowing through the conductor before and after formation of the
vapor nucleus. The volume of the work spent in formation of the vapor void depends on
its shape. This accounts for the possibility of generating critical nuclei of various shapes.
The dimensions of the critical nucleus of a fixed shape correlates with the maximum value
of Wcr,while the actual shape of the nucleus is derived from the condition of minimum Wcr.

Close to the binodal, the work expended in formation of a critical vapor nucleus of a
critical shape in an overheated liquid can be estimated from the relation [20,32]:

Wcr
∼=

16

3
π
a3(v′′)2

Λvapε2
T

+
π3

4
µ0
a3(v′)3

Λ3
vapε

3
T

J2
0 ξ(l

2
B +R2

0) ln

(
εTΛvapR0

2av′′

)
Here, a = 2α/(P ′′ − P ′) is the nucleus radius; R0 is the characteristic size of the conductor

cross section; lB ∼= 2
√
τ/ (µ0 σ) is the distance the magnetic field has passed by diffusion

during the time τ the nucleus took to form (estimates yield τ ≈ 0.1−1 ns); εT = (T − Tb) /Tb
is the relative overheating of the liquid metal; Λvap (T ) , Tb are the latent heat of evaporation
and temperature at the binodal, and coefficient ξ = 2(σ′ − σ′′)/(2σ′ + σ′′), where σ′, σ′′ are
the values of electric conductivity of the liquid metal and of the vapor Significantly, as a
rule, R0 � lB � a.

Thus, Joule heating of a metal by electric current is characterized by an increase in
the work expended in the formation of a critical vapor nucleus and of the time one spends
in waiting for its appearance, compared with the case of other than Joule heating of liquid
metal, for instance, with laser or beam energy injection. For small overheatings, εT → 0,
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homogeneous creation of a viable nucleus is met with difficulties, Wcr → ∞ Increasing
the overheating brings about a sharp lowering of the activation barrier of Wcr and, hence,
increase of the probability of homogeneous nucleus formation and of development of homo-
geneous boiling-up of the liquid metal. The lowest value of Wcr corresponds to the highest
possible overheating of the condensed phase εT = εcrT , which for the given outer conditions is
determined by the temperature related to the spinodal, where the thermodynamic stability
coefficients pass through zero values.

Estimates of the metal overheating needed for the onset of homogenous vaporization,
(dN/dt)cr > 1cm−3s−1, suggest that the frequency of spontaneous vapor generation grows
strongly within a comparatively narrow temperature interval. For the first homogenous
nucleus to appear, after which their number grows in an avalanche, the metal should be
overheated close to the highest possible level, which corresponds to a very small environment
of the critical point.

Reaching conditions favorable to homogeneous boiling-up of the liquid phase can be
hindered by heterogeneous boiling developing on the already viable centers of vaporization,
which starts at temperatures only slightly exceeding the temperature of quasi-stationary
boiling. But if the specific power of heating of the liquid phase is high enough, it can be
overheated if it contains artificial viable centers of boiling. This can be realized if we provide
a specific energy input into the liquid which would exceed considerably the energy expended
for heterogeneous boiling on the already available centers. This heating regime received the
name “impact” regime. Its operating conditions are formulated by the relation [35,38]:

K =
Qv

Λvapϕ
1
k

(
3

4π

1

Ω0

ρ′

ρ′′

) 1
3k

· ε
1

3k−1

T � 1.

Here, Qυ is the specific power of the “impact” energy input, Ω0 is the given concentration
of heterogeneous boiling centers, and ρ′, ρ′′ are the densities of the liquid and vapor, re-
spectively. The growth of the heterogeneous nucleus is approximated by a power-law form

r (t) ∼= ϕ (t) tk, 〈ϕ〉 = 1
τk

τ

∫
0
ϕ (t) ktk−1dt, where ∆τ is the time taken by a heterogeneous

vapor nucleus to grow, and < ϕ > is the value of function ϕ(t) averaged over the tempera-
ture interval Tb 6 T 6 Tcr. The condition of “impact” heating can be presented in a more
compact way with the relation:

τ ′′

∆τ
ε

1
3k
T � 1,

where ∆τ = ΛvapεT
Qv

, τ ′′ = 1

ϕ
1
k

(
3

4π
1

Ω0

ρ′

ρ′′

) 1
3k

is the time needed for boiling out of all of the liquid

present on the heterogeneous centers. The law by which the nucleus radius grows in this case
can be adequately approximated in terms of the thermal approach, in which the penetration
of the liquid evaporation surface inside a nucleus is determined by the heat input:

r(t) ∼= 2

√
3

π

b′

Λvapρ′′
(T − Tb)

√
t,

where b′ =
√
ρ′λ′C ′, and λ′ and C ′ are the heat conductivity and heat capacity of the liquid,

respectively.
The above mechanism of metal boiling-up is realized at pressures P < Pcr and within

a specific range of metal heating power variation. The lower boundary of this range is defined
by the criterion of homogeneous boiling-up, and its higher boundary, by the condition of
steady-state homogeneous formation of vapor nuclei, τm > τc � τp. Here τm is the maximum
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time during which heterogeneous boiling can be neglected, τc is the time in which ultimate
overheating is reached at a given specific heating power, and τp is the time during which
steady-state homogeneous formation of vapor nuclei in overheating liquid sets in.

4.3.3. Attainable overheating and heterogeneous boiling of liquid metals. The metallic state
of a material is determined by the existence of free electrons; for normal metals there are not
less than one of them per atom. At high enough temperatures (T > 0.5 eV, the concentration
of charged particles close to the binodal becomes so high that they can become centers of
heterogeneous volume vapor generation. Such a mechanism of vapor formation in metals with
a low critical temperature (Tcr ∼ 1 eV, e.g. aluminum, copper etc.) can become realized in
isentropic conditions [102]. Under certain conditions specified below, heterogeneous vapor
formation on charged particles can proceed in a high-power pulsed heating of a liquid metal
as well.

The level of overheating of a liquid metal above which charged particles become
centers of volume heterogeneous vapor formation can be estimated from the relation [102]

εcT
∼=

3

2
√

2

α ω

ΛvapkBζ
,

where α is surface tension, and the coefficient ζ = e2/ 3
√

16πα. By substituting εcT into the
condition governing the onset of “impact” heating, we come to an estimate of the minimum
rate of heating of a liquid metal Ṫ , at which heterogeneous boiling of liquid metal on charged
particles cannot already resist development of homogeneous volume evaporation initiated by
fluctuations:

Ṫ �
(

3

4π

1

ϕΩ0

)− 1
3k εcT
Tb
.

Here, Ω0 is the concentration of centers of heterogeneous boiling, which in the case under
consideration coincides with that of charged particles.

The presence of charged particles close to the binodal shortens the time during which
metastable states of the liquid metal persist up to their breakup into equilibrium two-phase
states. Under the present conditions, it is primarily governed by the time a vapor nucleus
takes to grow to equilibrium size, for which numerical estimates yield ∼ 1 ns, with the time
of metastable state decay ∼ 0.1 − 1 ns. Significantly, the time the liquid metal spends
in metastable states before the first vapor nucleus born in fluctuations appears extends to
approximately τ > 1− 10 ns.

If the characteristic times of volume evaporation are shorter than the “sonic” expan-
sion time of a liquid metal, the above analysis suggests the following pattern for volume
vapor formation in liquid metals. At heating rates Ṫ 6 1010 K/s, liquid metal overheats
insignificantly in the heterogeneous boiling initiated by charged particles. Therefore the
conditions needed for the onset of homogeneous boiling-up are not met. To disperse a liquid
metal in the conditions supporting homogeneous formation of vapor nuclei, the heating rate
should be Ṫ > 1010 K/s.

5. EEC modeling based on similarity criteria

It is assumed that the EEW regimes most appropriate for the preparation of metal
nanopowders are those providing current pause and maximum energy injected into the con-
ductor by its beginning. Such regimes were defined in terms of the theory of dimension-
alities and similarity (Kotov Yu.A., Azarkevich E.I., Sedoy V.S., Krivitskij E.V. et al.)
[20,32,58,103]. The region of the initial conditions in which EEC develops in the regime
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with a current pause was identified by generalization of the available experimental data.
One employed for this purpose the similarity criteria derived from an analysis of the di-
mensionalities of the physical parameters of the phenomenon and phenomenological ideas
bearing on its mechanism. For wires of diameter d, the similarity criteria modeling EEC in
the stages preceding firing of the discharge have the form:

Π1 =
R0

Z0

, Π2 =
C0 U

2
0

d4ε0σ0Z0

, Π3 =
v0

√
L0C0

d
,

where ε0 and σ0 are the characteristic values of internal energy and electric conductivity
of the metal, v0 is the velocity of the rarefaction wave in the metal, and Z0 is the wave
resistance of the discharge circuit. In analysis of experiments performed with conductors
prepared from the same metal, its characteristics ε0, σ0 and v0 may be dropped, to transfer
instead to the generalized variables:

λ = l

(
nd2

√
L0

C0

)
, ε =

C0U
2
0

n2d4
√
L0/C0

, ν =

√
L0C0

d
.

These variables were employed in a quantitative description of the region of initial
conditions in the electric explosion of copper wires in the regime with current pause. In
particular, for the critical wire length we obtain:

λcr ≈ A
(
10−6ε ν

)b
,

where λcr is expressed in (mm−1.Ohm)−1, ε – in J/(Ohm.mm4); v – in mkc/mm; A =
(1, 35±0, 03) ·103; b = 0, 358±0, 014. For wires of critical length, the overvoltage coefficient
can be found from the relation:

Umax
U0

∼= 0.45
(
10−6ν

)−0.2
exp

[
−0.011

(
10−6ε

)
ν
]
.

Applying a similar approach to the problem of generalization of experimental results,
it was demonstrated that EEW regimes developing in conditions without the current pause
can be modeled with the use of the above similarity criteria Π1, Π2 and the criterion:

Π4 =
A0 l

3

U2
0

√
L0C0

.

Here, A0 is a constant characterizing the properties of the medium in which an EEW is
conducted; for an underwater EEC, for instance, A0 ≈ 104 Vcm−2. The magnitude of
overvoltage can be derived with the use of an approximate expression

Umax
U0

∼= 20 4
√

Π2
3
√

Π4.

While the criteria relations are certainly useful in practice, they are applicable only in
the ranges of variation of the working conditions for which they were derived. In view of the
area of applicability of any criterion relations being limited, one has to support activities in
the field of engineering EEC research based on the theory of the related dominant processes.

6. MHD modeling of physical processes involved in an electric explosion in a
metallic conductor

Complex numerical investigation of the main physical characteristics of dispersion
draws from the modified model of magnetic radiation hydrodynamics applicable within a
broad range of states (condensed, liquid, gaseous, plasma) [46, 104-162]. It encompasses the
critical point and the metastable region, as well as transport coefficients for various kinds
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of processes involved in electric- and thermal conduction. In contrast to the conventional
MHD model, this model takes into account the radiation component of energy exchange
and describes magnetic field diffusion into a conductor, Joule heating, heat transport by
electron and radiative heat conductivity, expansion and compression of the medium, includ-
ing formation of shock waves. A possibility is provided for using various equations of state
and of interpolation models for computation of transport coefficients. In a one-dimensional
single-temperature approximation and in the case of cylindrical symmetry, this computa-
tional model is described by the following system of equations expressed in mass Lagrangian
coordinates [33]:

dr

dt
= u;

du

dt
= −r∂P

∂s
+ F ;

d

dt

(
1

ρ

)
=

∂

∂s
(ru) ;

dε

dt
= −P ∂

∂s
(ru) +QJ −

∂W

∂s
;

W = −χρr ∂T
∂s

;

d

dt

(
B

ρr

)
=
∂E

∂s
; J =

ρ

µ0

∂

∂s
(rB) ;

F = −JB; J = σE; QJ =
σE2

ρ

Here, r is the radius (Eulerian spatial variable), s is the Lagrangean mass variable,
u is the mass velocity, t is the time, ρ and T are the density and temperature of the material,
E is the axial component of electric field strength, B is the azimuthal of magnetic field, J is
the axial component of current density, Qj is the specific power of Joulean heating, F is the
Lorentz force; P = P (T, ρ), ε = ε(T, ρ) are the pressure and specific internal energy of the
material, and σ = σ(T, ρ); χ = χ(T, ρ) are the electric conductance and heat conductivity of
the material. One considers here two regions separated by a moving boundary r(t). These
are the regions occupied by the material of exploded conductor and by the medium in which
the explosion takes place, accordingly.

The system of MHD equations is supplemented by the equations of the electric con-
tour, which describe the variation of the current and voltage in components of the discharge
circuit, with due account of their capacity, inductance and active resistance, as well as of
the characteristics of the source and environmental medium:

d

dt
[(L0 + L1)J ] + U1 +R0J = Uc,

dUc
dt

= − J

C0

.

Here, L0 and R0 are the intrinsic inductance and active resistance of the circuit, C0 and U0

are the capacity and charging voltage across the capacitor battery, LV is the inductance of
the conductor–return current lead, and U1 is the voltage at the exploding conductor. To
take into account the magnetic field in the environment, a variable inductance is included
into the circuit substituting the circuit with the conductor. These equations are solved for
the initial conditions J(t = 0) = 0, Uc(t = 0) = U0, combined with the system of MHD
equations.

Electric conductivities in single-phase regions are calculated with wide-range inter-
polation models [133-143, 149-162]. Significantly, these models describe in whatever approx-
imation one chooses, the variation of the electric conductivity for a continuous variation of
the density of material, from solid-state values to the levels characteristic of gases and the
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plasma. Thermal conductivity in single-phase regions was reduced from the Wiedemann–
Franz law. In the region of two-phase states, determination of effective transport coefficients
rests on the well-known model of the heterogeneous medium, which takes into account its
phase composition and structure (mutual phase arrangement) [163]. The extensive charac-
teristics of the material (specific volume, internal energy, enthalpy) in a two phase region are
related to the corresponding characteristics of individual phases through the expressions:

ρ = gρ1 + (1− g) ρ2; ε = gε1 + (1− g) ε2.

Here, g is the concentration of the first phase in the mixture, ρi, εi are the density and
specific internal energy of phases at the coexistence boundary (binodal), which depend on
one thermodynamic variable only, the temperature.

Numerical modeling (simulation) permits one, in particular, select a priori needed
EEC regime by properly matching the initial working conditions (physical properties and
dimensions of the conductor to be exploded, density of the environmental medium etc.), with
the pulsed system of accumulation and transport of energy into the conductor. Its specific
power and magnitude, combined with the homogeneity of distribution over the conductor
cross section, are dominant factors in reaching the required physico-chemical properties of
nanopowders as products of electrical explosion-based dispersion of a metal. Geometrical
characteristics of the conductors to be exploded also markedly influence the possibility of
developing instabilities, just as unfavorable effects of a dense environmental medium. In this
regard, various conditions involved in electric explosion of conductors in the form of wires,
plane plates and thin-walled cylindrical shells were modeled in rarefied gas and liquid water
medium, with the temperature and density of the material being varied within a broad range
of temperature and density of the material (from the condensed to plasma states), depending
on the specific density of injected energy.

Calculations revealed that the part played by MHD “waist”-type instabilities in an
electric explosion of a foil is insignificant. As for the uniformity of energy injection, however,
it is impaired because of the nonuniform distribution of current density over the width of
the foil as a result of edge effects. Edge effects can be eliminated by enclosing a plane foil
into an envelope. It is these considerations that account for our having chosen the exploding
conductor in the form of a thin-walled metallic shell encompassing a rigid dielectric cylinder,
with the return current conductor in the form of a massive metallic rod extended along the
cylinder axis (Fig. 3).

Such a configuration of the load has one more asset—indeed, it makes possible re-
ducing to a minimum the inductance of the “load—return current” element of the electric
circuit, an essential point in reaching high discharge current rise rates. In this case the
load may be placed into a chamber, a reactor of an arbitrary shape and size. Preliminary
estimates showed that a pulsed source of energy intended for experimental studies should
generate current pulses with a leading edge < 10 ns and amplitude of up to 100 kA. For
this purpose, one can use a high-voltage pulse generator, with pulse leading edges on the
order of 1 ns and amplitudes of up to 200 kV, which was developed at the Ioffe FTI for
an “Extreme-M” experimental facility. The basic diagram of the heavy-current electric dis-
charge circuit developed for this facility, complete with the equivalent electric circuit and
the corresponding diagram, which was employed in numerical studies of Z discharges, is dis-
played in Fig. 4. In the present work, the sharpening capacitance was not included, with the
shortening switch S and circuit breaker with a steeply growing resistance Rf (t) employed in
physical and numerical electric circuit switching experiments.
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Fig. 3. Diagram of a typical arrangement of exploding conductor in the dis-
charge chamber (a) and a version of its replacement with a thin-walled cylindri-
cal shell mounted on a rigid dielectric cylinder, with a return current conductor
– a massive metallic rod fixed on the cylinder axis (b). Notes: a: 1 - exploding
conductor; 2 - return current conductor. b: 1 - exploding thin-walled metal-
lic cylindrical shell; 2 - return current conductor; 3 - rigid dielectric cylinder;
4 - water medium; 5 - wall discharge chamber

MHD calculations of a thin-walled metallic shell suggest the possibility of building up
the required EEW regime in a water medium, which would provide uniform energy injection
into the metal and a current “pause”.

Indeed, Fig. 5 demonstrates the behavior with time of the discharge current, voltage
and energy injected into the conductor. We readily see that energy is injected into the mate-
rial predominantly in the stage of the “explosion as such”. Significantly, the main condition
of matching of the conductor with the power supply is fulfilled, namely, the energy of the
magnetic field stored in inductive elements of the electric circuit should be approximately
equal to that of metal sublimation.

The data displayed in Fig. 6 show that conductor heating in the initial stage (stage
of the conductor “waiting” for the explosion) preceding the stage of the explosion proper
is uniform. The nonuniformity of Joule heating of the metal caused by the diffusion of
electromagnetic field is seen to level off rapidly, with the distributions of current density and
Joule heating over the shell cross section becoming practically uniform in the time which is
shorter than the time the conductor is “waiting” for the beginning of the explosion proper,
i.e., for the beginning of the discharge current fall-off [33].

Besides calculation of the transition process in the circuit, distribution of the electro-
static field in the apparatus in the vicinity of the load was studied. The distribution of the
field in the regions where current and voltage are supplied to the load is shown in Fig. 7. The
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Fig. 4. Equivalent electric circuit (a) and the corresponding diagram (b) of
the heavy-current electric discharge circuit which was employed in numerical
studies of Z-discharges in the Extreme-M equipment

Fig. 5. Variation of discharge current, voltage and energy injected into the
conductor of a thin-walled metallic shell during EEW in a water medium. Here
I0 is the short circuit current, Em, Ws are the maximum values of voltage and
energy
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Fig. 6. Variation of the distributions of the relative electric field strength and
of the temperature over the shell cross section in the course of Joule heating
in the initial stage (conductor before explosion) preceding the stage of the
explosion proper at different moments of time (ns)

data obtained in the calculations were employed to determine the probability of breakdowns
in the separating diaphragm when current is supplied to the operating inductive load.

Fig. 7. Distribution of electrostatic field in the region of voltage supply to the load

Incidentally, approach to the critical point in metals is accompanied by a sharp drop
of electrical conductivity resulting from free electron scattering from small-scale density fluc-
tuations. For metals, however, whose critical temperature is comparable (in energy units)
to the thermal ionization potential (∼ 1 eV and higher) and which near the critical point
can be actually a metallic plasma, electrical conductivity grows again with heating. Because
ionization is one of the most energy-intensive processes (for aluminum, for instance, the melt-
ing heat is 10.8 kJ/mole, sublimation heat—327 kJ/mole, and the first ionization potential
is already 577.6 kJ/mole [164]), under pulsed energy supply conditions, equilibrium among
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different energy dissipation channels does not set in. As a result, material can coexist simul-
taneously in different energy states. Also possible is repeated electric discharge, and, besides
density, temperature, pressure and entropy fluctuations, variations of charge involving a local
violation of electric quasi-neutrality of the plasma can form as well. The ambipolar electric
field generated in these conditions should bring about a decrease of density fluctuations, in
this way compressing, as it were, the material and raising its critical temperature, and pre-
venting in this way the falloff of electrical conductivity. This could tentatively be assigned to
free electrons leaving high-density regions for more rarefied regions of material with density
fluctuations, as is the case of gaseous plasma supporting the characteristic phenomenon of
double electric layer formation [33].

7. Modeling of the physico-chemical processes involved in condensation of
products of an electric explosion of metallic conductors in a water
environment

Further development of fluctuations experienced by thermodynamic quantities of a
metal as it approaches the critical point by the described scenario, which culminates in a
phase explosion and condensation of its products in the environmental medium, may have
some aspects essential for the formation of condensing nanosized particles and stemming
from the properties both of this medium and of the explosion products proper. The above
results of the numerical analysis stress the importance of imposing limits on the rate of metal
expansion. It appears reasonable to invoke for this purpose high-power heating not of wires
but rather of thin-walled tubular conductors immersed in a dense liquid medium. In contrast
to a rarefied gas, a dense, in particular, an aqueous medium can intensify cooling of a melting
and boiling-up metal of the conductor, thus inhibiting its expansion in the electric explosion.
This medium, however, will experience itself the variations of the thermodynamic state up to
development of supercritical fluids generated by fast local heating, shock wave propagation,
collapse of cavitation bubbles and other similar phenomena described in considerable detail
in the literature [50].

In these conditions, the process of metal vapor condensation reveals its specific fea-
tures, which are associated not only with efficient cooling but with the presence of electric
charge on the particles of explosion products as a result of thermal ionization of the metal
close to the critical point, as well as with their interaction with supercritical water. The
active [(H2O)n(Me)m] complexes formed in the process can transform into nuclei of the new
phase – the metal oxide MemOn. Formation of oxide nanoparticles in the supercritical fluid
thus formed is supposedly governed by a chemical redox reaction accompanied by release of
hydrogen k(Me)+lH2O)l = g(MemOn]+l(H2), where k = gm, l = gn. Such a reactor, with a
proper choice of the metal to be exploded (Al, Ti, Zr etc.), can provide a highly productive
synthesis of oxide nanoparticles. Incidentally, the method of synthesis described above is
potentially capable of producing oxide nanoparticles differing from those of the same oxides
but prepared by electrical explosion of metals in air or other oxygen-containing gas media,
as was proposed in Refs. [43,65,159,165,166], or by hydrothermal synthesis in its classical
methodological approach [167]. The oxide nanopowders formed in the above conditions can
reveal, due to the reducing medium and the high-energy conditions characteristic of local-
hydrothermal synthesis, in particular, a still higher level of catalytic, sorptive and other
functional characteristics than, for instance, those obtained by the traditional hydrothermal
method of their synthesis [168-172].
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Evaluation of the necessary nucleus formation energy (the free Gibbs energy) and of
the critical size of the nuclei corresponding to its maximum (Fig. 8), requires, in the condi-
tions considered here, taking into account the contribution not only of the surface tension
and of the difference between the “particle-environmental medium” chemical potentials but
of the difference between their electric potentials as well. Spontaneous growth of a nucleus
is known to be possible only under further decrease of the Gibbs free energy (Fig. 9). In
the particular case of formation of a spherical nanoparticle and of absence in the system of
spatial constraints described in Refs. [173,174], the Gibbs free energy can be conceived as
a sum of its volume and surface components ∆G = −(4/3)πR3∆µ/Va + 4πR2σ(R). Here,
∆µ > 0 is the difference between the chemical (electrochemical) potentials of a nanoparticle
and of the phase-forming medium, V = (4/3)πR3 is the volume of the nucleus of a spheri-
cal nanoparticle, Va is the molar volume of the material of the phase-forming medium, and
σ = σ(R) is surface tension. The critical size of the nucleus Rkp is found from the condition
of maximum free energy d(∆G)/dR = 0. It is Rkp = 2σ(∞)Va/∆µ if one disregards the
dependence of surface tension on particle size, and Rkp = l0[1 − 2δ/l0 + (2δ/l0 + 1)1/2] –
with its inclusion for small particle radii with the relation σ(R) ≈ σ(∞)/(1 + 2δ/R) where
l0 = σ(∞)Va/∆µ, and δ is the “Tolman length” [175]. The critical Gibbs energy at the point
of the maximum, derived for the case of formation of homogeneous condensation nuclei on
the surface of the nuclei appearing spontaneously as a result of fluctuations of the density
and concentrations of material in the system, disregarding the dependence of surface tension
on particle size, makes up ∆Gkp = (4/3)πR2kp(σ−2/3σ), or one third of the surface energy
of a nucleus. The remaining two thirds are canceled by the chemical component of the excess
energy generated in the phase transition. Incidentally, ∆µ = 2σ(∞)Va/Rkp.

Fig. 8. Dependence of the Gibbs energy and of its components involved in
formation of a nucleus on its radius

The applicability of the general thermodynamic approach to estimation of the ho-
mogeneous formation of particles of small size is limited by the condition in which the
specific surface energy σ(R) ≈ σ(∞)/(1 + 2δ/R) is higher by far than its RMS fluctuations
〈〈∆σ〉2〉 = (kT/8πR)(δσ/∂R)P,S = kTδ σ(∞)/[4πR(R + 2δ)2]. This condition is met for
R� [kTδ/σ(∞)]1/3. Estimates suggest that at a low condensation temperature, the critical
size of the nucleus can make up Rkp = (5÷ 10) · 10−10 m, which is the size of a few atoms.
In this case, adding the next atom will change ∆G in a discrete way, which is incompatible
with the principle of thermodynamic theory by which surface energy and the Gibbs free
energy vary continuously. One has to transfer to the statistical theory of nucleus formation
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Fig. 9. Variation of the characteristics of thermodynamic processes plotted
vs. size of the nanoformations: 1 - spontaneous design process is impossible,
2 - spontaneous design process is possible

based on the parameters of interatomic interaction among individual atoms, with the spe-
cific features of their behavior governing the probabilities of growth and decay of clusters,
in which the relative fluctuations of the number of atoms and energy follow the standard
law ∼ N−1/2 [67]. At a high temperature, this condition of thermodynamic approach for
nanosized particles is met.

Because in supercritical conditions the main factor responsible for homogeneous ag-
gregation of particles associated with surface tension at the liquid—gas interface is inactive,
supercritical water is capable of dissolving substances which are practically insoluble in stan-
dard conditions; some oxides also belong here [176-178]. Subsequently, when the solution
reaches supersaturation, the solid crystalline phase of oxide nanoparticles of about the same
size and with a fairly well developed surface is precipitated. The critical degree of super-
saturation γ = c/cs can be evaluated by expressing the difference of the chemical potentials
obtained above, ∆µ = 2σ(∞)Va/Rkp of the critical nanoparticle nucleus and of the phase-
forming medium, through the concentration c of the material in the supersaturated solution
and its equilibrium solubility cs relative to the crystalline phase. For an ideal solution we
obtain ln γ = ln(c/cs) = ∆µ/RT = 2σ(∞)Va/Rkp RT . The parameters of the solid nuclei
forming in the liquid phase in a supercooled solution can likewise be derived from the above
expression using the relation ∆µ = ∆HΠ − T∆SΠ = ∆HΠ∆T/TΠ where ∆T = TΠ − T s the
supercooling, and ∆HΠ is the enthalpy of the process.

In a similar way, one can obtain quantitative estimates for heterogeneous conden-
sation in formation of a new phase on the already available surfaces (walls of the vessel,
particles of foreign substances acting as condensation nuclei). As follows from these esti-
mates, the work expended for the formation of solid nuclei in heterogeneous condensation
should be smaller than that spent in a homogeneous process by the same factor the volume of
the bubble nucleus on the surface of a condensation nucleus is smaller than the volume of the
sphere of the same curvature. The processes of adhesion and wetting, active in interaction
between the new phase and a foreign surface lower the energy of formation of nuclei, and
the stronger are the adhesion and wetting, the smaller is the degree of supersaturation that
will initiate condensation. The appearance of a charge in a metastable system will likewise
reduce the Gibbs energy of formation for nuclei. Therefore, nuclei carrying a charge form at
lower degrees of supersaturation, primarily because surface tension decreases with increas-
ing electric potential of the surface (as follows from Lippmann’s relation, dσ/dφ = −qs, the
effect being the stronger, the larger is the charge of the unit surface qs).

The above estimates relate to a single nucleus only and disregard the entropy compo-
nent of the energy involved in formation of a mass of nuclei. For low interface tensions, the
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entropy component can cancel out the surface energy and initiate spontaneous dispersion.
Evaluation of the conditions governing formation of nuclei from materials residing in non-
autonomous state in media with spatial limitations, in particular, those resulting from the
presence of nanoparticles of another phase distributed in these media, becomes complicated
significantly, by requiring inclusion of the structure, composition and properties of the lat-
ter. In the case of classically-shaped nuclei (cube, sphere, cylinder), one succeeds in deriving
analytical expressions relating their geometrical characteristics to the size of the nucleus of
the new phase [173,174].

By the theory of M. Volmer and J. I. Frenkel [100,179], the kinetics of condensation-
based formation of a new phase are determined by the rates both of generation of con-
densation centers I = A1 exp[−∆G1/(RT )], and of the supply of the material to the new
condensation centers U = A2 exp[−Eη/(RT )]. The first of them is proportional to the prob-
ability of generation of condensation centers in accordance with the Gibbs energy ∆G1, and
the second, proportional to the probability of their “survival”, in accordance with the ac-
tivation energy Eη of the transition of material from the original phase to the surface of
the nucleus. The total rate is a product of these probabilities, and it can pass through an
extremum, depending on the relative values of the energies ∆G1, Eη, temperature T and
coefficients of proportionality A1, A2.

Besides the kinetic characteristics, one can readily use in evaluation of the degree of
thermodynamic non-equilibrium of the process involved and conditions of self-organization
of dissipative structures, entropy-based indices characterizing internal instability of the con-
version of energy, which should be assigned to the increasing part played by the entailed
thermodynamic fluxes and forces. It was shown [180,181] that in two-phase media, fluc-
tuations of their characteristics become energetically preferable to steady-state regimes, by
supporting lower energy dissipation (gain of entropy) with the coefficient of thermodynamic
nonstationarity ε = S̄nstat/Sstat < 1. Here, Sstat is the gain of entropy in a system with
steady-state thermodynamic fluxes and forces, and Snstat is its average value in nonstation-
ary regimes with fluctuations of fluxes and forces.

8. Modeling of integral characteristics of the phase-forming media

In all cases of outwardly random formation of such two-phase macroscopically strongly-
inhomogeneous media, they reveal elements of deterministic behavior (deterministic chaos
[182] and fractal self-similarity [183]). They are actually consequences of nonlinear interac-
tion among components of a dissipative system and become most prominent near a specific
value of phase concentration called the percolation threshold [184].

One of such characteristic effects in the field of consideration is the sharp drop in
the electric conductivity of metals caused by electrons scattering from small-scale density
fluctuations as they approach the critical point. At the same time, in metals whose critical
temperature is comparable to its first ionization potential and which close to the critical point
represent, as it were, a metallic plasma, the electric conductivity again increases. In these
conditions, electrodual phases, scattered chaotically in a randomly nonuniform medium,
assemble into a cluster of a conduction chain (or of its antipode—an insulation chain). One
can pass along it through the whole system, retaining or losing its electric conductivity,
respectively, as shown in this particular case. Although these effects are governed only by
the chain reaching the opposite boundaries of the system (percolation medium), the cluster
itself will contain other chains as well, which adjoin this conducting “skeleton” while not
maintaining the percolation of the system as a whole. Modeling of such phenomena in a
randomly inhomogeneous system was analyzed, in particular, in Ref. [185].
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8.1. Effective conductance of electro-dual media

If the characteristic dimension of averaging exceeds by far that of the inhomogeneity,
some integral characteristics of the system, for instance, the effective electrical conductivity
σe, which relates volume-averaged fields 〈E〉 and currents 〈j〉 in the expression 〈j〉 = σe〈E〉,
in the vicinity of the percolation threshold turn out not to depend on the specific geometry of
phase arrangement in the system. Above the percolation threshold, the effective conductivity
of the system will be determined only by the phase conductivities σ1 and σ2, concentration
p of phase 1 and concentration (1− p) of phase 2 in the form σe = [σ1σ2/p(1− p)]1/2 [185],
and below the percolation threshold the conductivity will be zero.

In the lattice model of the “percolation medium” [184,186,187] the phase conduc-
tances are identified as whole (conducting the electric current) or blocked (non-conducting)
connections among the lattice sites, and phase concentrations, as the probabilities of the cor-
responding bonds being whole or blocked. The percolation threshold in the bond problem
corresponds to the probability of connection of whole bonds into a cluster chain, which for
the first time brings the conductivity of a system as a whole to a non-zero value, and the per-
colation threshold in a site problem, to the probability of blocking of all connections leaving
a site and resulting in zero conductivity of the system. As follows from calculations, although
the percolation threshold for the problem of connections for any lattice does not exceed that
for the problem of sites for the same lattice, the thresholds themselves depend significantly
on the type of the problem considered [184,188]. To that end, it turns out that the number of
bonds per site, just as the average fraction of the volume occupied by unblocked sites around
each lattice site, does not depend on the lattice proper. It is determined by the dimension of
problem only, leaving 2 for two-dimensional lattices and 1.5 for the three-dimensional ones in
the first case, as well as 0.45 for two-dimensional lattices and 0.15 for three-dimensional ones
in the second case [184]. Another feature common for problems of all types is also the way in
which these thresholds are approached by such parameters as the fraction of the lattice sites
belonging to the cluster formed, the geometric size of the cluster (correlation radius) and
the effective electrical conductivity of the system expressed in the form of power functions
of a given phase concentration: Pj(x) = Bj(x − xc)βj for x > xc and Pj(x) = 0 for x < xc,
where Bj is a numerical coefficient, and βj is the critical index of the quantity Pj. Moreover,
it turns out that the values of all critical indices are universal for all percolation problems;
they do not depend on the specific choice of the model of the medium, and are determined
by the dimension of space only. Indeed, for two-dimensional problems the universal critical
index of correlation length is ν = 1.33, while for three-dimensional ones ν = 0.8 − 0.9, the
index of electrical conductance for three-dimensional problems t = 2ν, for two-dimensional
ones t = υ, and the mass ratio index for two-dimensional problems β = 0.14, while for
three-dimensional ones – β = 0.4 [184].

8.2. Fractal characteristics of media with scaling invariance

This can be used as a basis for the determination of the fractal dimension of the
conduction chain cluster formed. It is a specific characteristic of the self-organizing scaling
symmetry (hierarchical self-similarity) in all space scales in which a system is considered,
from the size of a few lattice cells to the characteristic size of fluctuations (correlation radius)
encompassing the whole metastable region as one approaches the critical point (percolation
threshold). Based upon the determination of fractal dimension as a power exponent D of
non-Euclidian expression Φ ∼ mD relating the rate of variation of the number Φ of elements
in the fractal and the variation of the scale m of their consideration [189], one can find the
relation connecting the fractal dimension of a percolation cluster with the critical indices in
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the form D = d − β/ν The numerical values of the fractal dimension of the “percolation
medium” is D ≈ 1.895 for two-dimensional, and D ≈ 2.556 for three-dimensional problems
[188]. This is smaller than the topological (Euclidean) dimension of nested space and can be
identified with versions intermediate between the dimensions of a line and an area, as well
as between an area and a volume, so that the percolation skeleton reminds a lace cloth or a
sponge in the first and second cases, respectively.

The above figures were taken from one of particular versions of numerical evalua-
tion applied to such multifractal media. The Renji dimension serves as a general expres-
sion of their dimensions, used in the description of real dissipative objects [190] DRq =

lim
ε→0

lim
τ→0

lim
m→∞

[
1

1−q
ln IRq(q,ε)

ln(1/ε)

]
. Here, IRq(q, ε) = [

M(ε)∑
i=1

pqi (ε)] is the generalized Renji en-

tropy of order q; M(ε) is the minimum number of “measuring” cubes with an edge ε required
to cover the fractal in n-dimensional phase coordinate nesting space; pi are the probabili-
ties of contact of the i-th cube by the phase trajectory; and m is the number of points
employed in calculation of the dimension. This relation yields, as particular cases for differ-
ent q, the well-known relations for entropy of Kolmogorov-Sinay and of fractal dimension of
Kolmogorov-Hausdorff (q = 0), entropy of Shannon and for the corresponding information
dimension (q = 1), correlation entropy and correlation dimension (q = 2) [191]. The Renji
dimension being a monotonically decreasing function of q, mapping of the fractal in the
latter case for q = 2 requires the smallest dimension n of the nesting space, and it is this
dimension that is used in evaluation of the fractal dimension of a percolation cluster as the
most appropriate one for calculations.

Significantly, this fractal self-similarity for percolation clusters is met in the statistical
meaning only. It reflects elements of deterministic behavior (deterministic chaos) in an
externally chaotic formation of similar macroscopically inhomogeneous media as a product of
nonlinear interaction of components of a strongly inhomogeneous dissipative thermodynamic
system.

9. Conclusion

Dispersion of a metal driven by the development of thermodynamic instabilities of its
physical state in the vicinity of the critical point is of a pure and applied research interest in
the field of present-day nanotechnologies. This review offers an analysis of the possibility of
employing the approach outlined here in obtaining oxide nanoparticles up to a few nanome-
ters in size by electrical explosion of metallic conductors (EEC) in a chemically active dense
aqueous medium.

Various physical models were invoked to show that this would require constraining
the part played by non-thermodynamic mechanisms in destruction of a metal in the course
of varying the physical state of the conductor being exploded, so as to mediate its transi-
tion close to the limit of the nonequilibrium metastable state with the maximum possible
overheating and fast approach to the critical point through “explosive” boiling-up combined
with generation of homogeneous vaporization.

Estimates suggest that the rate of Joule heating by electric current required for
this purpose with a metal of the aluminum and copper type, performed with due account
of counteracting factors, should be not less than Ṫ > 1011 K/s. This requirement is met
for power densities generated in the material by injected energy in excess of > 1010 W/cm3

and supercritical temperatures (T > Tcr) reached in times τ < 100 ns. Among the natural
factors which plague reaching the highest possible metastable states of the melting metal



Thermodynamic instability of compound and formation of nanosized particles... 285

and the onset of homogeneous vaporization are the evaporation wave propagating inside the
overheating metal and formation of plasma in the vicinity of the critical point, which drives
heterogeneous boiling on charged particles. To limit the part played by non-thermodynamic
instabilities driven by surface tension forces, magnetohydrodynamic (MHD) instabilities of
the waist and convective types, current skinning and development of barocapillary instability,
it is proposed to employ a geometric configuration of electric explosion of conductors new for
the problem considered here. It is the explosion of a thin-walled cylindrical shell positioned
on a rigid dielectric cylinder, with the return current conductor stretched axially inside the
shell. Significantly, the reactor being of a fairly arbitrary shape and size, the load can be
placed into a water chamber.

Experimental studies prepared in accordance with the corresponding calculations
require development of a pulsed source of energy which would provide a high rate of growth
for the discharge current and a high power of electric discharge through the shell, QV > 1
TW/cm3, by generating current pulses with the leading edge less than < 10 ns and amplitude
of up to 100 kA. Present-day technology of accumulation and switching of energy offers
adequate possibilities for injection of the required specific powers into a material.

Of a particular significance for realization of optimum regimes of energy input into
a conductor is matching its physical properties and size with the characteristics of the en-
ergy source used. To solve this problem, one can conveniently use MHD calculations of EEC,
which demonstrate the possibility of development of the desired EEC regime of a thin-walled
metallic shell in a water medium, which would provide uniform power input into the metal
and a current “pause”. These calculations involve equations of state, which take into account
single-phase and equilibrium two-phase states of the material in mean-field approximation
bounded by binodal branches. The fairly few attempts undertaken in investigation of EEC-
based metastable states by MHD modeling and application of statistical approaches of the
theory of macroscopic invariance to description of critical phenomena in the vicinity of the
critical point of metals are still far from completion. At the same time, one succeeds in
estimating within this framework some integral characteristics of such systems, of the type
of their effective electrical conductivity and fractality. They show up as elements of deter-
ministic behavior (deterministic chaos and fractal self-similarity) in all cases of outwardly
chaotic formation of such two-phase, macroscopically strongly nonuniform media as a result
of nonlinear interaction of components of a dissipative system.

The conclusive stage of nanoparticle formation in an electric explosion of metallic
conductors in a water medium encompasses flying apart and condensation of its products.
These processes are complicated by the presence on particles of an electric charge produced in
thermal ionization of the metal near the critical point, as well as by their chemical interaction
with the supercritical fluids forming as a result of fast local heating, shock wave propagation,
collapse of cavitation bubbles and other similar phenomena. Because the main reason of
homogeneous aggregation of particles, which is surface tension at the liquid—gas interface, is
not realized in supercritical conditions, supercritical water is capable of dissolving substances
practically insoluble under normal conditions, including some oxides. After the solution had
reached subsequently supersaturation, a solid crystalline phase of oxide nanoparticles of
about the same size and a fairly developed surface precipitates.

The method of synthesis considered here is potentially capable of producing oxide
nanoparticles differing from nanoparticles of the same oxides but synthesized in electric ex-
plosion of metals in air or other oxygen-containing gaseous media, as well as in hydrothermal
synthesis in its classical methodological form. The oxide nanopowders, formed in EEC of
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metals in water, can possess, in particular, due to the reducing medium employed and high-
energy conditions mediating the locally hydrothermal synthesis in the supercritical fluid
nanoreactor, a still higher level of catalytic, sorption and other functional characteristics.
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Ultrasonic exfoliation of expanded graphite compound obtained by cold expansion of graphite intercalated

with peroxodisulfuric acid was shown to allow the creation of graphene nanoplatelets with thickness of about

5-10 nm. The resulting graphene material contained surface oxide groups. The expanded graphite intercala-

tion compound was exfoliated by ultrasound much easier than thermally expanded graphite. A mechanism

for the cleavage of graphite to graphene nanoplatelets is proposed. It includes: (1) formation of ionic graphite

compound intercalated with peroxodisulfate anions; (2) decomposition of intercalated peroxodisulfate anions

with formation of active free radicals which (3) attach covalently to carbon atoms; (4) cleavage and expan-

sion of the graphite crystal due to the thickening of the peripheral region of graphene layers and release of

gaseous oxygen between graphene layers; (5) hydrolysis of the expanded graphite compound; and, finally,

(6) ultrasonic breaking of graphene nanoplatelet agglomerates.

Keywords: graphene, graphene nanoplatelets, peroxodisulfuric acid, graphite intercalation compounds,

cold expansion.

1. Introduction

Currently graphene and graphene-based nanocomposites attract great attention. Both
pure graphene and nanocomposite materials, such as graphene/carbon nanotubes, graphene/
polyaniline, graphene/metal oxides and more complex systems, containing different func-
tional groups, structures, and particles are currently being investigated. By definition,
graphene is a monolayer of carbon atoms. However, sometimes “graphene” is used as a gen-
eral term including few-layered and multi-layered graphene materials. Graphene nanoplatelets
are one of the graphene materials produced by a number of carbon nanomaterial manufac-
turers, for example, xGnP by XG Sciences ( http://xgsciences.com/). This is multi-layered
graphene in the form of flakes or plates with thickness of 1–20 nm and size in plane of 1–50
microns (various grades available). Among the most promising applications of xGnP XG
Sciences claims are for electrode materials for supercapacitors, anode materials for lithium
batteries, conductive ink, heat-conductive films and coatings, additives for light composite
materials, films and coatings shielding electromagnetic radiation, substrates for chemical and
biochemical sensors, packing materials with improved barrier properties, additives which in-
crease the strength of concrete, additives for composites with metal matrix. Furthermore, as
follows from published data, the addition of graphene nanoplatelets into polymer composite
materials, besides increasing electrical and heat conductivity, also increases strength, resis-
tance to cracking, fire, wear and reduces the friction coefficient. Using graphene is highly
efficient as an additive to liquid, consistent and solid lubricants. For example, the intro-
duction of graphene nanoplatelets to polytetrafluoroethylene reduces friction wear by more
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than three orders of magnitude [1]. There are several reviews on graphene materials, their
methods of preparation and applications in various fields [2-5].

It should be noted that although the terms “nanoplatelets”, “size in plane”, “diameter
in plane” are often used, in fact, these particles usually are not flat but deformed flakes of
irregular shapes, often aggregated.

Theoretically, graphene monolayers provide the highest performance in a variety of
applications. However, graphene monolayers are very expensive and it is difficult to work
with them because of their tendency to agglomerate in dry form and in suspensions. Cur-
rently, graphene monolayers were obtained as deposits on different supports or as dilute dis-
persions stabilized with surfactants in solvents. The use of such dilute graphene monolayer
dispersions as additives into composite materials is problematic because of need to remove
surfactant, which is strongly adsorbed on the surface of graphene. Multilayered graphene, in
the form of graphene nanoplatelets, provides better effect-to-cost ratio than graphene mono-
layers in most applications, with the exception of nanoelectronics. In many applications,
such as polymeric composite materials, graphene nanoplatelets and carbon nanotubes give
similar results.

An analogy with single-walled and multiwalled carbon nanotubes (CNTs) can be
used. Although by a number of parameters single-walled CNTs are most efficient, currently
they are too expensive, and using multi-walled CNTs provides better effect-to-cost ratio. For
some applications, graphene nanoplatelets can be more effective than multiwalled CNTs, due
to higher electric and heat conductivity and low coefficient of friction.

For mass application of graphene-based materials, one of the key issues is the de-
velopment of an effective, inexpensive and scalable process for their production. Various
methods for obtaining graphene materials were reviewed in [2-5]. The first group of methods
is based on the cleavage of crystalline graphite, expanded graphite or graphite intercalation
compounds by ultrasonic treatment of the graphite materials suspended in organic solvents
or in water in presence of surfactants. Thin flakes, consisting of single or multiple layers of
graphene, were thus obtained by these methods.

In the second group of methods, crystalline graphite or thermally expanded graphite
is oxidized to graphite oxide, which spontaneously exfoliates to monolayers when dispersed
in water. Then graphite oxide is reduced to graphene in presence of substances, preventing
the collapse of graphene layers back into the graphite structure. Such substances may be
surfactants, nanoparticles of various compounds or water-soluble polymers.

Ultrasonic exfoliation of various forms of graphite usually gives graphene nanoplatelets
with a wide distribution of thicknesses, containing some amount of graphene monolayers.
Concentration of the graphene nanoplatelets in dispersions obtained by these methods is
very small, on the order of 0.01–0.1 g/l. Furthermore, the content of surfactant in the
dispersions obtained is usually much higher than the content of graphene materials itself.
For these reasons, the mass production of graphene materials by these methods is rather
expensive, which is reflected in high cost of various forms of graphene materials, including
graphene nanoplatelets offered by manufacturers of carbon nanomaterials.

Methods of obtaining graphene via graphite oxide, principally, are most flexible for
the synthesis of various graphene-based nanostructures and other nanosized components [5].
However, the known methods of graphite oxide syntheses, for example by oxidation of crys-
talline graphite with potassium chlorate in nitric acid or potassium permanganate in sulfuric
acid, are very expensive, take long time and become dangerous (risk of explosion) when per-
formed at larger scales. So the cost of graphite oxide is also high.
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In [6-8], graphite material was described called as “microflaky graphite”. In modern
terminology, this material was graphene nanoplatelets. In these studies, the key step was
intercalation of graphite with solution of peroxide compounds (peroxomonosulfuric acid,
peroxodisulfuric acid, ammonium persulfate) in sulfuric acid. Under certain conditions,
the graphite intercalation compounds were formed containing intercalated anions of per-
oxosulphuric acids (peroxomonosulphuric or peroxodisulfuric). These compounds are un-
stable at room temperature and decompose, forming molecular oxygen between graphene
layers, swelling the crystal, so a phenomenon similar to the thermal expansion of graphite
was observed, but at room temperature. The extent of such “cold” expansion, defined
by the apparent volume, is close to thermal expansion which occurs at high-temperature
treatment (thermal shock) of graphite intercalated compounds in the common technology
of the thermally expanded graphite production. In worm-like particles of both expanded
graphite compounds and thermally expanded graphite, the graphite crystal is already split
into nanoplatelets and all that remains is to break their aggregates and remove intercalated
species if needed.

The purpose of this paper is to explore the possibility of obtaining graphene materials
from expanded graphite formed by cold expansion of graphite intercalated with peroxosulfate
compounds and determine the parameters of materials obtained depending on the prepara-
tion conditions.

2. Experimental

2.1. Starting materials

The following starting materials were used in this study.
Natural graphite GSM-1, 99.9% purity (supplied by “Resource-C” Ltd., Russian Fed-

eration).
Ammonium persulfate (APS), “Pure for analysis” grade.
Thermally expanded graphite with bulk density of 4 kg/m3, produced by UniChimTek-

Graflex Ltd. (Russian Federation).
Surfactant “NF” (Russian standard GOST 6848-79) produced by “Pigment” Ltd.

(Russian Federation), comprises oligomeric product of polycondensation of naphtalenesul-
fonic acid with formaldehyde, sodium salt.

100% sulfuric acid was prepared by addition of pre-calculated amount of 65% oleum
to 95% sulfuric acid.

Ultrasonic treatment was performed with IL-10-2.0 installation (electrical power up
to 2 kW). Optical density was measured with KFK-3 spectrophotometer.

2.2. Synthesis procedure

Synthesis of expanded graphite compound was performed as described previously
[6-8]. Graphite was treated with a solution of APS in sulfuric acid (6.67 g APS per 1 g
graphite). In a few minutes, the blue intercalation compound of graphite formed, which, ac-
cording to [8], was graphite peroxodisulfate of the composition C22.5 HS2O

−
8 2.5H2SO4. This

compound gradually decomposed at room temperature with expansion of the crystals due to
the evolution of gaseous oxygen between graphene layers. The rate of expansion depended
on temperature. For example, at 40◦ C, 2 hours was sufficient for complete expansion. Very
bulky mass formed consisting of yellow-brown worm-like particles. This process was called
“cold expansion of graphite” [8]. The apparent volume of expanded graphite compound at
the above specified ratio of reactants was 300 cm3/g of starting graphite. The resulting
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expanded graphite compound was treated with water and washed on filter to neutral pH.
Upon hydrolysis, the color of the expanded material changed from yellow-brown to gray.
This material, containing 0.9% of dry substance, was used in following experiments in wet
form without drying. Mass content of sulfur in the dry substance was 0.7%. Worm-like
particles of this product were very similar to thermally expanded graphite and represented
aggregates of interconnected graphene nanoplatelets, forming a very bulky porous struc-
ture. Drying resulted in dramatic decrease of the apparent volume and bonding of graphene
nanoplatelets, probably due to capillary forces.

2.3. Samples properties and methods of testing

The crude material, obtained as described above, consisted of worm-like particles.
Under ultrasonic treatment of an aqueous suspension, these particles were dispersed to
graphene nanoplatelets. The degree of dispersion was evaluated by optical density (D)
of treated dispersions. Thinner graphene particles, in general, produced larger D values.
Aggregation tended to decrease D values. To determine the optical density, 0.250 g sur-
factant NF, 200 cm3 water and a weighed portion of wet graphene material were placed
in a 250 cm3 beaker, so that the mass concentration of solids in the resulting mixture was
from 0.02–0.035 g/dm3, an optical density range convenient for measurement. The mixture
was sonicated under cooling in a water bath and periodically, samples were taken for opti-
cal density measurement. The absorbance was measured in a 1 cm optical length cuvette
at wavelength of 500 nm. Determination was carried out for no more than 2 minutes af-
ter ultrasound was off, because optical density slowly dropped over time, probably due to
reversible particle aggregation. The resulting dispersions exhibited the characteristic pearles-
cence due to orientation of nanoplatelets in stream of liquid under stirring. Lambert-Beer
law was observed in these systems. This allowed the calculation of the light absorbance
coefficient (K):

K=D/(CL), where
K – Light absorbance coefficient, dm3/g.cm;
D – Optical density (corrected by subtraction of slight absorbance of surfactant NF

at 500 nm), dimensionless;
C – Concentration of graphene material, g/dm3;
L – Optical length of cuvette, cm.
The K value relatively weakly dropped with increasing wavelength in the visible

region of spectrum (reduced by 15% from 500 to 800 nm).
Electronic images of samples were obtained using a dual-beam scanning electron

microscopic complex Neon 40, Carl Zeiss.

3. Results and discussion

3.1. Preparation of graphene nanoplatelets via graphite intercalation
compounds

At first glance, intercalation of foreign particles between the layers of graphite could
weaken the bond between them and allow easier exfoliation. This might work with covalent
attachment of fluorine atoms to the graphene skeleton. However, almost all known inter-
calants, capable of penetrating between the graphite layers are strong electron donors or
acceptors and form charge transfer or ionic structures with graphene layers in which the
bonding between graphene layers is reinforced due to electrostatic forces.
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However, many graphite intercalation compounds are able to undergo secondary
thermal or chemical transformations that result in a profound restructuring of the crystal
structure, accompanied with exfoliation of crystalline intercalated compounds to graphene
nanoplatelets and even graphene monolayers. The most common example is the thermal ex-
pansion of graphite intercalation compounds (mostly graphite sulfate or nitrate), which leads
to the formation of expanded graphite. Thermally expanded graphite may be dispersed by
sonication to graphene nanoplatelets in alcohol solution. However, graphene nanoplatelets
obtained in this way were relatively thick, on the order of 50 nm [2].

Highly exfoliated thermally expanded graphite (HETEG) was obtained, which can be
split into much finer nanoplatelets. HETEG was obtained by thermal decomposition of the
graphite compound C2F*nClF3 at 573–723 K. As a result, molecular chlorine and chloro-
fluoro-carbons were generated as by-products. The HETEG easily dispersed in organic
solvents or in aqueous solutions of sodium dodecylbenzenesulfonate, and formed one-, two-,
and few-layered graphene [2, 9]. However, this method has a serious disadvantage – very toxic
and dangerous reagents and by-products, so it is hardly acceptable for the mass production
of graphene.

In [10], expanded graphite with a structure resembling the thermally expanded graphite
was obtained by treatment of graphite intercalation compound KC8 with water or ethanol.
Processing alcoholic suspension of the product obtained by microwave radiation resulted in
graphene nanoplatelets with thickness of about 10 nm.

3.2. Preparation of graphene nanoplatelets via expanded graphite
peroxosulfate compound

Fig. 1 shows the dependence of light absorption coefficients for ultrasonic treatment
time for different forms of expanded graphite in aqueous suspensions containing surfactant
NF (1.25 g/dm3) as stabilizer. Four types of expanded graphite or expanded graphite com-
pounds were examined in these experiments:
1) thermally expanded graphite (TEG);
2) expanded compound of graphite obtained by cold expansion (at 40◦ C) of graphite inter-
calated with ammonium persulfate solution in concentrated (95%) sulfuric acid;
3) expanded compound of graphite obtained by cold expansion (at 40◦ C) of graphite inter-
calated with ammonium persulfate solution in 100% sulfuric acid;
4) expanded compound of graphite obtained by cold expansion (at 40◦ C) of graphite inter-
calated with ammonium persulfate solution in 100% sulfuric acid containing 1% of free SO3.

As it follows from Fig. 1, thermally expanded graphite showed the least ultrasonic
exfoliation in our experiments.

As can be seen from Fig. 1, the expanded graphite compounds obtained by cold
expansion of graphite intercalated with APS in sulfuric acid was dispersed ultrasonically
significantly better than thermally expanded graphite. Moreover, the dispersal strongly
depends on content of water in the sulfuric acid used as a solvent. The presence of 5% water
in sulfuric acid significantly retards dispersing ability. Considering the data obtained earlier
[6-8, 11], we can assume the following mechanism for the processes occurring in this system.
The first step is formation of blue graphite intercalation compound containing intercalated
anions of peroxodisulfuric acid. Its composition was determined to be C22.5HS2O

−
8 *2.5H2SO4

[11]. This compound gradually decomposed at room temperature with the evolution of
oxygen gas (with admixture of ozone) and formed worm-like particles of expanded graphite
compound with apparent volume up to 300 cm3/g of starting graphite. A similar graphite
intercalation compound formed (at low temperature) with peroxomonosulfuric acid, but it
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Fig. 1. Dependence of light absorbance coefficient on time of ultrasonic treat-
ment for different forms of expanded graphite in aqueous suspensions contain-
ing surfactant NF (1.25 g/dm3) as a stabilizer

was less stable and its decomposition, accompanying with “cold” expansion, proceeded even
at 0◦ C. Visually, the process of cold expansion of graphite peroxosulfate compounds is very
similar to the thermal expansion of intercalated graphite, however, occurs at temperature
close to room temperature.

This process consists of complex chemical and structural transformations. Presum-
ably, the cold expansion process begins with the decomposition of intercalated and dissolved
peroxosulfate compounds, which give rise to highly reactive species:

H2S2O8 → 2HSO·
4 (1)

H2SO5 → HSO·
4 +OH· (2)

HS2O
−
8 → HSO−

4 + SO4 (3)

SO4 → SO3 +O (4)

S2O
2−
8 → 2SO−·

4 (5)

These active species react with graphene layers, forming covalent bonds with carbon.
The color of the resultant expanded graphite compound is yellow to yellow-brown. XRD
data for the expanded substances show a broad halo with no sharp peaks characteristic for
crystalline graphite compounds [11]. Increasing the apparent volume and conversion of the
crystalline flake graphite particles into worm-like ones is due to the evolution of oxygen gas
between the graphene layers. This gas was produced simultaneously in peroxide compounds
decomposition and the oxidation of the graphene skeleton.
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We can assume that in the yellow expanded graphite compound, the flat aromatic
system of graphene layers is broken by the covalent attachment of -OSO3H groups to carbon
atoms, similarly to graphite fluoride and graphite oxide. In [11], based on the measurements
of the volume of oxygen gas evolved in the process of “cold” expansion, the degree of oxidation
of carbon skeleton was determined for the expanded graphite compounds obtained in the
graphite-H2S2O8-H2SO4 ternary system.

It was found that one group -OSO3H (attached covalently or as an anion) corresponds
to x=7 carbon atoms, wherein, the x value decreases with excess H2S2O8 in the starting
system. It should be noted that for ionic compounds of graphite particles with electron
accepting species characteristic value of x usually is in the range of 22 to 24, while for
graphite fluorides x value usually is 1 to 6. However, in graphite monofluoride CF the C-F
bond is purely covalent, carbon layers are non-planar, non-aromatic and do not conduct
electric current. In lower graphite fluorides (C2F, C4F, C6F), the fluorine bond with carbon
skeleton becomes more ionic, and carbon layers become more planar and gain conductivity.
Possibly, by degree of oxidation of carbon skeleton the products of “cold” expansion of
graphite intercalated with peroxosulfates can be compared with lower graphite fluorides.

As can be seen from Fig. 1, the expanded graphite compound obtained by using
anhydrous sulfuric acid, dispersed under ultrasonic treatment was significantly better than
that obtained using 95% sulfuric acid. This can be attributed to the difference in acidity. It
is known that auto-dissociation of concentrated sulfuric acid occurs according to the scheme:

H2SO4 +H2O ↔ HSO−
4 +H3O

+ (6)

Thus, acidity of concentrated sulfuric acid corresponds to ion H3O
+. Auto-dissociation

of anhydrous sulfuric acid proceeds in another way:

2H2SO4 ↔ HSO−
4 +H3SO

+
4 , [H3SO

+
4 ] · [SO−

4 ] = 2 · 10−4 (7)

2H2SO4 ↔ HS2O
−
7 +H3O

+, [H3O
+] · [HS2O7− ] = 4 · 10−5 (8)

Molecular-ion composition of anhydrous sulfuric acid can be described by the follow-
ing data [12]:

H2SO4 — 99.5%
HSO−

4 — 0.18%
H3SO

+
4 — 0.14%

H3O
+ — 0.09%

HS2O
−
7 — 0.05%

H2S2O7 — 0.04%
Even a small admixture of water (tenths %) inhibits reactions (7) and (8), and dis-

sociation scheme (6) becomes dominant [12].
Thus, in anhydrous sulfuric acid, the H3SO

+
4 cation dominates among ions, causing

acidity, and it is a much stronger acid than H3O
+. In a solution of ammonium persulfate in

anhydrous sulfuric acid, peroxodisulfuric acid is formed:

(NH4)2S2O8 + 2H2SO4 ↔ 2NH4HSO4 +H2S2O8 (9)

In an anhydrous sulfuric acid medium it can be protonated:

H2S2O8 +H3SO
+
4 ↔ H3S2O

+
8 +H2SO4 (10)

Obviously, the protonated form of peroxodisulfuric acid is a much stronger oxidant
than peroxodisulfuric acid, and this results in higher oxidation state of graphite in the
compounds formed. It is also obvious that the presence of ammonium salts somewhat reduces
the acidity of the system because HSO−

4 anions are basic in the medium of sulfuric acid and
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form a buffer system with acidic cations. For this reason, using peroxodisulfuric acid without
ammonium salts (obtained by mixing sulfuric acid with concentrated hydrogen peroxide and
oleum as described in [7]) would be more efficient for oxidative intercalation of graphite.
However, the preparation and use of this system is dangerous because of great evolution of
heat when mixing the components.

Hydrolysis of the cold-expanded graphite compounds formed in the systems studied
resulted in transition of yellow or yellow-brown color to gray, and this was accompanied by
some evolution of oxygen gas (with admixture of ozone). One can suppose that addition of
water not only leads to hydrolytic cleavage of sulfate groups attached to carbon or removing
hydrosulfate anions from interlayer space, but also causes redox disproportionation according
to the scheme proposed in [13]. Namely, the central area of the carbon layers is reduced to
graphene structure and peripheral area is oxidized to graphite oxide structure.

According to [14], samples of “microflaky graphite” contained 6% of the graphite
oxide phase on the surface of graphite microflakes (nanoplatelets in modern terminology).
It is due to the presence of these hydrophilic graphite oxide groups that the hydrolyzed
material is well dispersed in water by ultrasonication (however, aggregation takes place in the
absence of a surfactant). When dried, the relatively strong bonding of graphene nanoplatelets
occurs with formation of elastic films [7]. This feature of graphene nanoplatelets, obtained
via peroxosulfate graphite intercalation compounds, favors application of this material in
composites with polar polymers (epoxy, phenol-formaldehyde, etc.).

The value of the light absorbance coefficient (Fig. 1) depends on the thickness of
the graphene nanoplatelets and their aggregation in an aqueous dispersion. The smaller the
average thickness of graphene nanoplatelets and the less they are aggregated, the greater
should be the value of K. Unfortunately, due to overlap of these two factors, it is not pos-
sible to evaluate each of them separately by the value of K. However, in the presence of a
sufficiently effective surfactant, such as dispersant NF, sonication of graphene material sus-
pensions resulted in completely transparent dispersions, while ultrasonic treatment without
the addition of a surfactant led to transformation of the initial worm-like particles (which can
be regarded as strong agglomerates of nanoplatelets chemically bonded at their edges) into
the large loose flakes (weak agglomerates of nanoplatelets connected by adsorption forces).
Thus, we can assume that in the presence of an effective surfactant, agglomeration is min-
imal and change in the K value is mainly due to splitting of the initial worm-like particles
and changing the average thickness of graphene nanoplates depending on the preparation
conditions and dispersion. Furthermore, observing of the Lambert-Beer law indicates that
agglomeration is minimal in the systems studied. It is interesting to compare our data
(Fig. 1) with similar data in literature. In [15], the ultrasonic cleavage of graphite crystal
in an aqueous solution of sodium dodecylbenzene sulfonate (graphite starting concentration
of 0.1 g/dm3, DDBS 0.5 g/dm3) was investigated. The light absorbance coefficient of the
sonicated substance at 660 nm (after separation of the coarse fraction by centrifugation) was
found to be 1390 ml/mg.m, which is equivalent to 13.9 dm3/g.cm. The number of monolay-
ers in graphene nanoplatelets so obtained, as estimated by transmission electron microscopy,
was in the range of 1–15, with maximum at the distribution of about 5 monolayers.

In [16], the optical properties of aqueous dispersions of chemically derived graphene
monolayers were studied. It was found that optical density vs. concentration plots in this
system deviate from Lambert-Beer law. From the data given in this work, the effective
light absorbance coefficient can be estimated (very approximately because of deviation from
Lambert-Beer law) to be 33 dm3/g.cm at 400 nm and 25 dm3/g.cm at 600 nm. It was
shown in [16] that at concentrations of graphene over 10 mg/dm3 aggregation of graphene
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nanoplatelets was observed, but at lower concentrations spontaneous curling of graphene
layers into scrolls occurred. Thus, the optical properties of aqueous dispersions of chemically
derived graphene were dependent on aggregation and scrolling of graphene nanoplatelets.

It is difficult to compare our data with the above-cited, because it is obvious that
aggregation strongly depends on the nature of surfactant and surface groups on graphene
nanoplatelets. Relatively large values of K observed in the present work probably are due
both factors — presence of hydrophilic surface groups and efficient surfactant used.

Fig. 2. SEM images of graphene material obtained by sonication of expanded
graphite compound in aqueous suspension without addition of surfactants

Fig. 2 shows SEM images of the graphene material obtained upon ultrasonic treat-
ment of cold-expanded graphite compound (after hydrolysis) in aqueous suspension without
the addition of surfactants. These images are very similar to the analogous materials de-
scribed in numerous literary sources and avenues of firms producing graphene materials.
The thickness of nanoplatelets can be estimated very roughly from nanoplatelets butt-ends
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Fig. 3. TEM images of graphene material obtained by sonication of expanded
graphite compound in aqueous suspension without addition of surfactants

as the order of not more than 5–10 nm. More accurate estimation from SEM images is not
possible because of limited resolution of the scanning electron microscope.

In Fig. 3 there are images of the material in transmission electron microscope. In
places where nanoplatelets fragments were directed along electron beam, images were ob-
served allowing estimation of the number of graphene layers. As is seen from Fig. 3, the
platelets are of different thickness. Two platelets in the field of view contain nearly 15 and
25 carbon layers correspondingly. Attempts to determine average thickness of nanoplatelets
via surface area of dry samples were unsuccessful because drying resulted in strong glueing
of nanoplatelets. The surface area of graphene nanoplatelet samples obtained by sonication
of expanded graphite compound in aqueous suspension (without surfactant) was determined
by adsorption of Methylene Blue in acidic aqueous solution according to Russian standard
GOST 13144-79 (Graphite. Methods of determination specific surface area) to be 120 m2/g.
If compared to the theoretical surface area of graphene monolayer, 2630 m2/g, this cor-
responds to 22 layers as the average-by-weight number of graphene layers in the material
obtained, and average thickness of 7.4 nm. Probably, more prolonged sonication or addition
of surfactants could decrease the average thickness of nanoplatelets in the material obtained.

In aqueous dispersions without added surfactant, despite the presence of hydrophilic
graphite oxide groups, particles of the investigated graphene materials form large aggregates
in the form of fuzzy flocks with visual size up to several millimeters. Apparently, these
aggregates are weak. Obviously, ultrasonic treatment of much diluted aqueous dispersion
of expanded graphite compound (after hydrolysis) in presence of a surfactant could provide
most efficient separation of graphene nanoplatelets and retard aggregation. However, such
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Fig. 4. Dependence of optical density of graphene nanoplatelets dispersion
in aqueous solution of 1.25 g/dm3 surfactant NF on time after switching off
ultrasonic apparatus

a method is too expensive for mass production. Besides, surfactants commonly used for
stabilization of graphene (monolayer and multilayered) dispersions in water, are strongly
adsorbed on graphene surface and it is very difficult to remove them by washing. This
creates a problem if the graphene material is intended for application in polymeric composite
materials. Sonication of the aqueous dispersions of the expanded graphite compound in water
without adding a surfactant gives aggregated material, consisting of weak agglomerates,
without problems caused by the presence of surfactant. This material can be easily produced
large scale and can be introduced into organic formulations by exchange of water for organic
solvent. So, sonication without surfactant is a compromise between suitability of preparation
and quality of the graphene nanoplatelets obtained, if we accept thickness of nanoplatelets
and degree of aggregation as criteria of quality.

When storing aqueous dispersions of graphene nanoplatelets, obtained by sonication
of dilute suspensions of graphene material (0.02-0.035 g/dm3) in the presence of surfactant
NF (1.25 g/dm3), optical density slowly decreases after shutdown of ultrasound (Fig. 4).
This most likely indicates reversible aggregation of nanoplatelets.

With prolonged standing (several days), the initially transparent dispersion of graphene
nanoplatelets partially precipitated in form of flocks, but formed again transparent brownish-
gray solution at shaking. The solution exhibited characteristic pearl effect due to orientation
of nanoplatelets in flow of liquid. It can be assumed that aggregates of nanoplatelets formed
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in these conditions are not strong and aggregation is easily reversible upon stirring. It is
possible that there would be no aggregation when using a more efficient surfactant.

Thus, the process of cold expansion of peroxosulfate graphite intercalation compounds
can be used to obtain graphene nanoplatelets.

4. Conclusions

1. Expanded graphite compounds formed upon cold expansion of the graphite in-
tercalated with peroxosulfate compounds easily exfoliate under sonication to form graphene
nanoplatelets.

2. Intercalation of graphite with a solution of ammonium persulfate in anhydrous
sulfuric acid gives more fine graphene nanoplatelets compared to intercalation in concen-
trated (95%) sulfuric acid. Presumably, admixture of water reduces the medium acidity and
oxidative efficiency of the intercalation system, and this, in its turn, decreases the degree of
carbon skeleton oxidation.

3. Presumably, covalent attachment of hydrosulfate groups to graphene layers occurs
during the cold expansion process, resulting in yellow expanded graphite compound.

4. Expanded graphite compounds, obtained by cold expansion, exfoliate to graphene
nanoplatelets under sonication significantly easier than thermally expanded graphite.
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A VxOy/InP structure was formed by the deposition of a V2O5 gel aerosol on an InP surface, followed by thermal

annealing. This approach avoids chemostimulator interactions with the substrate prior to thermal oxidation, which

is characteristic of ‘hard’ methods of chemostimulator deposition. The oxidation process of such structures occurs

in the transit mechanism with a slight increase growth rate of films by 20–40 % in comparison with the oxidation

of InP. The transit action of chemostimulator has been associated with the chemical bonding of V2O5 into InVO4

(XRD), which predominates over mutual transformations of vanadium oxide, which forms in different oxidation

states.

Keywords: indium phosphide, chemical stimulated oxidation, V2O5 gel.

1. Introduction

Advantages of the AIIIBV semiconductor materials compared with silicon is largely
shown by the low dielectric properties of thin films grown on surfaces by thermal oxidation. This
is due to a lack of quality and technologically compatible dielectric, which in silicon electronics
is silicon dioxide. Based on InP, it is possible to create heterostructures for high-frequency field
transistors, long-wavelength lasers, multi-layered structures (ITO)/InP for use in solar cells [1–4],
etc. One approach is the formation of insulating films on a semiconductor surface (as in the
case of silicon), which can serve methods based on various kinds of oxidation processes for
AIIIBV semiconductors. There are various methods for indium phosphide oxidation, such as
thermal, chemical, electrochemical, anodic and plasmic [5–10].

Released unoxidized indium promotes the growth of metallization layers on the indium
phosphide surface, dramatically affecting their electrical properties and making them unsuitable
for use as insulators or semiconductors in semiconductor electronics (due to ohmic conduction).
Furthermore, the evaporation of the volatile component (phosphorus) degrades the surface and
does not provide regular film growth with satisfactory dielectric characteristics.

In order to increase the efficiency of thermal oxidation of AIIIBV semiconductors,
substance-chemostimulators are used. At present, there are a large number of papers related to
the study of chemical stimulating processes for indium phosphide oxidation [11]. The nature
of these processes is the introduction into the system of substances, which, depending on the
conditions, change the mechanism of the process, accelerate growth of films on semiconduc-
tor surface, modify composition and improve its characteristics, primarily electrical. Oxides,
sulfides, chlorides, oxochloride and some other compounds may act as chemostimulators.

V2O5 is the most interesting of the d-metal oxides, which are efficient chemostimulators
for the thermal oxidation of AIIIBV -semiconductors [12]. This oxide is capable of providing
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a stimulating effect on the oxidation process of a semiconductor on both transit and catalytic
mechanisms [13, 14].

The composition of films formed by chemostimulating the thermal oxidation InP and
hence the properties of the synthesized structures and the quality of the interface are determined
by the physico-chemical nature and method of chemostimulator introduction - through the gas
phase or directly on the surface of the semiconductor. In the latter case, two groups of methods
are used - hard (magnetron sputtering, electric explosion) and soft (sol-gel processes, low
temperature MOCVD, etc.).

The widely used magnetron sputtering of chemostimulators is a high-energy method,
which intensively acts on the substrate surface, stimulating interaction between the chemostim-
ulator and the components of the semiconductor prior to thermal oxidation. So the question
of finding less harsh methods for modifying the semiconductor’s surface by vanadium oxide,
which occurs at low temperature, is relevant. The ability of V2O5 to form sols and gels can be
used in a V2O5 gel aerosol deposited on indium phosphide, is one such mild method. This does
not significantly affect the surface of the semiconductor substrate prior to its oxidation.

The purpose of this research is to establish the features for an oxidation process of
VxOy/InP structures, formed by mild methods, in comparison with the hard magnetron sputtering
of V2O5, as well as determining the composition and morphology of the formed oxide films.

2. Experimental

The synthesis of vanadium oxide gel was carried out by the sol-gel method using the
procedure proposed in [15]. A dispersed V2O5 gel was deposited via aerosol phase on the
surface of InP FIE-1A [100], which was treated prior to the thermal oxidation with a H2SO4

(reagent grade, Russian State Standard GOST 4204-77, 92.80 %) : H2O2 (analytical grade,
Russian State Standard GOST 177-88, 56 %): H2O = 2 : 1 : 1 etchant for 10 minutes and then
rinsed repeatedly with doubly-distilled water.

The aerosol, with 4–5 micron droplets, was obtained using a dispersant compressor that
allows the use of viscous solutions. Deposition was carried out for 3 minutes on a substrate
cooled by a Peltier element.

Annealing of the V2O5 gel layer, deposited on the surface of InP, was carried out in
a horizontal quartz reactor of resistive heating furnace (MTP-2M-50-500) with a temperature
control accuracy of ± 1 ◦C (OWEN TPM-10) at various time-temperature conditions. Oxidation
of the VxOy/InP structures was carried out at 480–580 ◦C for 60 minutes, while control of the
layer thickness growth was carried out every 10 minutes. The thicknesses of the deposited and
growing films were determined by laser ellipsometry (LE, LEF-754, λ = 632.8 nm, absolute
accuracy ± 1 nm).

Surface morphology of the samples was measured by scanning tunneling microscopy
(STM) by a complex of nanotechnological equipment ‘UMKA’. The data were processed using
the microscope’s software. The software of microscope and SPIP editor were used for processing
the results (construction profiles, 3D-visualization). The phase composition of the formed films
was studied by X-ray phase analysis (XRD) by diffractometer ARL X’TRA on copper radiation
(λ = 1.5406 Å). The elemental composition of the oxide films on InP and distribution of the
components thickness was investigated by Auger electron spectroscopy (AES, ESP-3 analyzer
DESA-100, an accuracy of ± 10 %) with layer etching by argon ions.

3. Results and discussion

The structure of the V2O5·nH2O gel, is that the layers are connected by the edges of the
VO5 tetragonal pyramids, in which the space between the water molecules are introduced [16,
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17]. Heating first leads to the removal of adsorbed water at about 100 ◦C followed by removal
of part of the polymer chain-associated water, and at temperatures of about 370–400 ◦C the
crystallization of vanadium oxide is completed [18, 19]. Thermal annealing of V2O5 gel layer
on the surface of indium phosphide is necessary for removal of water from the interlayer space
and the crystallization of the amorphous phase. This leads to the formation of polycrystalline
films with a sufficiently ordered structure with an average crystallite size of 250–300 nm [15].

According to the results of XRD [15], the deposit on the indium phosphide layer after
thermal annealing is composed of the vanadium oxides V2O5 and VO2. Components of a semi-
conductor substrate have not been detected. The presence of V+4 cation is a necessary factor for
the process of gelation [18]. The cation ratio of V+4 to V+5 was determined by the temperature
and residence time of the melt [20]. V+4 content increases with increasing temperature, so the
optimal mode of melting vanadium pentoxide was chosen to increase the content of V+5 in the
deposited layer. Furthermore, the vanadium pentoxide may be decomposed to vanadium dioxide
during thermal annealing. In the limiting case, non-stoichiometric vanadium dioxide, similar
in composition to V6O13, can be formed when V2O5·nH2O films are heated in vacuo [20, 21].
Since in our work, the deposition on InP gel layers are heat treated aerobically to complete the
transition, V2O5 vanadium oxides with low oxidation states do not occur.

Thus, the XRD data shows that the formation of chemostimulator layers on the surface of
InP by the mild method (using of vanadium oxide (V) gel) interactions between chemostimulator
and components of the semiconductor do not occur prior to the process of thermal oxidation.
Deposition of the activator by hard electric explosion of wire leads to the oxidation of InP with
the formation of indium phosphate prior to thermal oxidation of the substrate [22].

Kinetic curves of oxidation of the structures VxOy/InP from 480–580 ◦C are shown
in Fig. 1, while the parameters of the equation d = kntn [11] of the process are displayed
in Table 1. The effective activation energy of the process (EAE) is determined from the
Arrhenius dependence of the rate constant averaged ln kav = f(103/RT ), shown in Fig. 2.
For its calculation, they are averaged over n in a single mechanism of the process, and then,
we find the value of ln kav. The values of n, ranging from 0.23 to 0.35, are typical for the
diffusion-limited processes in the solid phase [11]. In this case, there is a similarity with thermal
oxidation processes of V2O5/InP structures formed by magnetron sputtering with deposited lay-
ers of chemostimulator of varying thickness [23]. However, the value of EAE for the oxidation
process of mildly-formed structures (Table 1) in the same order, although somewhat reduced in
comparison to the EAE of indium phosphide oxidation (270 kJ/mol [11]). This fact points to
the transitory nature of interaction between the deposited activator and the components of the
semiconductor in thermal oxidation process. For structures formed by the hard magnetron sput-
tering method, the EAE value is much lower (30 kJ/mol) as compared with its own oxidation,
regardless of the thickness of V2O5 layer deposited on InP surface [23]. This result and the
lack of influence of the amount of deposited activator (change in amount of V2O5 by more than
20 fold) on the rate of oxidation and significant quantities of accelerating the rate of the film
growth (from 70 % to 115 %) are proof of the catalytic mechanism of the oxidation [23].

Low values of relative increase of the rate process (20–30 %) were observed for the
oxidation of V2O5 gel-formed structures in comparison to the direct oxidation of InP (see
Fig. 3). Calculation of these values for the deposited layers (by magnetron sputtering, using the
V2O5 gel) is carried out as follows:

b =
∆dV2O5/InP − ∆dInP

∆dInP
· 100 %.
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FIG. 1. Isotherms of VxOy/InP structures oxidation at 480, 500, 530, 550 and
580 ◦C under oxygen (in double logarithmic coordinates)

TABLE 1. Kinetic parameters of oxidation of VxOy/InP structures, formed using
the gel of vanadium oxide (V)

T, ◦C 480 500 530 550 580

lnkav 7.65 7.75 10.20 10.95 10.90

n ± ∆n,
nm1/n min−1 0.29 ± 0.006 0.33 ± 0.009 023 ± 0.055 0.23 ± 0.006 0.35 ± 0.031

nav 0.29

EAE, kJ/mol 210

The maximum rate of the process, when compared with the standard was achieved by
10 minutes of oxidation (Fig. 3, curve 1), when the diffusion restrictions have little effect,
and the concentration of the reactants at the inner interface is maximized. During the devel-
oped stage, the values of acceleration fall, reaching a plateau, which is typical for chemical
stimulated oxidation processes occurring on a transit mechanism. This is due to the absence
of chemostimulator consumption and regeneration of the active form of vanadium in the +5
oxidation state during oxidation. With oxidation of magnetron-formed V2O5/InP structures (see
curve 2 in fig. 3), the value of the acceleration changes little over time, and increases slightly
at the maximum time of oxidation. This characteristic of the curve is proof for the regeneration
of the chemostimulator V2O5 during the oxidation and, accordingly, its catalytic mechanism of
action.

After thermal oxidation, the VxOy/InP, structures formed by the proposed mild method,
in oxide films are present VO2 and InVO4 (XRD), the latter is a product of the of secondary
interaction between V2O5 and In2O3 (Fig. 4). The InVO4 formation determines the transit
mechanism of thermal oxidation due to chemical bonding of vanadium pentoxide, prevailing
over the mutual transformations of various forms of vanadium oxide. VO2, unlike V2O5, can
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FIG. 2. Arrhenius plot of the average of the rate constant ln kav = f(103/RT )

FIG. 3. Dependences of relative acceleration of oxidation process at 500 ◦C
structure VxOy/InP formed by using the gel of vanadium pentoxide (1) and
formed by magnetron structure V2O5/InP (2) compared with oxidation of InP

transmit oxygen only the semiconductor components due to transit interactions with its ability
to transit much less pronounced than that of vanadium (V) oxide [23].

The results of Auger electron spectroscopy prove transit mechanism of chemostimulating
action of deposited V2O5 gel in the oxidation of these structures. For the oxide film synthesized
at 500 ◦C for 60 min (Fig. 5) there is an uneven vertical distribution of vanadium. In the region
corresponding to the InP substrate, the vanadium content is about 5–6 at.%, which suggests a
noticeable diffusion of the active chemostimulator element into the substrate (see fig. 5, the
concentration profile of vanadium). The diffusion of the element-activator through the internal
interface of the structure, leading to its partial regeneration, is inherent in the transit mechanism
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FIG. 4. The XRD pattern of the VxOy/InP structure after oxidation at 530 ◦C
during 60 min.

of oxidation and proved by numerous experiments [11]. A characteristic feature of the films is
a strong depletion of subsurface region by phosphorus. The curve corresponding to the profile
of the distribution of phosphorus, appears closer to the interface ‘substrate-film’ (see Fig. 5,
the profile of phosphorus concentration), which is a result of the evaporation of the volatile
component of the semiconductor during the thermal oxidation.

FIG. 5. Concentration profiles of elements (AES) in the sample VxOy/InP, syn-
thesized using the vanadium oxide gel (annealing 200 ◦C, 120 min.) after 60 min.
oxidation at 500 ◦C
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Sufficiently smooth films are formed as a result of InP oxidation with deposited V2O5

layers, formed with both hard and mild methods (Fig. 6). The size of the structural elements
of the films averaged 300–400 nm, depending on the oxidation temperature in the case of
modification of InP by mild method, elevation topography ∼ 30–40 nm. When applying the
magnetron, the size of V2O5 structural elements of the oxide films are 30–40 nm, with a relief
height of 10–20 nm [24].

(a) (b)

FIG. 6. STM image of surface of VxOy/InP structures (mild method) oxidized
at 500 ◦C, (a) and 530 ◦C, (b). Scan size 3 × 3 mkm

4. Conclusions

Layers with an average crystallite size of 250–300 nm (STM) were formed on the surface
of InP by mild deposition method of vanadium oxide gel via aerosol phase followed by thermal
annealing. This method is characterized by the lack of interaction chemostimulator-substrate
before thermal oxidation of VxOy/InP structures (XRD). Modified of InP by V2O5 gel leads
to oxidation of semiconductor via a transit mechanism with low acceleration values for the
process compared with oxidation of InP (about 20–40 %) in contrast to the oxidation process
of V2O5/InP structures, formed by magnetron sputtering. The implementation of the activator
action on transit mechanism is due to preferential binding of V2O5 in InVO4, prevailing over
the mutual transformations of various forms of vanadium oxide.
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The water soluble tris-malonate adduct of light fullerene – C60[=C(COOH)2]3 was produced in laboratory quan-

tities. The product was identified by several analytical methods: elementary H–C–O–N analysis, IR-, Electronic,

NMR- Spectroscopy, Mass Spectrometry.

Keywords: tris-malonate of light fullerene, synthesis, elementary analysis, IR-, Electronic, NMR- Spectroscopy,

Mass Spectrometry.

1. The synthesis of tris-malonate C60

Diethyl malonate (100 mg) was dissolved in o-xylene (50 ml) under gaseous nitrogen in
the presence of a twentyfold molar excess of NaH for 3 hours at 60 ◦C. After this procedure,
the NaH was almost homogeneously suspended in toluene while the diethyl malonate was unaf-
fected. The transformation of the malonate was accompanied by a vigorous gaseous evolution
and the quantitative precipitation of the sodium salt of the tris-malonate C60 took place after the
addition of methanol (1 ml). After centrifugation and removal of the liquid phase, the precipitate
was washed with toluene, 2 M H2SO4, then water and finally dried under vacuum at 60 ◦C for
12 hours. Such scheme was described earlier in the original paper [1]. Scheme of the synthesis
is represented lower in the Fig. 1. It is worth noting that carboxylic acid formation probably
occurs as a result of acidic hydrolysis during the treatment with 2 M H2SO4.

2. Identification of tris-malonate C60

2.1. Element C–H–O–N analysis

EuroEA3028-HT Eurovector Element C–H–O–N analyzator was used. The result of the
analysis is represented lower in the Table 1.
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FIG. 1. Scheme of the synthesis of tris-malonate C60

TABLE 1. Data of element C–H–O–N analysis

Element
Calculated

composition
Ccal (% mass)

Experimental
composition
Cexp (% mass)

/Cexp − Ccal/
(% mass)

C 80.71 80.73 0.002
H 0.59 0.54 0.005
O 18.70 18.73 0.003

2.2. High resolution mass spectrometry

High resolution Electrospray ionization mass spectrometry (positive mode) was per-
formed using a Shimadzu GCMS-QP2010Ultra ([C60(= C = (COOH)2)3 −H]+) . The exper-
imental value for M/z (M , z – ion mass in atomic units and ion charge, correspondingly) in the
case z = 1 was equal to the calculated value of M/z in the positive charged form, represented
above: M/z = 1026 + 1 = 1027 atomic units.

3. Nuclear magnetic resonance

A Bruker Avance 400 NMR-spectrometer was used. Experimental NMR-peak data (in
ppm) were as follows:
δH (300 MHz, D2O): 11.7 (wide singlet, H – from carboxyl groups –COOH);
δC (75.5 MHz, D2O): 166.57, 166.54, 166.27, 150.04, 148.79, 147.91, 147.85, 147.59, 147.05,
146.86, 146.74, 146.68, 146.47, 146.24, 146.15, 146.12, 145.90, 145.68, 145.53, 145.33, 144.85,
144.54, 144.47, 143.54, 143.28, 143.16, 143.07, 140.40, 140.13, 74.32, 69.16, 62.25.

3.1. Infrared Spectroscopy

A Shimadzu IR Spectrometer IRAffinity-1 was used in the wave-numbers range ν̃ =
450 − 4500 cm−1. Solid tablets of tris-malonate C60 in dry KBr were used aas samples.
Experimental IR main reflexes data in ν̃ (cm−1) were the following: 3470, 1811, 1723, 1715,
1431, 1405, 1410, 1222, 1231, 1057, 820, 833, 730, 580, 528, 522. One can see that long-
wavelength part of spectrum: ν̃ = 522−1715 cm−1, corresponds to the oscillations of C–C bonds
in fullerene C60, compare with the main absorption data in ν̃ (cm−1) for C60: [1,2]. At the same,
time short- wavelength part of spectrum: ν̃ = 1700−1725 cm−1, corresponds to the oscillations
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of C=O bonds in malonate-groups in C60[=C(COOH)2]3, ν̃ = 3450− 3550 cm−1 corresponds to
the oscillations of rather free O–H groups. A standard absorption at 1811 cm−1 we associated
with the oscillation of C–C bonds in external cyclopropanes in tris-malonates (see Fig. 1).
Similar results were obtained by us earlier in the course of studying of another moderately
soluble derivative of light fullerenes C60 and C70 – fullerenols – C60(OH)n, C70(OH)m [2–5].

3.2. Electronic Spectroscopy

An Evolution 201 Thermo Fischer spectrophotometer was used for wavelengths ranging
from 190 – 1100 nm (water solutions of tris-malonate of C60 against pure water). The spectrum
is presented lower in Fig. 2.

FIG. 2. Electronic spectrum of water solutions of tris-malonate of C60 against
pure water

One can see that electronic spectrum of tris-malonate of C60 in visible and near ultravi-
olet, near infrared region (250 – 1100 nm) is very simple, it has no light absorption peaks and
may be characterized by consequently strengthening of light absorption with the lower wave-
lengths. In the near infrared region, the spectrum of the tris-malonate C60 adduct is practically
transparent and has no light absorption. The unique light absorption peak (λ ≈ 243 nm) exists
in the spectrum.

The electronic spectrum may be efficiently used for the determination of the concentra-
tion via the Beer-Lambert-Bouguer law in near ultraviolet region (for example at λ ≈ 330 nm)
(see Fig. 3).

Similar results were obtaines by us earlier during the studying of fullerenols – C60(OH)n,
C70(OH)m [2–5].

3.3. Optical polarizing microscopy

Optical polarizing microscopy was performed with a Leica 4500P instrument. Samples
were prepared by crystallization of tris-malonate of C60 crystals from water solutions at the
isothermal evaporation of water from the solutions with the different concentrations at 25 ◦C
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FIG. 3. Buger-Lamber-Ber law at λ = 330 nm in water solutions of tris-malonate
of C60

FIG. 4. Optical polarizing microscope photo of the crystals of tris-malonate
of C60 (scale ×500). Initial (before evaporation) solution had concentration
C = 1 g of tris-malonate of C60 per dm3
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(the drop of the solution was put on the surface of silicate glass). A typical photo is presented
in Fig. 4.

Thus, synthesis in gram quantities and identification by the modern methods of physico-
chemical analysis of water soluble derivative of light fullerene – C60[=C(COOH)2]3, was per-
formed.
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