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ABSTRACT The Schrödinger operators with constant magnetic field in a bent chain and Y-type chain of coupled

balls are considered. Coupling exists due to point-like openings at the touching points of neighbor spheres.

The mathematical background of the model is the theory of self-adjoint extensions of symmetric operators.

The spectral equations for the model operators in each case were derived and analyzed.

KEYWORDS spectrum; operator extensions theory; balls chain; magnetic field

ACKNOWLEDGEMENTS The work was supported by Russian Science Foundation (grant number 23-21-00096

(https://rscf.ru/en/project/23-21-00096/)).

FOR CITATION Melikhova A.S., Popov A.I., Blinova I.V., Popov I.Y. Mathematical model of weakly coupled

spherical resonator chains under the influence of external magnetic field. Nanosystems: Phys. Chem. Math.,

2024, 15 (2), 155–159.

1. Introduction

Last decades various nanostructures attract attention of researches. Single-walled nanotubes (SWNTs) were first

seen in 1993 as cylinders rolled from a single graphene sheet. In 1998, the first peapod was observed by B. Smith, M.

Monthioux and D. Luzzi [1]. Carbon peapod is a hybrid nanomaterial consisting of spheroidal fullerenes encapsulated

within a carbon nanotube. It is named due to their resemblance to the seedpod of the pea plant. There are a number of

works dealing with mathematical modelling of mechanical, optical and electronic properties of nano-peapods [2–5]. Since

the properties of carbon peapods differ from those of nanotubes and fullerenes, the carbon peapod can be recognized as

a new type of a self-assembled graphitic structure [6]. Possible applications of nano-peapods include nanoscale lasers,

single electron transistors, spin-qubit arrays for quantum computing, nanopipettes, and data storage devices thanks to the

memory effects and superconductivity of nano-peapods [7–10]. Spectral problems for a chain of coupled resonator attract

a special interest due to its usefulness for micro and nanoelectronics, radio physics, acoustics [3, 11, 12].

In the present paper, we suggest a solvable model of a chain of weakly coupled spheres. A presence of a magnetic field

is assumed. The mathematical background of the model is given by the theory of self-adjoint extensions of symmetric

operators. This approach appeared initially as a mathematical justification of zero-range potential method in atomic

physics [13]. Later, it became a well-developed method of construction of solvable models for systems with singular

interactions [14–16]. We consider two systems shown in Fig. 1, bent chain and Y-type chain of coupled spheres. Coupling

exists due to point-like openings at the touching points of neighbor spheres. The spectral equations for the model operators

in each case was derived and analyzed.

2. Model construction

At all junction points of the resonators, the presence of the so-called condition δ- connection, and it is assumed that

its intensity α ∈ R is the same for all junction points of the resonators. At the boundary of the resonators, which is not

involved in their connection, it is placed Neumann boundary condition. It is also believed that all balls making up the

chain have same radius. We consider the magnetic field to be uniform and directed along an axis perpendicular to the

plane containing all the junction points of the circuit resonators.

To study the stationary states of a non-relativistic spinless particle placed in the described chain structure, it is neces-

sary to consider the stationary Schrödinger equation:

HBψ(x) = Eψ(x), (1)

where HB is the Hamiltonian of the system under the influence of an external magnetic field B, ψ(x) is the wave function

of the three-dimensional spatial coordinate x, and E is the energy of the system. The main goal of the work is to describe

the spectrum of the Hamiltonian of the system σ(HB) depending on its physical and geometric parameters.

© Melikhova A.S., Popov A.I., Blinova I.V., Popov I.Y., 2024
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FIG. 1. Geometrical configuration of the system: a - bent chain, b- Y-type chain.

FIG. 2. Two coupled balls.

A mathematical model of interacting resonators is constructed within the framework of the theory of self-adjoint

extensions of symmetric operators [17]. The scheme for constructing a model of interacting resonators under the influence

of an external magnetic field is similar to that in [3].

The operator HB
j defined for the j-th resonator in the chain (j ∈ Z) takes the form:

HB
j =

1

2m

(

−i~∇−
e(B× r)

2

)2

, (2)

where i is the imaginary unit, ~ is the reduced Planck constant, e is the particle charge, B = Bk is the magnetic field

induction vector, r is the radius vector: r = {x, y, z}, and m is the particle mass. We choose the symmetric gauge for the

magnetic field.

To understand the scheme for constructing a model of a chain of interacting resonators at exposure to an external

magnetic field, consider the simplest chain - two coupled resonators Ω0 and Ω1, having one common point x1 (Fig. 2).

Starting with the orthogonal sum of the self-adjoint Hamiltonians for each ball, we restrict it to the set of functions

vanishing at the common point of two balls and come to the symmetric operator. Its self-adjoint extension gives us a

model of coupled resonators. To construct it, one can restrict the domain of the adjoint operator [13]. The corresponding

limitation is that the following boundary form annihilates for elements from the domain of the adjoint operator:

(

(HB)*u, v)− (u, (HB)*v
)

=

∫

Ω0∪Ω1

(

(HB)*uv − u(HB)*v
)

d(Ω0 ∪ Ω1), (3)

where the bar denotes complex conjugation, and d(Ω0 ∪ Ω1) is the volume element Ω0 ∪ Ω1. The function u ∈
dom

(

(HB)*
)

can be represented in the following form [3]:

u =





u00 + a−0(u)G
B
0 (x,x1, λ0) + b−0(u)

u01 + a+1(u)G
B
1 (x,x1, λ0) + b+1(u)



 , (4)

where GB
j (x,x1, λ0) are Green’s functions for the problem (j = 0, 1), are the deficiency elements of the symmetric

operator
◦

HB.
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By direct calculation, one obtains the boundary form and, correspondingly, the condition of its annihilation:

((HB)∗u, v)− (u, (HB)∗) = a−0(v)b
−

0(u) − a−0(u)b
−

0(v) + a+1(v)b
+
1(u) − a+1(u)b

+
1(v) = 0. (5)

Expression (5) is similar to that for the boundary form in the absence of external fields [17].

3. Results

Based on all of the above, the following theorem is valid:

a) b)

c) d)

FIG. 3. Structure of the continuous spectrum of a chain with a break (or branching) depending on the

connection parameter α at a fixed magnetic field: a) B = 0, b) B = 0.5, c) B = 1, d) B = 3

FIG. 4. Structure of the spectrum of the basic Y-branch of the chain depending on B at α = −1 (gray

areas — continuous spectrum zones; solid line — energy values belonging to the discrete spectrum)
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Theorem 1. Let the chain break angle γ be such that γ ∈ [0,
2π

3
). Then the essential spectrum of the model

Hamiltonian of a chain with a kink and with the condition of δ-connection at the junction points of the resonators, subject

to the influence of the magnetic field B, consists of eigenvalues of infinite multiplicity — the eigenvalues of the Neumann

Laplacian in the ball, corresponding to the eigenfunctions equal to 0 at both junction points of the resonators (xj−1

and xj), and continuous spectrum. The continuous spectrum of the model Hamiltonian has a band structure completely

described by inequality (6)

|µ±

B | = 1 ⇔

∣

∣

∣

∣

XB

2GB

∣

∣

∣

∣

6 1. (6)

At γ = 0, the discrete spectrum of the model Hamiltonian is empty.

Let now the chain break angle γ be such that γ ∈ (0,
2π

3
). The discrete spectrum of the model Hamiltonian consists

of all λ that resolve equation (11) and satisfy conditions (7)-(8):

|µ+
B | < 1 ⇔

XB

2GB
< −1, (7)

|µ−

B | < 1 ⇔
XB

2GB
> 1, (8)

whereXB = lim
x→xj

(

GB(x,x1, λ)−GB(x,x1, λ0)
)

. We also present here the eigenvalues µB of this transfer matrix

and the corresponding eigenvectors νB (for j 6= 1):

µB =
XB

2GB
±

√

(

XB

2GB

)2

− 1, (9)

νB = ̺





1

−µB



 , (10)

where GB = GB(xj−1,xj , λ) = GB(xj ,xj−1, λ) (j 6= 1), ̺ is some constant (̺ 6= 0).

|ZB
γ |2 − (GB)2

GBZB
γ

= 0. (11)

For Y-type chain of balls, the structure of the spectrum is described by the following theorem [7]:

Theorem 2. The essential spectrum of the model Hamiltonian of a Y-branched chain with the condition of δ-

connection at the junction points of the resonators, subject to the influence of the magnetic field B, consists of eigenvalues

of infinite multiplicity - the eigenvalues of the Neumann Laplacian in the ball, corresponding to the eigenfunctions equal

to 0 at both junction points of the resonators (xj−1 and xj), and continuous spectrum. The continuous spectrum of the

model Hamiltonian has a band structure completely described by inequality (6). The discrete spectrum of the model

Hamiltonian consists of all λ that resolve equation (12) and satisfy conditions (7) – (8)

1

(GB)3
(

(XB − µBG
B)3 − (XB − µBG

B)
(

|G[2],3|
2 + |G[1],2|

2 + |G[1],3|
2
)

+

+G[1],2G1,[3]G[2],3 +G[1],2G1,[3]G[2],3

)

= 0. (12)

The picture of the dependence of the continuous spectrum on the magnitude of the magnetic field in the case of a

Y-branched chain has the same form as in the case of a chain with a break It is shown in Fig. 4 (the gap between the first

and second zones of the continuous spectrum contains energy values belonging to the discrete spectrum).

4. Conclusion

Explicitly solvable model was constructed for electron in a system of bent chain and Y-type chain of weakly coupled

balls in a magnetic field. The model is based on the theory of self-adjoint extensions of symmetric operators in the Hilbert

space. The spectral problems are of special interest for systems of such type (see, e.g., [18–22]). Spectral equations were

derived. The continuous and the point spectra of the model operator were described.
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ABSTRACT In this paper, we consider a linear parabolic type partial differential equation in the space of general-

ized functions as the equation of neutron diffusion in the presence of neutron absorption by the atomic nucleus

with nonlinear impulsive effects. Spectral equation is obtained from the Dirichlet boundary value conditions

and this spectral problem is studied. The Fourier method of variables separation is used. Countable system

of nonlinear functional integral equations is obtained with respect to the Fourier coefficients of unknown func-

tion. Theorem on a unique solvability of the countable system of functional integral equations is proved. The

method of successive approximations is used in combination with the method of contracting mapping. Criteria

of uniqueness and existence of generalized solution of the impulsive mixed problem is obtained. Solution of

the mixed problem is derived in the form of the Fourier series. It is shown that the Fourier series converges

uniformly.

KEYWORDS Mixed problem, impulsive parabolic equation, nonlinear impulsive conditions, involution, unique

solvability

FOR CITATION Yuldashev T.K., Fayziyev A.K. Mixed problem for a linear differential equation of parabolic type
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1. Formulation of the problem statement

Differential equations of mathematical physics have direct applications in the theory of nanosystems (see, for exam-

ple, [1–13], and [14]). Partial differential and integro-differential equations of parabolic type with initial and boundary

conditions are investigated widely by large number of scientists and have different applications in sciences and technology

(see, for example, [15–28]). Note that the differential equations of parabolic type are associated with heat and diffusion

processes. Neutron diffusion plays a significant role in the operation of nuclear reactors. The diffusion equation makes it

possible to calculate the neutron density inside the core of a nuclear reactor, the neutron flux from the moderator surface,

and the reflection and transmission of neutrons by biological protection structures.

Differential and integro-differential equations with impulse effects have applications in sciences, ecology, biotech-

nology, industrial robotics, pharmacokinetics, optimal control, etc. [29–38]. A lot of publications are devoted to study

differential equations with impulsive effects, describing many natural and technical processes (see, for example, [39–50]).

The questions of existence and uniqueness of periodic solutions of differential and integro-differential equations were

studied in [51–55]. In [56–58], the Whitham type partial differential equations of the first order with impulsive effects are

studied.

To date, the impulsive systems for ordinary differential and integro-differential equations have been well studied. As

for the partial differential equations of mathematical physics, the authors are not aware of any work where the differential

equations of mathematical physics with impulsive influences were studied. It is necessary to solve problems associated

with the use of the Fourier series, the integration of impulsive countable systems in different subdomains and the definition

of the class of solutions. So, in the present paper, we study the solvability of the impulsive mixed problem for a linear

differential equation with involution and nonlinear impulsive conditions in the space of generalized functions.

In the domain

Ω =
{

t ∈ (0, T ), t 6= tm, 0 < tm < T, m = 1, 2, ..., p, x ∈ (−1, 1)
}

,

we consider the following differential equation of neutron diffusion in the presence of neutron absorption by the atomic

nucleus

Ut(t, x)− Uxx(t, x)− εUxx(t,−x) = a(t)U(t, x) + f(t, x) (1)

with the Dirichlet boundary value conditions

U(t,−1) = U(t, 1) = 0, 0 ≤ t ≤ T ; (2)

and initial value condition

U(0, x) = ϕ(x), −1 ≤ x ≤ 1, (3)

© Yuldashev T.K., Fayziyev A.K., 2024
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where T is given positive number, unknown function U(t, x) characterizes the neutron density with the impulsive effects,

ε is the diffusion coefficient, 0 < ε < 1, a(t) ∈ C [0;T ] is the function characterizing the lifetime of a neutron in a

medium before absorption, the function f(t, x) ∈ L2(Ω) characterizes the rate of the neutron production, ϕ(x) is given

function on the segment [−1, 1]. We assume that for the initial value function ϕ(x) ∈ L2[−1, 1] the following conditions

are fulfilled ϕ(−1) = ϕ(1) = 0. We also suppose that f(t,−1) = f(t, 1) = 0.
Since the equation (1) is impulsive and the unknown function U(t, x) has some discontinuity points t1, t2, ..., tp on

the interval (0, T ), in integration processes, we need to know the difference between the right and the left side limit

values of unknown function at these discontinuity points. However, in practice, it is often impossible to determine these

differences explicitly. So, we use them in the form of nonlinear functions. Therefore, we consider equation (1) with the

following impulsive conditions

U
(

t+m, x
)

− U
(

t−m, x
)

= Im



x,

1
∫

−1

G(y)U
(

tm, y
)

dy



 , m = 1, 2, ..., p, (4)

where Im(x, ·) are continuous functions on x,

1
∫

−1

|G(x) | dx < ∞, 0 < t1 < ... < tp < T < ∞, U
(

t+m, x
)

=

lim
ν→0+

U (tm + ζ, x), U
(

t−m, x
)

= lim
ν→0−

U (tm − ζ, x) are the right-hand side and the left-hand side limits of function

U(t, x) at the points t = tm, respectively.

2. Formal solution of the mixed problem

First, consider the homogeneous partial differential equation

Ut(t, x)− Uxx(t, x)− εUxx(t,−x) = 0 (5)

with boundary value conditions of the Dirichlet type

U(t,−1) = U(t, 1) = 0, 0 ≤ t ≤ T. (6)

Problem (5), (6) will be solved by the method of separation of variables: U(t, x) = u(t)ϑ(x). After separation of

variables, from (5), (6), we arrive at the following spectral problem for an ordinary differential equation

ϑ′′(x) + εϑ′′(−x) + λϑ(x) = 0 (7)

with boundary value conditions

ϑ(−1) = 0, ϑ(1) = 0. (8)

It is obvious that for the case of even eigenfunctions, equation (7) takes the form

(1 + ε)ϑ′′

1(x) + λ1ϑ1(x) = 0. (9)

Solving differential equation (9) with conditions (8), we find the eigenvalues

λ1,n = (1 + ε)π2(n+ 0.5)2 (10)

and eigenfunctions of problem (7), (8):

ϑ1,n(x) = cosπ(n+ 0.5)x, n ∈ N. (11)

In the case of odd eigenfunctions, equation (7) takes another form

(1− ε)ϑ′′

2(x) + λ 2ϑ2(x) = 0. (12)

Solving differential equation (12) with spectral (zero) conditions (8), we find the eigenvalues and the corresponding

eigenfunctions of problem (12), (8):

λ2,n = (1− ε)π2n2, 0 < ε < 1, (13)

ϑ2,n(x) = sinπnx, n ∈ N. (14)

Note that the eigenfunctions ϑ i,n(x) (i = 1, 2) determined by (11) and (14) form a complete system of orthonormal

eigenfunctions in the space L 2[−1, 1]. Therefore, we seek desired solutions to the nonhomogeneous partial differential

equation (1) in the forms U(t, x) = U1(t, x) + U2(t, x) of the Fourier series

Ui(t, x) =

∞
∑

n=1

ui,n(t)ϑi,n(x), i = 1, 2, (15)

where U1(t, x) and U2(t, x) satisfy the given differential equation (1)

Uit(t, x)− Uixx(t, x)− εUixx(t,−x) = a(t)Ui(t, x) + fi(t, x),
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u i,n(t) =

1
∫

−1

Ui(t, x)ϑ i,n(x) dx, i = 1, 2. (16)

We also suppose that the function f(t, x) = f1(t, x) + f2(t, x) ∈ L2(Ω) expands to the Fourier series in eigenfunctions

ϑ i,n(x):

fi(t, x) =

∞
∑

n=1

fi,n(t)ϑi,n(x), i = 1, 2, (17)

where

fi,n(t) =

1
∫

−1

fi(t, x)ϑ i,n(x) dx, i = 1, 2. (18)

By using the Fourier series (15), from the impulsive conditions (4), we obtain

∞
∑

n=1

u i,n(t
+
m)ϑ i,n(x)−

∞
∑

n=1

u i,n(t
−

m)ϑ i,n(x) =

∞
∑

n=1

Im,i,nϑ i,n(x), m = 1, 2, ..., p,

where

Im,i,n =

1
∫

−1

Im,i



x,

1
∫

−1

G(y)
∞
∑

j=1

ui,j(tm)ϑ i,j(y)dy



 ϑ i,n(x) dx, i = 1, 2. (19)

Hence, due to the orthonormality of the eigenfunctions,

(ϑ i,n(x), ϑ i,j(x)) =







1, n = j,

0, n 6= j,

we derive that

u i,n(t
+
m)− u i,n(t

−

m) = Im,i,n, m = 1, 2, ..., p. (20)

Substituting the Fourier series (15) into the given differential equation (1), we obtain a countable system of the first order

ordinary differential equations

u′

i,n(t) + λ i,n ui,n(t) = a(t)ui,n(t) + fi,n(t), (21)

where λ i,n are eigenvalues determined by (10) and (13). We rewrite the countable system of the first order ordinary

differential equations (21) as
(

eλ i,ntui,n(t)
)′

= eλ i,nt
[

a(t)ui,n(t) + fi,n(t)
]

, i = 1, 2. (22)

By integration of the last equation (22) on the intervals: (0, t1] , (t1, t2] , . . . , (tp, tp+1] , we obtain:

t1
∫

0

eλ i,ns [a(s)ui,n(s) + fi,n(s)] ds =

t1
∫

0

(

eλ i,nsui,n(s)
)′

ds =

= eλ i,nt
−

1 ui,n(t
−

1 )− eλ i,n0
+

ui,n(0
+) = eλ i,nt1ui,n(t1)− ui,n(0), i = 1, 2, t ∈ (0, t1] ,

t2
∫

t1

eλ i,ns [a(s)ui,n(s) + fi,n(s)] ds =

t2
∫

t1

(

eλ i,nsui,n(s)
)′

ds =

= eλ i,nt
−

2 ui,n(t
−

2 )− eλ i,nt
+

1 ui,n(t
+
1 ) = eλ i,nt2ui,n(t2)− eλ i,nt1ui,n(t

+
1 ), t ∈ (t1, t2] ,

. . . . . . . . . . . . . . . . . .
tp+1
∫

tp

eλ i,ns [a(s)ui,n(s) + fi,n(s)] ds =

tp+1
∫

tp

(

eλ i,nsui,n(s)
)′

ds =

= eλ i,nt
−

p+1ui,n(t
−

p+1)− eλ i,nt
+
p ui,n(t

+
p ) = eλ i,ntp+1ui,n(t)− eλ i,ntpui,n(t

+
p ), t ∈ (tp, tp+1] .

Here we took into account that ui,n(0
+) = ui,n(0), ui,n(t

−

p+1) = ui,n(t). So, taking the impulsive conditions (20) into

account, on the interval (0, T ], we have

t
∫

0

eλ i,ns [a(s)ui,n(s) + fi,n(s)] ds =

= eλ i,nt1ui,n(t1)− ui,n(0) + eλ i,nt2ui,n(t2)− eλ i,nt1ui,n(t
+
1 ) + eλ i,nt3ui,n(t3)− eλ i,nt2ui,n(t

+
2 )+

+...+ eλ i,ntp+1ui,n(t)− eλ i,ntpui,n(t
+
p ) =
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= −ui,n(0)− eλ i,nt1
[

ui,n(t
+
1 )− ui,n(t1)

]

− eλ i,nt2
[

ui,n(t
+
2 )− ui,n(t2)

]

−

− . . . − eλ i,ntp
[

ui,n(t
+
p )− ui,n(tp)

]

+ eλ i,ntui,n(t) =

= −ui,n(0)−

p
∑

0<tm<t

eλ i,ntmIm,i,n + eλ i,ntui,n(t).

Hence, we obtain that

eλ i,ntui,n(t) = ui,n(0) +

t
∫

0

eλ i,ns [a(s)ui,n(s) + fi,n(s)] ds+

p
∑

0<tm<t

eλ i,ntmIm,i,n

or

ui,n(t) = ui,n(0)e
−λ i,nt +

t
∫

0

e−λ i,n(t−s) [a(s)ui,n(s) + fi,n(s)] ds+

p
∑

0<tm<t

e−λ i,n(t−tm)Im,i,n. (23)

For given function ϕ(x) in (3), we set ϕ(x) = ϕ1(x) + ϕ2(x). Now, supposing that the functions ϕ1(x) and ϕ2(x)
are expanded in the Fourier series and using the Fourier coefficients (16), from condition (3), we obtain

u i,n(0) =

1
∫

−1

Ui(0, x)ϑ i,n(x) dx =

1
∫

−1

ϕi(x)ϑ i,n(x) dx = ϕi,n, i = 1, 2. (24)

To find the unknown coefficients ui,n(0) in the presentations (23), we use the initial value conditions (24). Then we have

ui,n(t) = ϕi,ne
−λ i,nt +

t
∫

0

e−λ i,n(t−s) [a(s)ui,n(s) + fi,n(s)] ds+

p
∑

0<tm<t

e−λ i,n(t−tm)Im,i,n. (25)

We note that representations (25) are the Fourier coefficients of the solution to problem (1)–(4) and have been considered

as a countable system of nonlinear functional and integral equations. Taking into account (18) and (19), we rewrite it as

ui,n(t) = A(t;ui,n) ≡ ϕi,ne
−λ i,nt +

t
∫

0

e−λ i,n(t−s)a(s)ui,n(s)ds+

+

t
∫

0

e−λ i,n(t−s)

1
∫

−1

fi(s, x)ϑ i,n(x) dxds+

+

p
∑

0<tm<t

e−λ i,n(t−tm)

1
∫

−1

Im,i



x,

1
∫

−1

G(y)

∞
∑

j=1

ui,j(tm)ϑ i,j(y)dy



 ϑ i,n(x) dx. (26)

The representation (26) is countable system of functional equations. Substituting representation (26) into the Fourier

series (15), we obtain a formal solution of the problem (1)–(4) on the domain Ω

Ui(t, x) =
∞
∑

n=1

ϑi,n(x)



ϕi,ne
−λ i,nt +

t
∫

0

e−λ i,n(t−s)a(s)ui,n(s)ds+

+

t
∫

0

e−λ i,n(t−s)

1
∫

−1

fi(s, x)ϑ i,n(x) dxds+

+

p
∑

0<tm<t

e−λ i,n(t−tm)

1
∫

−1

Im,i



x,

1
∫

−1

G(y)

∞
∑

j=1

ui,j(tm)ϑ i,j(y)dy



 ϑ i,n(x) dx



 . (27)
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3. Solvability of the countable system of nonlinear functional equations

Let us investigate the countable system of nonlinear functional equations (26) from the point of view of its unique

solvability. Consider the following well-known Banach spaces, which will be used below:

the space B 2[0, T ] of function sequences {un(t) }
∞

n=1 on the segment [0, T ] with the norm

‖ ~u(t) ‖B 2[0,T ] =

√

√

√

√

∞
∑

n=1

(

max
t∈ [0,T ]

|un(t) |

) 2

< ∞;

the Hilbert coordinate space ℓ2 of number sequences {ϕn}
∞

n=1 with the norm

‖ϕ ‖ ℓ 2
=

√

√

√

√

∞
∑

n=1

|ϕn |
2
< ∞;

the space L 2 [−1, 1] of square-integrable functions on the interval [−1, 1] with the norm

‖ϑ (x) ‖L 2[−1,1] =

√

√

√

√

√

1
∫

−1

|ϑ (x) |
2
dx < ∞;

the space

PCB2
([0, T ];R) = {un : [0, T ] → R; ~u(t) ∈ (B2[tm, tm+1];R) , m = 0, 1, ..., p}

with the norm

‖ ~u(t) ‖PCB2
[0,T ] = max

{

‖ ~u(t) ‖B2[tm,tm+1]
, m = 0, 1, 2, ..., p

}

,

where un

(

t+m
)

and un

(

t−m
)

(m = 0, 1, ..., p) exist and are bounded; un

(

t−m
)

= un (tm).

Theorem 1. Let the estimate

∞
∑

j=1

|ϕn | < ∞ be valid for the Fourier coefficients of the function ϕ(x) ∈ L2[−1, 1].

If the following conditions are fulfilled:

max
m=1,p

max
t∈[tm,tm+1]

√

√

√

√

√

1
∫

−1



Ii,m



x,

1
∫

−1

G(y)

∞
∑

j=1

u0
i,j(t)ϑ i,j(y)dy









2

dx ≤ M0,i = const < ∞,

∣

∣

∣

∣

∣

∣

Im,i



x,

1
∫

−1

G(y)

∞
∑

j=1

uτ
i,j(tm)ϑ i,j(y)dy



− Im,i



x,

1
∫

−1

G(y)
∞
∑

j=1

uτ−1
i,j (tm)ϑ i,j(y)dy





∣

∣

∣

∣

∣

∣

≤

≤ Nm,i(x)

∣

∣

∣

∣

∣

∣

1
∫

−1

G(y)

∞
∑

j=1

∣

∣uτ
i,j(tm)− uτ−1

i,j (tm)
∣

∣ϑi,j(y) dy

∣

∣

∣

∣

∣

∣

, 0 < Nm,i(x) ∈ L2[−1, 1],

ρi = C ·M2,i

[

M4 ‖Ni(x) ‖L2[−1,1] ‖G(x) ‖L2[−1,1] +M1,iM5

]

< 1, i = 1, 2, (28)

where C, M1,i, M4, M5, M2,i are some constants, then the countable system of nonlinear functional equations (26) is

uniquely solvable in the space PCB2
[0, T ]. In this case, the desired solution can be found by the following iterative

process:


















u 0
i,n(t) = ϕi,ne

−λ i,nt +

t
∫

0

e−λ i,n(t−s)

1
∫

−1

fi(s, x)ϑ i,n(x) dxds,

u τ+1
i,n (t) = A

(

t;u τ
i,n

)

, i = 1, 2, τ = 0, 1, 2, ...

(29)

Proof. We use the method of contracting maps in combination with the method of successive approximations in the space

PCB2
[0, T ]. We take into account that

t
∫

0

e−λ i,n(t−s)ds ≤
1

λ i,n

[

1− e−λ i,nt
]

≤
1

λ i,n

M1,i.

Then, by virtue of conditions of the theorem and applying the Cauchy–Schwartz inequality and the Bessel inequality, we

obtain from the approximations (29) that the following estimate is valid:

∥

∥ ~u 0
i (t)

∥

∥

PCB2
[0,T ]

≤ max
m=1,p

∞
∑

n=1

max
t∈[tm,tm+1]

∣

∣u 0
i,n (t)

∣

∣ ≤ max
m=1,p

∞
∑

n=1

|ϕ i,n | max
t∈[tm,tm+1]

{

e−λ i,nt
}

+
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+C max
m=1,p

∞
∑

n=1

sup
t∈(tm,tm+1]

∣

∣

∣

∣

∣

∣

t
∫

0

e−λ i,n(t−s)

1
∫

−1

fi(s, x)ϑ i,n(x) dxds

∣

∣

∣

∣

∣

∣

≤

≤

∞
∑

n=1

|ϕ i,n |+ C ·M1,i max
m=1,p

∞
∑

n=1

1

λ i,n

max
t∈[tm,tm+1]

∣

∣

∣

∣

∣

∣

1
∫

−1

fi(t, x)ϑ i,n(x) dx

∣

∣

∣

∣

∣

∣

≤

≤
∞
∑

n=1

|ϕ i,n |+ C ·M1,i

√

√

√

√

∞
∑

n=1

1

λ2
i,n

max
m=1,p

max
t∈[tm,tm+1]

√

√

√

√

√

∞
∑

n=1





1
∫

−1

fi(t, x)ϑ i,n(x) dx





2

≤

≤

∞
∑

n=1

|ϕ i,n |+ C ·M1,iM2,iM3,i = δ1,i < ∞, i = 1, 2, (30)

where

M2,i =

√

√

√

√

∞
∑

n=1

1

λ2
i,n

, M3,i = max
m=1,p

max
t∈[tm,tm+1]

‖ fi(t, x) ‖L2[−1,1] , 0 < C = const,

λ 1,n = (1 + ε)π2(n+ 0.5)2, λ 2,n = (1− ε)π2n2, | ε | < 1.

Taking into account estimate (30), applying the Cauchy–Schwartz inequality and the Bessel inequality, for the first

difference of approximations (29), we obtain:

∥

∥ ~u 1
i (t)− ~u 0

i (t)
∥

∥

PCB2
[0,T ]

≤ max
m=1,p

∞
∑

n=1

max
t∈[tm,tm+1]

∣

∣u 1
i,n(t) − u 0

i,n(t)
∣

∣ ≤

≤ C max
m=1,p

∞
∑

n=1

sup
t∈(tm,tm+1]

∣

∣

∣

∣

∣

∣

p
∑

0<tm<t

e−λ i,n(t−tm)

1
∫

−1

Im,i



x,

1
∫

−1

G(y)

∞
∑

j=1

u0
i,j(tm)ϑi,j(y)dy



ϑi,n(x)dx

∣

∣

∣

∣

∣

∣

+

+C max
m=1,p

∞
∑

n=1

sup
t∈(tm,tm+1]

∣

∣

∣

∣

∣

∣

t
∫

0

e−λ i,n(t−s)a(s)u0
i,n(s)ds

∣

∣

∣

∣

∣

∣

≤

≤ C max
m=1,p

∞
∑

n=1

1

λ i,n

sup
t∈(tm,tm+1]

p
∑

m=1

1

t− tm

∣

∣

∣

∣

∣

∣

1
∫

−1

Im,i



x,

1
∫

−1

G(y)

∞
∑

j=1

u0
i,j(t)ϑ i,j(y)dy



 ϑ i,n(x) dx

∣

∣

∣

∣

∣

∣

+

+C ·M1,i max
m=1,p

max
t∈[tm,tm+1]

| a(t) |
∞
∑

n=1

1

λ i,n

max
t∈[tm,tm+1]

∣

∣u0
i,n(t)

∣

∣ ≤

≤ C ·M4

√

√

√

√

∞
∑

n=1

1

λ2
i,n

max
m=1,p

max
t∈[tm,tm+1]

√

√

√

√

√

∞
∑

n=1





1
∫

−1

Im,i



x,

1
∫

−1

G(y)

∞
∑

j=1

u0
i,j(t)ϑ i,j(y)dy



 ϑi,n(x) dx





2

+

+C ·M1,iM5

√

√

√

√

∞
∑

n=1

1

λ2
i,n

∥

∥ ~u0
i (t)

∥

∥

PCB2
[0,T ]

≤

≤ C ·M4M2,i max
m=1,p

∥

∥

∥

∥

∥

∥

Im,i



x,

1
∫

−1

G(y)

∞
∑

j=1

δ1,i ϑ i,j(y)dy





∥

∥

∥

∥

∥

∥

L2[−1,1]

+ C ·M1,iM2,iM5δ1,i ≤

≤ C ·M2,i

[

M4M0,i +M1,iM5δ1,i
]

< ∞, (31)

M4 = sup
t∈(tm,tm+1]

p
∑

m=1

1

t− tm
, M5 = max

m=1,p
max

t∈[tm,tm+1]
| a(t) | .

Continuing this process, similarly to the estimate (31), we obtain

∥

∥ ~u τ+1
i (t)− ~u τ

i (t)
∥

∥

PCB2
[0,T ]

≤ max
m=1,p

∞
∑

n=1

max
t∈[tm,tm+1]

∣

∣u τ
i,n(t) − u τ−1

i,n (t)
∣

∣ ≤

≤ C max
m=1,p

∣

∣

∣

∣

∣

∣

∞
∑

n=1

p
∑

0<tm<t

sup
t∈(tm,tm+1]

e−λ i,n(t−tm)

1
∫

−1

Nm,i(x)×
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×

∣

∣

∣

∣

∣

∣

1
∫

−1

G(y)

∞
∑

j=1

[

uτ
i,j(tm)− uτ−1

i,j (tm)
]

ϑi,j(y)dy

∣

∣

∣

∣

∣

∣

ϑ i,n(x) dx

∣

∣

∣

∣

∣

∣

+

+C max
m=1,p

∞
∑

n=1

sup
t∈(tm,tm+1]

∣

∣

∣

∣

∣

∣

t
∫

0

e−λ i,n(t−s) a(s)
∣

∣uτ
i,j(t)− uτ−1

i,j (t)
∣

∣ ds

∣

∣

∣

∣

∣

∣

≤

≤ C ·M4 max
m=1,p

∞
∑

n=1

1

λi,n

1
∫

−1

Nm,i(x)ϑi,n(x)dx

∞
∑

j=1

max
t∈[tm,tm+1]

∣

∣uτ
i,j(t)− uτ−1

i,j (t)
∣

∣

∣

∣

∣

∣

∣

∣

1
∫

−1

G(y)ϑi,j(y)dy

∣

∣

∣

∣

∣

∣

+

+C ·M1,i max
m=1,p

max
t∈[tm,tm+1]

| a(t) |

∞
∑

n=1

1

λ i,n

max
t∈[tm,tm+1]

∣

∣uτ
i,j(t)− uτ−1

i,j (t)
∣

∣ ≤

≤ C ·M4M2,i ‖Ni(x) ‖L2[−1,1]

∥

∥ ~u τ
i (t)− ~u τ−1

i (t)
∥

∥

PCB2
[0,T ]

‖G(x) ‖L2[−1,1] +

+C ·M1,iM5M2,i

∥

∥ ~u τ
i (t)− ~u τ−1

i (t)
∥

∥

PCB2
[0,T ]

≤ ρi
∥

∥uτ
i (t)− uτ−1

i (t)
∥

∥

PCB2
[0,T ]

, (32)

where

ρi = C ·M2,i

[

M4 ‖Ni(x) ‖L2[−1,1] ‖G(x) ‖L2[−1,1] +M1,iM5

]

,

‖Ni(x) ‖L2[−1,1] = max
m=1,...,p

‖Nm,i(x) ‖L2[−1,1] , i = 1, 2.

According to (28), ρi < 1. Consequently, it follows from estimate (32) that the operator on the right-hand side of

countable system of nonlinear functional equations (26) is contracting. It follows from estimates (30)–(32) that there is

the unique fixed point, which is a solution to the countable system of functional equations (26) in space PCB2
[0, T ].

Theorem 1 is proved. �

4. Uniform convergence of the Fourier series

Theorem 2. Let the conditions of the Theorem 1 be fulfilled. Then the unknown function U(t, x) = U1(t, x) +
U2(t, x) of the mixed impulsive problem (1)–(4) is determined by the Fourier series (27). The series (27) are convergent

on the domain Ω.

Proof. Let ~ui(t) ∈ PCB2
[0, T ] be the unique solution of the countable system (26). As in the case of estimates (30) and

(31), we obtain

|Ui(t, x) | ≤

∞
∑

n=1

|ϑi,n(x) |

[

∞
∑

n=1

|ϕ i,n | e
−λ i,nt+

+

∞
∑

n=1

∣

∣

∣

∣

∣

∣

t
∫

0

e−λ i,n(t−s)

1
∫

−1

fi(s, x)ϑ i,n(x) dxds

∣

∣

∣

∣

∣

∣

+

+

∞
∑

n=1

max
t∈[tm,tm+1]

∣

∣

∣

∣

∣

∣

p
∑

0<tm<t

e−λ i,n(t−tm)

1
∫

−1

Im,i



x,

1
∫

−1

G(y)

∞
∑

j=1

ui,j(tm)ϑ i,j(y)dy



 ϑ i,n(x) dx

∣

∣

∣

∣

∣

∣

+

+C

∞
∑

n=1

sup
t∈(tm,tm+1]

∣

∣

∣

∣

∣

∣

t
∫

0

e−λ i,n(t−s)a(s)ui,n(s) ds

∣

∣

∣

∣

∣

∣



 ≤

≤
∞
∑

n=1

|ϕ i,n |+M1,i

√

√

√

√

∞
∑

n=1

1

λ2
i,n

max
m=1,p

max
t∈[tm,tm+1]

‖ fi(t, x) ‖L2[−1,1] +

+M4

√

√

√

√

∞
∑

n=1

1

λ2
i,n

max
m=1,p

max
t∈[tm,tm+1]

∥

∥

∥

∥

∥

∥

Im,i



x,

1
∫

−1

G(y)

∞
∑

j=1

ui,j(t)ϑ i,j(y)dy





∥

∥

∥

∥

∥

∥

L2[−1,1]

+

+C ·M1,iM5

√

√

√

√

∞
∑

n=1

1

λ2
i,n

‖ ~ui(t) ‖PCB2
[0,T ] < ∞. (33)

Due to the estimate (33) one obtains the absolute and uniform convergence of the series (27). Theorem 2 is proved. �
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5. Conclusion

Neutron diffusion plays a significant role in the operation of nuclear reactors. The diffusion equation makes it possible

to calculate the neutron density inside the core of a nuclear reactor, the neutron flux from the moderator surface, and the

reflection and transmission of neutrons by biological protection structures.

In the domain Ω =
{

t ∈ (0, T ), t 6= tm, 0 < tm < T, m = 1, 2, ..., p, x ∈ (−1, 1)
}

, we consider a parabolic

type linear differential equation (1) of neutron diffusion in the presence of neutron absorption by the atomic nucleus with

nonlinear impulsive effects and involution. The Dirichlet boundary value conditions, initial value condition and nonlinear

impulsive conditions are used in solving the mixed problem.

The countable system of nonlinear functional equations (26) is obtained. Theorem 1 on unique solvability of count-

able system of nonlinear functional integral equations (26) is proved. The Picar iteration process is constructed. The

generalized solution of the mixed problem (1)–(4) is obtained in the form of the Fourier series (27). The uniform conver-

gence of the Fourier series (27) is proved (Theorem 2). Note that the Fourier series (27) characterizes the neutron density

function with the first kind discontinuities. The results of this work will make it possible to determine the neutron density

inside the core of a nuclear reactor and its change in the presence of a moderator and reflectors.

Moreover, the results obtained in this work will allow us to investigate direct and inverse problems for other kinds of

partial differential equations of mathematical physics with impulsive actions. Differential equations with impulsive effects

often allow one to reveal common features of phenomena in different branches of science. In [29], impulsive differential

equations are used for solving boundary value problems on time scales. In [30], impulsive differential equations are

used in studying pulse mass measles vaccination across age cohorts. In [38], impulsive differential equations are used

in studying biological problems. Parabolic type differential equations as the heat equations or as the diffusion equations

have different applications. In [14], the problem of fast forward evolution of the processes described in terms of the

heat equation is considered. The matter is considered on an adiabatically expanding time-dependent box. Attention is

paid to acceleration of heat transfer processes. As the physical implementation, the heat transport in harmonic crystals is

considered.
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ABSTRACT We studied photon antibunching in the pump and the harmonic modes of the sixth harmonic gener-

ation process. The generalized interaction Hamiltonian is solved for several particular cases in the Heisenberg

picture, and the possibility of observing photon antibunching is investigated using the short-time approximation

technique. It is shown that the photon antibunching in the pump field depends on the number of pump pho-

tons, the interaction time, and the coupling of the field between the modes. With the same amount of pump

photons, we deduced that third-order photon antibunching is more nonclassical than second- and first-order

photon antibunching. In this process, the effect of photon antibunching is not seen in the harmonic mode over

pump mode. It is shown that photon antibunching is more noticeable with shorter interaction times as the depth

of nonclassicality increases and the second-order correlation function decreases. The first-order Hamiltonian

interaction, which stimulates both pump and harmonic fields, is demonstrated to be more nonclassical than

the second-order Hamiltonian interaction. It is clear that the coherent state, or vacuum state, of a pump field

with a nonzero harmonic field creates photon clusters because the pump field causes interaction, which leads

to bunching effects. It is interpreted that the degree of photon antibunching is maximum in the regions where

the second correlation function is minimum. Photon antibunching has been shown to be one of the quantum

properties of light.

KEYWORDS photon antibunching, higher-order antibunching, sixth harmonic generation, photon number oper-

ator, short-time approximation
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1. Introduction

Photon antibunching [1–10], a nonclassical phenomenon [11–14], is currently of considerable interest in the context

of quantum teleportation [15,16], quantum computation [17–21], and quantum cryptography [22–24] by utilizing a single-

photon source as unconditional security [25–28]. Single-photon sources are photon sources that emit photons as single

particles or photons. This gives rise to an effective one-photon number state, which means that the chance of making

one photon is higher than the chance of making two, three, four, or more photons at the same time. In the antibunched

state, the rate of emitting two or more photons at the same time is lower than in the single-photon state. This means

that it is more likely to find a source of a single photon than a source of two or more photons in a bunch. The second-

order temporal coherence, g(2)(τ), is the standard way to measure the quality of a single-photon source when the time

delay is set to zero (τ = 0) [26–28]. g(2)(0) = 0 for a perfect source that never sends out more than one photon at

a time. In his research, Stoler [1] introduced the concept of photon antibunching generation and outlined methods for

observing it. Many authors [2–9] have previously centered their research on photon antibunching in various nonlinear

optical systems. In addition, Lee created the notion of higher-order antibunching in 1990 [29, 30] when he proposed the

first higher-order antibunching criterion. Ba An [31] and Pathak et al. [32] modified Lee’s criterion, respectively. As

stated by Gupta et al. [33] in detail, higher-order antibunching is not an unusual phenomenon; rather, it can be observed

in numerous simple nonlinear optical processes, such as the six-wave mixing process, the four-wave mixing process, and

the second harmonic generation. Antibunching occurs in pump modes, which lose energy, whereas bunching manifests

in harmonic modes, which gain energy from the pump, and vice versa: as energy decreases, noise increases [34–36].

All the models studied here are experimentally realizable [37, 38], and the criteria for higher-order antibunching appear

in terms of the factorial moment, which can be measured using homodyne photon counting experiments [37–40]. As

a result, it is straightforward to experimentally validate the theoretical predictions of this study in the sixth harmonic

generation process. In essence, all of the aforementioned simple physical models are readily observable and empirically

realizable in any nonlinear optics laboratory. In addition, higher-order antibunching has been extensively studied and
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published in several optical processes [41–45] in the past few years. Dell’Anno et al. [46] gave a study of the theoretical

and experimental properties of multiphoton quantum optics. In this research, they offer a consistent generalization of

multiphoton events and a Hamiltonian description of higher-order nonlinear multiphoton phenomena. Combining linear

and nonlinear optical devices, according to their theory, enables the realization of multiphoton nonclassical states of

the electromagnetic field in discrete or continuous variables, which have applications in quantum computation, quantum

teleportation, and other quantum communication and information problems. As a result, it creates new avenues for

investigating higher-order nonclassical effects.

The objective of this paper is to investigate the feasibility of photon antibunching in sixth harmonic generation. The

structure of the paper is as follows: The criterion of photon antibunching is defined in Section 2. In Section 3, the degener-

ate sixth harmonic generation model and its Hamiltonian are described. In sections 3.1 and 3.2, respectively, we establish

the analytic expression of photon antibunching in the pump mode up to first- and second-order Hamiltonian interactions

in the sixth harmonic generation. Photon antibunching in the harmonic mode up to first- and second-order Hamiltonian

interactions are studied in sixth harmonic generation, respectively, in Sections 3.3 and 3.4. Section 4 describes the second

correlation function in terms of the number of photons. Section 5 contains the results and discussion. In Section 6, we

finish and summarize the paper.

2. Definition of photon antibunching

A criterion for single-mode photon antibunching, in general, proposed by Lee [29, 30], as

R̂(l,m) =

〈

N̂
(l+1)
x

〉〈

N̂
(m−1)
x

〉

−
〈

N̂
(l)
x

〉〈

N̂
(m)
x

〉

〈

N̂
(l)
x

〉〈

N̂
(m)
x

〉 < 0. (1)

where 〈...〉 denotes the quantum average, x denotes modes of the field, l, and m are integers that satisfying the conditions

l ≥ m ≥ 1 and N̂ is the photon number operator, where N̂ l
x =

l−1

Π
j=0

(

N̂x − j
)

is the jth factorial moment of the photon

number operator.

Equation (1) reduces by using l = m = 1, i.e. for first-order photon antibunching [31], as
〈

N̂ (2)
x

〉

<
〈

N̂x

〉2

. (2)

and the inequality yields
〈

(

∆N̂x

)2
〉

≡
〈

N̂ (2)
x

〉

−
〈

N̂x

〉2

<
〈

N̂x

〉

. (3)

If l ≥ m = 1 then equation (1) reduces for lth-order photon antibunching for mode x, as
〈

N̂ (l+1)
x

〉

<
〈

N̂ (l)
x

〉〈

N̂x

〉

(4)

Further, Pathak et al. [32] simplified equation (4) as
〈

N̂ (l+1)
x

〉

<
〈

N̂ (l)
x

〉〈

N̂x

〉

<
〈

N̂ (l−1)
x

〉〈

N̂x

〉2

<
〈

N̂ (l−2)
x

〉〈

N̂x

〉3

< .................. <
〈

N̂x

〉l+1

. (5)

and the criterion for lth-order photon antibunching becomes as

d(l) =
[

∆N̂x

]l+1

=
〈

N̂ (l+1)
x

〉

−
〈

N̂x

〉l+1

< 0. (6)

Criterion in equation (6) is precisely the property required of a probabilistic single photon source in quantum cryptography

[41].

3. Degenerate sixth harmonic generation model and its Hamiltonian

The absorption of six pump photons of frequency ω1 each interacts with a nonlinear medium in this model, as shown

in Fig. 1, with the subsequent emission of one harmonic photon of frequency ω2 with the atomic system to the ground

state.

From Fig. 1, the corresponding interaction Hamiltonian is

Ĥ = ~ω1â
†â+ ~ω2b̂

†b̂+ g
(

â6b̂† + â†6b̂
)

. (7)

where â†(â) and b̂†(b̂) are the creation (annihilation) operators of the pump field (Â-mode) and harmonic field (B̂-mode)

respectively. In the interaction Hamiltonian, g is the interaction rate between the modes. It is assumed to be real, depicting

the interaction between the two modes at a rate of 102–104 per second and proportional to the nonlinear susceptibility of

the medium and the complex amplitude of the pump field [47, 48].

In this interaction, due to the fact that the time dependence of free modes (g = 0) is proportional to exp(iω1t) or

exp(iω2t). The interaction between modes (g 6= 0) causes a slower dependence on time and therefore, the field operators
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FIG. 1. Sixth harmonic generation model

may be expressed as Â = â exp(iω1t) and B̂ = b̂ exp(iω2t) with the relation at frequency ω2 = 6ω1, where the operators

Â(t) and B̂(t) are vary slowly in time. Later, it will be clear that Â(t) and B̂(t) indeed depend on a scaled time “gt”

(rather than on t), thus satisfying their slow variation of the operators Â(t) and B̂(t) as compared to fast variation of â(t)

and b̂(t), since g ≪ ω1, ω2 usually [47–49].

As operators represent observables, their time evolution directly corresponds to the changes in these observables

over time. In order to study the characteristics of nonclassical states of light, like quadrature fluctuations, which are

directly tied to observable quantities, utilise the complete Heisenberg picture, where all operators evolve based on the

total Hamiltonian of the system. Thus, using equation (7) in Heisenberg equation of motion of slowing varying operator

in the fundamental mode Â,

˙̂
A =

∂Â

∂t
+ i

[

Ĥ, Â
]

, (~ = 1), (8)

we obtain
˙̂
A = −6igÂ†5B̂. (9)

Furthermore, we have used equation (8) to calculate the second order derivative of the pump mode, as

¨̂
A =

∂
˙̂
A

∂t
+ i

[

Ĥ,
˙̂
A
]

. (10)

Using equations (8) and (9), one transforms equation (10) to the form

¨̂
A = 6 |g|

2
[

30(Â†4Â5 + 10Â†3Â4 + 40Â†2Â3 + 60Â†Â2 + 24A)B̂†B̂ − Â†5Â6
]

. (11)

We use the Taylor series in the expansion of A(t) for short-time (≈ 10−10 sec), |gt| ≪ 1 [45, 49] and keep terms up to

the second order in ‘gt’,

Â(t) = Â(0) +
˙̂
A(t) +

¨̂
A

(

t2

2!

)

+ ........... (12)

Inserting equations (9) and (11) in equation (12), we obtain

Â(t) = Â− 6i |gt| Â†5B̂ + 3 |gt|
2
[

30(Â†4Â5 + 10Â†3Â4 + 40Â†2Â3 + 60Â†Â2 + 24A)B̂†B̂ − Â†5Â6
]

(13)

and in the reversal order,

Â†(t) = Â† + 6i |gt| Â5B̂† + 3 |gt|
2
[

30(Â†5Â4 + 10Â†4Â3 + 40Â†3Â2 + 60Â†2Â+ 24A†)B̂†B̂ − Â†6Â5
]

, (14)

where Â(0) = Â at t = 0.

Now, using equation (7) in Heisenberg equation of motion of the harmonic mode B̂,

˙̂
B =

∂B̂

∂t
+ i

[

Ĥ, B̂
]

, (15)

we obtain
˙̂
B = −igÂ6. (16)
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For second order derivative of B̂ we utilize equation (16) in the Heisenberg differential equation,

¨̂
B =

∂
˙̂
B

∂t
+ i

[

Ĥ,
˙̂
B
]

(17)

Then, we have,

¨̂
B = −6 |g|

2
[6Â†5Â5 + 75Â†4Â4 + 400Â†3Â3 + 900Â†2Â2 + 720Â†Â+ 120]B̂ (18)

We use the Taylor series expansion in the harmonic mode for short-time (10−10 sec) and maintain terms up to the second

order in ‘gt’ (|gt| ≪ 1) as

B̂(t) = B̂(0) +
˙̂
B(t) +

¨̂
B

(

t2

2!

)

+ ........... (19)

Using equations (16) and (18) in equation (19), we get

B̂(t) = B̂ − i |gt| Â6 − 3 |gt|
2
[6Â†5Â5 + 75Â†4Â4 + 400Â†3Â3 + 900Â†2Â2 + 720Â†Â+ 120]B̂ (20)

and its Hermitian conjugate

B̂†(t) = B̂† + i |gt| Â†6 − 3 |gt|
2
[6Â†5Â5 + 75Â†4Â4 + 400Â†3Â3 + 900Â†2Â2 + 720Â†Â+ 120]B̂† (21)

3.1. Photon antibunching in the pump field up to first-order Hamiltonian interaction

Now, we assume an initial quantum state as a product of coherent states |α〉 for the pump mode Â and |β〉 for the

harmonic mode B̂, i.e.

|ψ〉 = |α〉A |β〉B (22)

Using the condition of equation (22) in equation (13) and (14), we arrive at

〈ψ| Â(t) |ψ〉 = 〈ψ|
(

Â− 6i |gt| Â†5B̂
)

|ψ〉 (23)

and

〈ψ| Â†(t) |ψ〉 = 〈ψ|
(

Â† + 6i |gt| Â5B̂†
)

|ψ〉 (24)

Using equation (23) and (24), the expectation values of the photon number operator N̂A(t) can be written as

〈ψ| N̂A(t) |ψ〉 = 〈ψ| Â†(t)Â(t) |ψ〉 = 〈ψ|
(

Â†Â− 6i |gt| (Â†6B̂ − Â6B̂†)
)

|ψ〉

= |α|
2
− 6i |gt|

(

α∗6β − α6β∗
)

(25)

where 〈NA〉 =
〈

A†A
〉

= |α|
2

and 〈NB〉 =
〈

B†B
〉

= |β|
2

are the photon number operators in A and B respectively and

α = |α| exp(iθ1), α
∗ = |α∗| exp(−iθ1), β = |β| exp(iθ2) and β∗ = |β∗| exp(−iθ2); θ1 and θ2 are the phase angles; α∗,

β∗ denote the complex conjugate of α and β, respectively.

Furthermore, the expectation values of the second factorial moment and the squared of the expectation values of the

photon number operator N̂A(t) of equation (25) can be represented respectively, as

〈ψ|
〈

N̂
(2)
A (t)

〉

|ψ〉 = 〈ψ| Â†2(t)Â2(t) |ψ〉 = |α|
4
+ 12i |gt|

(

α∗α7β∗ − α∗7αβ
)

+ 30i |gt|
(

α6β∗ − α∗6β
)

(26)

and

〈ψ|
〈

N̂A(t)
〉2

|ψ〉 = 〈ψ| Â†(t)Â(t) |ψ〉
2
= |α|

4
+ 12i |gt|

(

α∗α7β∗ − α∗7αβ
)

(27)

Therefore, for l = 1, the variation of photon number operator between equations (26) and (27) is

dA(1) =
[

〈ψ|∆N̂A(t) |ψ〉
]2

= 〈ψ| N̂
(2)
A (t) |ψ〉 − 〈ψ| N̂A(t) |ψ〉

2

= 30i |gt|
(

α6β∗ − α∗6β
)

= −60 |gt|
∣

∣α6β
∣

∣ {sin (6θ1 − θ2)}
(28)

For optimal photon antibunching, let us take θ1 =
π

12
and θ2 = 0, then equation (28) reduces to

dA(1) = −60 |gt|
∣

∣α6β
∣

∣ (29)

The right-hand side of equation (29) is negative and satisfies the criterion (6), indicating that first-order photon antibunch-

ing exists in the pump mode of the sixth harmonic generation.

Similarly, we use the expectation values of the third factorial moment of the photon number operator N̂A(t) to

investigate one of the classes of higher-order antibunching as a function of time, such as second-order antibunching for

l = 2 of the fundamental mode,

〈ψ| N̂
(3)
A (t) |ψ〉 = |α|

6
+ 18i |gt| |α|

4
α6β∗ + 90i |gt| |α|

2
α6β∗ + 120i |gt|α6β∗

−18i |gt| |α|
4
α∗6β − 90i |gt| |α|

2
α∗6β − 120i |gt|α∗6β

(30)
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and cubed of the expectation values of the photon number operator N̂A(t) is

〈ψ| N̂A(t) |ψ〉
3
= |α|

6
+ 18i |gt| |α|

4
α6β∗ − 18i |gt| |α|

4
α∗6β (31)

Hence, the variance in photon number is

dA(2) = 〈ψ| N̂
(3)
A (t) |ψ〉 − 〈ψ| N̂A(t) |ψ〉

3
= 30i |gt|

(

α6β∗ − α∗6β
)

(

3 |α|
2
+ 4

)

= −60 |gt|
∣

∣α6β
∣

∣ {sin (6θ1 − θ2)}
(

3 |α|
2
+ 4

) (32)

Using θ1 =
π

12
and θ2 = 0 in equation (32) then the maximum variance in photon number is

dA(2) = −60 |gt|
∣

∣α6β
∣

∣

(

3 |α|
2
+ 4

)

(33)

Equation (33) satisfies equation (6) and is always negative, suggesting that the pump mode of the sixth harmonic genera-

tion exhibits second-order photon antibunching.

Subsequently, the expectation values of fourth factorial moment of the photon number operator N̂A(t) is

〈ψ| N̂
(4)
A (t) |ψ〉 = |α|

8
+ 24i |gt| |α|

6
α6β∗ + 180i |gt| |α|

4
α6β∗ + 480i |gt| |α|

2
α6β∗ + 360i |gt|α6β∗

−24i |gt| |α|
6
α∗6β − 180i |gt| |α|

4
α∗6β − 480i |gt| |α|

2
α∗6β − 360i |gt|α∗6β

(34)

and the fourth power of the expectation values of the photon number operator N̂Â(t) is

〈ψ| N̂A(t) |ψ〉
4
= |α|

8
+ 24i |gt| |α|

6
α6β∗ − 24i |gt| |α|

6
α∗6β (35)

For l = 3, the variance in photon number can be calculated as,

dA(3) = 〈ψ| N̂
(4)
A (t) |ψ〉 − 〈ψ| N̂A(t) |ψ〉

4
= 60i |gt|

(

α6β∗ − α∗6β
)

(

3 |α|
4
+ 8 |α|

2
+ 6

)

= −120 |gt|
∣

∣α6β
∣

∣ {sin (6θ1 − θ2)}
(

3 |α|
4
+ 8 |α|

2
+ 6

) (36)

Substituting θ1 =
π

12
and θ2 = 0 for getting optimal effect of photon antibunching in equation (36) yields:

dA(3) = −120 |gt|
∣

∣α6β
∣

∣

(

3 |α|
4
+ 8 |α|

2
+ 6

)

(37)

Equation (37) satisfies the requirements of equation (6) and verifies the existence of the third-order photon antibunching

in the pump mode of the sixth harmonic generation.

3.2. Photon antibunching in the pump field up to second-order Hamiltonian interaction

Now, we assume an initial quantum state as a product of coherent states |α〉 for the pump mode Â and |0〉 for the

harmonic mode B̂, i.e.

|ψ〉 = |α〉A |0〉B (38)

Using the condition of equation (38) in equation (13) and (14), we obtain

〈ψ| Â(t) |ψ〉 = 〈ψ|
(

Â− 3 |gt|
2
Â†5Â6

)

|ψ〉 (39)

and

〈ψ| Â†(t) |ψ〉 = 〈ψ|
(

Â† − 3 |gt|
2
Â†6Â5

)

|ψ〉 (40)

Using equations (39) and (40), the expectation values of the photon number operator N̂A(t) can be expressed as

〈ψ| N̂A(t) |ψ〉 = 〈ψ| Â†(t)Â(t) |ψ〉 = 〈ψ|
(

Â†Â− 6 |gt|
2
(Â†6Â6)

)

|ψ〉 = |α|
2
− 6 |gt|

2
|α|

12
(41)

Furthermore, the expectation values of the second factorial moment and the squared of the expectation values of the

photon number operator N̂A(t) of equation (41) can be represented respectively, as

〈ψ|
〈

N̂
(2)
A (t)

〉

|ψ〉 = 〈ψ| Â†2(t)Â2(t) |ψ〉 = |α|
4
− 12 |gt|

2
|α|

14
− 30 |gt|

2
|α|

12
(42)

and

〈ψ|
〈

N̂A(t)
〉2

|ψ〉 = 〈ψ| Â†(t)Â(t) |ψ〉
2
= |α|

4
− 12 |gt|

2
|α|

14
(43)

Hence, the fluctuation of photon number is

d′A(1) =
[

〈ψ|∆N̂A(t) |ψ〉
]2

= 〈ψ| N̂
(2)
A (t) |ψ〉 − 〈ψ| N̂A(t) |ψ〉

2
= −30 |gt|

2
|α|

12
(44)

The fact that the right-hand side of equation (44) is negative and meets the condition of equation (6) indicates that first-

order photon antibunching exists in the pump mode of the sixth harmonic generation.
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Similarly, we use the expectation values of the third factorial moment of the photon number operator N̂A(t) to analyze

one of the classes of higher-order antibunching, such as second-order antibunching for l = 2 of the fundamental/pump

mode as a function of time,

〈ψ| N̂
(3)
A (t) |ψ〉 = |α|

6
− 18 |gt|

2
|α|

16
− 90 |gt|

2
|α|

14
− 120 |gt|

2
|α|

12
(45)

and cubed of the expectation values of the photon number operator N̂A(t) is

〈ψ| N̂A(t) |ψ〉
3
= |α|

6
− 18 |gt|

2
|α|

16
(46)

Hence, the variance in photon number is

d′A(2) = 〈ψ| N̂
(3)
A (t) |ψ〉 − 〈ψ| N̂A(t) |ψ〉

3
= −30 |gt|

2
|α|

12
(

3 |α|
2
+ 4

)

(47)

Equation (47) is always negative and meets the condition of equation (6), suggesting that the second-order photon anti-

bunching occurs in the pump mode of the sixth harmonic generation.

Subsequently, the expectation values of the fourth factorial moment of the photon number operator N̂A(t) is

〈ψ| N̂
(4)
A (t) |ψ〉 = |α|

8
− 24 |gt|

2
|α|

18
− 180 |gt|

2
|α|

16
− 480 |gt|

2
|α|

14
− 360 |gt|

2
|α|

12
(48)

and the fourth power of the expectation values of the photon number operator N̂A(t) is

〈ψ| N̂A(t) |ψ〉
4
= |α|

8
− 24 |gt|

2
|α|

18
(49)

As a result, for l = 3, the variance in photon number for third-order antibunching can be calculated as,

d′A(3) = 〈ψ| N̂
(4)
A (t) |ψ〉 − 〈ψ| N̂A(t) |ψ〉

4
= −60 |gt|

2
|α|

12
(

3 |α|
4
+ 8 |α|

2
+ 6

)

(50)

The criterion of equation (6) is satisfied by equation (50), indicating the presence of the third-order photon antibunching

in the pump mode of the sixth harmonic generation.

3.3. Photon antibunching in the harmonic field up to first-order Hamiltonian interaction

Now, we use the condition of equation (22) in equations (20) and (21) for the photon number in the harmonic mode

as

N̂B(t) = B̂†(t)B̂(t) =
(

B̂† + igtÂ†6
)(

B̂ − igtÂ6
)

(51)

and

〈ψ| N̂B(t) |ψ〉α = 〈ψ| B̂†(t)B̂(t) |ψ〉α = 〈ψ|
(

B̂†B̂ + igt(Â†6B̂ − Â6B̂†)
)

|ψ〉α = |β|
2
+ igt

(

α∗6β − α6β∗
)

(52)

In addition, the expectation values of the second factorial moment and the squared of the expectation values of the photon

number operator N̂B(t) of equation (52) can be represented respectively, as

〈ψ|
〈

N̂
(2)
B (t)

〉

|ψ〉α = 〈ψ| B̂†2(t)B̂2(t) |ψ〉α = |β|
4
+ 2igt |β|

2 (
α∗6β − α6β∗

)

(53)

and

〈ψ|
〈

N̂B(t)
〉2

|ψ〉α = 〈ψ| B̂†(t)B̂(t) |ψ〉
2
α = |β|

4
+ 2igt |β|

2 (
α∗6β − α6β∗

)

(54)

As a result of the first-order antibunching, the fluctuation of photon number in the harmonic mode over pump mode is

dBα(1) = 〈ψ| N̂
(2)
B (t) |ψ〉α − 〈ψ| N̂B(t) |ψ〉

2
α = 0 (55)

Similarly, the result of the second-order antibunching in the harmonic mode over pump mode is as follows

dBα(2) = 〈ψ| N̂
(3)
B (t) |ψ〉α − 〈ψ| N̂B(t) |ψ〉

3
α = 0 (56)

where the expectation values of the third factorial moment and cubed of the expectation values of the photon number

operator in the harmonic mode N̂B̂(t) are

〈ψ| N̂
(3)
B (t) |ψ〉α = |β|

6
+ 3igt |β|

4 (
α∗6β − α6β∗

)

, (57)

and

〈ψ| N̂B(t) |ψ〉
3
α = |β|

6
+ 3igt |β|

4 (
α∗6β − α6β∗

)

(58)

For equations (55) and (56) there are no normal and the higher-order photon antibunching in the harmonic mode over

pump mode in the sixth harmonic generation up to first-order Hamiltonian interaction. In contrast, the coherent state of a

pump field with a nonzero harmonic field generates photon clusters. This is due to the fact that the coherent state of the

pump field causes interaction, which results in the bunching effects.
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3.4. Photon antibunching in the harmonic field up to second-order Hamiltonian interaction

Now, if we assume an initial quantum state as a product of vacuum state |0〉 for the pump mode Â and |β〉 for the

harmonic mode B̂, i.e.

|ψ〉β = |0〉A |β〉B (59)

Using condition of equation (59) in equations (20) and (21) leads to the following result

N̂B(t) = B̂†(t)B̂(t) =
(

B̂† − 360 |gt|
2
B̂†

)(

B̂ − 360 |gt|
2
B̂
)

(60)

The expectation value of equation (60) is as follows

〈ψ| N̂B(t) |ψ〉β = 〈ψ| B̂†(t)B̂(t) |ψ〉β = |β|
2
(

1− 720 |gt|
2
)

(61)

In addition, the expectation values of the second factorial moment and the squared of the expectation values of the photon

number operator N̂B(t) of equation (61) can be represented, respectively, as

〈ψ|
〈

N̂
(2)
B (t)

〉

|ψ〉β = 〈ψ| B̂†2(t)B̂2(t) |ψ〉β = |β|
4
(

1− 1440 |gt|
2
)

(62)

and

〈ψ|
〈

N̂B(t)
〉2

|ψ〉β = 〈ψ| B̂†(t)B̂(t) |ψ〉
2
β = |β|

4
(

1− 1440 |gt|
2
)

(63)

As a result, the variance in photon number i.e. first-order antibunching in the harmonic mode over pump mode is

dBβ(1) = 〈ψ| N̂
(2)
B (t) |ψ〉β − 〈ψ| N̂B(t) |ψ〉

2
β = 0 (64)

Similarly, the result of the second-order antibunching in the harmonic mode over pump mode is as follows

dBβ(2) = 〈ψ| N̂
(3)
B (t) |ψ〉β − 〈ψ| N̂B(t) |ψ〉

3
β = 0 (65)

where the expectation values of the third factorial moment and cubed of the expectation values of the photon number

operator N̂B(t) are

〈ψ| N̂
(3)
B (t) |ψ〉β = |β|

6
(

1− 2160 |gt|
2
)

, (66)

and

〈ψ| N̂B(t) |ψ〉
3
β = |β|

6
(

1− 2160 |gt|
2
)

(67)

Equations (64) and (65) do not meet the criteria of equation (6); hence, there is no existence of normal and higher-

order photon antibunching in the harmonic mode over pump mode in the sixth harmonic generation up to second-order

Hamiltonian interaction. On the other hand, the vacuum state of a pump field with a nonzero harmonic field, results in

the photon bunching. This is due to the fact that the vacuum state of the pump field stimulates interaction, producing

bunching effects.

4. The photon number correlation g2(0)

Now, consider the second-order correlation function for zero-time delay g2(0) in terms of photon number. The

expression is as follows [10, 12, 27]:

g2(0) = 1 +

〈

(∆n)
2
〉

− 〈n〉

〈n〉
2 (68)

Substituting the values of equations (25), (27), and (28) with θ1 =
π

12
and θ2 = 0 in equation (68) yields the second-

order correlation function or photon number correlation up to the first-order Hamiltonian interaction i.e., dimensionless

interaction constant gt, as

g2(0) = 1 +
−60 |gt|

∣

∣α6β
∣

∣−
(

|α|
2
− 12 |gt|

∣

∣α6β
∣

∣

)

|α|
4
− 24 |gt| |α|

2
|α6β|

(69)

Similarly, using equations (41), (43), and (44), in equation (68), we have the second-order correlation function or photon

number correlation up to the second-order Hamiltonian interaction i.e., dimensionless interaction constant |gt|
2
, as

g2(0)
′
= 1 +

−30 |gt|
2
|α|

12
−
(

|α|
2
− 6 |gt|

2
|α|

12
)

|α|
4
− 12 |gt|

2
|α|

14 (70)
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FIG. 2. Degree of photon antibunching dA(l) with |α|
2

of the pump field up to first-order Hamiltonian

interaction in sixth harmonic generation (when |β| = 5 (arbitrarily value) and |gt| = 10−5)

5. Results and discussion

We plot a graph (Fig. 2) between the left-hand side of equations (29), (33) and (37) say dA(l)vs. |α|
2

having |gt| =
10−5 and |β| = 5 (any arbitrarily value).

In Fig. 2, the steady fall of the curve shows that the effect of photon antibunching increases nonlinearly with the

increase in the number of pump photons |α|2.

This confirms that the photon antibunched states are associated with a large number of pump photons. When the

plots in Fig. 2 are compared, we see that the third-order photon antibunching dA(3) is more nonclassical than the second-

order dA(2) and the first-order dA(1) photon antibunching with the same number of pump photons. Hence, we inferred

that higher-order (third- and second-order) photon antibunching makes it possible to achieve a significantly larger noise

reduction than ordinary or the first-order photon antibunching.

Fig. 3,4,5 show the variations of dA(1), dA(2), and dA(3) with |α|
2

of equations (29), (33) and (37), respectively, for

various harmonic mode |β| values.

FIG. 3. First-order photon antibunching dA(1) with |α|
2

in the pump field up to first-order Hamiltonian

interaction of sixth harmonic generation (when |β| = 5, 10, 15 and |gt| = 10−5)
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The steady fall of plots in Fig. 3,4,5 show that degree of photon antibunching occurs in the sixth harmonic generation

and responds nonlinearly to the number of pump photons. It demonstrates that when the photon number in pump mode

|α|
2

is increasing, the degree of photon antibunching dA(l) increases. In a comparison among Fig. 3,4,5, it is observed

that higher the value of |β|, the effect of photon antibunching increases and lowers the depth of classicality of the field

amplitude. It is also shown that the photon antibunching directly depends on the photon number of the fundamental mode

as well as the harmonic mode.

FIG. 4. Second-order photon antibunching dA(2) with |α|
2

in the pump field up to first-order Hamil-

tonian interaction of sixth harmonic generation (when |β| = 5, 10, 15 and |gt| = 10−5

FIG. 5. Third-order photon antibunching dA(3) with |α|
2

in the pump field up to first-order Hamilton-

ian interaction of sixth harmonic generation (when |β| = 5, 10, 15 and |gt| = 10−5)

The variations of dA(l) and |gt| of equations (29), (33) and (37) are shown in Fig. 6. The curves show that the degree

of photon antibunching increases and directly depends upon the coupling of the field and the interaction time of the pump

field. Fig. 7 depict the variation of dA(l) and |α|
2

of equation (37) with different values of |gt|, demonstrating that the

maximum reachable degree of antibunching is dependent on interaction time and is limited by a short interaction time. It

is also worth noting that as the interaction time becomes shorter, the effect of photon antibunching increases [50–52].

We further plot a graph (Fig. 8) between the left-hand side of equations (44), (47) and (50) say d′A(l) and |α|
2
, when

dimensionless interaction constant, |gt|
2
= 10−10. The steady fall of the curves infer that the photon antibunching exists
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FIG. 6. Degree of photon antibunching dA(l) with |gt| in the pump field up to first-order Hamiltonian

interaction of sixth harmonic generation (when |α| = 2 and |β| = 5 have arbitrarily value)

FIG. 7. Third-order photon antibunching dA(3) with |α|
2

in the pump field up to first-order Hamilton-
ian interaction of sixth harmonic generation (when |β| = 5 (arbitrarily value) and |gt| =
10−4.5, 10−5, 10−5.5)

in the sixth harmonic generation and responds nonlinearly to the number of pump photons. It demonstrates that when

|α|
2

is increasing the degree of photon antibunching increases. When the plots in Fig. 8 are compared, the third-order plot

d′A(3) shows more photon antibunching than the second-order d′A(2) and the first-order d′A(1) plots, despite the fact that

the number of photons is the same. It implies that the third-order photon antibunching is more nonclassical than the first-

and the second-order photon antibunching.

The variations of d′A(l) and |gt|
2

of equations (44), (47) and (50) are shown in Fig. 9. The curves show that the degree

of photon antibunching increases nonlinearly and directly depends upon the coupling of the field and the interaction time

of the pump field. It also infers that the third-order photon antibunching is more nonclassical at shorter-time than the first-

and the second-order photon antibunching.

It also shows that the maximum reachable degree of antibunching depends upon the interaction time and will be

limited by short interaction time. It is worth noting that as the interaction time becomes shorter, the effect of photon

antibunching increases [50–52].

Hence, it is inferred that the depth of nonclassicality is increasing with an increase of |α|
2

and the maximum reachable

degree of photon antibunching is dependent upon the interaction time.
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FIG. 8. Degree of photon antibunching d′A(l) with |α|
2

in the pump field up to second-order Hamilton-

ian interaction of sixth harmonic generation (when |gt|
2
= 10−10)

FIG. 9. Degree of photon antibunching d′A(l) with |gt|
2

in the pump field up to second-order Hamil-

tonian interaction of sixth harmonic generation (when |α|
2
= 2 (arbitrarily value))

By comparing figures (2) and (8), it is clear that the first-order Hamiltonian interaction is more nonclassical than the

second-order Hamiltonian interaction since it stimulates both pump and harmonic fields. It is observed that a powerful

pump field induces a stronger interaction and is helpful for obtaining stronger photon antibunching.

It is found that, from sections 3.3 and 3.4, there is no evidence of photon antibunching in the harmonic mode over

pump mode up to first- and second-order Hamiltonian interaction in the sixth harmonic generation process.

In contrast, the coherent state of a pump field with a nonzero harmonic field generates photon clusters. This is due to

the fact that the coherent state of the pump field causes interaction, which results in bunching effects. On the other hand,

the vacuum state of a pump field with a nonzero harmonic field, results in photon bunching. This is due to the fact that

the vacuum state of the pump field stimulates interaction, producing bunching effects.

In order to discuss the depth of nonclassicality, we consider equations (69) and (70) in terms of pump photon number

and plot a graph (Fig. 10) between g2(0) and g2(0)′ versus |α|
2

having when |β| = 5 (any arbitrarily constant value) and

|gt| = 10−5.

Fig. 10 shows that the condition of antibunching g2(0) < 1 exists [10, 12, 27] and is, thus, a conclusive signature of

the quantum nature of light. We also infer that the fall of plots of the second-order correlation function for zero time delay

or the photon number correlation decreases, i.e., the depth of nonclassicality increases with the increase of photons in the

sixth harmonic generation.
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Fig. 10 between
(

g2(0)
)′

and |α|
2

of the pump field up to the second-order Hamiltonian interaction in sixth har-

monic generation (when |gt|
2
= 10−10) reveals that the second-order correlation function for zero time delay or the

photon number correlation decreases, i.e., the depth of nonclassicality increases, and hence it is more nonclassical in a

shorter interaction time. We see that the second correlation function is minimum in regions where the degree of photon

antibunching is maximum.

FIG. 10. Second-order correlation function g2(0) or g2(0)′ versus |α|
2

in the pump field up to first-

order or second-order Hamiltonian interaction of sixth harmonic generation respectively (when |β| = 5

(arbitrarily value) and |gt|
2
= 10−10)

It is evident that, in general, higher-order antibunching is a phenomenon that reduces the probability of detecting

multiple photons simultaneously compared to a classical light source. This effect extends the concept of antibunching

beyond pairs of photons to encompass higher-order correlations. Mathematically, the depth of non-classicality in higher-

order antibunching can be defined using correlation functions, or g2 (n) functions, where n represents the order of the

correlation. These functions measure the probability of detecting n photons simultaneously at different times. The depth

of non-classicality provides a quantitative measure of the extent to which the observed higher-order photon correlations

deviate from classical predictions, indicating the degree of non-classical behaviour exhibited by the light source beyond

first-order (normal) antibunching effects.

6. Summary and conclusions

The present manuscript investigates photon antibunching in the sixth harmonic generation. We demonstrate that the

number of pump photons, the field coupling between the modes, and the interaction time closely influence the first-,

second-, and third-order photon antibunching. Therefore, the interaction time, limited by short interaction times, governs

the highest degree of antibunching achievable. It is worth noting that as the interaction time becomes shorter, the effect of

photon antibunching increases.

The number of photons present in pump mode appears to be a good way to regulate the depth of nonclassicality. We

conclude that the photon-antibunched states are associated with a large number of pump photons. We also demonstrate

that the photon numbers of the fundamental mode and the harmonic mode directly influence the photon antibunching.

We found that the third-order antibunching, with the same number of pump photons, has the most nonclassical features,

followed by the second- and the first-order antibunching. We observe that the higher-order antibunching (second and

third-order) achieves nonclassicality depth more effectively than ordinary (normal) antibunching.

We found that the first-order Hamiltonian interaction, which stimulates both pump and harmonic fields, is more

nonclassical than the second-order Hamiltonian interaction. A powerful pump field creates a stronger interaction and is

useful for achieving stronger photon antibunching.

It was found that there is no evidence of photon antibunching in the harmonic mode over pump mode up to the first-

and second-order Hamiltonian interactions in the sixth harmonic generation process. In contrast, the coherent state of

a pump field with a nonzero harmonic field generates photon clusters. This is due to the fact that the coherent state of

the pump field causes interaction, resulting in bunching effects. On the other hand, the vacuum state of a pump field

with a nonzero harmonic field results in photon bunching. This is due to the fact that the vacuum state of the pump field

stimulates interaction, producing bunching effects.
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We observe that in the sixth harmonic generation, as the number of photons in the pump mode increases, the second-

order correlation function with zero time delay, or photon number correlation, declines, and the depth of nonclassicality

increases. Consequently, we argued that the second correlation function becomes minimal in locations where photon

antibunching is at its highest. We revealed photon antibunching as conclusive evidence of the quantum character of light.

Overall, higher-order antibunching is a phenomenon that diminishes the likelihood of concurrently detecting multiple

particles in comparison with the standard light source. This phenomenon broadens the definition of antibunching to

include higher-order correlations as well as pairs of particles. Beyond normal antibunching effects, the depth of non-

classicality quantifies the degree to which observed higher-order photon correlations deviate from classical predictions,

thereby indicating the light source’s degree of non-classical behaviour.

The results of this paper are simple and easy to reproduce in most physical systems labs. This opens the door for

the experimental observation of higher-order antibunching and the development of probabilistic single-photon sources for

quantum teleportation and quantum cryptography. More than these basic and abstract ideas, making larger and better

nonclassical multiphoton states possible could help in creation of new devices like quantum dots, nanolasers, and on-chip

integrated photonic circuits. These devices leverage the quantum properties of light and enable advancements in areas

like on-chip quantum information processing and quantum communication.
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ABSTRACT Exploring advanced saturable absorber (SA) materials that exhibit exceptional performance for

achieving Q-switching and mode-locking operations remains a vibrant area of research in the field of fiber

lasers. The remarkable optical nonlinearity, coupled with high thermal and chemical stability of MAX phase

materials, positions them as promising candidates for high-performance SAs. In this study, we demonstrated

the potential of Ti3AlC2 MAX phase as an effective material for Q-switched and mode-locked fiber laser applica-

tions. The Ti3AlC2 film was synthesized through a straightforward and cost-effective casting method employing

polyvinyl alcohol (PVA) as a host material. The SA was cleverly constructed from the film, utilizing a sandwich-

structured fiber-ferrule platform, and seamlessly integrated into an Erbium-doped fiber laser (EDFL) ring cavity.

Initially, a stable Q-switched laser was realized at a center wavelength of 1531 nm. The repetition rate exhibited

a commendable increase from 35.0 to 50.8 kHz, and the pulse width reduced from 6.58 to 3.40 µs as the pump

power was adjusted within the range of 25.98 to 58.29 mW. Notably, the maximum output power of 2.49 mW

and a pulse energy of 49.02 nJ were recorded at a pump power of 58.29 mW. Subsequently, an additional

200 m long single-mode fiber was added into a similar laser cavity, leading to the generation of a stable mode-

locked laser at a threshold pump power of 81.37 mW, operating at a central wavelength of 1558.96 nm. The

observed stable repetition rate of 969.3 kHz, coupled with a pulse duration of 300 ns, demonstrated robust

performance as the pump power increased from 81.37 to 113.68 mW. These findings highlight the excep-

tional performance of Ti3AlC2 SA for both Q-switching and mode-locking applications. The versatility of these

lasers makes them valuable for diverse applications, including micromachining of materials, frequency comb

generation, and remote sensing.

KEYWORDS Ti3AlC2, max phase material, Q-switching, mode-locking, saturable absorber, erbium-doped fiber

laser
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1. Introduction

Fiber lasers, as exemplary representatives of third-generation laser technology, have emerged as highly promising

tools across numerous scientific and industrial domains, commanding a substantial share of the commercial laser mar-

ket [1]. These versatile lasers can be categorized into two primary operational modes: continuous and pulsed. Pulsed

fiber lasers, characterized by high pulse energy and short pulse widths, have significantly broadened their applications

in fiber optic communication, automotive manufacturing, laser cutting, medical devices, and various other sectors [2].

Pulsed lasers can be achieved through two main techniques: Q-switching and mode-locking, with options for both active

and passive implementation. In recent years, passive techniques have garnered increased attention due to their inherent

advantages in terms of simplicity, flexibility, compactness, and cost-effectiveness. Unlike their active counterparts, pas-

sive pulsed lasers do not rely on unwieldy and intricate optical modulators or complex electronic drivers. Instead, they

can generate laser pulses by merely incorporating a saturable absorber (SA) within the resonant cavity. The SA, a pivotal

component in passive Q-switched and mode-locked lasers, assumes a crucial role in shaping the laser output [3].

The evolution of passive pulsed lasers is intrinsically tied to advancements in SA materials. To date, several emerg-

ing nanomaterials have displayed promising saturable absorption properties suitable for practical saturable absorbers

(SAs) [4]. Despite the prevalent use of III–V compound semiconductors in commercially available ultrafast lasers [5],

intensive investigations have been conducted on a diverse range of nanomaterials to assess their saturable absorption po-

tential. These materials encompass carbon nanotubes (CNTs) [6], graphene [7], topological semimetals [8], topological

© Aljunid S.Z.Z., Ghafar N.A.M.A., Ahmad B.A., Apsari R., Harun S.W., 2024
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insulators (TIs) [9], black phosphorus (BPs) [10], transition metal dichalcogenides (TMDCs) [11], gold nanoparticles [12],

and MXenes [13].

Among the nano-materials mentioned, MXenes stand out as a new family of 2D materials. Their exceptional elec-

tronic and photonic properties [14] have thrust them into the limelight within the realms of materials science and engi-

neering. MXenes are characterized by the general formula Mn+1XnTx (where n ranges from 1 to 3, M represents an

early transition metal, X signifies carbon and/or nitrogen, and T denotes surface terminations). These remarkable ma-

terials are derived from their ternary MAX phase precursors through a process of chemical etching [15]. Despite their

extensive applicability in diverse fields, such as electrochemical capacitors, water purification, chemical catalysts, and

biosensors [16, 17], the use of a chemical etching method involving hydrofluoric (HF) acid presents a significant hurdle

to their large-scale production due to the severe toxicity associated with HF acid.

As a result, there has been a significant surge in technical interest in precursor materials known as MAX phases.

These MAX phases still exhibit notable photonic and electronic properties that are comparable to those of MXenes,

further fueling research in this area [18]. MAX phases constitute a category of ductile ceramic materials with the chemical

formula Mn+1AXn (where n = 1, 2, 3 . . . ), with M representing an early transition metal, A corresponding to the IIIA

or IVA group element, and X signifying either nitrogen or carbon. These MAX phases are renowned for their resilience

and find application in fields such as nuclear engineering, high-temperature applications, and aerospace due to their robust

nature [15, 19]. In this work, we propose a novel Q-switched and mode-locked fiber laser by incorporating Ti3AlC2 PVA

film in the Erbium-doped fiber laser (EDFL) cavity. The SA film was fabricated by using embedding Ti3AlC2 powder in

PVA as a host polymer to form a absorb film. The SA film has saturable absorption and saturation intensity of 2 % and

1000 MW/cm2, respectively.

2. Fabrication and characterization of Ti3AlC2/PVA-based SA

Ti3AlC2 powder, characterized by its 99.9 % purity and sourced from Carbon-Ukraine Ltd, was used in this work to

fabricate a composite thin film through integration into a polyvinyl alcohol (PVA) solution. The PVA solution preparation

involved dissolving 1 g of the compound in 120 ml of distilled water. This mixture underwent stirring in a vessel for

approximately 24 hours at a speed of 300 rpm and a temperature of 200 ◦C, ensuring complete dissolution of the material.

Subsequently, 40 ml of the prepared PVA solution was transferred to a separate beaker, where it served as the base for the

composite solution. Here, 10 mg of Ti3AlC2 powder was added, initiating a stirring process lasting 24 hours. Following

this, the solution underwent sonication in an ultrasonic bath for an additional 3 hours, resulting in the formation of a

homogeneous composite Ti3AlC2 PVA solution. To complete the fabrication process, a small quantity of the solution was

directly poured onto a petri dish, allowing it to spread naturally. The solution-laden petri dish was left undisturbed for

approximately 48 hours, enabling the formation and drying of the composite film. Subsequently, the film was delicately

peeled off and strategically positioned between two FC/PC fiber ferrules via a fiber adaptor. This meticulous arrange-

ment yielded a saturable absorber (SA) device with an insertion loss measuring approximately 2.4 dB. A comprehensive

visualization of the step-by-step procedure for fabricating the SA thin film is illustrated in Fig. 1.

FIG. 1. Illustration of Ti3AlC2 PVA film preparation

The material characteristics of the Ti3AlC2 film were thoroughly investigated through field-emission scanning elec-

tron microscopy (FESEM) and energy-dispersive X-ray spectroscopy (EDX). Fig. 2(a) presents the FESEM image, re-

vealing an even dispersion of Ti3AlC2 particles within the PVA matrix. Subsequently, the EDX spectrum of the Ti3AlC2

film, illustrated in Fig. 2(b), exhibits prominent peaks corresponding to titanium (Ti), aluminum (Al), carbon (C), and

oxygen (O). Quantitative analysis confirms the presence of 72.8 wt.% Ti, 10.4 wt.% Al, 9.5 wt.% C, and 7 wt.% O in

the composite. Moving forward, the nonlinear transmission curve of the Ti3AlC2 PVA thin film was determined using

a twin-balance detection method. A home-built mode-locked Erbium-doped fiber laser (EDFL) operating at 1558 nm,

with a temporal width of 3.62 ps and a repetition rate of 1.9 MHz, served as the input light source. Fig. 2(c) depicts the



186 Syed Ziad Z. Aljunid, Nurul Athirah M. A. Ghafar, Bilal A. Ahmad, Retna Apsari, Sulaiman W. Harun

measured nonlinear transmission output intensity plotted against the peak intensity of the incident light, accompanied by

a fitted curve described by the equation [20]:

T (I) = 1−∆T · exp

(

−I

Isat

)

− Tns.

Here (I) represents the transmitted intensity, ∆T is the saturable absorption, I is the input pulse intensity, Tns is the non-

saturable absorption, and Isat is the saturation intensity. The measured saturable absorption, non-saturable absorption,

and saturation intensity were found to be approximately 2 %, 59 %, and 1000 MW/cm2, respectively.

FIG. 2. The Ti3AlC2 PVA film characteristics (a) FESEM image (b) EDX analysis result (c) nonlinear

transmission curve

3. Laser configuration

The Q-switched laser setup was firstly constructed, leveraging an all-fiber EDFL ring structure, as depicted in Fig. 3.

In this configuration, an Erbium-doped fiber (EDF) served as the active medium, while the previously fabricated Ti3AlC2-

PVA thin film functioned as the SA. The inset figure provides an actual image of the fabricated Ti3AlC2-PVA thin film,

featuring a thickness of approximately 50 µm. The EDF used has a length of 1.8 m, a numerical aperture (NA) of

0.23, and core/cladding diameters of 4 µm/125 µm, with a peak absorption of 23 dB/m at the pumping wavelength.

A 980 nm laser diode, facilitated by a 980/1550 nm wavelength-division multiplexer (WDM), co-pumped the EDF. To

ensure unidirectional propagation, a polarization-insensitive optical isolator was incorporated into the cavity resonator.

For both temporal and spectral diagnostics, a 20/80 fused-fiber coupler was employed to tap out the output laser.

The Ti3AlC2 SA played a key role in modulating the intra-cavity loss to produce a Q-switched pulse train. It also

facilitates the phase-locking of longitudinal modes within the EDFL ring cavity to produce mode-locked pulses. The

fused-fiber coupler allocated 20 % of the oscillating laser for output, while retaining the remaining 80 % within the cavity

for sustained operation. To investigate the laser performance, a comprehensive measurement setup was implemented. A
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digital oscilloscope and a radio frequency spectrum analyzer (RFSA) were utilized for assessing optical parameters in

the time and frequency domains, respectively. These measurements were conducted in tandem with a fast photodiode

(PD). Simultaneously, an optical spectrum analyzer (OSA) with a high resolution of 0.02 nm was deployed to examine

the laser’s spectral characteristics. Additionally, the average output power was precisely gauged using an optical power

meter coupled with an InGaAs detector.

The laser cavity underwent a strategic modification to allow mode-locked pulse generation by introducing a 200 m

long single-mode fiber (SMF) between the SA device and the output coupler. This additional SMF served the dual purpose

of managing the dispersion regime and enhancing nonlinearity within the system. Consequently, the total length of the

mode-locked laser cavity extended to approximately ∼ 206 m. The modified cavity comprised a 1.8 m long EDF, a

0.7 m long WDM fiber, and the newly incorporated 203.5 m long SMF. Each segment possessed distinct group velocity

dispersion (GVD) values: approximately 27.6 ps2/km for the EDF, −48.5 ps2/km for the WDM fiber, and −21.7 ps2/km

for the SMF. The summation of these dispersion values resulted in an estimated total cavity dispersion of approximately

−4.4 ps2. This modification strategically managed the dispersion characteristics of the laser cavity, contributing to the

optimization of mode-locked pulse generation.

FIG. 3. Configuration of the proposed EDFL with Ti3AlC2 SA. Inset shows a real image of the Ti3AlC2

PVA film. The mode-locking was realized by adding 200 m long SMF in between the SA and output

coupler.

4. Result and discussion

To eliminate the possibility of self-Q-switching or self-mode-locking operations in the EDFL without the Ti3AlC2

SA, initial experiments were conducted without inserting the SA into the laser cavity. During this phase, only continuous-

wave (CW) operation was observed while adjusting the pump power. However, upon the introduction of the Ti3AlC2

SA into the laser cavity, self-started passively Q-switched pulse trains were observed when the pump power exceeded

26.0 mW. Fig. 4(a) provides a comparison of the output spectrum of the laser in CW and Q-switched operations, obtained

without and with the SA at the threshold pump power of 26.0 mW. Notably, the peak laser wavelength experienced a

blue shift, transitioning from 1567 to 1531 nm after the integration of the Ti3AlC2 SA into the cavity. This blue-shifted

wavelength is a result of increased loss within the cavity, prompting the laser to emit at shorter wavelength region to

achieve higher amplification gain and compensate for additional losses. The Q-switched laser exhibited a 3 dB spectral

bandwidth of 2.5 nm, notably broader than the CW laser, which had a bandwidth of 0.5 nm. This spectral broadening

can be attributed to the self-phase modulation effect within the laser cavity. The Q-switching operation was sustained up

to a pump power of 58.3 mW, showing the effectiveness and stability of the Ti3AlC2 SA in inducing and maintaining

Q-switched pulses.

The oscilloscope trace of the Q-switched pulse train under maximum pump power is illustrated in Fig. 4(b), reveal-

ing a highly consistent Q-switching operation. Inset of Fig. 4(b) depicts the temporal profile of two adjacent pulses,

demonstrates a pulse width of 3.4 µs and a pulse interval of 19.4 µs between the Q-switched pulses. This pulse interval
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corresponds to a pulse repetition rate of 50.80 kHz. The stability of the pulsing is then assessed through the measure-

ment of the radio frequency (RF) spectrum, as depicted in Fig. 4(c). The RF spectrum of the Q-switched pulse exhibits

excellent stability, with a signal-to-noise ratio (SNR) of approximately 71.4 dB achieved at the fundamental frequency of

50.80 kHz. It is noteworthy that the characteristics of the pulse trains and the optical spectrum remain largely unchanged

when varying the polarization state in the cavity. This observation indicates that the Q-switching operation of the fiber

laser is polarization insensitive, further enhancing its practical utility and stability.

(a)

(b)

(c)

FIG. 4. Q-switching performances (a) Output spectrum of the EDFL with and without Ti3AlC2 SA at

26.0 mW pump, (b) typical oscilloscope pulse train at 58.3 mW. Inset shows the temporal profile of two

adjacent pulses, and (c) RF spectrum at the pump power of 58.3 mW.

The characteristics of the laser pulses in relation to pump power are illustrated in Fig. 5. Fig. 5(a) presents the depen-

dence of the pulse repetition rate and pulse width on the pump power. Unlike mode-locking operations, the generation of

Q-switched pulses relies on the saturation of the SA, causing the repetition rate to be influenced by pump power rather than

cavity length. As the pump power increased from 26.0 to 58.3 mW, the repetition rate displayed an almost linear growth,

ranging from 35.0 to 50.8 kHz. This behavior stems from the faster saturation of the SA with increasing pump power,

leading to a corresponding increase in the repetition rate. Simultaneously, the pulse width decreased from 6.58 to 3.40 µs

with the escalating pump power. Both the trends in repetition rate and pulse width align with the typical characteristics of

Q-switched fiber lasers. In Fig. 5(b), the average output power and pulse energy characteristics are plotted against pump

power. With pump power increasing from 26.0 to 58.3 mW, the average output power exhibited nearly linear growth,
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(a)

(b)

FIG. 5. The variation of (a) repetition rate and pulse width (b) output power and pulse energy as the

pump power increases

ranging from 0.87 to 2.49 mW. The slope efficiency, calculated from this relationship, is approximately 5.0 %. The single

pulse energy reached up to 49.0 nJ, highlighting the effectiveness of the SA in generating Q-switched pulses.

Subsequently, the introduction of an additional 200 m length of SMF into the existing cavity aimed to balance the

dispersion and nonlinearity, facilitating the initiation of self-started mode-locked pulses. The EDFL initiated the genera-

tion of mode-locked pulses at a threshold pump power of 81.37 mW. The mode-locking operation continued as the pump

power was further increased, sustaining up to 113.68 mW. This indicates that the use of the Ti3AlC2 SA was effectively

facilitating pulse shaping and stabilizing the mode-locked generation within the EDFL cavity. Fig. 6(a) illustrates the out-

put spectrum of the mode-locked EDFL at a pump power of 81.37 mW. The laser operated at a wavelength of 1558.96 nm,

a shift from the previous Q-switched laser’s wavelength due to the significantly higher pumping power employed in the

mode-locked operation.

In Fig. 6(b), a typical oscilloscope trace of the mode-locked pulse train at a pump power of 113.68 mW is presented,

showing highly stable pulses with a uniform distribution of peak intensity. The inset of Fig. 6(b) displays the correspond-

ing two-pulse envelopes with a time interval of 1.03 ns, aligning well with the round-trip time of the cavity. Notably, no

pulse shivering was observed in the oscilloscope trace. The mode-locked laser operates at a pulse rate of 969.3 kHz and a

pulse duration of 300 ns. Fig. 6(c) illustrates the radio frequency (RF) spectrum with a bandwidth of 15 MHz, providing

a visual representation of the stability of the mode-locked laser with a fundamental repetition rate of 969.3 kHz. The

signal-to-noise ratio (SNR) of the fundamental frequency was measured at 75.16 dB, further attesting to the stability of

the mode-locked pulses.

In Fig. 6(d), the graph of output power and pulse energy as a function of pump power is presented, revealing a

linear relationship between both parameters and pump power. The maximum average output power reached 3.19 mW,

corresponding to a pulse energy of 3.29 nJ under a pump power of 113.68 mW. A continuous 4-hour observation of the

oscilloscope traces and optical spectra of the mode-locked pulses verified the long-term stability of the fiber laser. The

pulse train and the central wavelength of the spectrum remained consistently stable throughout the observation period.

Additionally, after a 24-hour pause in laser operation followed by restarting the pump, the mode-locked pulses continued

to output stably, and the laser center wavelength remained stable at 1558.96 nm, highlighting the long-term stability of

the laser system.

In addition to its applications in Q-switching and mode-locking, Ti3AlC2 material shows promising potential in ran-

dom lasing applications [21]. By leveraging its unique properties, Ti3AlC2 can be utilized to create disordered structures,

exploiting phenomena like multiple light scattering to facilitate the development of the innovative low threshold random

lasers [22].
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(a) (b)

(c) (d)

FIG. 6. Mode-locking performance: (a) output spectrum (b) Oscilloscope trace. Inset shows the two-

pulse envelop (c) RF spectrum. Inset shows the enlarged fundamental mode (d). Output power and

pulse energy versus pump power.

5. Conclusion

The successful demonstration of both Q-switched and mode-locked EDFLs operating in the 1.55 µm regime, utilizing

the newly developed Ti3AlC2 as a SA, marks a significant achievement in fiber laser technology. Initially, the Ti3AlC2

thin film was introduced into the laser cavity, sandwiched between two fiber ferrules, to generate a passively Q-switched

EDFL. The resulting stable Q-switched pulse train operated at a center wavelength of 1531 nm. As the pump power

increased from 25.98 to 58.29 mW, the repetition rate rose from 35.0 to 50.8 kHz, while the pulse width decreased from

6.58 to 3.40 µs. At a pump power of 58.29 mW, the system achieved a maximum output power of 2.49 mW and a pulse

energy of 49.02 nJ. The Q-switched EDFL exhibited a high SNR of 71.42 dB, indicating stable pulse generation. The

introduction of a 200 m SMF into the laser cavity allowed for the transition to a mode-locking regime, resulting in a laser

with a central wavelength of 1558.96 nm. In this mode-locked laser configuration, the repetition rate reached 969.3 kHz,

and the pulse width measured 300 ns within the pump power range of 81.37 to 113.68 mW. These results indicates

the potential of the Ti3AlC2-based SA as a promising candidate for both Q-switching and mode-locking applications in

EDFLs.
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ABSTRACT Magnetic skyrmions are considered promising candidates for coding bits of information in racetrack

memory devices. Information recording in such devices is assumed to occur by creating skyrmions. This

work is devoted to finding solutions to make this process as energy-efficient as possible. One of the factors

influencing the creation of skyrmions is the geometry of the track on which recording takes place. We study

the influence of the shape and size of track boundary notches on the energy barriers of skyrmion nucleation.

We show that skyrmions generation is facilitated by the presence of irregularities at the track boundary and

the best solution is a deep narrow notch. On the other hand the skyrmion nucleation rate is smaller for smooth

boundaries and skyrmions generation can be suppressed by their interaction with the track boundary, if notch

size is smaller than the skyrmion radius. These results can be used in development of future memory devices

based on skyrmions.
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1. Introduction

Magnetic racetrack memory is a perspective device for data storage proposed in 2008 by Parkin [1]. Currently

large companies such as IBM are close to practical implementation of the devices, which requires to overcome some

technical problems [2, 3]. Initial racetrack device was supposed to use domain wall (DW) as information carrier [1], but

further research suggests that magnetic skyrmion (Sk) can be a better information carrier [3, 4]. In particular, Sk has

smaller chances to pin to impurities than DW, hence energy consumption of Sk based devices is smaller [5–7], moreover

Sk velocity can even increase due to interaction with impurities [8]. Function of Sk racetrack memory device consists

of creation of Sk on the track (writing bit), moving Sk along the track (register shift), detection of Sk (reading) and

annihilation of Sk (erasing). The material that the track is made of should both provide lifetime of Sk of decades at

room temperature to be a reliable data storage, and Sk creation and annihilation should be energy efficient. Skyrmions

stable at room temperature was found in ultrathin Pt/Co/MgO nanostructures [9]. Stability of Sk in Fe monolayer on an

Ir(111) substrate was demonstrated in [10], and is theoretically predicted in [11, 12]. Creation of Sk can be achieved by

several means, among which local heating using laser irradiation [13], applying local magnetic field [14] or by injection

of current [15, 16]. The Sk generation can be facilitated by geometry of the system [17]. In particular, Sk tends to

easier appear on the impurities [7, 18–21] as a result certain impurities can be used for Sk generation provided means

to remove Sk from such an impurity, e.g. spin-polarized current can be applied. In the article we focus on creation of

Sk by employing a notch, which represents the nonmagnetic impurity located at the track boundary. In [22] we have

demonstrated that Sk generation rate due to thermal perturbations is much smaller at the boundary than inside the track.

Below we show that the Sk generation at a side of the track can be significantly improved by creating a notch. This

situation turns out to be more complicated for analysis, than the case of isolated impurity, because the interaction of Sk

occurs not only with the impurity, but also with the boundary of the track.

An efficient generator of Sk should have the following properties: it should not create Sk in waiting mode and cre-

ate Sk in robust manner under applied control. Nucleation of magnetic Sks on the track with a notch was investigated

experimentally [23–26] and theoretically [27–32]. Despite the fact that the works [23–32] studied systems with different

magnetic characteristics, geometries and external conditions, it was shown in all cases that notches may serve as a gen-

erator of skyrmions. However, these studies considered only one or several notches with fixed geometry, which is not

enough for revealing the effect of notch design on Sk nucleation. In this work we systematically investigate this question

© Potkina M.N., Lobanov I.S., 2024
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by making calculations of minimum energy pathes (MEPs) and energy barriers for skyrmion nucleation at notches of

various geometry.

The notches can also be used to solve another problem with positioning of Sk on the track. While Sk can be moved

by spin-polarized current [16, 33], electric current [34], or by voltage [35], small variation in the material parameters or

in local current can lead to unexpected position of Sk and failure of the read operation. The problem can be solved by

creating potentials wells, where Sk will slide to, when the spin transfer current is off. One way to create the well is to

make a set of notches on the track [30, 36, 37]. Except for this purpose, at the same time, the notches can undesirably

create and destroy Sk, therefore it is important to have design of the notches that resists to these processes. This issue will

be analyzed in this work.

In this article we study skyrmion nucleation energy barrier on the notch in a magnetic track. For a fixed film pa-

rameters we study round and triangle notches for wide range of angles and radii. We show that Sk generation activation

barrier depends on small size features such as single-atom steps on the boundary shape, medium size features such as

notch curvature and on the distance from the notch to the global track boundary. Below we provide estimates for all the

contributions.

2. Simulated system

We model a track for the movement of skyrmions in the racetrack memory [3]. The system is described by the

atomistic generalized Heisenberg model with the energy

E = −J
∑

〈i,j 〉

Si · Sj −
∑

〈i,j 〉

Dij · (Si × Sj )− µ
∑

i

B · Si − K
∑

i

(S z

i )
2, (1)

where Si is a three-dimensional vector of unit length in the direction of the magnetic moment of a spin i of a two-

dimensional crystal lattice. The first term describes the Heisenberg exchange with the parameter J for the magnetic

moments of the nearest neighbors, the second term takes into account the Dzyaloshinskii-Moriya interaction (DMI) with

the vector Dij lying in the plane of the track perpendicular to the vector connecting the spins i and j. The third and fourth

terms correspond to the interaction with the external magnetic field and to the contribution of magnetic anisotropy with an

easy axis along the z-axis perpendicular to the track plane. The spins magnetic moment µ, external field B and anisotropy

parameters K are assumed to be the same for all atoms. The summation 〈i, j〉 in (1) runs over all pairs of nearest neighbor

atoms.

We studied Neel-type skyrmions on triangular lattice with the lattice constant a = 2.7 Å and parameters K =
0.49 meV, |Dij | = 2.24 meV, J = 7 meV, µ = 3µB , which corresponds to the Pd/Fe bilayer on the Ir(111) substrate [12].

This system maintains skyrmions of radius 3.95a, defined as distance from skyrmion center to the ring S
z = 0 . All

calculations were carried out with the magnetic field value |B| = 3.75 T. Ground state for the selected parameters

is ferromagnetic homogeneous everywhere except for boundary of the track where magnetic moments are twisted due

to uncompensated DMI. For the considered parameters skyrmions are metastable states with energy 43.81 meV above

ferromagnetic state. We are considering a part of the track, with the x-axis oriented along the track, and the y-axis

oriented across it. Periodic boundary conditions are set along the track and the free boundary conditions are imposed

on the track boundary. We simulated lattice of size Nl × Nw spins, with the first lattice vector coinciding with x-axis,

that is we simulate track of length Nla and width Nwb, where b =
√
3a/2. We take the width Nw as 60 ÷ 90 atomic

rows, which was chosen large enough to make influence of boundaries negligible for isolated Sk at the central part of the

simulated domain. Nl was chosen equal to Nw. Below we fix the coordinate system in such a way that spin (i, j) has the

coordinates:
x

a
= i+ j cos

π

3
+

1−Nl

2
,

y

a
= j sin

π

3
+ (1−Nw) sin

π

3
.

In the article we focus on generation of skyrmions due to boundary effects. The geometry of the magnetic film is

taken into account by excluding spins belonging to the notch from the sums in (1). Due to discrete nature of the lattice,

small variations in the geometry may lead to significant change in the number of spins belonging to the film, which, as

will be shown below, affects Sk generation energy barrier. The notch is created by removing some spins from the track

near its upper boundary. We consider two types of notches. The round notch is created by removing spins belonging to a

circle:

x2 + (y −Db)2 ≤ (Ra)2,

where Ra is radius of curvature of the notch and Db is the distance from the circle center to the upper track side. We also

remove the strip connecting the track boundary and the circle, see Fig. 2:

|x| < Ra and y > −Db.

Total penetration depth of the notch is Ra+Db. Large values of D are used to separate effect of interaction with the track

boundary and with interaction with the notch.
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FIG. 1. MEPs for the nucleation of a skyrmion at round notch of various radius. The insets show

magnetic configurations along the MEPs for R = 4.45. States 1 and 5 correspond to minima, state 3

corresponds to saddle point. The color in insets indicates the value of the out-of-plane component of

the magnetic moments.

We also study triangular notch, where inner part of an angle is removed:
∣

∣

∣

∣

x

y +D

∣

∣

∣

∣

< tan
α

2
and y > −Db,

see Fig. 6. The penetration depth in this case is D. Both notches are symmetric with respect to the line x = 0.

To estimate activation barriers for skyrmion nucleation we computed MEP, that is a continuous line in the phase

space connecting initial and final state of magnetic texture such that each point of the line corresponds to the minimum of

energy in the hyperplane orthogonal to the path at the point. In practice MEP is approximated by its discretization defined

by several states of magnetization vectors (called images) computed numerically. In our computations we take 15 ÷ 50
images along every path and employed string method for numerical optimization of MEP [38]. For all the paths the initial

state was ferromagnetic and final state corresponds to the relaxed isolated skyrmion completely separated from the track

boundary. To obtain MEP for skyrmion creation on the boundary, a reasonable initial approximation should be taken. In

out study every image of the initial path contains a single copy of the equilibrium skyrmion with the center at x = 0 and

y = −30bl, where l is the coordinate of reaction, 0 ≤ l ≤ 1. The copy of Sk in the first image is centered at (0, 0) and

therefore extends beyond the track. The image is relaxed to the FM state during the MEP optimization.

3. Results

Round notch. We first studied the nucleation of skyrmions on the track with a semicircular notch centered on its

boundary, see the notch shape in the insets of Fig. 1. Calculations of minimum energy paths were carried out for various

radii of the notches, Fig. 1 shows the paths for the radii R = 1, 2, 4.45, 10, 30. As can be seen, the energy of the saddle

point relative to the initial state without a skyrmion, that is, the barrier to nucleation, has a non-monotonic dependence on

the notch radius. The insets in Fig. 1 show the magnetic configurations along the MEP for skyrmion nucleation at a notch

radius of R = 4.45. Initial state 1 corresponds to the ground state having no skyrmions. Then the spins at the bottom of

the notch begin to rotate so that a skyrmion is formed attached to the notch (inset 2). The maximum energy along the path

corresponds to the state when the skyrmion core is fully formed and the boundaries of the skyrmion and the notch are

in contact (inset 3). After passing the transition state the SK separates from the notch and moves away from it (insets 4

and 5).
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We carried out calculations of the MEP for radii in the range from 1 to 30 with a step of 0.05 and obtained the

dependence of the nucleation barriers on the radii of the notches, shown in Fig. 2 in blue. The energy barrier as the

function of the notch radius oscillates with the period close to the lattice constant due to the discrete nature of the crystal

lattice. The oscillations in most cases are associated with the appearance of a new series of vacancies with increasing

notch size. The correlation between the number of removing atoms in the bottom row of the notch and the jumps in the

barrier may be observed in Fig. 3a, which shows part of the dependence for the radius in Fig. 2a in the range from 13
to 14. Local maxima of the ∆E(R) dependence correspond to the maximum number of vacancies in the bottom row of

notch, for example nine vacancies at R = 13.85, Fig. 3b, and local minima correspond to the appearance of a new row

of vacancies with increasing radius, as for example in this case of R = 13.9 a new lower row of two atoms appeared

(Fig. 3c).

When the radius of the notch tends to infinity, its boundary near the site of skyrmion nucleation tends to a straight

boundary. Therefore, the barrier for skyrmion formation at the notch asymptotically tends to a constant value equal to

the barrier for formation through the straight track boundary, E0 = 75.62 meV, shown by green dashed line in Fig. 2a.

Similar behavior is observed for the lower envelope, but in this case the notch boundary becomes similar to a flat boundary

with the presence of one vacancy on it. The extreme point on the left on the blue graph corresponds to the situation of

one vacancy on a straight boundary. The barrier in this case, according to our calculations, is E1 = 72.67 meV, shown by

purple dashed line.

To approximate the envelopes of the dependence of the barrier on the radius for R > 16, we used functions of the

form E0 − p0/R and E1 − p1/R with parameters p0 and p1, assuming the notch curvature is a perturbation parameter for

FIG. 2. (a) Energy barrier for skyrmion nucleation at the semicircular notch and round notch with

depth D = 20 as a function of radius of notch. The vertical dotted line shows the radius value above

which the barrier for nucleation at the semicircular notch and at the deep notch differ by less than 1%.

Solid lines show approximations of envelopes of function of energy barrier for highest radii. Dashed

lines shows asymtotics for upper and lower envelopes. (b) Approximations of envelopes and their

asymtotics shown at larger interval of radius. (c) Transition state configurations for skyrmion nucleation

at the boundary round notch with radius R = 3 and R = 10, and at deep round notch with depth D = 20
and radius R = 3 and R = 10.
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FIG. 3. (a) Energy barrier for skyrmion nucleation at the round notch and number of vacancies in the

bottom row of notch as a function of radius of notch for 13 ≤ R ≤ 14. Configuration of notch for

radius R = 13.85 with exclusion of 9 atoms (b) and for radius R = 13.9 with exclusion of 2 atoms in

the bottom row of the notch (c).

energy barrier of Sk creation on the flat boundary. Our fitting predicts the following interval of activation energy values

for large R:

E1 − 110 meV ·R−1 ≤ ∆E ≤ E0 − 79 meV ·R−1.

The graph in Fig. 2b shows the envelopes and their asymptotic behavior over a larger range of radii. It allows to predict

the approximate range of the barrier of skyrmion nucleation for specific value of notch radius.

As the radius decreases, the distance from the partially instantiated Sk at the transition state to the straight boundary

decreases and it begins to influence the barrier. To decouple this effect from the influence of the curvature of the notch, we

calculated the dependence of the barrier on the depth of the notch for the smallest Sk radius, Fig. 4a, that is the notch in the

case is a chain of vacancies of one atom thick. We will further call a notch of this shape a needle. Fig. 4b and c show the

saddle points for skyrmion nucleation for depths of 5 and 19. Note that the configurations differ: in the first case it has the

shape of a drop, and in the second it has the shape of circle. This is because, as can be seen from Fig. 5, with an increase

in D, an intermediate minimum (inset 3) and a second maximum (inset 4) appear on the MEP, which becomes dominant.

This process is similar to the process of nucleation of Sk on impurities, which we studied earlier [7]. It also occurred in

two stages, first the creation of a skyrmion attached to the impurity, then its separation from the impurity. As it is seen in

Fig. 4a, the proximity of a flat boundary increases the barrier. This effect disappears with increasing D, and at D > 10 the

variation of the barrier is less than 2%. Thus, considering a sufficiently deep notch makes it possible to practically avoid

the influence of the boundary when studying the influence of the shape and size of the notch on the nucleation barrier.

Therefore, we further calculated the nucleation barriers at a fixed notch depth D = 20 depending on the radius, which is

shown by red in Fig. 2a. The blue dotted line in Fig. 2a shows the radius value above which the barriers of nucleation at a

deep notch and at a semicircular notch with the same radius differ by less than 1%. Fig. 2c shows the spin configurations

FIG. 4. Energy barrier for skyrmion nucleation at 1-atomic chain notch as a function of notch depth

D. Transition states for skyrmion nucleation at the notches with depth D = 5 and D = 19.
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FIG. 5. MEPs for the nucleation of a skyrmion at needle notch of various depth. The insets show

magnetic configurations along the MEP for notch depth D = 19. States 1, 3, 5 correspond to minima,

states 2 and 4 correspond to saddle points.

of saddle points for nucleation on semicircular notches with radii R =3 and 10, and on notches with depth D = 20 and

radii R = 3 and 10, and the parameters D and R are indicated. We found that the barrier for nucleation at deep notch

decreases down to the narrowest notches. Note that the drop in the barrier when new vacancies appear in the bottom row,

discussed above, is qualitatively consistent with this result, since the notch becomes also sharper in that case.

As we have seen, the proximity of the flat boundary and the narrowness of the notch have opposite effects on the

barrier of nucleation. The play of these two factors leads to the emergence of a minimum in the region of R = 4 for the

envelopes shown by dotted curves in Fig. 2a. A minimum of the energy barrier, 58.36 meV, is reached when the notch

radius is 4.45, which is approximately equal to the Sk radius. Qualitatively the same result was obtained in [27]. There,

the a skyrmion has been created on a notch by applying an electric current and it was found that skyrmions were born

when the curvature radius is comparable to the size of the skyrmion.

Our calculations showed that the smallest barrier in a system with a circular notch is 45.65 meV and is achieved for

the narrowest deep notch (smallest R for the red line in Fig. 2a), which corresponds to the needle notch shown in Fig. 4c.

To reveal the reason of this result, we plotted the contributions to the energy of the transition state as a function of the

notch radius, Fig. 6a, and density of total energy at the transition state, Fig. 6b. The smaller the notch radius, the smaller

part of the skyrmion is excluded. As can be seen from Fig. 6b, the notch is located in a region with a negative total energy

density. Therefore a narrower notch will lead to a decrease in the energy of the transition state. Fig. 6a shows that all

contributions except for DMI one increase as curvature of notch decreases. Therefore the small activation barrier for the

sharpest notch is attributed solely to DMI.

Triangular notch. Another basic situation that we studied was nucleation on a triangular shaped notch, Fig. 7b and

c show the spin configurations for angles of 30◦ and 90◦. To avoid the influence of a flat boundary, we chose a notch with

a depth of D = 20, which in this case sets the height of the triangular notch. Fig. 7a shows the calculated dependence of

the nucleation barriers on the notch angle. We see that the barrier decreases monotonically with decreasing angle, and the

lowest value is achieved at zero angle, which again corresponds to the situation of the needle notch.

In both cases of triangular and round notches, Sk generation is easier for sharper notches. For all studied MEPs

transition state (TS) is very similar to the equilibrium Sk touching the tip of the notch. The energy of TS is mainly

affected by spins belonging both to the boundary of the track and to the TS. The number of the spins is determined by the

“exit length”, to which a measure of effective angle can be attributed, that is, the angle of the triangular notch at which

the same barrier value is obtained. Having the dependencies of the energy barrier on the radius of a deep circular notch
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FIG. 6. (a) Contributions of Heisenberg exchange, DMI, anisotropy and Zeeman term to energy of the

transition state as function of the round notch radius R for depth D = 20. (b) Density of total energy at

transition state calculated relatively energy of state without skyrmion.

FIG. 7. (a) Energy barrier for skyrmion nucleation at triangular notch as a function of the angle of

notch. Transition states for skyrmion nucleation at the notches with angle α = 30◦ (b) and α = 90◦ (c).

and on the angle for a triangular notch, we mapped the angle to the radius corresponding the same energy, which gives

the effective angle as a function of the radius, Fig. 8. Due to discrete nature of the lattice, precise value of the angle is

not strictly defined, thus an interval of angles corresponds to every notch radius. For small radii the effective angle is

proportional to the radius:

αeff ∼ R.

For large radii the effective angle dependence on the notch radius is less than variation of the angle due to discreteness of

the boundary.

The obtained above results for round and triangular notches allow to estimate activation energy of Sk creation on

arbitrary shaped notch. Indeed, an arbitrary boundary can be decomposed to a number of smooth curves connected at non

zero angles. The activation barrier for every corner can be estimated by the barrier of the triangular notch having the same

angle. The smooth curves are defined by their curvature. As we have seen above, the smallest energy barrier corresponds

to the lowest radius of curvature. Hence the activation barrier for a curve can be estimated by the barrier for round notch

with the radius equals to the minimum radius of curvature of the curve. The minimal of the barriers of the curves and the

corners gives an approximation for the barrier of the corresponding notch.

4. Discussion.

We studied the nucleation of skyrmions on a semicircular notch with the center located at boundary of track, which

was previously considered in [27]. It was found that skyrmions are best produced when the notch has a radius that

matches the radius of the skyrmion, which is consistent with the results of the work [27]. The barrier depends not only

on the radius, but also on the distance to the flat boundary. If we remove the influence of the boundary, the barrier will be

determined entirely by the narrowness of the notch. However, if the notch tip is close to the boundary, the energy barrier is

larger. So, two factors contribute to the barrier: the value of the radius of the notch, and the proximity to the flat boundary.
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FIG. 8. Correspondence of the radius of a round notch with depth D = 20 to the effective angle of

triangular notch giving the same nucleation barrier.

Their sum gives the minimum of barrier, or in other words, the most effective Sk generation, that was also observed in the

article [27].

For rectangular notch the authors of [27] found that the angle of notch corner 90◦ is most suitable for the Sk creation,

which in contrast to our finding that the best case for creation is the sharpest angle. The reason for that disagreement

may be the following. Our calculations showed that the most energetically favorable direction of skyrmion motion during

nucleation is along the bisector of notch angle. In the work [27], the direction of movement was different due to the

action of the current and perhaps this led to the increase of current density in case of sharpest notches. The current add

energy to the system and it can thereby overcome the energy barrier for nucleation, and eventually a skyrmion will appear.

We estimated the magnitude of the barrier from which one can obtain an estimate for the minimum current required

for nucleation. However, the orientation of the angle notch relative to the direction of the current constrains possible

variations of the magnetic moments, therefore the actual magnitude of the current required for nucleation can be higher,

which is not taken into account in our approach.

In this work, we did not consider the issue of skyrmion annihilation at the notch. The barrier for annihilation can be

found as the difference between the nucleation barrier and the free skyrmion energy calculated relative to the ferromag-

netic state. The latest does not depend on the geometry of the sample. Therefore, the behavior of the dependencies of

annihilation barriers on geometry qualitatively coincides with the behavior of nucleation barriers presented in this work.

The mechanism of skyrmion annihilation on a circular notch of two different radii was considered in the work [30]. It was

found that a smaller barrier was obtained with a smaller notch radius, under condition the size of the notch exceeded the

size of the skyrmion, which qualitatively coincides with our results.

Previous studies of skyrmion nucleation on a track [20] allow us to compare the results for a track with a straight

boundary and with a notch. The barriers for nucleation inside the track and at its boundary were 85.07 meV and

75.62 meV, respectively, while the minimum barrier at the semicircular notch is 58.37 meV, and the barrier at the needle-

type notch is 45.65 meV. Thus, for this system, the use of a notch allows one to reduce the barrier of nucleation by up to

50% compared to a track with straight boundaries. Thus, using track notches to create skyrmions could make the process

of recording information in memory devices more energy efficient.

Our results allow us to make recommendation for notch design in systems where they are used for positioning Sk.

Since energy barriers increase with increasing radius or angle of the notch, for these purposes it is better to use the notch

with the largest radii or angles to avoid unwanted creation or destruction of Sk.

In this work, we showed that the Sk nucleation barrier depends both on the local characteristics at the tip of the notch

and on the sharpness (radius or angle) of the notch. Also, if the notch is shallow, the barrier will increase due to the

proximity of the straight border on either side of the notch. Our calculations provide guidance for creating skyrmions in

racetrack memory, namely to use a notch as narrow as possible and with sufficient depth to avoid the influence of flat

boundaries.
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ABSTRACT Carbon films were obtained by magnetron sputtering of graphite in an argon atmosphere on various

metal substrates. As a result, a “metal-semiconductor” junction is formed due to the fact that the temperature

dependence of the film resistance is of a semiconductor nature. The current-voltage characteristics of the

junction were studied at various ambient temperatures, and the degradation of its electrical properties over

time was discovered.
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1. Introduction

The development of electronics is accompanied by creation of new technologies and semiconductor materials that

can increase the efficiency and reliability of electronic devices. Recently, semiconductor carbon materials have been

actively studied [1–4], which often have more outstanding properties than classical semiconductors and are of interest

as materials for micro- and nanoelectronic products. Although silicon and gallium arsenide still remain the dominant

semiconductor materials, the traditional silicon platform no longer meets many modern requirements, and increasingly,

researchers are citing carbon as a potential replacement in certain niches. Due to the huge variety of allotropic forms

(for example, graphene and similar structures), this material has considerable potential of applications in many fields,

but it is of particular interest for electronics due to the higher mobility and, consequently, high speed, of charge carriers.

Allotropic modifications differ by the structure of their crystal lattices, which affect the conductive properties of the

material. For example, sp2-hybridized carbon conducts electricity well, but sp3-hybridized carbon does not. Therefore,

depending on the ratio of carbon atoms with different types of hybridization, electrical properties can vary from semi-

metallic (like graphite) to dielectric (like diamond). Thus, under certain conditions, carbon combines dielectric, conductor

and semiconductor properties. It makes this material unique. Many researchers predict the possibility of implementing

the idea of all-carbon high-speed nanoelectronics in the future [4, 5].

IT is known that the oldest practical semiconductor device is a metal-semiconductor contact. Such contact junctions

are widely used in electronics and have the unique properties that allow one to create efficient devices and instruments.

However, the mechanisms of current transfer in such structures remain incompletely studied, and, for example, it is not

clear due to which reason, the Schottky barrier irreversibly transforms into an ohmic contact [6]. In connection with the

above, a rather urgent task is to study the metal-carbon transition (where carbon exhibits semiconductor properties), which

can demonstrate interesting contact phenomena.

This work examines some of the electrical properties of such a contact junction depending on the ambient temperature,

as well as changes in such properties over time.

2. Experimental technique

Samples for the research were obtained by magnetron sputtering of graphite in an argon atmosphere. Carbon films

were deposited on substrates made of dielectric (cover glass) and various metals (titanium, steel, niobium, etc.) [7].

Plasma was created using a planar DC magnetron with a flat cathode and an annular anode. The conditions for deposition

of samples on all types of substrates were the same: the gas pressure in the chamber was 150 mTorr, the film growth time

was 40 min, the substrate temperature was 350◦C, and the magnetron current was 40 mA.

The electrical properties of the obtained samples were studied using the resistometric method in a heat chamber in the

range from ∼20◦C to 150◦C. To eliminate the influence of a highly conductive metal substrate the transverse conductivity

was measured using a two-probe method in films deposited on a glass substrate. Longitudinal conductivity (along the

direction of the film growth) was measured at the contact junction in the “metal substrate–carbon film–measuring contact”

structure. The temperature dependences of the carbon films resistance and the current-voltage characteristics (CVC) of

the “metal-carbon film” contact transition at different temperatures were studied. To study the processes of temporary

© Shalayev R.V., Izotov A.I.,Syrotkin V.V., 2024
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degradation of the contact junction, the current-voltage characteristics of the samples were remeasured 15–20 months

after the samples were obtained, in order to evaluate changes in the characteristics.

3. Main results and discussion

As shown in [7], the temperature dependence of film resistance has classical semiconductor character - the resistance

decreases with the temperature increasing. Thus, it is obvious that as a result of the work, the “metal-semiconductor”

contact junction was obtained (where the semiconductor is the carbon film), which is the subject of this study. Let us

consider some features of such contacts at different temperatures.

FIG. 1. Current-voltage characteristics of the “niobium-carbon” contact at room temperature (a) and

when heated to 100◦C (b)

FIG. 2. Current-voltage characteristics of the titanium-carbon contact after 18 months from the moment

the sample was obtained (the inset shows the original sample CVC)

Fig. 1 shows the current-voltage characteristics of the “niobium-carbon” contact at room temperature and under heat-

ing. It can be seen that the current-voltage characteristics have a symmetrical linear dependence, characteristic for ohmic

contact. It is known that in such contacts, there are electric fields caused by the contact potential difference between the

materials (which differ by the value of the work function) that make up the junction. The potential distribution in the

semiconductor material of the “metal-semiconductor” contact can influence significantly on the current-voltage charac-

teristics and current flow mechanisms of such junctions. In particular, in Fig. 1(b), a small contact potential difference is

observed when the junction is heated to 100◦C. This property may be interesting in some applied fields, correspondingly,

further researches in this direction are perspective.
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The current-voltage characteristics of titanium-carbon contact junction obtained some time ago (more than a year)

were also re-examined. The initial contact transition, as shown in [7], demonstrated an asymmetrical nonlinear current-

voltage characteristics (see inset in Fig. 2) and had the rectifying properties of a “metal-semiconductor” junction with a

potential Schottky barrier, which goes into the open state at very low voltage values (about tens of microvolts). From

Fig. 2, it is clear that the current-voltage characteristics of the same junction, approximately 18 months after the initial

measurements, is noticeably different and has a symmetrical nonlinear dependence (also characteristic for ohmic contact).

Thus, certain degradation processes have been detected in the material over time (probably due to the adsorption of

atmospheric gases into the carbon film structure). As a result, the structure with a rectifying Schottky barrier undergoes

irreversible changes and goes into ohmic contact (see also [6, 8]).

4. Conclusion

Studies of the thermoelectric properties of metal-carbon film junctions demonstrate a dependence characteristic for

ohmic contact and the presence of a contact potential difference when the junction is heated. It is also shown that over

time, the electrical characteristics and parameters of such contacts can change: the junction with the Schottky barrier

degrades and the rectifying properties observed earlier disappear.
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ABSTRACT The paper proposes an analytical model of tunneling-recombination processes with forward and re-

verse displacements in InGaN/GaN-based structures containing a quantum well, assuming that the processes

of generation and recombination are complex, while one of the stages of the transition of the charge carrier to

the center is tunneling. Comparing the model with the experiment allowed us to determine the energies of the

recombination centers of 0.22 and 0.45 eV. These energies may correspond to centers formed by defect com-

plexes along filamentous dislocations, such as divacansions (VGa VN ), and a point isolated defect observed in

n-type GaN layers grown by various methods, respectively.

KEYWORDS quantum well, nanoscale heterostructures, tunneling recombination, current transfer, nonradiative
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1. Introduction

Structures based on InGaN/GaN currently occupy an important place in modern optoelectronics. Light-emitting de-

vices are created based on such structures, operating in the spectral range from green light to near ultraviolet [1]. We can

mention displays based on blue and green microLEDs [2–4], as well as communication systems for organizing optical data

transmission at a rate of more than 1 Gbit/s [5,6]. LEDs based on III-nitride have many advantages, including high bright-

ness, low power consumption, and long service life [7]. A wide spectral range of radiation has driven the development of

microLEDs for displays of mobile devices, such as smart watches, virtual reality devices, and mobile phones [8–10]. The

rapid development of the InGaN/GaN technology makes it possible to achieve the required parameters, with high radiation

efficiency, reaching up to 90 % [11]. Nevertheless, these LEDs, despite their high efficiency, have high concentrations of

defects, both extended and point, and the achieved high material quality enables a more reliable determination of current

transfer mechanisms, including those involving defects.

Despite active research on InGaN-based LED structures, the question of the nature of the mechanisms that cause

a drop in radiation efficiency during long-term operation remains unsolved. It is believed that the primary cause of

the gradual decrease in the emission efficiency of LEDs based on nanoheterostructures is the formation of additional

non-radiative recombination centers in the active region [12]. The degradation of SD was explained by the action of

macroscopic defects [13], which could lead to the formation of tunneling channels [14] or an increase in contact resis-

tance [15]. In other studies, changes in the characteristics of LED structures during aging are associated with the formation

of non-radiative recombination centers in the active region during prolonged current flow. The influence of defects on the

degradation characteristics of InGaN/GaN photodetectors with several quantum wells subjected to direct current was in-

vestigated [16]. The degradation of electrical and optical characteristics is largely explained by the activation of initially

inactive defects, primarily defects associated with Mg–H, C-, and VGa, in the studied devices, followed by deterioration

of their characteristics. These defects stimulate tunnel-recombination transfer of charge carriers with the participation

of defects in quantum wells [17, 18], although analytical characteristics describing these processes are currently lacking.

Analytical dependences of the current-voltage characteristics of diodes are essential for a deeper understanding of the

processes occurring during the transfer of charge carriers and, in some cases, make it possible to determine the parameters

of traps in the space charge region of the device [19–21] by using the current-voltage characteristics of the devices for

diagnostic purposes. This is facilitated by the models developed [19, 20], which allow one to obtain the parameters of

defects involved in tunneling-recombination processes using the analysis of current-voltage characteristics,.

Volt-ampere characteristics are suitable for express diagnostics of recombination centers as they contain complete

and important information about defects [20–22], however, it is essential to correctly extract this information from the

experiments. The theory of generation and recombination in semiconductor diodes [23,24] is often underutilized, lacking

a thorough understanding of their depth. Several studiesanalyze generation-recombination processes in p-n junctions [25–

28] and develop important methods for analyzing these processes. However, a simplified Shockley model is often used,
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when the cross sections for the capture of electrons and holes to the recombination center are assumed to be the same.

This approach is not correct. The injection of electrons and holes changes the occupation of recombination centers with

deep levels in the band gap of the semiconductor. Features of the behavior of current-voltage characteristics reflect these

processes, revealing the features of the parameters of defects. The influence of the defect parameters enables the discovery

of new algorithms for processing current–voltage characteristics (CVCs) [19–23].

The analysis of p-n junction currents under reverse bias is also not well-established and not all available information

is extracted from these studies. The diffusion theory of reverse current in p-n junction predicts an absence of dependence

on the applied voltage and the activation energy of temperature dependence of diffusion current equal to the band gap of

the semiconductor [24]. However, experimental studies show that this is not the case and the energy is less than the band

width [21,29]. This indicates the leading role of current generation involving defects [20,21]. To determine the processes

governing reverse current, one can examine temperature dependencies. If the experimental value of the activation energy

of the current is lower than the energy of the band gap, but greater than half of it, then reverse current is determined by

the process of generating electrons and holes through the levels of deep centers. This current is independent of voltage.

If voltage dependence occurs, but the activation energy is greater than half of the band, then this is due to the Poole-

Frenkel effect [30, 31]. The Poole-Frenkel coefficient has a numerical theoretical value. If the experimental value of this

coefficient is greater than the theoretical one, then there is an electron-phonon interaction [21,32]. If the activation energy

of the reverse current is less than half the band gap, then tunneling takes part in the formation of the current.

Tunnel processes and generation-recombination processes can occur simultaneously. Therefore, it is necessary to

develop diagnostic methods for determining the parameters of the deep centers involved in both processes. The aim

of this study is to obtain analytical expressions for the current-voltage characteristics in the case when tunneling and

generation-recombination processes simultaneously exist and to use these methods to determine defect parameters in the

quantum well of InGaN/GaN LEDs.

2. Samples for research and measurement methods

Commercial shell-less blue-glow LEDs (Taiwan Oasis Technology Co., Ltd) (~ωmax = 2.66 eV, λmax = 468 nm at

room temperature) with a quantum well (QW) based on InGaN/GaN solid solution were studied.

To achieve this goal, direct volt-ampere (VAC) and volt-capacitive Faraday (VAC) characteristics were measured by

an automated measuring system. The measurement of the forward and reverse branches of the HF was carried out in

one measuring cycle using a generator-type capacitance meter. The LED under study is switched on in parallel to the

LC circuit, the parameters of which are such that in the absence of a sample, the generated frequency is 1 MHz. This

measurement scheme makes it possible to achieve an accuracy of measuring the capacitance of ±0.5 pF.

The measurement of forward and reverse VAC was carried out on an automated measuring complex, which provides

for the measurement of low currents using the Picoammeter Keithley 6485. The test sample was fixed to a heating element

next to a thermocouple-based temperature sensor. The temperature was maintained with an accuracy of ±0.5 K.

3. Experimental results

The concentration profile of the dopant (Fig. 1) was determined from the capacitive-voltage characteristic measured

at room temperature. The impurity concentration in the space charge region (SCR) was determined as [30]:

N =
2

qS2εε0

[

−
1

d(1/C2)
dU

]

, (1)

where e is the electron charge, S is the area of the structure (cm2), ε is the dielectric permittivity of GaN, ε0 is the

dielectric constant (V/cm), q is the electron charge, C is the capacitance of the structure, and U is the voltage across the

sample.

Current-voltage characteristics at forward bias, measured under various temperatures, are presented in Fig. 2.

To determine the mechanism of current transfer in the studied structures, the dependence at I = f

(

1

T

)

a fixed

forward voltage on the sample was used [19, 21] (Fig. 3).

Figure 4 shows the dependence of the activation energy on the forward bias voltage. As seen from Fig. 4, the

activation energy Ea at a forward bias voltage below the forward bias (Eg − qU)/2 over the entire range of forward bias

voltages is less than 2 V, therefore, tunneling current predominates in this voltage range [19, 21]. The activation energy

determined from the slope of the curves in Fig. 2, ranges from 0.2 to 0.4 eV depending on the bias voltage, which is

significantly lower than half the potential barrier, which is determined by (Eg − qU)/2 (Fig. 4). This value is much less

than 0.5Ag , but greater than zero. Such a change in energy is typical for tunnel-recombination processes.
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FIG. 1. Dopant distribution profile in the studied structure (1). Calculation of the concentration profile

based on the results of capacitance-voltage measurements indicates the presence of a single quantum

well with a width of approximately 40 nm.

FIG. 2. Forward-biased current-voltage characteristics of InGaN/GaN LEDs, measured in the temper-

ature range of 293 – 367 K. The change in the current value with temperature occurs quite weakly,

indicating the influence of tunneling processes on charge transport.

4. Analysis of tunnel-recombination processes

Tunnel-recombination processes have been analyzed in [19, 20], where expressions for the recombination rate and

various approximations of current-voltage characteristics were obtained. In this study, we propose a simpler and more

convenient approach for analysis. We will adhere to the model that electrons from the conduction band tunnel into the

well, and holes are injected from the p-region and are captured within it. Recombination occurs in the quantum well

(QW). The transition model is shown in Fig. 5. It is important to note that this model is only valid in the initial part of

the current-voltage characteristic, as long as the number of electrons injected from the conduction band is less than the

number of electrons tunneling from it into the QW. In our case, this is the CVC region (Fig. 1) at voltages less than 2 V.

Taking into account that the level is closer to the conduction band and there is no emission from the center in the well

to the valence band, we conclude that the hole recombination rate is equal to:

dp

dt
= −cppnt, (2)

where cp is the coefficient of hole capture by recombination centers in the QW; nt is the electron concentration at the

recombination centers in the QW.
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FIG. 3. Temperature dependences of the direct current at a voltage across the sample in the range of

0.6 – 2.4 V (with a step of 0.2 V). By dependence I = f(1/T ) the activation energy of current transfer

was determined as Ea = k · tanα, where k is the Boltzmann constant.

FIG. 4. Dependence of current activation energy on forward bias voltage: 1 – experimental value Ea =

f(U); 2 –
Eg − qU

2
; 3 – Eg − qU (Eg – band gap, q – electron charge). The activation energy varies in

the range from 0.2 to 0.4 eV, depending on the bias voltage. This value is much less than half the width

of the InGaN band gap, but greater than zero, which is typical for tunnel recombination processes.

Electron tunneling rate:

dn

dt
= −wtn (Nt − nt) , (3)

where wt is the probability of electron tunneling from the conduction band to recombination centers in the QW; Nt is the

concentration of recombination centers in the QW.

We equate these rates and obtain the probability of filling the traps and the rate of recombination with their participa-

tion:
dnt

Nt
=

wtn

cpp+wtn
,

R=
dp

dt
=−

cppwtn

cpp+wtn
Nt.

(4)

The recombination current density is found as
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FIG. 5. Tunneling recombination model InGaN/GaN at forward bias. Electrons from the conduction

band tunnel into the quantum well, and holes are injected from the p-region and trapped in the quantum

well region.

j = e

xn
∫

xp

R (x) dx, (5)

where xn, xp are the boundaries of the space charge region (SCR).

The coordinate dependence of the recombination rate is a bell-shaped function with almost exponential wings [19].

The current value is determined by the maximum recombination rate. Integral (4) is calculated assuming that the recom-

bination rate is the same at all points of the SCR and is equal to the maximum, then

j = q

xn
∫

xp

R (x) dx = q

xn
∫

xp

Rmaxdx = qRmax

xn
∫

xp

dx = eRmax (xn − xp) = qRmaxd, (6)

where d is the SCR width, which can be calculated from the capacitance-voltage characteristics.

The value of the tunnel-recombination current can be obtained taking into account (6), (4). It is equal to

j = qdRmax = qd
cppwtn

cpp+wtn
Nt. (7)

The probability of tunneling through a triangular barrier is given by the Fowler–Norheim formulas

wt =
I

qdnS
=

KF 2

qdnS
exp

(

−
b (Et − Ef − qU)

3/2

F

)

, (8)

where S is the area of p-n junction; F is the electric field strength; Et is the activation energy of the level of recombination

centers, measured from the conduction band; Ef is the Fermi energy,

a =
q3

8πh
= 1.541 · 10−6S

[

eV/V2
]

,

b =
8π

3(2m∗)
0.5

/qh
= 6.831 · 109

[

eV−3/2V/m
]

.

The probability of tunneling for one electron is determined from formula (8):

wtn =
I

qdS
=

KF 2

qdS
exp

(

−
b (Et − Ef − qU)

3/2

F

)

. (9)

Then the current is as follows

j = qdRmax = qd
cppwtn

cpp+wtn
Nt =

cpp
KF 2

S exp
(

− b(Et−Ef−qU)3/2

F

)

cpp+
KF 2

qdS exp
(

− b(Et−Ef−qU)3/2

F

)Nt. (10)

Holes overcome the potential barrier Ep =
(Vd − qU)

2
, where Vd is the diffusion potential, in our case 2.7 eV.
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Then,

j = qdRmax = qd
cppwtn

cpp+wtn
Nt =

cppp exp
(

−Vd−qU
2kT

)

KF 2

S exp
(

− b(Et−Ef−qU)3/2

F

)

cppp exp
(

−Vd−qU
2kT

)

+ KF 2

qdS exp
(

− b(Et−Ef−qU)3/2

F

)Nt. (11)

When modeling using expression (11), the fitting parameters are the constant K, the hole capture coefficient cp and

Et − Ff . The magnitude of the electric field F and the width of the SPV d were determined from capacitance-voltage

characteristics. The concentration of holes in the p-region, pp , assumed equal to the concentration of a fine impurity

determined from the impurity distribution profile (Fig. 1). The energies in (11) are measured from the bottom of the

conduction band in n-GaN. The position of the Fermi level in n-GaN was taken 0.7± 0.1 eV [33].

The simulation results are shown in Fig. 6. Comparison of calculations with the experiment made it possible to

determine the activation energies of the recombination centers 0.22± 0.05 eV and 0.45± 0.05 eV.

The level with the energy of 0.22 eV in the conduction band was interpreted as defect complexes along filamentary

dislocations, such as divacancies (VGa VN ) [34]. The level with the energy of 0.45 eV is treated as a point isolated defect,

which is observed in GaN layers n-type grown by different methods [35].

FIG. 6. Simulation of tunnel-recombination currents of InGaN/GaN LEDs under forward bias. The

simulation of (11) made it possible to determine the activation energies of the recombination centers of

0.22± 0.05 eV (purple line) and 0.45± 0.05 eV (green line).

It is believed that the mechanism of the flow of direct current can be estimated by the differential indicator of the

slope of the CVC (ideality factor)

β =
qI

kT

(

dI

dU

)

−1

=
q

kT

(

d ln I

dU

)

−1

. (12)

Figure 7 shows the results of calculating this parameter from equation (10) and the same parameter calculated from

the experimental I–V characteristics. These values reach their maximum at the same voltage. The value of this exponent

significantly exceeds the value of 2, which follows from the theory of Shockley, Noyce, and Saa [24]. This result shows

that the theoretical CVC (11), obtained on the basis of the model in Fig. 6 describes the experimental results quite well,

and the value of β > 2 indicates the participation of tunneling mechanism in the formation of the forward current of the

LEDs.

5. Current-voltage characteristics with reverse bias

The activation energies of the reverse current were calculated for various electric field strengths. These results are

shown in Fig. 8 (E = f(F 1/2)):
The straight line in Fig. 8 is an approximation of the experimental data by the expression:

E = Et − βexp

√
F = 0.47− 3.6 · 10−4

√
F . (13)

Thus, the energy of the energy level of defects through which generation occurs is 0.47 eV, and the experimental

value of the Poole-Frenkel coefficient βexp = 3.6 · 10−4 eV/(B/cm). The activation energy is less than half the band gap.

This fact allows us to assume the following reverse current flow model, namely: holes tunnel from a trap that forms an

energy level from which electrons are generated into the conduction band (Fig. 9). In this case, the generation energy is

less than half of the band gap.
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FIG. 7. Addiction β = f (U) for the structure under study at room temperature: 1 – experimental

dependence (12); 2 – calculation taking into account (11). The value β > 2 indicates the involvement

of the tunneling mechanism in the formation of direct current of LEDs.

FIG. 8. Dependence of the activation energy of the inverse current-voltage characteristics on the electric

field strength in the space charge region. Inverse current-voltage characteristics plotted in coordinates

ln (I)= f
(

F 1/2
)

are linear. This is the characteristics of the Poole-Frenkel effect, which reduces the

generation barrier height proportionally to the root of the electric field strength [21].

FIG. 9. Tunneling recombination model InGaN/GaN under reverse bias. The holes tunnel out of the

trap, forming an energy level from which electrons are generated into the conduction band.
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At a reverse voltage, the space-charge region of the p-n junction (SCR) is depleted of free charge carriers, and the

equilibrium between recombination and generation is shifted towards generation. The reverse current, as well as the direct

current, is determined by expression (5).

Let’s consider the recombination rate in the case when one transition is the tunneling of a hole from the valence band

to a level, and the second transition is the generation of electrons in the conduction band. Let the processes occur under

reverse bias. In this case, the space-charge region is depleted of electrons and holes, and there are no captures of charge

carriers at recombination centers. Under this condition, this velocity can be found from the system of kinetic equations:

Rn =
dn

dt
= −cnn (N t − nt) + etnnt,

Rp =
dp

dt
= −cppnt + wp(Nt − nt),

(14)

where Nt is the concentration of deep centers, nt is the concentration of electrons at them; etn is the speed of electron

emission from a deep level; wp is the probability of hole tunneling from the valence band to a deep level.

The equilibrium condition takes place R = Rn = Rp for stationary current. The recombination rate is found from

(13) under the condition n = 0 and p = 0 fair with a reverse bias, we obtain:

Irev = qA

w
∫

0

etn(x)wp(x)Nt(x)

etn(x) + wp(x)
dx, (15)

where etn = γncnNc exp

(

−
(Ec − Et)

kT

)

, γn is the degeneracy factor of the level of the deep center for electrons and

holes. These factors vary from 0.5 to 2.

In our case, the following facts take place: firstly, there is a significant temperature dependence of the current, and

secondly, the activation energy is less than half of the band gap. Taking these experimental facts into account, we can

assume that the tunneling probability wp ≫ etn is much higher than the recombination rate, and the level of the deep

center is located closer to the conduction band

Irev = qAw(U)Nte
t
n. (16)

From the conclusions made above and from formula (15), the expression for the current-voltage characteristics of the

p-n junction with reverse bias is calculated:

Irev = qAetn0

w
∫

0

Nt(x) exp

(

∆Et(x)

kT

)

dx = qAetn0

w
∫

0

Nt(x) exp

(

βF

√

F (x)

kT

)

dx, (17)

where etn0 is the speed of electron emission without taking into account the influence of the electric field. Fig. 10 shows

the inverse volt-ampere characteristic in coordinates I = f(F 1/2).

FIG. 10. Dependence of the reverse current on F 1/2 for the structure under study at room temperature.

The dependence of the reverse current on F 1/2 on a logarithmic scale is close to linear, which confirms

the validity of the expression used in the work [16].



212 S. V. Bulyarsky, L. N. Vostretsova, V. A. Ribenek

The theoretical value of the Frenkel-Pool constant (βF = q3/2/
√
πεε0) is equal to 2.3 eV·10−4 cm1/2/V1/2. The

reason for the discrepancy between this value and the value determined experimentally is the electron-phonon interaction.

In the work of S. F. Timashev showed that [32]:

βFex = βF

(

1 +
E0 − S~ω

2S~ω

)

, (18)

where S~ω is a value equal to half of the heat release that accompanies the electron-phonon interaction; E0 is the energy

of a purely electronic transition, S is the Huang and Ries factor, hω is the energy of the characteristic phonon in the

one-coordinate model.

The model of electron-phonon interaction, which takes into account interactions with a single phonon, gives the value

for the thermal transition energy of charge carrier generation [20, 21]:

Et =
(E0 + S~ω)

2

4S~ω
. (19)

The numerical values of the activation energy and the experimental Poole-Frenkel constant are known. Parameters of

the electron-phonon interaction S~ω and E0 are determined by jointly solving equations (17) and (18). They are equal to

E0 = 0.40 eV, and S~ω = 0.19 eV. These parameters determine the potentials of the configuration-coordinate diagram:

Ug =
~ωQ2

2
; Uu =

~ω (Q−Q0)
2

2
+ E0, (20)

where Q0 =
√
2S, and Q is the current coordinate of the x-axis. Using the obtained parameters, we build a configuration-

coordinate diagram of the generation center (Fig. 11).

FIG. 11. Configuration-coordinate diagram of the center from which electrons are generated into the

conduction band

6. Conclusion

This work proposes an analytical model of tunneling-recombination processes under forward and reverse biases,

assuming that the processes of generation and recombination have a complex nature, with one of the stages of transition

of the charge carrier to the center being tunneling. Under forward bias, an electron from the conduction band tunnels to

the recombination center in the QW through a triangular barrier, and holes are injected from the p-region and are captured

by the recombination center in the QW. This model is valid when the flux of tunneling electrons exceeds the flux of

injected electrons from the conduction band. Comparison of the model with experiment made it possible to determine

the energies of recombination centers in QWs, 0.22 and 0.45 eV. These energies can correspond to the centers formed by

defect complexes along filamentary dislocations, such as divacancies ((VGa VN), and a point isolated defect, which is

observed in n-type GaN layers grown by various methods, respectively.

In case of reverse displacement, the following current transfer model is proposed: a hole tunnels from a trap forming

an energy level in the band gap into the valence band, while an electron is generated into the conduction band. By solving

kinetic equations (13) corresponding to the proposed model, an expression for the inverse characteristics of the studied

structures (16) is obtained. According to (16), the reverse current exponentially depends on F (F is the electric field

strength), which is confirmed experimentally (Fig. 10).
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ABSTRACT The combination of ultrasonic exposure on ceric phosphate gels with subsequent hydrothermal-

microwave treatment resulted in the formation of nanoscale NH4Ce2(PO4)3 or KCe2(PO4)3 phases. The sun

protection factor (SPF) and protection factor against UV-A radiation (UVAPF) values for double ceric phos-

phates with the smallest crystallite sizes exceeded 4 and 3.5, respectively, which is much higher than the

values for samples consisting of larger particles. These results are superior to previously published values for

similar ceric compounds, and thus show promise for their application in sunscreens.
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1. Introduction

Modern sunscreens are cosmetic preparations containing organic or inorganic UV filters as active ingredients. The

use of organic UV filters in sunscreens is less preferred due to their potential to penetrate the skin barrier and to exhibit

systemic effects in the body, their relatively low photostability, and ability to generate reactive oxygen species under irra-

diation [1,2]. The latter drawback is also characteristic of commercial metal oxide UV filters, such as TiO2 or ZnO [3–5].

Phosphate compounds are considered as alternative inorganic UV filters because of their biocompatibility, high chemical

and thermal stability of the phosphate matrix [6–8]. Recently, crystalline cerium(IV) phosphates were reported to be

promising sunscreen candidates [9–12]. The primary method for synthesizing these compounds is through hydrothermal

treatment, which typically results in the formation of micron or submicron particles [13–19]. However, the size of the

inorganic components is a crucial parameter that can impact photoprotective properties, distribution uniformity over the

skin, and overall appearance of cosmetic compositions [20–22]. In this regard, an important task is to develop methods

for producing inorganic UV filter particles with a specific mean particle size and narrow size distribution. Previously, we

demonstrated the use of the hydrothermal-microwave method, instead of conventional hydrothermal treatment, to produce

particles of ammonium-cerium(IV) phosphates (NH4Ce2(PO4)3, (NH4)2Ce(PO4)2·H2O) in a wide size range by varying

the duration of synthesis and temperature [23]. It is also well known that ultrasonic treatment of the reaction mixtures

can reduce the particle size of products and promote their uniform distribution [24–26]. At the same time, the number of

papers is still limited which report on the influence of ultrasonic pre-treatment of heterogeneous precursors, such as gels,

on the products of hydrothermal synthesis.

This study investigates the effect of ultrasonication of ceric phosphate gels on their crystallization upon hydrothermal

or hydrothermal-microwave treatment, resulting in the formation of NH4Ce2(PO4)3 or KCe2(PO4)3 samples. The influ-

ence of mean particle size and particle size distribution of the resulting samples on their UV shielding properties is also

studied.
© Kozlova T.O., Sheichenko E.D., Vasilyeva D.N., Kozlov D.A., Kolesnik I.V., Tronev I.V.,

Teplonogova M.A., Baranchikov A.E., Ivanov V.K., 2024
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2. Experimental section

The following materials were used as received, without further purification: Ce(NO3)3 · 6H2O (pure grade, Lanhit

Russia), potassium hydroxide (pure grade, Sigma Aldrich), phosphoric acid (85 wt.% aq, ρ = 1.689 g/cm3, extra-pure

grade, Komponent-Reaktiv Russia), aqueous ammonia (25 wt.%, extra-pure grade, Khimmed Russia), isopropanol (extra-

pure grade, Khimmed Russia), glycerol (Sigma-Aldrich, 99.5 %), sodium dodecyl sulfate (99 %, Sigma-Aldrich), distilled

water.

First, ceric phosphate solution was synthesized according to the procedure reported earlier [27]. Briefly, nanocrys-

talline (4 – 5 nm) cerium dioxide (0.100 g) obtained by precipitation from Ce(NO3)3 · 6H2O aqueous solution [28] was

dissolved in concentrated phosphoric acid (5 ml) at 80 ◦C. The calculated molar ratio of Ce:P in the solution was 1:126.

The cooled solution was placed into an ultrasonic bath Bandelin Sonorex Longlife RK 1050 for 30 min, then 35 ml of

0.5 M aqueous ammonia solution or 1 M potassium hydroxide aqueous solution was added to the reaction mixture. The

obtained gels (∼ 40 mL) were sonicated using Bandelin Sonopuls HD 3200 homogenizer operated at 20 kHz (200 W,

amplitude 20 %) and equipped with titanium horn (TT-13 titanium tip) for 1 h. The resulting suspensions were placed

in 100 ml Teflon autoclaves and treated under hydrothermal or hydrothermal-microwave conditions at 180◦C for 24 h or

1 h, respectively. After cooling the autoclaves, the precipitates were repeatedly washed using distilled water and dried at

60 ◦C in air. The synthesis scheme is shown in Fig. 1.

FIG. 1. The scheme of double ceric phosphates synthesis using ultrasonic-assisted hydrothermal-

microwave (HTMW) or conventional hydrothermal (HT) treatment

As a reference, NH4Ce2(PO4)3 and KCe2(PO4)3 samples, previously synthesized under hydrothermal conditions

without the use of microwave or ultrasonic treatment [19, 23], have been obtained. These samples were designated as

NCeP and KCeP, respectively.

Powder X-ray diffraction (PXRD) patterns were acquired with a DX-2700BH (Haoyuan, China) diffractometer, using

Cu Kα1,2 radiation in the 2θ range of 5◦ – 80◦ with 0.02◦ 2θ steps and a counting time of no less than 1 s per step. The

identification of the diffraction peaks was carried out using the ICDD database. The full-profile analysis of diffraction

patterns with quantitative determination of the coherent scattering domains (CSD) sizes, was performed using the Rietveld

method realized in the MAUD software (version 2.99).

Scanning electron microscopy (SEM) images were obtained using an Amber GMH (Tescan, Czech Republic) micro-

scope operated at an accelerating voltage of 5 kV using a secondary electron (Everhart–Thornley) detector. Particle size

analysis was carried out using the ImageJ software (version 1.53t). For each sample, the sizes of at least 150 particles were

measured, after which the particle size distributions were approximated by a lognormal function. Energy-dispersive X-ray

spectroscopy (EDX) was performed using an Ultim Max (Oxford Instruments, UK) detector at an accelerating voltage of

20 kV.

Fourier transform infrared (FTIR) spectra of the samples were recorded using an InfraLUM FT-08 (Lumex, Russia)

spectrometer in the range of 400 – 4000 cm−1 in attenuated total reflectance mode.

Absorption spectra of NH4Ce2(PO4)3 and KCe2(PO4)3 samples for band gap (Eg) determination were acquired

in a diffuse reflection mode on a Lambda 950 (PerkinElmer, USA) spectrometer in the 200 – 1000 nm range. The sun

protection factor (SPF) and protection factor against UV-A radiation (UVAPF) values were determined in accordance with

the ISO 24443-2016, the measurement procedure and calculation formulas have previously been reported [12]. For this

study, suspensions containing 10 wt.% of double ceric phosphates and 90 wt.% of a solution consisting of 9.9 wt.% H2O,

90 wt.% glycerol and 0.1 wt.% sodium dodecyl sulfate were prepared in an agate mortar. Then, 0.035 g of each suspension

was evenly spread over the surface of the 3M Transpore Tape 1527-2 film (27.5 cm2 area). The total transmittance spectra

of the films coated with the suspensions were recorded in the range of 290 – 400 nm on a Lambda 950 (PerkinElmer,

USA) spectrometer using an integrating sphere (150 mm diameter). 3M Transpore Tape 1527-2 coated with a similar

formulation without adding double ceric phosphates, was used as a reference sample.
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3. Results and discussion

According to the PXRD data, after the hydrothermal treatment of the reaction mixtures obtained by mixing ceric

phosphate solutions with a 0.5 M NH4OH aqueous solution, NH4Ce2(PO4)3 phase formed (Fig. 2a). Note, that in case

of hydrothermal treatment (24 h) of sonicated ceric phosphate gel an admixture of CePO4 with monazite structure (PDF2

[00-032-199]) was detected in the sample. The presence of Ce(III) phosphate admixture in the products of hydrothermal

treatment of ceric phosphate gels has been repeatedly reported [16,19,29,30], what may be due to Ce(IV) reduction under

specific synthesis conditions. Using the 1 M KOH aqueous solution as a precursor led to the single phase KCe2(PO4)3
formation in all the cases (Fig. 2b). The unit cell parameters refinement as well as CSD evaluation were performed using

Rietveld analysis of the PXRD patterns for NH4Ce2(PO4)3 and KCe2(PO4)3 phases (Table 1). The obtained results agree

well with previously published data and confirm that these double ceric phosphates are isostructural to each other [17,19].

FIG. 2. Powder X-ray diffraction patterns of the products of HTMW or HT treatment of ceric phosphate

gels formed upon the addition of 0.5 M NH4OH (a) or 1 M KOH (b) to ceric phosphate solutions. The

corresponding Bragg peak positions are shown below

Based on the X-ray diffraction analysis results, it was found that the use of hydrothermal-microwave treatment in

comparison with conventional hydrothermal synthesis resulted in decreasing of NH4Ce2(PO4)3 and KCe2(PO4)3 particle

sizes. This is consistent with the findings of Tronev et al. [23], indicating the same dependence. Moreover, the same

trend is observed when comparing samples obtained with or without ultrasonic pre-treatment (Table 1). Thus, the phases

NH4Ce2(PO4)3 and KCe2(PO4)3 with the least crystallite sizes of 60 and 65 nm, respectively, were obtained by combining

microwave and ultrasonic treatment of the reaction mixtures.

IR spectroscopy data (Fig. 3) confirm the results of the PXRD analysis, indicating that the type of hydrothermal treat-

ment and ultrasonic pre-treatment virtually has no influence on the structure of the samples. The general appearance of the

IR spectra of the samples obtained is almost the same and agree well with the previously reported data for NH4Ce2(PO4)3
and KCe2(PO4)3 phases [17, 19]. In the regions of 1100 – 900 and 650 – 440 cm−1 the absorption bands are observed,

which are related to the stretching and bending vibrations of the phosphate anions, respectively [31, 32]. Furthermore,

the IR spectra of NH4Ce2(PO4)3 samples exhibit absorption bands at 2800 – 3300 cm−1 (broad) and 1425 cm−1 (sharp),

which correspond to the vibrations of the NH+

4 ion [33–35].

The particle size dependence on the synthetic method used, as observed through X-ray diffraction analysis, is clearly

demonstrated in the scanning electron microscopy images (Fig. 4). Table 2 presents the mean particle sizes and standard

deviations obtained from lognormal distribution as determined from scanning electron microscopy data. The mean particle

sizes of KCe2(PO4)3 samples appear to be similar to the crystallite sizes determined from XRD data. The overestimation

of the corresponding values for NH4Ce2(PO4)3 samples is explained by the anisotropic microstructure of this phase,

for which the length of single crystallites from SEM images was measured. Note that the most uniform particle size

distribution is achieved through the combination of microwave and ultrasonic effects (Fig. 5).
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TABLE 1. Structural parameters and crystallite sizes for the products of HTMW or HT treatment of ceric phosphate gels formed upon the addition of 0.5 M

NH4OH or 1 M KOH to ceric phosphate solutions

Sample NCeP NCeP US NCeP US MW KCeP KCeP US KCeP US MW

Precipitating

agent
NH4OH NH4OH NH4OH KOH KOH KOH

Ultrasonic

treatment
– + + – + +

Type of

hydrothermal

treatment

HT HT HTMW HT HT HTMW

Duration of

hydrothermal

treatment, h

24 24 1 24 24 1

Phase

composition
NH4Ce2(PO4)3

NH4Ce2(PO4)3:

89.0±1.0 wt.%

CePO4:

11.0±0.5 wt.%

NH4Ce2(PO4)3 KCe2(PO4)3 KCe2(PO4)3 KCe2(PO4)3

Lattice

parameters

a = 17.491(1) Å

b = 6.7751(5) Å

c = 8.0051(6) Å

β = 102.868(3)◦

NH4Ce2(PO4)3:

a = 17.4691(9) Å

b = 6.7672(4) Å

c = 8.0011(4) Å

β = 102.802(3)◦

CePO4:

a = 6.799(4) Å

b = 7.016(1) Å

c = 6.4675(9) Å

β = 103.67(4)◦

a = 17.4804(8) Å

b = 6.7711(3) Å

c = 8.0001(4) Å

β = 102.836(3)◦

a = 17.373(1) Å

b = 6.7272(6) Å

b = 7.9687(6) Å

β = 102.350(3)◦

a = 17.372(1) Å

b = 6.7299(4) Å

c = 7.9693(5) Å

β = 102.351(4)◦

a = 17.376(1) Å

b = 6.7315(5) Å

c = 7.9701(6) Å

β = 102.306(5)◦

Crystallite

size, nm
> 100

NH4Ce2(PO4)3:

> 100
CePO4:

72±2

60±2 > 100 75±3 65±2
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FIG. 3. IR spectra for products of HTMW or HT treatment of ceric phosphate gels formed upon the

addition of 0.5 M NH4OH (a) or 1 M KOH (b) to ceric phosphate solutions

Based on the obtained data, the ultrasonic treatment significantly affects the crystallization of double ceric phosphates

under hydrothermal conditions. This observation is in line with the results of the previous studies, devoted to other inor-

ganic systems (see e.g. [36–38]). In particular, on the example of mixed oxide particles [39] and silicoaluminophosphate

molecular sieves [40] it was shown that preliminary ultrasonication inhibits the crystallite growth and leads to formation

of smaller crystals with more uniform size distribution.

TABLE 2. The mean particle sizes and standard deviation determined from the SEM images for

NH4Ce2(PO4)3 and KCe2(PO4)3 samples

Sample NCeP NCeP US NCeP US MW KCeP KCeP US KCeP US MW

Mean

particle

size, nm

275 352 244 138 105 58

Standard

deviation,

nm

114 217 63 39 20 11

The UV-vis absorption spectra of NH4Ce2(PO4)3 and KCe2(PO4)3 samples are almost identical within each series.

To determine the optical band gap, optical absorption spectra were rebuilt using Tauc plot for allowed indirect transition

(Fig. 6). The estimated Eg values of NH4Ce2(PO4)3 (2.57 – 2.61 eV) samples coincide with the previously published

data [12, 23]. The corresponding values for KCe2(PO4)3 samples (2.63 eV) were determined for the first time and are

close to those of NH4Ce2(PO4)3.

The SPF and UVAPF values obtained in accordance with the ISO 24443-2016 international standard are shown in the

Table 3. Note that the absolute values for the NCeP sample are lower than those for the NH4Ce2(PO4)3 sample, obtained

earlier under similar conditions (SPF=2.7, UVAPF=2.5) [12]. However, even when considering the values presented in

the previous work, the NCeP US MW sample has the highest SPF and UVAPF values. The samples produced using both

ultrasonic and microwave treatment exhibit the highest UV protection properties. It is noteworthy that SPF and UVAPF

values for NCeP US MW and KCeP US MW samples are higher than previously reported corresponding values for other

ceric phosphates and even nanocrystalline cerium dioxide [12, 41].

TABLE 3. Sun protection factor and UVAPF protection factor values for NH4Ce2(PO4)3 and

KCe2(PO4)3 samples

Sample NCeP NCeP US MW KCeP KCeP US MW

SPF 1.9±0.1 4.0±0.2 3.3±0.3 3.9±0.4

UVAPF 1.9±0.1 3.9±0.3 3.5±0.5 3.5±0.4
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FIG. 4. SEM images of a) NCeP, b) NCeP US, c) NCeP US MW, d) KCeP, e) KCeP US,

f) KCeP US MW samples

FIG. 5. Size distribution of the particles of NH4Ce2(PO4)3 and KCe2(PO4)3 samples calculated from

SEM data. Solid lines correspond to the results of data fitting using a lognormal distribution function
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FIG. 6. Plots for band gap energy (indirect transition) determination for NH4Ce2(PO4)3 (a) and

KCe2(PO4)3 (b) samples

Taking into account that the optical absorption spectra of NH4Ce2(PO4)3 and KCe2(PO4)3 samples are similar within

each series, the increase in SPF and UVAPF values is likely due to the particle size decrease. Note, that some previous

studies [42–45] also have stated the impact of inorganic filler size on the sunscreens UV shielding effect. Smaller particles

contribute to a denser film formation that likely caused larger absorption in the UV region.

4. Conclusions

The study investigated the particle size distributions and UV radiation protective effects of isostructural NH4Ce2(PO4)3
and KCe2(PO4)3 phases synthesized through hydrothermal and hydrothermal microwave methods, including those com-

bined with ultrasonic pre-treatment. It has been demonstrated that the sonication of starting ceric phosphate gels followed

by hydrothermal-microwave treatment allows for the production of double ceric phosphates with the smallest crystallite

sizes (approximately 60 nm) and the narrowest particle size distribution. For the first time, it has been shown that the

crystallite sizes of NH4Ce2(PO4)3 and KCe2(PO4)3 affect their UV shielding properties. The study revealed that the sun

protection factor and protection factor against UV-A radiation increase as the mean particle size of the materials decreases.

The SPF and UVAPF values obtained (up to 4) are significantly higher than previously published values for similar ceric

compounds.
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ABSTRACT In this study, the influence of initial reagents on the phase composition and morphology of mag-

nesium ferrite obtained by combustion of glycine-nitrate gel was investigated. The local environment of iron

ions in the gel-precursor was studied in detail using FT-IR, XANES- and EXAFS- spectroscopy. It has been

established that in the gel-precursor obtained by dissolving metals (Mg, Fe) in dilute nitric acid, binuclear

Fe(III) complexes are formed, while in a similar gel-precursor obtained from crystalline hydrates of nitrates of

the corresponding metals, trinuclear Fe(III) complexes predominate. Combustion of a gel consisting of binu-

clear Fe(III) complexes leads to the formation of nanocrystalline magnesium ferrite powder, characterized by a

unimodal particle size distribution.
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1. Introduction

Ferrites with a spinel structure have attracted the interest of researchers for many years due to their combination

of magnetic and electrical properties, chemical and thermal stability, and low toxicity. One of the representatives of this

class of compounds is magnesium ferrite MgFe2O4 – a soft magnetic semiconductor material that is used in heterogeneous

catalysis, the production of sensors, microelectronics and medicine [1–6]. The magnetic characteristics of this ferrite, and

therefore the possibility of its practical use, largely depend on the particle size, degree of crystallinity and morphological

homogeneity. Depending on the synthesis method, these parameters can vary within wide limits. Various methods for

producing ferrites with a spinel structure are described in the literature, among which the most common are the solid-phase

synthesis [5, 7], the coprecipitation method [4, 8], the hydrothermal method [9, 10] and gel combustion method [11, 12].

The main advantage of the gel combustion method is the successful combination of chemical homogenization of the

starting components through the use of complexing agents and the high-temperature short-term stage of the precursor gel

combustion in a self-sustaining mode, which makes this method promising for the production of highly dispersed oxide

powders. Currently, there is a significant number of publications that examine the influence of the choice of organic

“fuel” (for example, citric acid, glycine, urea, etc.), as well as the ratio of the initial components of the reaction (excess,

deficiency or stoichiometric amount of “fuel” in relation to metal compounds) on the phase composition of the final

product [13–22]. However, intermediate stages of synthesis, such as the formation and structuring of gels, as well as the

influence of these processes on the characteristics of the final product, have been little studied. At the same time, this

information is necessary for the targeted production of oxide materials of a given composition with certain morphological

characteristics.

In this work, two approaches to the synthesis of magnesium ferrite MgFe2O4 by the gel combustion method were used

and compared, one of which involves the preparation of an initial solution of nitrates by dissolving metallic magnesium

and iron in dilute nitric acid, the second is based on the dissolution of crystalline hydrates of magnesium and iron nitrates

in water. The purpose of this work is to study the structural features of precursor gels and to identify the existence of a

connection between the choice of initial reagents and the phase and morphological properties of the final product.

© Smirnova M.N., Nikiforova G.E., Kondrat’eva O.N., 2024
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2. Experimental

2.1. Synthesis MgFe2O4 from metals

An aqueous solution of magnesium (II) and iron (III) nitrates in a molar ratio of 1:2 was obtained by dissolving

0.279 g of metallic iron (Purissimum speciale), 0.061 g of metallic magnesium (Purissimum) in dilute (1:3) nitric acid.

The number of metals was calculated so that the mass of the final product, that is MgFe2O4 powder, was 5 g.

To completely dissolve the metals and remove excess nitric acid, the solution was evaporated in a conical glass flask

at a temperature of 80–90◦C for 30 hours with constant stirring, regularly adding distilled water. The resulting nitrate

solution “NM” (pH < 2) was further cooled, with an equivalent amount of glycine (0.833 g) added to it. To determine the

equivalent ratio of the initial components, the balance between the valences of the oxidising and the reducing agent was

used (the method of oxidising and reducing valences). Using this method, the energy released during the combustion of

the mixture is assumed to be maximum when the ratio of the valence sum of the oxidising agent to the valence sum of the

reducing agent is equal to one. According to calculations, 4.44 mol of glycine is required to produce 1 mol of MgFe2O4

(Eq. 1):

Mg(NO3)2 + 2Fe(NO3)3 + 4.44NH2-CH2-COOH → MgFe2O4 + 8.88CO2 + 6.22N2 + 11.10H2O (1)

The resulting reaction mixture was evaporated in an open porcelain cup (approximately 80–90◦CC, for 2 hours) with

constant stirring until it transformed into a gel (GM).

Subsequently, violent combustion occurred at a temperature of >100◦C. Then, the powdered combustion product

(PM) was kept for 30 minutes at a temperature of about 100–120◦C, cooled, ground with a ball mill, and annealed at

700◦C (for 6 h) in a muffle laboratory furnace.

2.2. Synthesis of MgFe2O4 from crystalline hydrates of metal nitrates

An aqueous solution of magnesium (II) and iron (III) nitrates in a molar ratio of 1:2 was obtained by dissolving

12.444 g of iron (III) nitrate nonahydrate and 3.756 g of magnesium (II) nitrate hexahydrate in distilled water. Before the

synthesis, the water content in the crystal hydrates was specified by the gravimetric method. As a result, the number of

the initial reagents was calculated for the following crystal hydrates (Fe(NO3)3·9.6 H2O and Mg(NO3)2·5.7 H2O so that

the mass of the final product, that is MgFe2O4 powder, was 5 g.

After preparing the nitrate solution “NC” (pH ∼ 5), further steps of synthesis correspond to the procedure presented

in Section 2.1. and include the preparation of the gel (GC), its combustion and annealing to form a powdery product (PC).

A summary scheme for synthesis of GM and GC, PM and PC samples is presented in Fig. 1.

2.3. Synthesis of iron nitrate gel (a sample-control)

To study the local atomic structure of gels by EXAFS spectroscopy, a sample-control (GF) was additionally prepared.

The synthesis was carried out by dissolving metallic iron (Purissimum speciale) in dilute (1:3) nitric acid (the iron content

is the same as in the sample “NM”). The resulting solution was repeatedly (5–8 times) evaporated in a conical glass flask

at 80–90◦C, adding distilled water regularly. Glycine was further added to the resulting solution in an equivalent amount

that is required to obtain 5 g of Fe2O3 powder. This reaction mixture was evaporated until it transformed into a gel (GF).

2.4. Research methods

Chemical analysis of initial nitrate solutions, gels and powders was performed by inductively coupled plasma atomic

emission spectrometry (ICP-AES) on an ICAP PRO XP spectrometer (Thermo Electron Corp., USA). Measurements

were performed in the radial plasma view mode at the following spectrometer settings (power 1150 W, nebulizer gas flow

0.60 l/min, auxiliary gas flow 0.35 l/min, cooling gas flow 10 l/min).

FTIR spectra of gels and glycine were recorded on a Perkin Elmer Spectrum 65 FT-IR spectrometer in the region of

4000–400 cm−1 with a resolution of 2 cm−1.

Iron K-edge EXAFS spectra were recorded in transmission mode by measuring the intensity of the X-ray beam

before and after passing through the sample using argon-filled ionization chambers. For obtaining Fe K-edge spectra

Si(111) channel-cut monochromator (energy resolution ∆E/E ≈ 2×10−4) and two ion chambers filled with argon were

used. A standard processing of XAS spectra was carried out in terms of IFEFFIT software package [23, 24]. Normalized

EXAFS oscillations were k2- or k3-weighted, Fourier transforms were taken in a 2.5–13.0Å−1 k-range. The Fourier-

transformed EXAFS oscillations were fitted in the range of 1.2–3.8 Å. The amplitude reduction factor for iron was taken

as 1.

The phase identity and purity of magnesium ferrite were confirmed by X-ray powder diffraction (XRD), using a

Bruker D8 Advance XRD diffractometer equipped with Ni-filtered CuKα1-radiation (λ = 1.5406 Å) and a LYNXEYE

detector. The sample was scanned between 10◦C and 60◦C 2θ with a step size of 0.0133◦C and a counting time of 0.5 s

per step. In order to interpret the results of XRD experiments, a Bruker DIFFRAC.EVA software package and the ICDD

PDF-2 database were used.

The surface morphology and microstructure of MgFe2O4 powders were investigated using a Carl Zeiss NVision 40

scanning electron microscope (SEM).
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FIG. 1. Scheme of synthesis of gels (GM and GC) and powders (PM and PC)

3. Results and discussions

3.1. Elemental analysis of precursors and final product

The results of chemical analysis of precursors and finished powders are presented in Table 1. At all stages of synthesis

for both samples, the ratio of elements remained constant and was close to the theoretical value. However, it should be

noted that for the samples obtained from metal nitrates crystalline hydrates, a slight excess of magnesium is observed. It

is likely that the use of crystalline hydrates of metal nitrates to prepare the initial solution, due to their hygroscopicity, can

lead to deviations from the specified ratios of metal cations.

TABLE 1. Results of elemental analysis of nitrate solutions (NM and NC), gels (GM and GC) and

powders (PM and PC)

Sample
Theoretical Experimental

Mg, % wt. Fe, % wt. Mg, % wt. Fe, % wt.

NM 17.9 82.1

GM 17.5 82.5

PM 17.6 82.4 17.6 82.4

NC 18.0 82.0

GC 18.1 81.9

PC 18.2 81.8

3.2. FTIR spectral analysis

To identify the role of the functional groups of the reagents in the process of formation of the structure of the gels,

their Fourier transform IR spectra were initially studied, as well as the spectra of the starting glycine for comparative

analysis (Fig. 2).
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FIG. 2. FTIR spectra (from top to bottom) of glycine, GM and GC gels

The FTIR spectrum of glycine corresponds to the standard spectrum of γ-glycine [25]. The intense absorption peak

at 492 cm−1 is due to torsional vibrations of the amino group. The bands at 604 cm−1 and 684 cm−1 are associated

with bending vibrations of the COO− group. The C–C stretching vibration produced absorption bands at 888 cm−1. The

peak at 1328 cm−1 can be attributed to both the wagging vibrations of CH2 groups [26] and the bending vibrations of the

methylene and amino groups [27]. Weak bands traced at 1035 cm−1 and 1112 cm−1 are due to C–N stretching vibra-

tions. Three bands characteristic of the zwitterionic nature of amino acids are further observed at 1394 cm−1 (symmetric

stretching of COO− groups), 1495 cm−1 (symmetric bending of NH3+ ions) and 1575 cm−1 (asymmetric stretching of

COO− groups). In the range 2500–3200 cm−1, broad bands due to symmetric and asymmetric stretching vibrations of

N–H and C–H bonds are observed [26–29].

The general appearance of the FTIR spectra of GM and GC gels differs from the spectrum of glycine. In both spectra

there is no band at 492 cm−1, which indicates binding of the nitro group. Moreover, additional absorption bands appear:

in the region of 500–600 cm−1, associated with stretching vibrations of the Mg-O and Fe-O bonds, as well as bands

located at 819 cm−1 and in the region of 1450–1300 cm−1, which is associated with bending vibrations of the NO−

3

group and stretching vibrations of N–O bonds [30, 31]. The position of the bands indicates a distortion of the geometry

of free nitrate ions. In this case, the magnitude of the frequency separation of the bands (∆ν) is different, which indicates

the presence in the gels of nitrate groups with different types of bonds – coordination and ionic. The pronounced spectral

absorption band at 1634–1639 cm−1 is associated with bending vibrations of the H–O–H bond of water. The FTIR region

of 3000–3600 cm−1 indicates the presence of OH- groups in the gels involved in the formation of hydrogen bonds. It

is difficult to make more precise conclusions about the nature of the bonds, since in this region the bands of stretching

vibrations of OH-groups, amino-groups and the N(H). . . O hydrogen bond overlap. It should be noted that for the GM

gel, the above absorption bands are shifted towards higher frequencies, which indicates the formation of weaker hydrogen

bonds compared to the GC gel. Another important difference in the FTIR spectra of the gels is the presence in the spectrum

of the GM gel of two absorption bands at 1228 cm−1 and 1298 cm−1, associated with vibrations of the carboxyl group

and characteristic only of the cationic form of glycine [27].

3.3. X-ray Absorption Spectroscopy

At the next step of investigation GM and GC gels were studied by XAS-spectroscopy (Fig. 3). This method al-

lows obtaining structural information of nearest environment of iron atoms in organometallic gels. For a more accurate

interpretation of the results, a control sample marked as GF was additionally prepared.

The XANES spectra (Fig. 3a) of samples GC, GM and GF are almost coincident, which indicates that iron is in an

octahedral environment in all gels. The most intense peak at the range of ∼1–2 Å on the R-δ scale in the EXAFS data
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FIG. 3. XANES spectra (a) and EXAFS Fourier transforms (b) of iron K edge for organometallic gels

GC, GM and GF

FIG. 4. X-ray diffraction patterns of PM (a) and PC (b) powders
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FIG. 5. SEM images of MgFe2O4 nanopowders (PM on the left and PC on the right) after annealing at 700◦C

(Fig. 3b) refers to the oxygen atoms of the first coordination sphere of iron. The less intense peak (R ∼3 Å) corresponds to

the Fe atoms (Fig. 3b). The simulation results for the reference sample GF (Table 2) indicate the formation of a trinuclear

iron (III) complex with glycine [32]. There are 6 oxygen atoms in the first coordination sphere of iron (∼1.9–2.0 Å) and

two equidistant iron atoms at a distance of ∼3.31 Å in the structure of this complex (Table 2).

Applying the parameters of this model to the EXAFS data of GM and GC samples shows that the GC gel contains an

iron (III) complex similar to that described above. However, in the case of the GM sample some differences are observed:

the number of oxygen atoms in the first coordination sphere remains the same, but in the second coordination sphere the

coordination number (CN) of iron decreases from two to one (Table 2).

It can be assumed that in the case of the GM sample, an iron complex of a slightly different composition is formed.

Also, the decrease in the CN in the coordination sphere of Fe-Fe at 3.31 Å from 2 to 1 may possibly be associated with the

formation of a binuclear Fe(III) complex in the GM sample, which differs in structure from the trinuclear Fe(III) complex

in the GC gel.

One possible explanation for the observed difference in the structure of GM and GC gels is the acidity of glycine-

nitrate solutions prepared from metals and nitric acid (NM) or metal crystalline hydrates (NC). In NM solution at pH≤2,

glycine is present predominantly in a protonated (cationic) form (H3N+CH2COOH), which is not prone to forming

complexes with metal cations. Probably, the binding of metal cations occurs through hydroxyl groups. On the other hand,

the formation of the gel structure in the GC sample occurs from a weakly acidic solution with pH∼5, in which glycine is

present in a more reactive form (zwitterion), which leads to the formation of a trinuclear Fe(III) complex.

3.4. XRD and SEM analysis of powders

PM and PC powders obtained after combustion the gels were heat treated in air at a temperature of 700◦C for 6 hours

and then investigated by XRD and SEM. According to X-ray phase analysis (Fig. 4), both powders are magnesium

ferrite with a spinel structure (Fd-3m space group). No reflections of impurity phases were detected. Crystallographic

parameters of MgFe2O4 (Table 3) were found to be in a good agreement with the data of ICDD (PDF 04-012-0908, PDF

04-010-6157, PDF 04-006-6673).

The average crystallite size dXRD was estimated using Scherrer’s equation:

dXRD =
K · λ

β · cos θ
, (2)

where K is the shape factor (0.9), λ is the X-ray wavelength (0.15418 nm), θ is the diffraction angle and β is the full

width at half-maximum (FWHM) intensity of the diffraction line.
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TABLE 2. Fit results for the EXAFS data for the iron gels: R – interatomic distance, CN – coordination

number, σ2 – Debye factor, R – matching factor between the experimental and model spectra. Fixed

parameters are marked with *, equal values designated by ”

Sample Scattering atom CN σ2, Å2 R, Å (model) R,Å (from EXAFS data) Rf , %

O 3.0* 0.0043” 1.91 1.97

O 3.0* 0.0043” 2.03 2.07

C 2.0* 0.0169” 2.98 3.11

C 2.0* 0.0169” 2.98 3.31

GF Fe 2.0* 0.0155 3.31 3.44 1.1

O 2.0* 0.0048” 3.32 3.47

O 2.0* 0.0048” 3.46 3.60

O 2.0* 0.0004 3.80 3.80

O 2.0* 0.0026 4.00 4.23

O 1.0* 0.0011 1.92 1.90

O 5.0* 0.0047 2.03 2.03

GC C 3.1 0.0056 2.98 3.00 1.7

Fe 2.0* 0.0061 3.31 3.31

O 2.1 0.0050 3.80 3.76

O 4.0* 0.0040 1.92 1.98

O 2.0* 0.0027 2.03 2.09

GM C 2.0* 0.0049 2.98 3.01 1.8

Fe 1.0* 0.0079 3.31 3.34

O 2.0* 0.0115 3.80 3.71

TABLE 3. Unit cell parameters and crystalline size values for PM and PC powders

Sample a, nm V , nm3 dXRD, nm

PM 0.8380(3) 0.5885(4) 102(3)

PC 0.8391(5) 0.5908(4) 89(7)

According to SEM data (Fig. 5), PM powder consists of spherical particles 50–120 nm in size, weakly agglomerated.

PC powder, on the contrary, contains large agglomerates of particles that are heterogeneous in morphology and size.

This morphological difference is likely a consequence of structural differences between GM and GC gels. Probably, the

structure of the GM gel ensures a uniform distribution of metal cations and is instantly destroyed upon combustion of

the gel with the formation of a homogeneous nanopowder of magnesium ferrite. The authors of [30] also noted that the

combustion of a glycine-nitrate gel consisting of mononuclear complexes led to the formation of a more highly dispersed

powder compared to the results of combustion of a gel consisting of six-nuclear complexes.

4. Conclusion

In this study, we showed how the choice of starting reagents as well as the precursor preparation approach influences

the gel structure and morphology of the final magnesium ferrite powder. The formation of GM gel, the initial nitrate

solution for which was prepared by dissolving metals in nitric acid, as shown by spectroscopic studies, occurs without

pronounced complex formation between glycine and metal cations. Homogenization of the starting components occurs

due to the formation of aqua complexes - a system of “weak” ionic and hydrogen bonds. Such a gel is simultaneously



Synthesis of magnesium ferrite by combustion of glycine-nitrate gel... 231

destroyed during the combustion process with the formation of a homogeneous magnesium ferrite powder of a given stoi-

chiometry, the morphological features of which are characterized by nano-sized particles that are not prone to aggregation

and have a uniform distribution of their sizes.

The structuring of the GC gel, for which the initial nitrate solution was an aqueous solution of metal nitrate hydrates,

is largely associated with the formation of organometallic complexes. The decomposition of these complexes is probably

divided in time and has a multi-stage nature, which leads to morphological heterogeneity of the final product.

Thus, the choice of initial reagents has a significant impact on the morphology of iron-magnesium ferrite particles

with a spinel structure. The information obtained on the mechanisms of structuring of glycine-nitrate metal-containing

gels expands the understanding of the possibilities of targeted synthesis for obtaining complex metal oxides with a given

set of properties and characteristics.
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ABSTRACT Zinc-manganese ferrite nanoparticles, denoted as ZnxMg1−xFe2O4 where x ranges from 0 to 1,

were synthesized via solution combustion employing glycine as the organic fuel at a stoichiometric redox ratio.

The resultant compositions underwent comprehensive characterization utilizing scanning electron microscopy,

energy-dispersive spectroscopy, and powder X-ray diffractometry. Magnetic and electrochemical properties

were meticulously examined using a vibrating magnetometer and cyclic voltmeter, respectively. Analysis re-

vealed an average particle size ranging from 24.9 to 30.8 nm across all synthesized samples, with degrees of

crystallinity reaching 93–96%. Notably, variations in the magnetic behavior were observed depending on the

magnesium content within the samples. The highest magnetic parameters were recorded for Zn0.4Mg0.6Fe2O4

(Ms = 27.78 emu/g, Mr = 3.77 emu/g, and Hc = 21.4 Oe). Furthermore, the electrochemical capacity of the

synthesized powders exhibited dependency on the incorporation of magnesium cations into the crystal lattice.

These findings underscore the significance of magnesium content in modulating the magnetic and electro-

chemical properties of ZnxMg1−xFe2O4 nanoparticles synthesized via solution combustion.

KEYWORDS zinc-manganese ferrite, nanoparticles, magnetic properties, electrochemical properties.
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1. Introduction

Spinel ferrites represent a crucial category of industrial materials renowned for their diverse functional properties,

rendering them applicable across a broad spectrum [1]. This class encompasses compounds with the general chemical

formula AFe2O4, wherein A denotes a divalent metal cation (such as Co, Ni, Zn, Mn, Mg, or Li). Notably, ferrites find

significant utility in the realm of radio-electronic devices, with multicomponent lithium and nickel ferrites serving as

pivotal components in the production of microwave ceramic products [2]. The prevalence of spinel ferrites in this domain

stems from their distinctive magnetic and electromagnetic attributes, which exhibit variability across a wide range, often

facilitated by the incorporation of transition metal cations [3]. Moreover, the incorporation of various metal cations

within the crystal lattice of spinels has spurred their application in the fabrication of phase shifters, transformer cores,

ferrite filters, and etc. [4].

Among spinel ferrites, multicomponent zinc ferrites assume particular significance. Pure zinc ferrite is classified as

a normal spinel, characterized by the presence of 8 divalent Zn2+ cations at tetrahedral positions and 16 trivalent Fe3+

cations at octahedral positions [5]. Conversely, magnesium ferrite belongs to the inverted spinel category, with 8 divalent

Mg2+ cations occupying 8 of the 16 available octahedral positions, and 16 trivalent Fe3+ cations distributed between 8

tetrahedral and 8 octahedral positions [6]. The replacement of zinc cations with magnesium counterparts at octahedral

positions induces structural alterations, thereby dictating the magnetic and electromagnetic behavior of multicomponent

zinc-magnesium ferrites [7]. Industrially, multicomponent magnesium and zinc ferrites find widespread application in

microwave electronics, as well as in the manufacture of various sensors and transmitters [8]. Notably, the advent of
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nanomaterials has ushered in new avenues for the utilization of spinel ferrites, including catalytic and photocatalytic

applications [9], wastewater treatment [10], antibacterial materials [11], and MRI contrast agents [12]. However, the

synthesis of ferrite nanopowders poses challenges, particularly with conventional solid-phase synthesis methods, owing

to difficulties in obtaining pure single-phase samples with particles in the range of 30–40 nm [12]. Consequently, there is

a pressing need to explore and develop methodologies for producing ferrite nanoparticles.

Presently, numerous methods exist for synthesizing nanopowders of multicomponent zinc-magnesium ferrites [13],

including hydrothermal synthesis [14], sonochemical synthesis [15], co-precipitation method, various types of solution

combustion methods [16], synthesis in activator mills [17] and sol-gel technology [18]. Notably, the solution combustion

method has garnered attention due to its simplicity, cost-effectiveness, and potential for industrial scalability, offering a

pathway to volumetric yields akin to classical solid-phase techniques [19]. Recent efforts within this method have seen the

synthesis of zinc-magnesium ferrites employing citric acid and microwave treatment [20,21]. Although standalone studies

have synthesized pure zinc and magnesium ferrites via the solution combustion method using glycine as a fuel [22, 23],

investigations into the physical and chemical processes governing the formation of the ZnxMg1−xFe2O4 system (x = 0,

0.2, ..., 1.0), along with its magnetic and electrochemical properties, remain scarce.

Hence, the present study addresses the imperative to explore synthesis methodologies for multicomponent zinc-

magnesium ferrites under solution combustion conditions, enabling the targeted fabrication of nanostructures. Glycine

was chosen as the organic fuel due to its propensity for generating compositions with minimal amorphous content, partic-

ularly when used in stoichiometric proportions in the reaction solution. Herein, we report the synthesis of nanopowders

with the composition ZnxMg1−xFe2O4 (x = 0, 0.2, ..., 1.0) under glycine-nitrate combustion conditions, followed by

comprehensive analysis employing modern physicochemical techniques.

2. Experimental

The following reagents were utilized for the synthesis: Zn(NO3)2·6H2O (puriss., NevaReactiv), Mg(NO3)2·6H2O

(puriss., NevaReactiv), Fe(NO3)3·9H2O (puriss., NevaReactiv), CH2NH2COOH (puriss., NevaReactiv), HNO3 (puriss.,

NevaReactiv), and double distilled water. The original zinc, magnesium, and iron nitrates were dissolved in 50 ml of

distilled water with constant mechanical stirring until complete dissolution was achieved. Subsequently, glycine was

added to the initial reaction solution in a stoichiometric amount, calculated based on the reaction for the formation of

the primary combustion products [16, 23]. A small quantity of 5M nitric acid was introduced to the solution to prevent

the formation of complex products. The resulting reaction solution was then heated on a ceramic tile until reaching the

autoignition point, resulting in the formation of gaseous and solid combustion products. The brown powder synthesized in

this manner was collected from the reaction beaker, ground mechanically in a mortar, and subjected to thermal treatment

in an air atmosphere at a temperature of 500◦C for 1 hour to eliminate any unreacted organic reagents.

The elemental composition and morphological characteristics of the synthesized compositions were assessed using

energy-dispersive spectroscopy and scanning electron microscopy via a Tescan Vega 3 SBH scanning electron microscope

equipped with an Oxford INCA attachment. X-ray phase and structural analyses were conducted based on diffraction pat-

terns obtained through powder X-ray diffractometry employing a Rigaku SmartLab 3 diffractometer. The primary shoot-

ing parameters selected were CuKα1 radiation (0.154056 nm) at 40 kV and 30 mA, covering a range from 20 to 80 degrees

of 2θ, with increments of 0.01◦ and an exposition time of 3 seconds. The average crystallite size was determined utilizing

the Scherrer formula, while the crystallite size distribution was assessed through the method of fundamental parameters.

The proportion of crystalline and amorphous phases, as well as unit cell parameters, were calculated using the Rigaku

SmartLab Studio II software package. Magnetic M-H hysteresis loops were obtained employing a Lake Shore 7410

vibrating magnetometer at room temperature (278 K) within a field range of up to 60,000 Oe utilizing a standard cell.

Cyclic voltammetry (CVA) curves were recorded using a SmartStat PS-20 potentiostat equipped with an FRA module in

an alkaline electrolyte of 1 M KOH, spanning from -1700 to 700 mV relative to the silver chloride electrode. For a sample

deposition, a suspension with Nafion in isopropanol was prepared.

3. Results and Discussion

Fig. 1 illustrates the morphological characteristics of the synthesized samples, employing the Zn0.6Mg0.4Fe2O4 sam-

ple as a representative example. The data obtained reveal that the morphology of zinc-manganese ferrite nanopowders

manifests as micron-scale agglomerates, ranging in size from 3 to 10 µm, composed of nanoparticles measuring ap-

proximately 20–30 nm. Notably, the appearance of these agglomerates demonstrates minimal variation across different

compositions of Mg2+ cations within the crystal lattice, consistent with typical solid products resulting from solution

combustion. Furthermore, Fig. 1f highlights the presence of amorphous bridges in certain regions, facilitating connec-

tions between individual particles, which exhibit a predominantly spherical morphology.

Based on the acquired microphotographs, a particle size distribution was generated using the ImageJ software pack-

age, as depicted in Fig. 2. Among the depicted distributions, the smallest average particle size is observed in the

Zn0.4Mg0.6Fe2O4 sample, measuring 24.9 nm. Pure zinc and magnesium ferrites, along with Zn0.2Mg0.8Fe2O4 and

Zn0.8Mg0.2Fe2O4, exhibit relatively consistent average particle sizes ranging from 28 to 31 nm. This observation sug-

gests that the minimum size occurs within the range of magnesium cation content (x = 0.4 and 0.6), possibly attributed to
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FIG. 1. SEM micrographs of Zn0.6Mg0.4Fe2O4 synthesized via solution combustion approach

the distribution patterns of zinc and manganese cations within the mixed spinel structure, as well as the composition of

the initial reaction influencing the combustion temperature of the flame. Moreover, it is noteworthy to mention the distri-

bution type; across all samples, there is an absence of a bimodal distribution pattern, with a distinct center of distribution

evident. This indicates a high degree of uniformity in the size distribution of particles.

The elemental composition of all synthesized powders was determined using energy-dispersive spectroscopy, and the

resulting data after processing the spectra are presented in Table 1, accounting for the carbon content of the conductive ad-

hesive tape used during the sample preparation for analysis. It is noteworthy that all samples align with the experimentally

derived chemical composition, with values falling within the error margin of the determination method (±0.5 at. %).

FIG. 2. Particle size distributions of ZnxMg1−xFe2O4 (x = 0, 0.2, ..., 1.0) prepared by solution com-

bustion method
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TABLE 1. Elemental composition of synthesized zinc-magnesium ferrite samples

Sample Zn, at. % Mg, at. % Fe, at. %

ZnFe2O4 32.7 0 67.3

Zn0.8Mg0.2Fe2O4 26.1 6.9 67.0

Zn0.6Mg0.4Fe2O4 18.6 11.8 69.6

Zn0.4Mg0.6Fe2O4 11.9 18.4 69.7

Zn0.2Mg0.8Fe2O4 7.1 25.8 67.1

MgFe2O4 0 33.1 66.9

Diffraction patterns of ZnxMg1−xFe2O4-type ferrites (x = 0, 0.2, ..., 1.0) are depicted in Fig. 3a. It is evident that

all synthesized samples exhibit a predominant phase, which, as per the ICDD PDF-2 database, corresponds to zinc-

magnesium ferrite (JCPDS # 73-2211). The diffraction peaks across all samples exhibit similar width and intensity, with

no discernible peaks of impurity phases, such as iron, zinc, and magnesium oxides. The average crystallite size was

determined using the Scherrer formula and aligns well with the data presented in Fig. 2. Notably, the smallest crystallite

size was calculated for the Zn0.6Mg0.4Fe2O4 sample, measuring 21.3 nm, slightly less than the visual estimate by SEM.

This disparity is attributed to the difference between the actual particle size and the size of its crystalline core. Additionally,

crystallite size distributions, as depicted in Figure 3b, were generated using the fundamental parameters method. These

data also corroborate well with the results of visual assessment by SEM and calculations using the Scherrer formula.

The distributions indicate that the average size across all samples falls within the range of 38 to 22 nm. Thus, the

reproducibility of the results regarding average size determination was confirmed, validating the successful synthesis of

ZnxMg1−xFe2O4 system nanoparticles (x = 0, 0.2, ..., 1.0).

FIG. 3. Diffraction patterns of zinc-magnesium ferrite nanopowders with different amounts of magnesium

Using the Rietveld method, X-ray diffraction analysis was conducted for all synthesized compositions, enabling the

determination of unit cell parameters and lattice volume. The provided values indicate minimal lattice stress across all

samples, with stress levels below 0.5%. Of particular interest is the examination of changes in lattice parameters, as the

substitution of Mg2+ cations with Zn2+ exerts a significant influence on these characteristics. Indeed, structural parame-

ters play a pivotal role in dictating the magnetic and electrochemical behavior of spinel ferrites. Calculation was performed

utilizing the main crystallographic directions (220), (311), (400), and (440), characterized by their high intensity and ex-

cellent agreement with standard peaks. The lattice parameter (a = b = c) for pure magnesium ferrite was determined

to be 8.416 Å, consistent with reference card data (JCPDS # 73-2211), and decreases progressively with an increasing

proportion of Mg2+ cations. This trend is attributed to the disparity in ionic radii between Zn2+ (0.82 Å) and Mg2+

(0.65 Å), a finding supported by existing literature [21]. However, it’s worth noting that the potential for the substitution

of Fe3+ cations at tetrahedral positions may induce slight variations in lattice parameter growth rates. This phenomenon

may explain the modest decrease observed in lattice parameters for the Zn0.8Mg0.2Fe2O4 and Zn0.6Mg0.4Fe2O4 samples.

Furthermore, the obtained dependencies align well with changes in average crystallite size, thereby indirectly validating

structural alterations.
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FIG. 4. Average crystallite size, lattice stress and lattice parameters of zinc-manganese ferrite nanopowders

Magnetic M-H hysteresis loops, recorded at room temperature using a standard cell, are illustrated in Fig. 4a. The

appearance of these hysteresis loops distinctly showcases the influence of magnesium cation doping on the magnetic

behavior of zinc-magnesium ferrites, particularly concerning saturation and coercive force.

FIG. 5. M-H hysteresis loops of Zn0.6Mg0.4Fe2O4 synthesized by solution combustion method

To facilitate analysis of the primary magnetic parameters obtained (saturation magnetization, saturation remanent

magnetization, and coercive force), their dependencies on the number of magnesium cations (x) in the sample compo-

sitions were plotted (Fig. 5b). These graphs reveal that pure zinc ferrite exhibits the lowest magnetic parameters (Ms =

2.16 emu/g, Mr = 0.09 emu/g, and Hc = 8.1 Oe). Moreover, a significant enhancement in magnetic characteristics is ob-

served with increasing magnesium proportion in the spinel crystal lattice, peaking at x = 0.4 (Zn0.4Mg0.6Fe2O4 sample)

with values of 27.78 emu/g, 3.77 emu/g, and 32.7 Oe, respectively. Subsequently, due to ongoing structural alterations

and the substitution of Mg2+ cations with Zn2+ and Fe3+ cations at tetrahedral positions, magnetic characteristics begin

to decline, continuing through to the Zn0.2Mg0.8Fe2O4 sample. Ferrite fully substituted by magnesium cations exhibits

magnetic parameters characteristic of pure MgFe2O4, aligning well with literature data [24].

Fig. 6 displays cyclic voltammograms of synthesized nanoparticles of multicomponent zinc-magnesium ferrites.

Measurements were conducted in a 1 M KOH alkaline electrolyte at a constant scanning speed of 10 mV/s within a

potential window of −2 – 2.0 V, ranging from −1800 to 1600 mV relative to the silver chloride electrode. Notably,

all samples, except for pure zinc ferrite, exhibit nearly identical coverage areas. The most pronounced cathodic peak is

observed in the ZnFe2O4 sample at 0.58 V, while the anodic peak is recorded at 0.24 V. The appearance and retention

of charge are attributed to redox reactions of the Fe3+/Fe2+ type at the electrode. Consequently, the obtained capacity

indicators primarily depend on the characteristics of these redox reactions, which are less pronounced in multicomponent

zinc-magnesium and pure magnesium ferrite compared to zinc ferrite. The data suggests that all synthesized samples are

theoretically suitable as starting materials for the production of electrochemical sensors.
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FIG. 6. M-H hysteresis loops of Zn0.6Mg0.4Fe2O4 synthesized by solution combustion method

4. Conclusion

In summary, this study focuses on the synthesis and characterization of multicomponent zinc-magnesium ferrites

(ZnxMg1−xFe2O4 type, with x ranging from 0 to 1.0) via solution combustion method utilizing glycine at a stoichio-

metric redox ratio. The average particle size of the synthesized samples ranged from 25 to 31 nm, with the amorphous

phase constituting less than 5% of the composition. Phase analysis confirmed the absence of impurity oxide phases within

the compositions. Structural parameter analysis revealed variations in unit cell parameters depending on the magnesium

cation content, consequently influencing the primary magnetic characteristics in a nonlinear fashion, influenced by both

particle size and structural alterations. Notably, samples with higher zinc content exhibited significant changes in hystere-

sis loop morphology. Analysis of cyclic voltammograms provided insights into the potential utilization of the synthesized

powders as electrochemical materials.
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ABSTRACT The concentration stability field localization of the pyrochlore-structured compounds of variable
composition formed in the Bi2O3–Fe2O3–WO3 system under hydrothermal conditions at a temperature of
T = 200◦C and a pressure of P = 7 MPa was determined. It was found that the pyrochlore-structured com-
pounds stability field is longitudinally limited within the atomic ratios 0.47 < Bi/W < 1.25, and in the transverse
direction within 1.14 < Bi/Fe < 1.87. It was shown that the pyrochlore phase cubic unit cell parameter a de-
pends on the compound chemical composition as follows: it increases linearly from ∼ 10.3319 Å to ∼ 10.4199 Å
with an increase in the Bi/W atomic ratio from ∼ 0.47 to ∼ 1.25. It was established that from the Bi2O3–WO3

system side, there is a region of two-phase equilibrium, in which a pyrochlore phase of variable composi-
tion coexists with the Bi2WO6 compound, which is formed in the form of plate-like (thickness h ∼ 50–100 nm)
nanoparticles. It was shown that from the Bi2O3–Fe2O3 system side, there is a region of compositions, in which
the pyrochlore phase of the most enriched in bismuth oxide composition coexists with the Bi2WO6 compound,
which is formed in the form of rod-shaped (h ∼ 10–30 nm) nanoparticles, and with the X-ray amorphous phase
composition, formed in the form of nanocrystalline particles about 10 nm in size. It was found that the higher
temperature point of the pyrochlore-structured compounds stability field does not exceed 725◦C, which allows
them to be synthesized only by “soft chemistry” methods.

KEYWORDS pyrochlore-structured phase, hydrothermal synthesis, crystal structure, phase diagram, thermal
stability
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1. Introduction

The pyrochlore-structured complex oxide compounds attract the researchers active attention because they have a

set of interesting physicochemical properties for investigation, in particular, magnetic [1–5], dielectric [3, 5–7], trans-

port [8, 9], photocatalytic [10–12]. Due to this, they can be considered as promising materials for the manufacture of

coatings, for example, parts of gas turbines operating at elevated temperatures [13], as well as ion-exchange materials for

the immobilization of radioactive waste [14]. The pyrochlore-structured compounds are characterized by a large isomor-

phic capacity, which determines the existence of this structural type in both binary [14–16] and more multicomponent

oxide systems [1–11]. In most oxide systems, the pyrochlore-structured compounds are obtained from simple oxides by

the solid-state synthesis, since, as a rule, this structural type is quite stable at elevated temperatures [17, 18]. Despite this,

the application of “soft chemistry” methods, in particular, the hydrothermal method, opens up opportunities for studying
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phase transformations involving the pyrochlore phase, occurring in the low-temperature region of phase diagrams [19–23].

It should be noted that, as a rule, complex oxide phases of variable composition are characterized by a narrowing of the

equilibrium concentration boundaries of the stability field with increasing synthesis temperature, that is, when moving

towards the melting or solid-phase decomposition temperature. Reducing the synthesis temperature of such compounds,

on the contrary, leads to the possibility of widely varying their quantitative composition and, as a consequence, properties,

while remaining within their stability field boundaries. It should be mentioned that when investigating phase transforma-

tions occurring in the low-temperature region of the phase diagram, it is also interesting to study the thermal stability of

oxide compounds formed during hydrothermal synthesis.

Phase equilibria in the Bi2O3–Fe2O3–WO3 system have not previously been the subject of systematic research,

since only a few works devoted to the synthesis and characterization of compounds formed in this system are found in

the scientific literature [24–26]. In particular, pyrochlore-structured compounds of variable composition were for the first

time obtained and structurally characterized in a recent work by the authors [27] in 2020; however, studies of their stability

field localization, as well as their thermal stability, have not been carried out to date.

The aim of this work is to determine the localization of the concentration and temperature stability fields of pyrochlore-

structured compounds of variable composition in the Bi2O3–Fe2O3–WO3 system.

2. Materials and Methods

2.1. Synthesis section

The synthesis procedure, which is the same for all samples, is described below. Table 1 shows the molar amounts

of reagents (x, y, z) and the measured values of the precursor suspension pH corresponding to the various samples. To

obtain a sample, x mmol of crystalline hydrate of bismuth (III) nitrate, Bi(NO3)3·5H2O (puriss. spec.), and y mmol of

crystalline hydrate of iron (III) nitrate, Fe(NO3)3·9H2O (pur.), were dissolved in q ml of 6 M HNO3 (puriss. spec.), after

which h ml of distilled water was added to the resulting solution. Next, z mmol of sodium tungstate (VI) crystalline

hydrate, Na2WO4·2H2O (puriss. spec.), was dissolved in g ml of distilled water and the resulting solution was added

dropwise into the acidic solution of bismuth and iron nitrates stirred with a magnetic stirrer at 800 rpm (∼ 30 mL of

distilled water was then added there and used to rinse the beaker that had contained the sodium tungstate solution). After

stirring the obtained suspension for 1 h, a solution of 2 M NaOH was added to it dropwise until reaching pH of ∼ 4–5

(Table 1). The amorphous precursor suspension obtained this way, was additionally stirred at 1000 rpm for ∼ 1 h and then

transferred into Teflon chambers (∼ 80% filling) and placed in steel autoclaves, which were then put in a furnace heated

up to T = 200◦C. After 72 h, the autoclaves were removed from the furnace and cooled in air. The resulting precipitates

were separated from the mother liquor (it was poured out), rinsed with distilled water several times by decantation and

dried at 80◦C for 24 h.

2.2. Characterization

The crystal structure of the samples synthesized via a hydrothermal method was analyzed by X-ray diffraction (XRD)

using a Rigaku SmartLab 3 Powder X-ray Diffractometer (Rigaku Corporation, Japan). XRD patterns (Co-Kα radiation

(average wavelength λ = 1.79028 Å) of an X-ray tube with a cobalt anode filtered using a Fe Kβ filter) were recorded in

the Bragg-Brentano geometry at room temperature. The measurements were carried out in the symmetrical θ-2θ mode (θ

is the angle of incidence of the X-ray beam on the surface of the sample, 2θ is the diffraction angle). The recording of

XRD patterns was carried out using a one-dimensional (1D) silicon strip detector D/teX Ultra 250. The measurements

were carried out in the range of angles 2θ = 10◦–80◦ with a step of ∆2θ = 0.02◦, and the total time at the point was 123

seconds (conversion from the used linear detector to a point detector).

The XRD pattern of the sample 5.12 was also obtained on the same diffractometer using a Cu-Kα radiation (average

wavelength λ = 1.54186 Å) after an X-ray tube with a copper anode and a Ni Kβ filter. This measurement was carried out

in the range of angles 2θ = 6◦–140◦ with a step of ∆2θ = 0.01◦, and the total time at the point was 2560 seconds. Thus

obtained XRD pattern was used to carry out the precise calculations of unit cell parameters, average crystallite size and

microstrains.

High-temperature XRD (HTXRD) studies were carried out using a Rigaku Ultima IV Powder X-ray Diffractometer

(Rigaku Corporation, Japan), equipped with a 1D silicon strip detector D/teX Ultra 250 and a high-temperature camera

SHT-1500 (Rigaku Corporation, Japan). The XRD patterns were recorded using a Cu-Kα radiation of an X-ray tube with

a copper anode filtered with a Ni Kβ filter (average wavelength λ = 1.54186 Å) in the range of angles 2θ = 10◦–80◦ with

a step of ∆2θ = 0.02◦, and the speed was 4◦/min. The measurements were performed in air in the temperature range from

25◦C to 585◦C (step was 40◦C) and in the range 585–785◦C (step was 20◦C), heating rate between temperature points was

10◦C/min, exposure at temperature before XRD recording was 20 minutes. The sample was prepared by deposition from

an alcohol suspension onto a standard platinum substrate. The temperature was controlled using a Pt-Rh thermocouple

located in close proximity to the substrate. Before the experiment, the positions of the diffraction angles were corrected

using an external silicon standard.
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TABLE 1. Sample names and synthesis parameters

Bi3+ and Fe3+ nitrates Sodium WO2−

4 Precursor

Sample
n(Bi) (x), n(Fe) (y), n(W) (z), solution solution suspension

mmol mmol mmol Vol.∗ of 6 M Vol.∗ of distilled Vol.∗ of distilled pH

HNO3 (q), ml water (h), ml water (g), ml

5.3 2.779 2.799 4.242 6.6 33.1 30.3 4.60

5.6 2.012 1.791 5.777 4.8 23.9 41.3 4.50

5.8 2.744 2.340 4.313 6.5 32.7 30.8 4.77

5.9 3.096 2.620 3.609 7.4 36.9 25.8 5.03

5.12 2.010 1.386 5.781 4.8 23.9 41.3 4.55

5.16 3.388 2.432 3.025 8.1 40.3 21.6 4.88

5.17 3.717 2.682 2.367 8.8 44.2 16.9 4.48

5.18 4.040 2.928 1.720 9.6 48.1 12.3 4.58

5.20 2.354 1.273 5.092 5.6 28.0 36.4 4.58

5.21 2.688 1.530 4.425 6.4 32.0 31.6 4.57

5.22 3.015 1.782 3.769 7.2 35.9 26.9 4.42

5.34 4.186 2.360 1.427 10.0 49.8 10.2 4.69

∗

Volume

The crystal structure of the annealed samples was analyzed by XRD using an X-ray powder diffractometer DRON-

8N (IC “Burevestnik”, Russia) in the Bragg-Brentano geometry (an X-ray tube with copper anode, Ni Kβ filter, Cu-Kα

radiation (average wavelength λ = 1.54186 Å)), equipped with a position-sensitive (PSD) linear detector Mythen2 R 1D

(DECTRIS Ltd., Switzerland) with an opening angle of 4.48◦ and with a single parabolically bent Göbel Mirror placed in

the beam path so the line focus of the X-ray source. The measurements were carried out in the range of angles 2θ = 10◦–

80◦ with a step of ∆2θ = 0.0142◦, and the total time at the point was 180 seconds.

The preprocessing of the measured XRD patterns of samples in order to obtain the parameters of the observed XRD

reflections necessary for unit cell and microstructure calculations was carried out using the EVA program, version 5.1.0.5

(Bruker AXS, Germany). To increase the precision of the analysis, the observed values of the Bragg angles obtained by

EVA were corrected for zero shift and displacement (see [28] for details). Angular corrections (zero shift and displace-

ment) were obtained by the external standard method based on additional measurements of a 5.12 powder sample mixed

with NaCl powder, which was calibrated by the internal standard method using the Si640f powder XRD standard (NIST,

USA).

X-ray phase analysis (XPA) of the measured XRD patterns of samples was carried out using the Crystallographica

Search-Match program, version 3.1.0.2 (Oxford Cryosystems Ltd., England) using the Powder Diffraction File-2 (PDF-

2) [29] and Cambridge Structural Database (CSD) (https://www.ccdc.cam.ac.uk/structures/).

Scanning electron microscopy (SEM) images and bulk elemental composition of the samples were obtained on a

Tescan Vega 3 SBH scanning electron microscope (Tescan Orsay Holding, Czech Republic) with an Oxford Instruments

Energy Dispersive X-ray Microanalysis (EDXMA) attachment. The relative number of elements was calculated using the

AZtec software. The characteristic emission spectra of each sample were accumulated from four sites with a total area of

∼ 9 mm2, with a set of statistics for at least 2 million pulses at each site. The readings from each site were averaged, and

the measurement error was determined at a confidence level of 0.95.

In transmission electron microscopy (TEM) studies a JEM-2100F microscope at an accelerating voltage of 200 kV

is employed. Specimens from the samples were prepared by one of the traditional methods, that is, by dispersing a

suspension of a weighed portion of powder in ethanol by ultrasound for 8–10 min, followed by precipitation and drying

on a thin supporting carbon film.

The thermal behavior of the sample 5.16 was studied by differential scanning calorimetry (DSC) together with ther-

mogravimetry (TG) when heating the sample in an open platinum crucible in the temperature range 30–900◦C in a
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dynamic argon atmosphere (flow rate 50 ml/min) with a heating rate of 10◦C/min on a synchronous thermal analyzer

Netzsch STA 449 F5 Jupiter.

3. Results and discussions

3.1. Chemical composition

The EDXMA data on the bulk chemical composition of the samples are presented in Table 2 in the form of atomic

ratios and in Fig. 1 (a – nominal composition specified for the synthesis, b – bulk chemical composition) as points on the

concentration triangle of the BiO1.5–FeO1.5–WO3 system.

TABLE 2. Bulk chemical composition of samples synthesized by the hydrothermal method, in rel. at.

units, according to the EDXMA data

Example
Bi/W ±∆ Fe/W ±∆ Bi/Fe ±∆

Nom.∗ Bulk Nom.∗ Bulk Nom.∗ Bulk

5.3 0.66 0.57± 0.05 0.66 0.50±0.02 1.00 1.14±0.13

5.6 0.35 0.47±0.04 0.31 0.36±0.02 1.13 1.30±0.10

5.8 0.64 0.55±0.03 0.54 0.44±0.01 1.19 1.24±0.05

5.9 0.86 0.79±0.07 0.73 0.56±0.01 1.18 1.41±0.13

5.12 0.35 0.52±0.03 0.24 0.28±0.01 1.46 1.85±0.07

5.16 1.12 1.05±0.10 0.80 0.70±0.02 1.40 1.49±0.11

5.17 1.57 1.45±0.04 1.13 0.81±0.03 1.39 1.78±0.07

5.18 2.35 2.09±0.07 1.70 1.27±0.02 1.38 1.65±0.04

5.20 0.46 0.47±0.03 0.25 0.25±0.02 1.84 1.87±0.09

5.21 0.61 0.54±0.04 0.35 0.32±0.01 1.74 1.71±0.12

5.22 0.80 0.74±0.05 0.47 0.44±0.02 1.70 1.69±0.12

5.34 2.93 2.41±0.11 1.65 1.49±0.04 1.78 1.62±0.04

∗

Nominal composition specified for the synthesis

FIG. 1. (a) Nominal and (b) bulk (according to the EDXMA data) chemical composition of samples

synthesized by the hydrothermal method on the concentration triangle of the BiO1.5–FeO1.5–WO3 sys-

tem

It should be noted that only for samples 5.20, 5.21, 5.22 and 5.34, there is a good agreement between their bulk and

nominal compositions. For samples 5.6 and 5.12, depletion of their bulk compositions by tungsten oxide is observed, and

for samples 5.3, 5.8, 5.9, 5.16, 5.17 and 5.18 – by iron oxide, relative to their corresponding nominal compositions. The
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indicated depletion of the bulk composition for any component is due to the fact that some part of the components may

not insert the solid phase of the hydrothermal synthesis product and remains dissolved in the cooled hydrothermal fluid,

after which it will be removed from the system when rinsing the resulting precipitates.

3.2. XRD analysis

Powder X-ray diffraction patterns of samples synthesized by the hydrothermal method are shown in Fig. 2. In samples

5.3, 5.6, 5.8, 5.9 and 5.16 (Fig. 2a), only crystalline compounds with a pyrochlore structure of variable composition (CSD

1961005) were found. However, in the case of sample 5.3, when rinsing the precipitate obtained as a result of hydrothermal

synthesis by decantation, it was noticed that the poured out liquid is cloudy and contains suspended particles. After drying

the suspension, when studying these particles on SEM, it was found that their chemical composition was enriched with

iron. Apparently, the nominal composition of sample 5.3 is beyond the stability field boundary of the pyrochlore phase

from the Fe2O3 side, therefore, part of the iron (III) oxide does not inserted into the pyrochlore phase structure and forms

an impurity phase. Crystallization of iron (III) oxide, which is excessive in relation to the pyrochlore phase composition,

in a slightly acidic medium of a hydrothermal fluid (pH ∼ 4–5), is apparently difficult, since after 72 h of isothermal

exposure (T = 200◦C), it is impossible to observe reflections related to any structural modifications of iron (III) oxide in

the XRD pattern of the sample 5.3. It is possible to significantly accelerate the crystallization of excess iron (III) oxide by

lowering the hydrothermal fluid pH to strongly acidic values (pH < 1), which is shown in [19, 27], where pyrochlore/α-

Fe2O3 composites are obtained.

FIG. 2. Powder XRD patterns of samples synthesized by the hydrothermal method: (a) samples 5.3,

5.6, 5.8, 5.9, 5.16; (b) samples 5.12, 5.20, 5.21, 5.22; (c) samples 5.17, 5.18, 5.34 (Co-Kα radiation)

(Miller indices hkl are indicated only for selected reflections)

XRD patterns of samples 5.12, 5.20, 5.21, and 5.22 (Fig. 2b) show, in addition to intense reflections of the pyrochlore

phase, a set of barely noticeable reflections, identical for all these samples and related to the compound Bi2WO6 (PDF-2

No. 73-1126), crystallizing in the structural type of the Aurivillius phase. As a result of the pyrochlore-structured com-

pounds composition study in these samples by the local EDXMA of single particles, it was found that the compositions

determined in this way do not differ from the bulk compositions of the corresponding samples within the limits of es-

timated standard deviations (e.s.d.s). At the same time, the local EDXMA of single Aurivillius phase particles in these
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samples showed that there is no iron in their composition, which indicates namely the formation of a two-component

Aurivillius phase. Thus, it can be assumed that the bulk composition of the obtained two-phase samples, in which the

Bi2WO6 phase is present in an impurity amount and does not affect the results of the EDXMA, with some approximation

corresponds to the stability field boundary of the pyrochlore phase from the side of the Bi2WO6 phase.

First, the precise value of the cubic unit cell parameter of pyrochlore (a = 10.33193(8) Å) was calculated for sample

5.12 using program Celsiz, version 1.1 [30] working by the least squares method and using the Miller indices hkl of

all observed pyrochlore reflections and their Bragg angles 2θB after applying the angular corrections (to zero shift and

displacement). For these calculations, the XRD pattern of sample 5.12, measured with Cu-Kα radiation and a long

intensity accumulation total time in step (2560 s) was used. Note that without taking into account angular corrections, the

value of a is ∼ 0.0035% higher and its e.s.d. is ∼ 1.5 times greater.

Further, using the same XRD pattern of sample 5.12, measured with high statistics, which is described above, es-

timates were made of the average size D of coherent X-ray scattering regions, also called crystallites, and the absolute

value of the average microdeformation (microstrain) εs in these regions. To obtain these parameters D and εs of the

microstructure, using the SizeCr program [31], a profile analysis of XRD lines (line profile anslysis, LPA) was carried out

utilizing the Williamson-Hall (WHP) [32] and size-strain plot (SSP) [33] graphical methods.

According to the value of the criterion (full width at half the maximum intensity) FWHM/Bint = 0.70(5), averaged

over all observed XRD reflections, where FWHM is the observed FWHM of the XRD reflection, and Bint =
Iint

Imax

is its

integral width (Iint and Imax are integral and maximum reflection intensities, respectively), the observed reflections of

sample 5.12 are characterized by a pseudo-Voigt (pV) type [34]. The observed values of the FWHM were corrected for

instrumental broadening (hereinafter the corrected FWHM referred to as FWHMcorr) using the SizeCr program adopting

procedures that take into account the type of XRD reflections [31–33]. Also, taking into account the type of XRD

reflections, the program SizeCr calculates the points of the WHP and SSP graphs using the corrected values, FWHMcorr

and 2θB . The coefficients KScherrer = 0.94 in the Scherrer equation [35] and Kstrain = 4 in the Wilson-Stokes equation

[36] were used in the calculations, relating the contributions to the broadening of reflections with the values D and εs,

respectively. When constructing the WHP and SSP graphs, the coefficient of determination Rcod was calculated (see its

definition in [31, 33]), showing how well the experimental points fit on the approximation line Y = A + B ·X (ideally,

when all points fit on the line, Rcod = 100%).

Fig. 3 shows the obtained SSP and WHP graphs for sample 5.12.

FIG. 3. (a) SSP and (b) WHP graphs constructed using XRD line profile analysis performed for sample

5.12. Approximation straight line Y = A + B · X of SSP (and WHP) dependence is shown in the

corresponding Figures, where the values Y and X are indicated along the ordinate and abscissa axes,

respectively. The symbol d means the interplanar distance corresponding to the reflection with Miller

indices hkl and Bragg angle 2θB (Bragg angle corrections are applied), and λ = 1.540598 Å is the

wavelength of Cu-Kα1 radiation (after correcting the contribution of Cu-Kα2).

For sample 5.12, SSP shows low reliability, which is reflected by a large spread of points around the approximation

line and a low value of the coefficient Rcod = 0.39% (Fig. 3a). At the same time, the WHP method for sample 5.12

(Fig. 3b) is characterized by a sufficiently large value Rcod = 73.88%. Nevertheless, both methods give one the same

results, indicating large crystallite sizes and confirming each other. In particular, as can be seen from Fig. 3a,b, the

approximation straight line Y = A + B · X for sample 5.12 in the case of SSP is characterized by a negative slope

(B < 0), and in the case of WHP its intersection with the Y axis occurs in the region of negative values (A < 0). In both

cases, this formally corresponds to the infinite size of the crystallites (D = ∞). In the case of D = ∞, the values εhkls of
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the microstrain corresponding to each observed reflection with Miller hkl indices were calculated by the SizeCr program

from the Wilson-Stokes equation [36]. Indeed, for sample 5.12, the dependence εhkls (2θB) shows an almost uniform

distribution of experimental εhkls values around the mean value εs = 0.050(6)% obtained by root-mean-square averaging

(Fig. 4).

FIG. 4. Distribution of microstrain values εhkls along the Bragg angles 2θB . The εhkls values are calcu-

lated for reflections hkl within the framework of the D = ∞ model. The horizontal line corresponds to

the mean value εs obtained by the root-mean-square averaging of the εhkls values

Taking into account that the observed values of the FWHM of the pyrochlore phase reflections in other samples differ

only slightly from those in sample 5.12, there is no reason to expect significant differences in the calculated values of the

average crystallite sizes and microstrains for the crystalline pyrochlore phase in other synthesized samples.

Fig. 5 shows the dependence of the pyrochlore phase cubic unit cell parameter a on the phase composition expressed

in Bi/W (at.) atomic ratio and assumed to be equal to the bulk composition of the samples 5.3, 5.6, 5.8, 5.9, 5.16, 5.12,

5.20, 5.21, and 5.22. The unit cell parameter a of these samples was calculated in the Celsiz program in the same way

as described above for sample 5.12, based on the results obtained from the analysis of their XRD patterns measured with

Co-Kα radiation and total time of 123 s of the intensity accumulation in point step (except for sample 5.12, for which

the precise parameter a value was used, obtained as described above). According to the data presented in Fig. 5, the unit

cell parameter increases linearly with an increase in the atomic ratio Bi/W, which, apparently, is due to an increase in

the number of Bi3+ cations having a large radius in the structure due to their occupation of cation vacancies in the A2O‘

sublattice.

In the XRD pattern of the sample 5.17 (Fig. 2c), reflections of the pyrochlore phase are detected, the unit cell pa-

rameter of which is a = 10.4199(6) Å. The pyrochlore phase composition in this sample corresponds to the pyrochlore

phase stability field boundary from the Bi2O3–Fe2O3 system side and can be indirectly determined through the unit cell

parameter when it is substituted into the equation a = f (Bi/W, at.) shown in Fig. 5: determined in this way Bi/W atomic

ratio is ∼ 1.25.

In addition to the pyrochlore phase reflections, a set of reflections is observed in sample 5.17, which can be equally at-

tributed to both the compound Bi2WO6 (PDF-2 No. 73-1126) and the compound of the formal composition Bi1.5Fe0.5WO6

(PDF-2 No. 38-1285). The same set of reflections is observed in the XRD pattern of sample 5.18, while the pyrochlore

phase reflections are absent (Fig. 2c). Both compounds (Bi2WO6 and Bi1.5Fe0.5WO6) belong to the class of Aurivillius

phases and have the same set of reflections, apparently differing in the number and nature of perovskite-like layers. It is

extremely difficult to distinguish these compounds in XRD patterns, which requires the use of additional research meth-

ods, in particular, the analysis of these compounds particles chemical composition by the local EDXMA. In samples 5.17

and 5.18, it was not possible to carry out such an analysis (see Section 3.3), as was done for other samples described

above. However, TEM studies confirmed the formation of a single-layer Aurivillius phase Bi2WO6 in them. In sample

5.17 the Aurivillius phase Bi2WO6 crystallite size in the crystallographic direction [113] was calculated using the Scher-

rer method and amounted to ∼ 20 nm. Two amorphous halos are observed in the XRD pattern of sample 5.34 (Fig. 2c),

against which narrow but low-intensity reflections of an unknown phase are visible.

When comparing the chemical composition of samples 5.17, 5.18, and 5.34 with the results of XRD, it can be

concluded that they contain a phase, which chemical composition enriched in bismuth and iron oxides and the reflections
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FIG. 5. Dependence of the pyrochlore phase cubic unit cell parameter a on the phase composition

expressed in Bi/W (at.) atomic ratio and assumed to be equal to the bulk composition of the samples

5.3, 5.6, 5.8, 5.9, 5.16, 5.12, 5.20, 5.21, and 5.22

of which cannot be detected in XRD patterns, and the amount of this phase increases with an increase in the content of

these oxides in the bulk chemical composition of the samples.

Fig. 6 shows a concentration triangle, which compares the results of determining the bulk chemical and phase com-

position of the obtained samples. The shaded area indicates the localization of the pyrochlore-structured compounds

concentration stability field in the BiO1.5–FeO1.5–WO3 system at T = 200◦C, which is longitudinally limited within the

atomic ratios 0.47 < Bi/W < 1.25, and in the transverse direction within 1.14 < Bi/Fe < 1.87.

FIG. 6. Comparison of the bulk chemical composition and phase composition of the samples synthe-

sized by the hydrothermal method on the concentration triangle of the BiO1.5–FeO1.5–WO3 system

(the shaded area indicates the localization of the pyrochlore-structured compounds concentration stabil-

ity field at T = 200◦C

3.3. SEM

The SEM data for the samples synthesized by the hydrothermal method are shown in Fig. 7 ((a) 5.6, (b) 5.8, (c) 5.9,

(d) 5.16, (e) 5.12 and (f) 5.17). In samples 5.3 (not shown), 5.6, 5.8, 5.9 and 5.16, the only crystalline phase in which,

according to the XRD data, is the pyrochlore phase, submicron particles of only one morphological motif are observed.
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In sample 5.6, the particles have an almost spherical shape, resembling a poorly faceted octahedron, while in samples 5.3

(not shown), 5.8, 5.9 and 5.16 the particles have a predominantly clear octahedral shape. The octahedral morphology of

the pyrochlore phase particles is determined by their synthesis conditions, mainly by the pH value of the hydrothermal

fluid (pH ∼ 4–5), as shown in [20].

In sample 5.12, in addition to the pyrochlore phase particles, which make up the bulk of the sample, rare plate-like

particles with a thickness of ∼ 50–100 nm are observed, fused with each other along flat edges into layered aggregates

(Bi2WO6 phase). For other samples also containing impurity amounts of the Bi2WO6 phase (5.20, 5.21 and 5.22), a

similar situation is observed, while micrographs of sample 5.17 are different, despite the qualitatively identical phase

composition, according to XRD data.

Three morphological motifs are observed in micrographs of sample 5.17: (1) pyrochlore phase octahedral particles;

(2) rod-shaped nanoparticles, which are, apparently, compounds with the Aurivillius phase structure; (3) agglomerates of

nanoparticles, the morphology of which is difficult to determine according to SEM data. Since the reflections belong-

ing to only two crystalline phases were detected in the XRD pattern of sample 5.17, the (3) nanoparticles observed in

micrographs are apparently X-ray amorphous. Precise determination of the crystalline pyrochlore phase and Aurivillius

phase individual particles composition in this sample employing the local EDXMA is complicated by the fact that the

above-mentioned X-ray amorphous nanoparticles are localized, including on their surface. In micrographs of sample

5.18 (not shown), a similar situation is observed, but the pyrochlore phase particles are not detected in this case, which

is consistent with XRD data. In micrographs of sample 5.34 (not shown), in which, according to XRD data, barely no-

ticeable reflections of an unknown phase are observed against the background of an amorphous halo, the entire array of

particles is represented by agglomerates of X-ray amorphous nanoparticles. In order to determine the nature and size of

these nanoparticles, as well as the structure of rod-shaped nanoparticles, samples 5.17 and 5.18 were studied by the TEM

method.

3.4. TEM

The TEM data for the samples synthesized by the hydrothermal method are shown in Fig. 8: (a,b,c,d) – 5.17 and

(e,f) – 5.18. Three morphological motifs are observed in sample 5.17, which can be correlated with the XRD data as

follows: (1) large octahedral particles of submicron sizes are pyrochlore-structured compounds (Fig. 8a); (2) rod-shaped

nanoparticles of various lengths having a thickness of ∼ 10–30 nm are, most likely, compounds with the Aurivillius phase

structure (Bi2WO6, PDF-2 No. 73-1126) (Fig. 8a,b,c); (3) almost spherical nanoparticles, which size is about 10 nm,

are an X-ray amorphous phase (Fig. 8a,b,c). In sample 5.18, only (2) and (3) morphological motifs can be observed,

which, apparently, correlate with the results of XRD in a similar way (Fig. 8e). The above assumptions are confirmed

when considering nanoparticles in the high resolution mode (HRTEM), as well as when studying them using electron

diffraction.

In the HRTEM, the structure of rod-shaped nanoparticles resembles a layered structure formed by alternating atomic

planes composed of various sorts of atoms, as indicated by the different brightness of the atomic planes and the different

interplanar distance between them (Fig. 8c). The Bi2WO6 compound is the simplest member of the Aurivillius phases

family, the structure of which can be represented as two alternating layers: a fluorite-like layer Bi2O2+

2 and a perovskite-

like layer WO2−

4 , while the unit cell parameter c is ∼ 16.43 Å. In the micrograph of a rod-shaped nanoparticle obtained in

the HRTEM, exactly such a layered structure is observed (Fig. 8c). If the left side of the nanoparticle is considered, then

the following sequence of atomic planes alternation can be noted: two adjacent atomic planes having the same brightness,

the distance between which is less than the distance from any of them to the nearest neighboring, brighter atomic plane,

form a fluorite-like layer Bi2O2+

2 , while the brighter atomic plane is a perovskite-like layer WO2−

4 . When comparing

the observed structure with the Bi2WO6 compound unit cell structure, the average value of the parameter c ∼ 16.33 Å

over several unit cells was determined. When considering the right side of the same nanoparticle, a similar structure is

observed, however, in this case, the atomic planes that make up the fluorite-like layer Bi2O2+

2 are brighter than the atomic

plane, which is the perovskite-like layer WO2−

4 . The measured in this case average value of parameter c was ∼ 16.07 Å

over several unit cells. Similar measurements made for another rod-shaped nanoparticle (not shown) give a result close

to the previous ones ∼ 16.59 Å. When averaging all measured values of the unit cell parameter c, its value is ∼ 16.33 Å,

which indicates the formation of a single-layer Bi2WO6 phase and does not confirm an increase in the number of layers

of the perovskite-like block. It should be noted that the rod-shaped nanoparticles observed in sample 5.18 have a similar

structure and are the Bi2WO6 compound.

In Fig. 8c, in addition to the rod-shaped nanoparticle, several almost spherical nanoparticles can be noted, the size of

which is about 10 nm. For nanoparticles that are found in the Bragg position, it is possible to observe sets of atomic planes

that have the same brightness and a single interplanar distance within a particle. This, firstly, indicates the crystalline

nature of such nanoparticles and, secondly, suggests that they are not layered compounds. In the electron diffraction

pattern obtained from a certain group of such nanoparticles (Fig. 8d), the set of diffraction rings can be observed, while a

broadened ring from the amorphous phase is not observed, which indicates the absence of an amorphous component.

In Fig. 8e (sample 5.18), a certain number of rod-shaped (Bi2WO6 compound) and almost spherical (X-ray amor-

phous phase) nanoparticles can be observed, the electron diffraction pattern from which is shown in Fig. 8f. When
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FIG. 7. SEM images of samples synthesized by the hydrothermal method: (a) 5.6, (b) 5.8, (c) 5.9, (d)

5.16, (e) 5.12 and (f) 5.17)

comparing the interplanar distances calculation results with a characteristic set of those for the Bi2WO6 compound, it was

possible to establish a reliable match for eight of the ten indicated in Fig. 8f diffraction rings (Table 3). Two diffraction

rings (3 and 10), the appearance of which is slightly different from the others, relate to diffraction from the substrate. It

is not possible to perform a precise calculation of interplanar distances using other diffraction rings, that not indicated in

Fig. 8f, due to their low brightness. It is important to note that the diffraction rings attributed to the Bi2WO6 compound

may also relate to diffraction from nanoparticles of the X-ray amorphous phase, as well as other less bright and therefore

not indicated in Fig. 8f diffraction rings.

3.5. Thermal stability

The thermal stability of the pyrochlore-structured compounds synthesized by the hydrothermal method was studied

using sample 5.16 as an example. Two kinetic regimes were studied: (1) nonequilibrium (HTXRD and DSC/TG) and (2)

quasi-equilibrium (annealing-quenching).

The data of the HTXRD of sample 5.16 (Fig. 9) indicate that no phase transformations occur in the sample up to a

temperature of 545◦C. Starting with a temperature of 585◦C, the appearance of reflections belonging to the compound

Bi2WO6 (PDF-2 No. 73-1126) is observed in HTXRD patterns. With a further increase in temperature to 765◦C, the

intensities of the Bi2WO6 phase reflections constantly increase, however, the pyrochlore-structured compound remains
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FIG. 8. TEM images of samples synthesized by the hydrothermal method: (a, b, c, d) 5.17 and (e, f) 5.18

the predominant phase. The pyrochlore phase unit cell parameter increases in the temperature range 585–765◦C, however,

its change with increasing temperature is due not only to thermal lattice expansion, but also to a change in the composition

of the compound during its gradual decomposition. At a temperature of 785◦C, qualitative and significant quantitative

changes can be noted in the HTXRD pattern: reflections of two new phases appear – Fe2WO6 (PDF-2 No. 70-2024) and

BiFeWO6 (PDF-2 No. 38-1289), and the amount of pyrochlore phase decreases sharply relative to the Bi2WO6 phase. No

qualitative changes are observed in the XRD pattern obtained after cooling the sample from 785◦C to room temperature

in the natural mode (40–50 min), however, a further decrease in the amount of the pyrochlore phase is clearly noticeable

compared to the amounts of Bi2WO6, Fe2WO6 and BiFeWO6 phases.

The presented results of HTXRD studies of sample 5.16 allow to conclude that in the temperature range 585–765◦C

the equilibrium composition of the pyrochlore phase changes, which corresponds to its continuous decomposition with

the formation of the Bi2WO6 phase with an increase in temperature, while at a temperature of 785◦C instantaneous

decomposition of the pyrochlore phase of the composition corresponding to the higher temperature point of the pyrochlore

stability field is observed.

The DSC/TG data for sample 5.16 are presented in Fig. 10. At the initial stage of heating in the range from 75◦C

to 230◦C, a weak endothermic effect is observed on the DSC curve with a maximum at 130◦C, which corresponds to a

noticeable weight decrease of 1.37% on the TG curve. With further heating, weight loss is observed up to a temperature

of 580◦C, however, in the range of 230–580◦C it proceeds more slowly and amounts to only 0.47%. Apparently, the
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TABLE 3. The results of comparing the interplanar distances calculated from electron diffraction data

with those for the Bi2WO6 compound (PDF-2 No. 73-1126)

The Interplanar distances (d) Miller indices hkl

designation according to the electron of Bi2WO6 compound

in Fig. 8f diffraction data (Fig. 8f), Å reflections

1 3.132 113

2 2.704 006 200 020

3 2.101 substrate

4 1.911 206 026 220 018

5 1.635 119 313 208 133

6 1.553 226 0110 218

7 1.353 0012 400 040 038

8 1.209 145 2012 0212 406 420 046 0310 240 238

9 1.103 2212 426 246 2310

10 1.036 substrate

FIG. 9. Powder XRD patterns of sample 5.16, measured in situ at various heating temperatures: (a)

from 25◦C to 685◦C; (b) from 725◦C to 785◦C and after cooling from 785◦C to room temperature in

the natural mode (Cu-Kα radiation) (Miller indices hkl are indicated only for selected reflections)

loss of weight at this stage of heating is due to further water removal, but decomposition of impurity carbonates formed

during the hydrothermal synthesis is also possible. Further, when the sample is heated to a temperature of 815◦C, its mass

practically does not change. On the DSC curve in the range from 230◦C to 795◦C, it is not possible to distinguish thermal

effects due to their low intensity. According to the data of HTXRD analysis (Fig. 9), the pyrochlore phase decomposition

occurs in the temperature range of 585–785◦C. This process, like most solid-phase reactions, is kinetically hindered and

has small thermal effects, which makes it much more difficult to detect on the DSC curve. In the temperature range of

795–900◦C, three consecutive endothermic effects are observed, which can be associated with the melting of the phases

formed during the pyrochlore phase decomposition.

Sample 5.16 was annealed sequentially to temperatures of 585◦C, 685◦C and 725◦C (Fig. 11), and quenching was

carried out to room temperature in air by removing the crucible with the sample from a hot furnace. The duration of

each annealing was 12 h, and the duration of cooling of the samples to room temperature was ∼ 10–15 min. The sample

obtained by annealing to a temperature of 585◦C, after XRD analysis, was used for annealing to a temperature of 685◦C
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FIG. 10. DSC/TG curves obtained by heating the sample 5.16

FIG. 11. Powder XRD patterns of samples obtained by annealing sample 5.16 to various temperatures

(585◦C, 685◦C, and 725◦C) with quenching to room temperature. The measurements were carried out

at room temperature (Cu-Kα radiation) (Miller indices hkl are indicated only for selected reflections)

and so on. The bulk chemical compositions of the samples obtained as a result of annealing-quenching correspond within

the limits of e.s.d.s to the initial sample composition, which indicates the absence of noticeable volatilization of the

components.

In the XRD pattern of the sample obtained by annealing to 585◦C, the appearance of the nanocrystalline Bi2WO6

(PDF-2 No. 73-1126) phase reflections is observed. The Aurivillius phase Bi2WO6 crystallite size in the crystallographic

direction [113] was calculated using the Scherrer method and amounted to ∼ 28 nm, however, the intensity of its reflec-

tions turns out to be several times greater than observed according to HTXRD data at this temperature (Fig. 9a,11). In the

XRD pattern of the sample obtained by annealing to 685◦C (Fig. 11), a further increase in the Bi2WO6 phase reflections

intensity can be noted, which is qualitatively consistent with the HTXRD data (Fig. 9). Significant qualitative and quan-

titative changes are observed in the XRD pattern of the sample obtained by annealing to 725◦C: the appearance of three

new phases is recorded – Fe2WO6 (PDF-2 No. 70-2024), BiFeWO6 (PDF-2 No. 38-1289) and barely noticeable amounts
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of Bi2W2O9(PDF-2 No. 33-221), and the reflections of the pyrochlore phase are not observed, which indicates the com-

pleted decomposition of the pyrochlore phase having the composition corresponding to the higher temperature point of

its stability field. Comparing the phase composition of the sample obtained by annealing to 725◦C and the HTXRD

data obtained in the temperature range 725–785◦C (Fig. 9b,11), it can be concluded that the temperature readings when

recording the XRD pattern in situ are more than 60◦C ahead of the temperature at which the phase composition observed

on the HTXRD is equilibrium.

4. Conclusions

Pyrochlore-structured compounds of variable composition formed in the Bi2O3–Fe2O3–WO3 system under hy-

drothermal conditions (T = 200◦C, P = 7 MPa, hydrothermal fluid pH ∼ 4–5) were obtained in the form of single-phase

materials and as part of composite nanomaterials, and characterized.

The concentration stability field localization of the pyrochlore-structured compounds was established and phase equi-

libria involving these compounds were studied. It was shown that under the studied hydrothermal synthesis conditions, a

pyrochlore-structured compounds were obtained in the form of submicron particles, predominantly of a clear octahedral

shape, which indicates the intensification of their growth processes under such conditions. At the same time, it was found

that the phases coexisting with these compounds are formed in nanocrystalline form: in the region of two-phase equilib-

rium from the Bi2O3–WO3 system side, plate-like (thickness h ∼ 50–100 nm) nanoparticles of the Bi2WO6 compound

are formed; in the region of compositions from the Bi2O3–Fe2O3 system side, rod-shaped ( h ∼ 10–30 nm) nanoparticles

of the Bi2WO6 compound are formed, which crystallite size in the crystallographic direction [113] is ∼ 20 nm, as well as

X-ray amorphous nanoparticles with a size of about 10 nm.

The presented results of pyrochlore-structured compounds thermal stability investigation allow to conclude that in

the temperature range from ∼ 585◦C to ∼ 725◦C the equilibrium composition of the pyrochlore phase changes, which

corresponds to its continuous decomposition with the formation of the nanocrystalline Bi2WO6 phase with an increase

in temperature, while at a temperature of 725◦C instantaneous decomposition of the pyrochlore phase of the composition

corresponding to the higher temperature point of the pyrochlore stability field is observed.
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ABSTRACT We propose a mathematical model to fit the temperature-dependent thermal conductivity of

M1−xRxF2+x heterovalent solid solutions where M stands for alkaline-earth metals and R for rare-earth met-

als. These solid solutions experience composition-driven transition from the crystal-like to glass-like behavior

of thermal conductivity. When tested on Ca1−xYbxF2+x solid solutions, the model showed a potential for use

with an option for further improvements.
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1. Introduction

Heat transfer in solids is related to many diverse factors, including the crystal structure, structure perfection and

symmetry, chemical composition, temperature, and some others. Accordingly, extant theoretical models used to fit the

behavior of the thermal conductivity coefficient are intricate and ineffective (see, e.g., [1–6]). These models are frequently

far from providing good fits even for structurally simple and perfect single crystals. Especially serious problems arise in

the mathematical description of thermal conductivity in solid solutions with heterovalent ion substitutions.

Rare-earth (R) fluoride solid solutions in fluorite matrices, M1−xRxF2+x (where M = Ca, Sr, Ba, Cd, or Pb), are

some types of nanocomposites [7]. Association of oppositely charged point defects generates nanosized defect clusters in

these solid solutions; as the rare-earth doping level (x) increases, percolation of defect areas occurs. What we call an “anti-

glass” is thus formed, that is, a material where the short-range order is destroyed while the long-range order intrinsic to the

fluorite structure is preserved [7]. The R6F36 associates are typical clusters of defects embedded in the fluorite lattice with

the replacement of the corresponding fragments M6F32 of the crystal lattice. The size of these associates is about 1.5 nm.

Each cluster is surrounded by a deformation zone. This evolution of the defect structure brings about a radical change

in physical properties of crystals. A solid solution has its thermal conductivity decreasing dramatically in response to

increasing rare-earth concentration; ultimately, the material becomes a heat insulator. The thermal conductivity coefficient

k(T ) changes its temperature-dependent trend from that typical of crystals with a low-temperature peak to a glass-like

monotone curve with k ascending as temperature rises.

There is now a significant amount of experimental thermal conductivity data for M1−xRxF2+x fluoride solid solutions

where M stands for Ca, Sr, or Ba and R for rare-earth elements (see, e.g., [8–12]). When M = Ca, the transition from

single crystals to anti-glass nanocomposites is particularly clear-cut because of the greatest difference in weight between

calcium ions and substituent ions R3+.

Liu et al. [13,14] proposed a numerical model to fit the temperature-dependent thermal conductivity in M1−xRxF2+x

solid solutions. This is a synthetic model combining Gaumé et al.’s model for the prediction of thermal conductivity in

pure and doped insulating crystals [6] and a simple third-order polynomial for the thermal conductivity coefficient of an

amorphous material. The correlation relation of Liu et al.’s model [13] is

k = Aβ

√

k0

d
· arctan

(
√
k0d

β

)

+ (1−A)
(

BT + CT 3
)

, (1)

where A is a parameter related to the crystal-like heat transfer behavior, β is a dopant-dependent parameter related to the

non-crystalline heat transfer behavior, k0 is the thermal conductivity coefficient of an undoped crystal, d is the dopant

concentration, and B and C are the factors of the polynomial for the thermal conductivity coefficient of an amorphous

material.
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It is evidently an interesting and promising idea to sum-up the terms relating to crystalline and amorphous states.

However, the summing-up of thermal conductivity coefficients may have physical meaning only when the heat flow

passes in the sample along parallel dislike layers that have differing properties. The presence of diverse phonon scattering

centers in solid solutions makes it more appropriate to consider the sequential passage of heat flow through areas with

different thermal resistances. The Matthiessen rule [15] of the additivity of specific resistances in the approximation of

independence of scattering centers is fulfilled both for the electric current and for the heat flow [16].

Figure 1 illustrates the results we obtained when applying equation (1) to some Ca1−xYbxF2+x solid solution sam-

ples [8]. We set k0 = 3193T−1, as Liu et al. did [13]. Liu et al. [13] obtained this simple expression as a fit to the k(T )
data set for the Ca1−xYbxF2+x sample that had the least dopant level (x = 0.01 mol %) taken from our data [8]. The

fitted curves and datapoints show an appreciable divergence in the dopant concentration range from 0.7 to 9 mol %. The

measured k(T ) values exhibit like trends for the 0.7, 1, 1.5, and 3 % rare-earth samples, with temperature-diffuse k(T )
peaks typical of appreciably disordered crystal structures. However, not only do the fitted curves deviate strongly from

the datapoints, but their runs are also different: for the 0.7, 1, and 1.5 % rare-earth samples, the fitted k(T ) curves decline

throughout the range of temperatures studied (50 – 300 K), while for the 3 % sample the curve is typical of an amorphous

material.

Liu et al.’s model [13] gave a satisfactory fit of temperature-dependent thermal conductivity coefficient k(T ) data for

Ca1−xYbxF2+x solid solution crystals [8] only when equation (1) was used in “three stages”. For low dopant concen-

tration levels, Liu et al. [13] confined the model to the first term of the expression, which relates to crystalline thermal

conductivity. For moderate dopant concentrations, the entire temperature range was divided into a pair of areas. In the

FIG. 1. Temperature-dependent thermal conductivity coefficient in Ca1−xYbxF2+x solid solution sin-

gle crystals: symbols refer to measured data points [8], and lines are fitted curves calculated by model (1)
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range 50 – 100 K, the rise in thermal conductivity coefficient was fitted by the above polynomial, while after k(T ) passed

the peak temperature, the whole equation (1) was applied. For high dopant concentrations, this equation was applied to fit

the increasing thermal conductivity over the entire temperature range (50 – 300 K) with low values of the parameter A.

Our goal was to modify Liu et al.’s model [13] using Matthiessen’s rule.

2. Results and discussion

The model we proposed and used to calculate the temperature-dependent thermal conductivity coefficient for

M1−xRxF2+x heterovalent solid solutions is as follows

1

k
=

1−A

β

√

k0

d
· arctan

(√

k0d
β

)
+

A

D +BT + CT 2
, (2)

where A is the amorphous specific resistance contribution; β is the parameter depending on the dopant; k0 is the thermal

conductivity coefficient of an undoped crystal; d is the dopant concentration; and D, B and C are factors of the polynomial

for the amorphous thermal conductivity coefficient.

Keeping in mind that the range of temperatures we studied starts at 50 K, which is not a very low temperature, and

the heat capacity, which directly influences the thermal conductivity coefficient, rises more slowly than by the C ∼ T 3

law, we lowered the polynomial order to the second order. Also, we added the zero order factor D, whose meaning is

the “remnant” thermal conductivity when the k(T ) is extrapolated to T = 0. Liu et al. [13] took k0 as k0 = 3193T−1.

Liu et al. [13] obtained this simple expression as a fit to the k(T ) data set for the Ca1−xYbxF2+x sample that had the

least dopant level (x = 0.01 mol %) taken from our data [8]. However, the k ∼ T−1 law is approximately fulfilled only

within a limited (near-room) temperature range, and only for some compounds. Without making serious corrections and

complications, we selected k0 = 4575T−1.08 with the least deviations from experimental data, similar to the expression

Liu et al. used [13]. As the parameter β, we took β = 0.20, which slightly differs from the β = 0.16 in Liu et al.’s

model [13].

Figure 2 shows the fits by our model (2) for the entire dataset comprised of the k(T ) values we measured for twenty

Ca1−xYbxF2+x solid solution compositions. In all cases, model (2) was used in the same manner, in the same form,

and for the entire range of temperatures studied (50 – 300 K). One can observe a very close match of the behaviors of

measured and fitted k(T ) curves over the entire concentration range.

As for the parameter A, its values that we selected show a concentration dependence little differing from the one

described by a log function with a constant term (Fig. 3).

3. Conclusion

Altogether, our mathematical model has shown a good ability to fit the temperature-dependent behavior of the thermal

conductivity coefficient in heterovalent fluoride solid solutions, with their diversity, which solid solutions experience

a composition-driven transition from the crystal-like to glass-like behavior of thermal conductivity. When tested for

Ca1−xYbxF2+x solid solution, the model has shown a promise for use with an option for further improvements.

In the future, we intend to correct the expressions for the model parameters and test the model for a wider range of

similar compounds, as well as to analyze the model parameters depending on the type of compound.
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FIG. 2. Temperature-dependent thermal conductivity coefficient for Ca1−xYbxF2+x solid solution sin-

gle crystals: symbols refer to measured data points [8], and lines are fitted curves calculated by model (2)

FIG. 3. Parameter A versus YbF3 concentration in Ca1−xYbxF2+x solid solution
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ABSTRACT Cerium fluoride (CeF3) nanoparticles (NPs), being a unique nanozyme and redox-active nanoma-

terial, show high promise for advanced biomedical applications. Doping of CeF3 NPs with the other chemical

elements allow one to increase their catalytic activity, impart them new functional properties, and also to in-

crease the efficiency of their interaction with ionizing radiation, which is important in the development of novel

nanoradiosensitizers. In this article, we synthesized citrate-stabilized Ce0.75Bi0.15Tb0.1F3 nanoparticles, which

demonstrate high colloidal stability, have good luminescent properties and radiation-induced redox activity.

Cytotoxicity analysis of Ce0.75Bi0.15Tb0.1F3 NPs using normal and tumor cells in vitro showed the sensitivity

of B16/F10 and EMTP6 tumor cell lines to the nanoparticles at high concentrations (0.5 – 1 mM). Obtained

experimental results allow us to consider Ce0.75Bi0.15Tb0.1F3 nanoparticles as a possible platform for the de-

velopment of a new class of nanoradiosensitizers for radiation therapy purposes.

KEYWORDS nanoparticles, cytotoxicity, fluoride, cerium
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1. Introduction

Nanocrystalline materials based on cerium(IV) oxide are currently widely used in various fields of biomedicine due

to their unique catalytic properties and high degree of biocompatibility [1–4]. Due to their redox activity and the ability to

mimic the activity of various enzymes, CeO2 nanoparticles have become the most promising inorganic nanozymes [5–8].

Catalytic activity of these nanoparticles is based on the unique reversible Ce3+/Ce4+ transition, which determines its role

as prooxidant and reactive oxygen species (ROS) generator at low pH values in tumor cells, or as an antioxidant and ROS

inactivator under normal physiological pH conditions [9]. Meanwhile, earlier we have demonstrated for the first time

the catalytic activity of CeF3 nanoparticles, the mechanism of action of which differs from that of CeO2 nanoparticles.

We have shown that CeF3 NPs demonstrate selective cytotoxicity to tumor cells, inhibiting their proliferative activity

and DNA reparation under X-ray irradiation [10]. Also, we have reported the ability of CeF3 NPs to stimulate planarian

regeneration [11] and to act as an effective radioprotector under X-ray irradiation [12]. In a number of studies, authors

have shown that doping of REE fluorides provides them with unique properties [13–17]. Particularly, additional chemical

modification of CeF3 NPs provides them with new functional properties. For instance, doping of CeF3 crystal lattice

with Yb and Tm ions allows for the formation of theranostic luminescent systems with enhanced upconversion (CeF3:Yb,

Tm@SiO2–CD36/OPN) [18]. Wang et al. synthesized biocompatible CeF3:Tb@LaF3 NPs with pronounced lumines-

cent properties [19], which could be used for bioimaging, biolabeling, biodetection and bioprobing. CexLa1−xF3 NPs

have been proposed for the use in nanoscintillator-photosensitizer systems, in which excitation of nanoparticles by ion-

izing irradiation leads to energy transfer to photosensitizer molecules, effectively combining the effects of radiation and

photodynamic therapy [20].

Nanoparticle-based radioenhancement is considered as a promising approach to improve therapeutical effect of ra-

diation therapy [21–23]. Mechanisms of nanoparticle-based radiosensitizers action can include: physical, chemical and

© Chukavin N.N., Kolmanovich D.D., Filippova A.D., Teplonogova M.A., Ivanov V.K., Popov A.L., 2024
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biological. Ionizing radiation leads to the ejection of secondary electrons which can interact with water, causing ROS gen-

eration. In turn, ROS interact with different components of the cell, including cell membrane, mRNA, DNA and, conse-

quently, triggering cell death. Thus, the use of nanoparticles based on high-Z elements and on elements with low ionization

potential can significantly increase the efficiency of radiation therapy [24–26]. In particular, the drug NBTXR3/Hensify®

(Nanobiotix, Paris, France) based on hafnium oxide has already been approved and is being used [27], and the drug

AGuIX® (NH TherAguix, Lyon, France) based on gadolinium is undergoing clinical trials [28]. Thus, synthesis and

comprehensive analysis of new theranostic agents for radiotherapy is an urgent task.

In this study, we have synthesized citrate-stabilized Ce0.75Bi0.15Tb0.1F3 nanoparticles, analyzed their physico-

chemical characteristics and studied their cytotoxicity to normal and tumor cells in vitro.

2. Materials and methods

2.1. Synthesis scheme

For the synthesis of Ce0.75Bi0.15Tb0.1F3 colloidal solutions the following substances were used: Ce(NO3)3 · 6H2O

(puriss., Lanhit), Tb(NO3)3 · 6H2O (puriss., Lanhit), Bi(NO3)3 · 5H2O (pur., Reachem), HF (puriss. spec., Sigma Tec),

ammonium cutrate dibasic (puriss., Sigma-Aldrich), isopropanol (puriss. spec., Chimmed), ethylene glycol (puriss.,

Sigma Aldrich). Samples of rare earth elements (REE) nitrates (1.628 g Ce(NO3)3 · 6H2O, 0.228 g Tb(NO3)3 · 6H2O,

0.363 g Bi(NO3)3 · 5H2O) were suspended in 30 mL of ethylene glycol upon heating to 60 ◦C and intense stirring on a

magnetic stirrer. 0.885 mL of 40 % HF was dissolved in 150 mL of isopropanol. The obtained solution was added drop by

drop to mixed REE nitrates solution with intensive stirring until the suspension was formed. The precipitate was separated

by filtration through a paper filter (2 – 3 µm), washed with isopropanol, placed in an oven for 30 – 60 minutes at 50 ◦C to

remove isopropanol. Wet gel-like precipitate was re-dispersed in 100 mL of deionized water. Ammonium citrate solution

(1.134 g of ammonium citrate in 100 mL of deionized water) was added to the resulting suspension with intense stirring.

The resulting sol was mixed at 30 – 35 ◦C until remnant isopropanol was removed. The concentration of the resulting sol

was 7.6 mM.

2.2. Characterization of Ce0.75Bi0.15Tb0.1F3 NPs

Powder X-ray diffraction analysis (XRD) of the samples was carried out on a Haoyuan DX-2700BH diffractometer

(CuKα radiation, λ = 1.54184 Å) in the range of 5 – 60◦ 2θ with a step of 0.02◦ and a shutter speed of 1 sec/step.

The diffractograms were indexed using the ICDD PDF2 database. The concentration of the Ce0.75Bi0.15Tb0.1F3 NPs

sols was determined gravimetrically. The corundum crucibles pre-annealed at 900 ◦C for 2 hours were weighted on

analytical scales to establish their initial weight. Then 3 mL of sol was placed in each crucible and heated in a muffle

furnace at 900 ◦C for 2 hours with slow heating (∼ 3
◦/min). After cooling to room temperature, the crucibles were

weighted. The weight of the dry residue of the annealing product was determined and the concentration of the initial

sols was calculated. The study of the elemental composition of the obtained materials was carried out using energy

dispersive X-ray spectroscopy (EDX) using a Tescan Amber GMH microscope equipped with an Ultim MAX detector

with 100 mm2 active area (Oxford Instruments) at an accelerating voltage of 20 kV. EDX data were processed using the

AZtec software (5.0). An UV5 Nano spectrophotometer (Mettler Toledo, Columbus, Ohio, USA) was used to measure

Ce0.75Bi0.15Tb0.1F3 NPs sols absorbance in the UV-visible range. Measurements were carried out in the wavelength

range from 200 to 600 nm in 0.1 nm increments. The sizes and ζ-potentials of nanoparticles were determined by dynamic

and electrophoretic light scattering at 25 ◦C using a BeNano analyzer (BetterSize, Dandong, China).

2.3. Cell culture

The experiments were performed using 5 types of cell cultures: B16F10 (murine melanoma), EMT6/P (murine ade-

nocarcinoma), MNNG/HOS (human osteosarcoma), MCF-7 (human adenocarcinoma), NCTC L929 (murine fibroblasts)

obtained from Theranostics and Nuclear Medicine Laboratory cryostorage (ITEB RAS, Pushchino, Russia). The cells

were cultured in a DMEM/F12 (1:1) culture medium containing 50 µg/mL of penicillin, 50 µg/mL of streptomycin,

10 % of fetal bovine serum (FBS) and 1 % of L-glutamine at a temperature of 37 ◦C in a 95 % humidity atmosphere

containing 95 % air and 5 % CO2. The cells were seeded on 96-well plates at a density of 25000 cells/cm2. 6 hours

after cell attachment the culture medium was then replaced with a fresh culture medium containing different concen-

trations of Ce0.75Bi0.15Tb0.1F3 NPs (0.1 – 1 mM). Cells from the control groups were cultured without the addition of

Ce0.75Bi0.15Tb0.1F3 NPs.

2.4. MTT assay

Cell viability was assessed using MTT assay which is based on the reduction of a yellow tetrazolium salt (3-[4,5-

dimethylthiazole-2-yl]-2,5-diphenyl tetrazolium bromide, MTT) to insoluble formazan crystals having purple color. After

48 hours of cultivation, 0.5 mg/mL MTT reagent solution, dissolved in culture medium without FBS, was added to the

wells. The optical density of the formed formazan was measured at λ = 570 nm using an INNO-S plate reader (LTEK,

Korea).
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2.5. Live/Dead assay

The cytotoxic effect of Ce0.75Bi0.15Tb0.1F3 NPs was assessed using a Live/Dead assay. This method is based on

measuring the percentage of dead cells to their total number after their incubation with Ce0.75Bi0.15Tb0.1F3 NPs. Cells

were labeled via staining with a combination of the fluorescent dyes Hoechst 33342 (binds to DNA of all cells, λex =

350 nm, λem = 460 nm) and propidium iodide (binds to DNA of dead cells, λex = 535 nm, λem = 615 nm). After 24,

48, and 72 hours of incubation with nanoparticles, the culture medium was replaced with a mixture of Hoechst 33342 and

propidium iodide in Hanks’ buffer solution (PanEko, Moscow, Russia). After 15 min of incubation with dyes, the cells

were washed three times with Hanks’ buffer solution. Then, cells were photographed using a ZOE fluorescent imager

(Bio-Rad, USA). ImageJ software was used to count the number of cells. Three different cell areas on the field were

analyzed on three different microphotographs. Quantitative analysis results were presented as mean ± SD.

2.6. Measuring of mitochondrial membrane potential

The mitochondrial membrane potential (MMP) was measured by staining cells with TMRE (tetramethylrhodamine,

ethyl ester, ThermoFisher, Carlsbad, CA, USA) fluorescent dye followed by fluorescence microscopy analysis. After

24, 48, and 72 hours of incubation with nanoparticles, the culture medium was replaced with TMRE solution in Hanks’

buffer (PanEko, Moscow, Russia). After 15 min of incubation with dye, the cells were washed three times with Hanks’

buffer solution. Then, the cells were photographed using a ZOE fluorescent imager (Bio-Rad, USA). TMRE fluorescence

intensity, which directly correlates with the MMP of cells, was measured using the ImageJ software. Three different areas

on the field were analyzed on three different microphotographs. Quantitative analysis results were presented as mean

± SD.

2.7. Statistical analysis

Three independent experiments with three independent repetitions for each Ce0.75Bi0.15Tb0.1F3 NPs concentration

were performed. Experimental results were compared with untreated control. Statistical analysis was performed using

the methods of variation statistics (ANOVA, Student’s t-test). The mean values and the standard deviations (SD) were

determined. The obtained data were processed using the GraphPad Prism 8.0 software.

3. Results and discussion

The scheme of Ce0.75Bi0.15Tb0.1F3 NPs synthesis is shown in Fig. 1a. EDX analysis confirms the elemental compo-

sition of the nanoparticles, where the peaks of cerium, bismuth and terbium are easily discernible (Fig. 1b). Quantitative

EDX analysis revealed the following cation ratios: Ce : Bi : Tb = 79 : 14 : 7. Fig. 1c shows a fluorescence spectrum

of the Ce0.75Bi0.15Tb0.1F3 NPs, Fig. 1d shows the UV-visible absorption spectrum of Ce0.75Bi0.15Tb0.1F3 NPs. The

spectrum contains characteristic absorption peaks of Ce3+ ions (245 nm) and citric acid (225 nm), which confirms the

presence of these components in the composition of nanoparticles. The diffraction pattern of Ce0.75Bi0.15Tb0.1F3 NPs

corresponds well to the structure of CeF3 (PDF2 card No. 8-45), however, due to the significant broadening of diffraction

maxima, it is not possible to clarify the unit cell parameters (Fig. 1e). The significant broadening of diffraction maxima

of Ce0.75Bi0.15Tb0.1F3 NPs confirms the small size of the nanoparticles. The distribution of the hydrodynamic diameters

of Ce0.75Bi0.15Tb0.1F3 NPs in water indicates the polydispersity of these nanoparticles (PDI = 0.238) (Fig. 1f). Analysis

of the ζ-potential of Ce0.75Bi0.15Tb0.1F3 NPs indicates the colloidal stability of the aqueous sol of these nanoparticles

(ζ-potential −36 mV) (Fig. 1g).

Routine MTT assay was used to study Ce0.75Bi0.15Tb0.1F3 NPs cytotoxicity. The NAD(P)H-dependent cytosolic

oxidoreductases activity measured during MTT assay is associated with the metabolic activity of cells, which, in turn, is

one of the main indicators of cell viability [29]. According to the results of the study of the metabolic activity of B16F10,

EMT6/P, MNNG/HOS, MCF-7, NCTC L929 cell cultures, the pronounced dose-dependent effect was revealed after

24 hours of coincubation of the cells with Ce0.75Bi0.15Tb0.1F3 NPs (Fig. 2). It was shown that the viability of B16/F10,

EMT6/P, MNNG/HOS and MCF-7 cells decreased by 25 %, while NCTC L929 cells viability decreased by 50 % after

24 hours of incubation with Ce0.75Bi0.15Tb0.1F3 NPs at a 1 mM concentration. Moreover, the viability of B16/F10,

EMT6/P and NCTC L929 cells decreased by 75 % after 72 hours of incubation with 1 mM Ce0.75Bi0.15Tb0.1F3 NPs.

MCF-7 and MNNG/HOS cells were found to be the most resistant cell lines to cytotoxic effect of Ce0.75Bi0.15Tb0.1F3

NPs.

According to the measured live/dead cells ratios (Fig. 3), the pronounced cytotoxic effect of Ce0.75Bi0.15Tb0.1F3 NPs

was revealed on EMT6/P, MCF-7 and NCTC L929 cell lines after 72 hours of incubation with these nanoparticles. This

effect consisted in an increase in the percentage of dead cells. The maximum percentage of dead cells was about 50 %

at a Ce0.75Bi0.15Tb0.1F3 NPs concentration of 1 mM. However, nanoparticles showed significantly lower cytotoxicity to

B16/F10 and MNNG/HOS cells (20 % cell death). Thus, it can be concluded that the cell viability decrease caused by

Ce0.75Bi0.15Tb0.1F3 NPs does not necessarily lead to the development of apoptosis and cell death, as it has been shown

for mouse melanoma cells. The revealed differences in the behavior of the cells may also be due to the different efficiency

of endocytosis of this type of nanoparticles, which directly correlates with their effect on cell viability.



Synthesis of redox-active Ce0.75Bi0.15Tb0.1F3 nanoparticles and their biocompatibility study in vitro 263

FIG. 1. Synthesis scheme (a), EDX spectrum (b), fluorescence spectrum (c), UV-visible absorbance

spectrum (d), diffraction pattern (e), hydrodynamic diameter distribution (f) and ζ-potential distribution

(g) of the Ce0.75Bi0.15Tb0.1F3 NPs
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FIG. 2. Viability of cancer (B16F10, EMTP6, MCF-7, MNNG/HOS) and normal (NCTC L929) cells

according to MTT assay. The cells were incubated with Ce0.75Bi0.15Tb0.1F3 NPs (0.1–1 mM) for 24

and 72 hours

FIG. 3. Ratios of live/dead cancer (B16/F10, EMT6/P, MCF-7, MNNG/HOS) and normal (NCTC

L929) cells after 72 hours of incubation with Ce0.75Bi0.15Tb0.1F3 NPs (0.1 – 1 mM)
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Using fluorescent tetramethylrhodamine (TMRE) dye, which is accumulated in mitochondria in a voltage-dependent

manner, we analyzed the mitochondrial membrane potential (MMP) of cell cultures after 72 hours of incubation with

Ce0.75Bi0.15Tb0.1F3 NPs (Fig. 4). The significant decrease of MMP in the presence of nanoparticles was shown for hu-

man osteosarcoma MMNG/HOS and human adenocarcinoma MCF-7 cells. In addition, the pronounced cytotoxic effect

of Ce0.75Bi0.15Tb0.1F3 NPs in the form of a dose-dependent MMP decrease was revealed for normal murine fibroblasts.

Oppositely, MMP of murine melanoma B16/F10 cells did not change significantly after incubation with nanoparticles in

the entire studied concentrations range (0.1 – 1 mM). The redox activity of cerium-containing nanoparticles can lead to

mitochondrial dysfunction in tumor cells. In particular, Aplak et al. demonstrated, using human melanoma A375 cells,

that cerium dioxide nanoparticles initiate an increase of mitochondrial ROS levels accompanied by an increase in mito-

chondrial thiol oxidation [30]. Also, the authors revealed changes in mitochondrial bioenergetics and crista morphology

that led to the death of tumor cells.

FIG. 4. Quantitative assessment of the mitochondrial membrane potential (MMP) of cancer (B16F10,

EMTP6, MCF-7, MNNG/HOS) and normal (NCTC L929) cells after 72 hours of incubation with

Ce0.75Bi0.15Tb0.1F3 NPs at a concentration of 0.1 – 1 mM. Cells were stained with TMRE. Mean

+/− standard deviation (SD) is plotted for five replicates, ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.005

Analysis of the Ce0.75Bi0.15Tb0.1F3 NPs redox-activity under X-ray irraditation in aqueous solution was performed

using the method of enhanced chemiluminescence in the iodophenol-horseradish peroxidase system (Fig. 5a). High

sensitivity of this method makes it possible to determine changes in hydrogen peroxide concentrations up to 1 nM. X-ray

irradiation (1 Gy) of the control group (solution without NPs) led to the formation of about 80 nM of hydrogen peroxide

(Fig. 5b). Ce0.75Bi0.15Tb0.1F3 NPs colloidal solution (0.5 mM) demonstrated prooxidant activity which was expressed in

a twofold increase in the level of hydrogen peroxide after irradiation at a dose of 1 Gy. This effect was observed regardless

of the pH value of the colloidal solution.

Earlier, we have shown that cerium fluoride nanoparticles, including those doped with REE (for example, gadolin-

ium), exhibit prooxidant activity under acidic pH conditions [31]. Thus, irradiation of tumor cells, containing

Ce0.75Bi0.15Tb0.1F3 NPs, would lead to enhanced intracellular ROS generation, resulting in an accelerated radiation-

induced cell death.

4. Conclusions

Citrate-stabilized Ce0.75Bi0.15Tb0.1F3 nanoparticles were synthesized by a facile precipitation technique. Analysis

of the Ce0.75Bi0.15Tb0.1F3 NPs confirmed the composition and structure of these nanoparticles, as well as their good

luminescent properties due to the presence of terbium ions in the crystal lattice of nanoparticles. Ce0.75Bi0.15Tb0.1F3

NPs at a concentration of 0.5 – 1 mM exhibit different cytotoxicity to normal and tumor cell lines, suppressing their
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FIG. 5. Redox activity of Ce0.75Bi0.15Tb0.1F3 NPs under X-ray irradiation (1 Gy). Schematic repre-

sentation of the experiment (a). Concentration of hydrogen peroxide after X-ray irradiation (total dose

1 Gy) of the Ce0.75Bi0.15Tb0.1F3 NPs colloid solution at pH 6.8 and pH 7.2 (b). The level of hydrogen

peroxide was determined by the chemiluminescent method, using iodophenol-horseradish peroxidase

system

viability and MMP and contributing to their death. Radiation-induced redox activity of Ce0.75Bi0.15Tb0.1F3 NPs was

revealed upon X-ray irradiation that confirms the possibility of their application as a radiosensitizer in various tumor

models in vitro and in vivo.
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ABSTRACT Composite films based on aromatic polyamide imide with carboxyl-containing fragments in re-

peating units (PAI-Ac) containing hydrosilicate nanotubes (Mg,Fe)3Si2O5(OH)4 are structurally sensitive to the

molecular weight of the polymer used. According to Mössbauer spectroscopy data, nanotubes introduced

into a polymer matrix generally retain their original structure. When using a polymer with a relatively low

molecular weight, composite films are formed that are not stable during the pervaporation of cyclohexane and

ethanol. In the case of a high-molecular polymer, the resulting MMM-type membranes are stable during per-

vaporation. They are more permeable to polar liquids compared to the base polymer and MMMs containing

Mg3Si2O5(OH)4 nanotubes. Analysis of the found differences in the properties of the studied nanocomposites

with iron-containing nanotubes in the PAI-Ac matrix from similar nanocomposites with magnesium-containing

nanotubes leads to the conclusion about the need to study MMMs with iron-containing nanoparticles of a

different structure.

KEYWORDS poly(amide-imide), pervaporation, liquid separation, synthesis, hydrosilicate nanotubes, Möss-

bauer spectroscopy, morphology, composite materials, mixed matrix membranes (MMM), electron microscopy,

atomic force microscopy
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1. Introduction

The development of inorganic/polymer nanocomposite materials assumes a new importance not only for the experts

in the area of polymer mechanics and thermal physics, but for the researchers engaged in membrane technologies whose

aim is to design useful materials with valuable mechanical and thermal properties as well as good transport parameters.

The works in this field have always been dependent on the availability of nanoparticles and the possibility of synthesis of

novel nanosized objects with unique properties. In a number of research papers, it was demonstrated that hybrid systems

frequently possessed new characteristics differing from those of the initial compounds [1–3]. These differences are most

pronounced upon the formation of filled polymers. The effect is related to the processes of distribution of nanosized

inorganic particles in a polymer matrix and is primarily determined by the following factors: (i) the amount and type of

reactive groups; (ii) the ability of the initial components to interact with each other; (iii) the presence of “potential lig-

ands” for the selected filler in the polymer structure; (iv) the structure of a filler; (v) the size of filler particles. The rational

variation of physico-chemical properties of a polymer by addition of fillers leads to the creation of structural materials

with improved characteristics [4–6]. This approach is also used in the development of industrial polymer membranes

that should be stable under rigid conditions of the separation process [7]. Composites containing nano-sized inorganic

fillers are of particular interest. For example, in a series of publications [8–10], the authors considered the influence of

zeolite 4A or carbon molecular sieves introduced into the polyimide matrix on its properties. It has been demonstrated

that if the components of a polymer-based composite were well compatible, the ordered nanoporous structure of the in-

organic component was responsible for the gas separation efficiency [11, 12]. There are well-known works devoted to

the introduction of inorganic (mostly crystalline) additives into a polymeric membrane matrix with the objective of im-

proving its barrier properties with respect to both gases and liquids. This idea was used in the development of composite
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membrane materials with decreased gases and liquids permeabilities [13, 14]. Using carbon nanotubes as an example,

the high efficiency of using nanoparticles with a tubular structure in membrane materials has been demonstrated [15–17].

First of all, the interest in carbon nanotubes is caused by their high specific surface area, which leads to the formation

of large amounts of nanometer-sized voids and cavities. It has been shown that diffusion and sorption characteristics of

carbon nanotubes were superior to those of the known materials [18–20].

The development of easy synthetic methods for non-carbon (most often oxide and oxyhydroxide) tubular structures

of various morphologies and surface activities [21] offers possibilities of preparing catalytic and pervaporation composite

membranes. It has been shown that morphology of nanotubes, their shape, length and the ratio between internal and

external diameters could determine morphological features of a composite [22].

In world practice, the applicability of natural nanomaterials with chrysotile structure in preparation of nanocomposites

has been demonstrated [22]. Chrysotile is a lamellar silicate mineral of the serpentine group; its idealized structural

formula is Mg3Si2O5(OH)4. According to the modern views, the structural elements of chrysotile are crystalline fibrils

in the shape of nanotubes with the average internal diameters of 5 – 7 mm and the average external diameters of 30 –

40 nm. The nanotube (NT) walls are formed by twisting of the double layers due to small mismatch of their diameters

(Fig. 1); one of those layers is composed of silicon-oxygen tetrahedrons, and another consists of brucite octahedrons. The

thickness of this elementary layer is about 0.75 nm, and the number of layers forming the NT walls usually varies from

20 to 25 [20].

FIG. 1. Structure of chrysotile nanotubes [20]

The transport of liquids and gases through polymer composites containing lamellar nanoparticles with chrysotile

structure MMT-15A has been described; the pervaporation nanocomposite membranes containing these chrysotile par-

ticles have been prepared [22]. However, the presence of impurities in the natural materials frequently limits the use

of natural chrysotile [23]. The use of synthetic nanoparticles with the chrysotile structure made it possible not only to

avoid the negative influence of impurities but also to observe a number of specific effects related to the unique structural,

morphological, and physical properties of the developed materials.

In this connection, of great interest were the design of new composite materials based on aromatic poly(amide-

imide)s filled with inorganic nanotubes of magnesium hydrosilicate Mg3Si2O5(OH)4 (chrysotile) and investigation of the

obtained composites (their morphological features, mechanical and transport properties) [22]. The choice of filler material

was also caused by the structure of chrysotile nanoparticles, whose surfaces contain polar OH-groups. The methods for

controlled hydrothermal synthesis of hydrosilicate NTs were developed and optimized, making it possible to regulate the

structure, morphology and size of NTs by varying the synthesis modes and composition of the reaction media [24]. It

should be considered that cations of d-elements (Ni, Co, Fe) that partially substitute magnesium in the octahedral layer

of the chrysotile structure may change diameter and length of synthetic NTs and affect thermal stability, electric and

magnetic characteristics of synthetic substituted hydrosilicates.

The introduction of magnesium-hydrosilicate NTs into polyimide films has been studied earlier; it has been revealed

that the presence of this filler resulted in the considerable improvement of mechanical characteristics of the polymer [2,20].

In our earlier works, it has been shown that introduction of hydrosilicate NTs with the chrysotile structure into chemi-

cally stable poly(amide-imide) (PAI) led to a new material, the microcomposite whose transport characteristics, thermal

stability, and glass transition temperature were significantly higher than those of the initial polymer [25]. This composite

consisted of a polymer matrix (poly(diphenyloxide-amide-N-phenylphthalimide)) with NT agglomerates dispersed inside;

the size of one such agglomerate approximately corresponded to 10 external diameters of a NT. When a more hydrophilic
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polymer (PAI-Ac containing carboxylic groups in diamine fragments of repeating monomer units) was used as a matrix,

morphological studies demonstrated more homogeneous distribution of the filler in the matrix; the average amount of NTs

in one agglomerate decreased down to 2 – 3 [26].

The studies of transport properties of non-porous films of PAI-based nanocomposites filled with Mg3Si2O5(OH)4 or

Ni3Si2O5(OH)4 NTs revealed their increased permeability with respect to polar liquids (water, methanol, ethanol). At the

same time, a significant decrease in permeability with respect to weakly polar liquids (toluene, cyclohexane) was observed;

in the limiting case, the nanocomposite film even demonstrated barrier properties (very low permeability) [20, 27].

The possibility of modification of transport properties of filled polymer films by variation of their structural and

morphological characteristics is widely discussed in scientific literature; these works are reviewed in [20]. Several possible

mechanisms of transport of gases and liquids through diffusion membranes of this type were proposed. However, the

majority of existing literature data are particular cases and sometimes contradictory observations; they cannot be used

to reliably predict transport properties of the developed membranes. One of the problems is the difficulty of analysis of

multifactor and multicomponent systems containing low (or very low) amounts of nanosized fillers. The information about

the influence of nanoparticles on the properties of nanocomposite membranes is fragmentary, and the factors determining

the diffusion transport in these objects are not revealed.

To summarize, the general principles of components combination and regularities of transport of gases and liquids

through polymer/NT composites are still poorly understood. It remains unclear what happens to NTs upon immersion

into a polymer matrix. The roles of the internal channels of NTs and the external NT/polymer interface in the formation of

nanocomposites and the appearance of new mechanical, thermophysical and transport properties have not been explained.

To answer these questions, it is necessary to propose an empirical model and to study it using the available physical

methods. In this work, the selected model was the PAI-Ac-based nanocomposite containing iron-hydrosilicate NTs with

the chrysotile structure. This system was chosen because the hydrothermal synthetic method for morphologically similar

NTs containing magnesium, iron, and nickel atoms has been already developed. The nanocomposites on the basis of

aromatic PAIs containing magnesium Mg3Si2O5(OH)4 and nickel Ni3Si2O5(OH)4 hydrosilicates with tubular structure

have been obtained and investigated earlier. However, the main factor is that the structure of iron-containing nanoparticles

can be studied by Mössbauer spectroscopy. To reveal structural features of inorganic nanofillers present in a polymer

matrix in low amounts (less than 2 wt.% with respect to polymer mass), it is necessary to use special analytical methods.

Mössbauer spectroscopy is a highly sensitive tool for the study of crystalline and amorphous materials; it is absolutely

selective to 57Fe isotope and allows one to monitor changes in local environment of iron atoms and to obtain information

about phase composition of iron-containing domains. Therefore, it is expected that the use of this method in the studies of

correctly chosen model composites will enable one to reveal possible changes in the structure of NTs after their immersion

into a polymer matrix.

The aim of the present study is the development of new nanocomposite materials based on aromatic PAI (which was

synthesized from diacid chloride of 2-(4-carboxyphenyl)-1,3-dioxoisoindoline-5-carboxylic acid and 3,5-diaminobenzoic

acid) filled with iron-containing hydrosilicate NTs.

2. Experimental

2.1. Materials

MgO (“analytical grade”), Fe2O3 (“analytical grade”), Fe (“special purity grade”), SiO2 · nH2O (silica gel GOST

3056-76), N-methyl-2-pyrrolidone (N-MP) and propylene oxide (Sigma Aldrich, 99 %, CAS 106-89-8) were used without

additional purification.

2-(4-carboxyphenyl)-1,3-dioxoisoindoline-5-carboxylic acid was prepared by condensation of trimellitic anhydride

(C9H4O5) and p-aminobenzoic acid; then the dicarboxylic acid obtained was converted to its diacid chloride by reaction

with thionyl chloride as described in [28].

2.2. Polymer synthesis

Synthesis of PAI-Ac (Fig. 2) was performed according to the following protocol [28]. 3.5-Diaminobenzoic acid

was dissolved in N-MP containing no more than 0.035 wt.% of moisture at room temperature. Diacid chloride of 2-(4-

carboxyphenyl)-1.3-dioxoisoindoline-5-carboxylic acid was added to cooled solution at stirring, then the reaction mixture

was left to stand at room temperature for 1.5 h. After cooling the polymer solution and adding propylene oxide, the

resulting mixture was stirred at room temperature for 60 min.

PAI-Ac was isolated by precipitation from 10 wt.% polymer solution in N-MP into water. The resulting polymer

fibers were filtered, washed with ethanol and dried in oven at 70 ◦C.

The reduced viscosity of 0.5 wt.% solution of the synthesized PAI-Ac was determined in N-MP at 20 ◦C and the

values of the reduced viscosity ηred of two different samples were 1.4 and 1.9 dl/g, which corresponds to molecular

masses of 57 and 98 kDa, respectively.
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FIG. 2. Chemical structure of PAI-Ac

2.3. Synthesis of nanotubes

Hydrothermal synthesis of (Mg,Fe+2 , Fe+3 )3Si2O5(OH)4 hydrosilicate was carried out according to the procedure

described in [29].

The specially synthesized (Mg,Fe)SiO3 solid solution containing 25 wt.% FeO was used as an iron-containing starting

component. (Mg,Fe)SiO3 was obtained from MgO, Fe2O3, Fe, and SiO2 · nH2O (silica gel) by solid-phase synthesis

performed for 2 – 3 hours in argon atmosphere at a temperature of 1200 ◦C. Additional component ((Mg,Fe)O) was

introduced into the reaction mixture to create the required chrysotile stoichiometry (MgO + FeO) : SiO2 = 3 : 2. The

mixture of (Mg,Fe)SiO3 and (Mg,Fe)O was subjected to hydrothermal treatment in 1/5 – 2 wt.% NaOH solution (400 ◦C,

70 MPa, 24 h).

2.4. Preparation of samples for studies

2.4.1. Model samples

Preparation of 15 wt.% solution of PAI-Ac polymer in N-MP: N-MP was added to dry polymer and left to stay for

12 hours until the polymer was completely dissolved.

Preparation of nanoparticle suspension: NTs (30 wt.% with respect to the weight of dry polymer) were suspended in

N-MP. The suspension was subjected to ultrasound treatment for 1 hour at stirring.

The prepared solution of the PAI-Ac polymer was added to this NT suspension. The concentration of the resulting

dispersion (12 wt.% with respect to the weight of dry polymer) was adjusted to 10 wt.% by adding N-MP; after stirring

for 20 hours, the dispersion was filtered through a Schott filter.

Model films were prepared by applying a layer of dispersion on a glass plate and removing the solvent during se-

quential heat treatment at 50 ◦C for 15 h followed by heating to 150 ◦C.

2.4.2. Membrane samples

Preparation of 10 wt.% solution of the PAI-Ac polymer in N-MP (5.05 g): 4.55 g of N-MP was added to 0.50 g of

dry polymer and left to stay for 12 hours until the polymer was completely dissolved.

Preparation of nanoparticle suspension: nanoparticles (0.0051 g, 1 wt.% with respect to the weight of dry polymer)

were suspended in 1.25 g of N-MP. The suspension was subjected to ultrasound treatment for 1 hour at stirring.

The prepared 10 wt.% solution of the PAI-Ac polymer was added to the resulting suspension. The resulting dispersion

(NT concentration 8 wt.% with respect to the weight of dry polymer) was stirred for 20 hours, then filtered through a

Schott filter. Films were cast onto the surface of glass plates and subjected to heat treatment at 50 ◦C for 15 h followed

by stepwise heating to 150 ◦C.

2.5. Methods

2.5.1. IR spectroscopy

FTIR spectra were recorded on a Vertex 70 IR-Fourier spectrometer (“Bruker”) with a resolution of 4 cm−1, the

number of scans was 60. The spectrometer was equipped with a single attenuated total internal reflection (SATR) mi-

croattachment (“Pike”) with a ZnSe working element. When recording the ATR spectra, a correction was introduced to

take into account the penetration depth depending on the wavelength.

2.5.2. 1H NMR spectroscopy

1H NMR spectra were obtained using a Bruker AC-400 spectrometer in deuterated dimethylsulfoxide (DMSO-d6).

The spectra contain signals at 10.86 ppm and 10.63 ppm that are assigned to NH protons of the amide groups of

PAI-Ac.
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2.5.3. XRay diffraction analysis

The phase composition of hydrosilicate samples was determined using X-ray diffractometry data (DRON-3M, Cu

Kα, Ni filter, λ = 1.54 Å). Identification of peaks in diffraction patterns was carried out using the PDWin 4.0 software

package with a powder diffraction data base based on the ICDD PDF-2 card index.

2.5.4. Electron microscopy

TEM: Transmission electron microscopy studies of NTs were carried out using a JEM 2100-F transmission electron

microscope with an accelerating voltage Uac up to 200 kV.

SEM: Film samples were studied with a Supra 55VP scanning electron microscope (ZEISS, Germany) with a sec-

ondary electron (SE2) detector. To impart electroconductive properties to the surfaces of tested films and to increase the

contrast of obtained images, they were coated with a thin gold layer (15 – 20 nm) by cathode sputtering on a Quorum 150

apparatus (Quorum Technologies Ltd, Laughton, UK).

2.5.5. Mössbauer spectroscopy

Mössbauer spectra of the synthesized samples were recorded on an MS-1-003 electrodynamic spectrometer in the

constant acceleration mode with a 57Co (Rh) source at an absorber temperature of 300 K. Isomeric shifts and calibration

of the velocity scale were carried out relative to the generally accepted α-Fe standard. Mössbauer spectra were processed

in the MOSSFIT program assuming a Lorentzian line shape. The samples were prepared by pressing a certain amount of

the tested substance together with a neutral filler (powdered sugar) into tablets about 0.7 mm thick.

2.5.6. Pervaporation experiments

Pervaporation performance of the obtained membranes was tested for different penetrants (sequence → cyclohex-

ane → methanol → ethanol → water or reverse sequence water → ethanol → methanol → cyclohexane) using the

autonomous noncontinuous flow laboratory cell, as described in [30] with an operating membrane area of 1.38·10−3 m2.

The process was carried out at constant temperature of 40 ◦C, at continuous stirring. Permeate vapors were condensed in

a receiver using liquid nitrogen. Then the permeate was weighed, and the flux value J (kg·m−2h−1) was calculated using

the following equation:

J = mS−1t−1, (1)

where m is the mass of penetrants permeated through membrane area S in a period t; P (µm·kg·m−2h−1) is the flux

(permeation rate) of penetrants normalized to 1 µm membrane thickness.

3. Results and discussion

As discussed in Introduction, immersion of magnesium or nickel-containing nanoparticles of tubular morphology

with a chrysotile structure into a polymer matrix can lead to changes in thermophysical and transport properties of a

polymer. First of all, this applies to samples belonging to the Mixed Matrix Membranes (MMM) type used in perva-

poration. This effect was observed for nanocomposites containing an optimal amount of nanosized inorganic filler; the

amount depends on chemical structure of the matrix polymer. This dependence is related to the process of distribution

of nanoparticles in the polymer film. In particular, the distribution process is controlled by possible interactions between

functional groups present on the surface of nanoparticles and functional groups of the matrix polymer.

When tubular nanoparticles of the general formula Mg3Si2O5(OH)4 synthesized under identical conditions are used

as a filler, it is possible to influence the nature of the interaction between inorganic (NT) and organic (polymer) phases.

Specifically, we need to select polymers with (or without) functional groups capable of interacting with hydroxyl groups

on the outer surface of the NTs. The most significant change in properties (compared to the original polymer) was

observed in the case of nanocomposites based on aromatic PAI that was synthesized from 1,3-diaminobenzoic acid. This

polymer includes carboxyl-containing fragments in the diamine component of the repeating unit. In polymer-inorganic

composites based on this polymer, agglomerates of 1 – 2 NTs are distributed fairly evenly throughout the entire thickness

of the film composites. The permeability of composite membranes differs significantly from the permeability of unfilled

polymer (Table 1). As shown in Table 1, the PAI-Ac–Mg-NT nanocomposite film is more permeable to both non-polar

penetrants (cyclohexane) and polar penetrants (water), but the water permeability increases significantly.

At first glance, the reason for the increase in the permeability of the nanocomposite to water seems obvious, since

during its preparation, nanoparticles with hydrophilic groups on the surface are introduced into the polymer matrix.

However, a test involving introduction of Ni3Si2O5(OH)4 NTs of a similar structure into PAI under the same conditions

showed a slight decrease in water permeability. Consequently, the question of how NTs participate in the preferential

mass transfer of water through polymer-inorganic films remains open.

In addition to studying structural and morphological characteristics of the composites, it would be wise to investigate

whether the changes occur in the structure of the inorganic dopants themselves after immersion in a polymer matrix.

However, this complex problem may be solved only after special additional experiments, possibly involving the prepa-

ration of model composites. For this reason, we selected iron-containing NTs of the general formula Me3Si2O5(OH)4
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TABLE 1. Pervaporation properties of PAI-Ac-NT in comparison with the base polymer

N
Type of

sample

CNT ,

wt.%

l,

µm

T ,
◦C

penetrant
J ,

kg·m−2h−1

P ,

kg·µm·m−2h−1

P (PAI-Ac-NT)/

P (PAI-Ac)

1 PAI-Ac — 20 40 water 6.6 · 10−2
1.3 —

20 cyclohexane 5.0 · 10−4
1.0 · 10−2 —

40 9.0 · 10−4
1.8 · 10−2

2 PAI-Ac – Mg-NT 2 22 40 water 2.8 · 10−1
6.2 4.8

18 cyclohexane 6.0 · 10−4
1.3 · 10−2

∼ 1.3

3 PAI-Ac – Fe-NT 1 15 40 water 6.1 · 10−1
9.1 7.0

40 cyclohexane 2.3 · 10−3
3.4 · 10−2

1.9

with a chrysotile structure as a filler for preparation of model and membrane composites. This choice was dictated by the

possibility of using Mössbauer spectroscopy to study the structure of nanoparticles.

3.1. Inorganic nanoparticles

To form polymer-inorganic composite films, iron-containing hydrosilicate nanoparticles from Mg, Fe-enstatite were

synthesized.

According to the XRD data (Fig. 3), the sample is a hydrosilicate with a chrysotile structure.

FIG. 3. X-ray diffraction pattern of synthetic (Mg,Fe)3Si2O5(OH)4

Chemical composition of the sample (in mass %): MgO – 31.25, FeO – 9.85, Fe2O3 – 5.83, SiO2 – 40.21 and H2O –

12.93.

According to the electron microscopy data (Fig. 4), the sample contains cylindrical tubes with a certain amount of

“sleeves” type particles with the following geometric dimensions: length 1 – 5 µm, outer diameter 30 – 50 nm, inner

diameter 5 – 6 nm.

To investigate crystallinity and chemical structure of the synthesized hydrosilicate NTs, Mössbauer spectroscopy was

used. It is known that the Mössbauer spectroscopy, which is a highly sensitive tool for studying crystalline and amorphous

materials, has absolute selectivity for the Mössbauer isotope 57Fe. It allows one to obtain valuable information about the

coordination position, oxidation state of Fe ions, relative concentration of iron atoms in various states, magnetic structure,

etc. [31, 32].

The original synthetic sample of iron-containing chrysotile hydrosilicate NTs from Mg, Fe (enstatite) was studied

by the Mössbauer spectroscopy. It should be noted that the results of the Mössbauer research on natural chrysotile

were reported in numerous publications [33–35]. From a brief review of publications on the Mössbauer spectroscopy of
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(a) (b)

FIG. 4. (a) TEM images, (b) SEM images of synthesized NT (Mg,Fe)3Si2O5(OH)4

natural chrysotile and the known data on the crystal structure, the following conclusions can be drawn. The Mössbauer

spectrum of chrysotile (without Mg impurities) is a superposition of three quadrupole doublets with broadened lines that

can be correlated with Fe2+ ions replacing Mg positions and Fe3+ ions in octahedral and tetrahedral positions of the

structure. The Mössbauer study of a synthesized layered hydrosilicate of variable composition with a chrysotile structure

was carried out in [36]. It was found that the parameters of the Mössbauer spectrum can only be attributed to the state

of Fe3+ ions in the octahedral position of the brucite-like layer [37]. In [37], a series of iron-containing chrysotile-

asbestos hydrosilicate NTs synthesized from Mg, Fe-enstatite with different amounts of additionally introduced FeO was

studied by the Mössbauer spectroscopy in more detail. The degree of oxidation and localization of iron ions by structural

positions, the degree of magnetic ordering were revealed. It was shown that Fe in all samples is located predominantly in

the paramagnetic phase of the chrysotile structure, and also partially in the magnetic phase of magnetite, whose content

decreases with decreasing content of iron introduced into enstatite. One of the samples studied in the above publication

(containing 9.8 % FeO and 5.8 % Fe2O3) was taken as the initial filler for introduction into the composite polymer

composition in this work.

3.2. Preparation and study of nanocomposites

Nanocomposite films containing 1 wt.% of the synthesized Fe-NT were based on the PAI sample that was previously

obtained by low-temperature polycondensation. Chemical structure of the polymer is shown in Fig. 2. As described in

the Experimental Section, composite films were prepared from dispersions of NTs in PAI solution. These dispersions

were applied onto glass plates using a doctor blade. After N-MP was withdrawn in the process of free evaporation, the

formed film was mechanically removed from the glass surface. The basic polymer and nanoparticles were selected so

as to provide good adhesion between two components of the composite films. Strong interaction occurs between surface

hydroxyl groups of the NTs and carboxyl groups of the PAI diamine fragments.

3.2.1. Pervaporation (PV) Properties of MMM

Pervaporation properties of the obtained nanocomposite samples were studied. Although the procedure of sample

preparation was generally identical, samples with the same content of nanoparticles exhibited different behavior. Samples

of the first type showed high permeability for all studied penetrants and low stability upon exposure to the solvents used

in pervaporation experiments. Consider, for example, a sample of the first type with a thickness of 19.3 microns without

visible defects and inhomogeneities obtained according to the method described in the Experimental Section. Testing

in a pervaporation cell with a dry membrane showed that this sample was defect-free. During pervaporation at 40 ◦C,

the cyclohexane flux through this composite sample was 0.74 kg·m−2h−1 (flux normalized to the membrane thickness,

14.31 kg·µm·m−2h−1), compared to properties of the basic polymer (1.8 · 10−2 kg·µm·m−2h−1). Thus, introduction of

Fe-NT into the PAI-Ac matrix led to the formation of highly permeable samples (of the first type). However, when this

nanocomposite membrane was tested in contact with a penetrant after drying, we observed the formation of clearly visible

surface cracks and even more serious damage, such as the formation of point defects in the polymer film (due to lack of

vacuum when testing a dry membrane in the pervaporation cell).

Samples of the second type showed stability during pervaporation; their transport properties are illustrated in Fig. 5

and Table 1.

MMMs with Fe-NTs (the second type) are characterized by ideal selectivity coefficients α (water/cyclohexane) = 268,

α (methanol/cyclohexane) = 191, α (methanol/ethanol) = 5.42 in the first pervaporation rote from cyclohexane to water.
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FIG. 5. Pervaporation properties of the MMM membrane containing (Mg,Fe)3Si2O5(OH)4 nanotubes.

Flux normalized to membrane thickness [kg·µm·m−2h−1] for penetrants of different polarities when

passed through the sample at 40 ◦C in the following sequences: (I) – cyclohexane (CycH), ethanol

(EtOH), methanol (MeOH), water (HOH); (II) – water, methanol, ethanol, cyclohexane

After that, the membrane permeability with respect to polar liquids decreases (in the pervaporation rote from cyclohexane

to water), but the cyclohexane permeability of the membrane after this pervaporation cycle remains virtually unchanged.

The permeability of the composite material of the second type exceeds the permeability of the base polymer; this dif-

ference is more pronounced than that in the case of magnesium-containing NTs (Table 1). It was assumed that the amounts

of surface hydroxyl groups in Mg3Si2O5(OH)4 and (Mg,Fe)3Si2O5(OH)4 tubes are approximately equal. Therefore, we

have to discard the idea that an increase in hydrophilicity of the material after its modification determines its permeability.

This pervaporation behavior of composites cannot be explained by irreversible swelling of the membrane in polar

liquids either, as evidenced by the data in Fig. 5. The cyclohexane flux normalized to the thickness of the membrane at

the beginning of pervaporation is almost equal to that after a full cycle of passing penetrants of different polarities. This

also indicates the integrity of the composite film.

It remains unclear why the introduction of Fe-NTs leads to such a significant change in the properties of the polymer.

To answer this question, it is necessary to investigate the structure and morphology of the prepared membranes and model

composites.

3.2.2. Structural features of polymer and nanocomposite films

3.2.2.1. IR spectroscopy

Using FTIR spectroscopy, the pure PAI-Ac films were compared with nanocomposites of the first type (PAI-Ac films

filled with chrysotile).

The FTIR spectrum of pure PAI-Ac contains the bands characteristic of this class of compounds. They are: the

band at 3290 cm−1(N-H stretching vibrations of the amide group); bands at 1780 cm−1 and 1716 cm−1 (symmetric and

antisymmetric vibrations of the C=O group of the imide ring); the band at 1659 cm−1 (vibrations of the C=O acid group

and C=O amide bond); the peak at 1546 cm−1 (bending vibrations of the N-H amide bond); and the band at 1367 cm−1

(stretching vibrations of the C-N group of the amide ring). In addition, the spectrum exhibits the wide band with a

maximum at 3400 cm−1 related to the residual solvent (a mixture of amide solvent and water). The peaks assigned to

vibrations of OH groups appear near 3400 cm−1.

The important thing to observe here is that the intensity of the broad band with a maximum at 3400 cm−1 (vibrations

of OH groups) is higher in the spectra of filled films. That is, the OH content in the filled films is higher than that in

the PAI-Ac film. An increase in the content of OH groups can occur both due to the presence of hydroxyl groups on the

surface of the filler and to more intense sorption of water on the composites (which is probably also related to the filler).

In addition, when the filler is introduced, the band of antisymmetric vibrations of the C=O imide ring at 1716 cm−1

shifts to 1719 cm−1 and expands into the high-frequency region, which indicates weakening of the hydrogen bonds

associated with this band. Further, the intensity of the band at 1367 cm−1, which is attributed to the C-N stretching

vibrations of the imide ring, decreases significantly. A change in the system of hydrogen bonds is also indicated by a

change in the intensities of the Amide I band (1653 cm−1) and Amide II band (1543 cm−1).

On the other hand, spectral changes in the region of 1716 – 1740 cm−1 can be associated with the formation of

ester bonds between the COOH groups of the polyacid and OH groups on the surface of the filler. The formation of the
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FIG. 6. FTIR spectra of PAI-Ac (1), PAI-Ac–Fe-NT films before pervaporation (2), and PAI-Ac–Fe-

NT films after pervaporation (3)

ester bond involving an aromatic acid should lead to the appearance of a new absorption band in the region of 1730 –

1717 cm−1. The appearance of a certain number of ester groups in the system is also accompanied by a change in the

system of hydrogen bonds. It should be noted that the esterification reaction is highly likely to occur when a sample is

heated above 130 ◦C, and studied composite films were formed at 150 ◦C.

However, the formed PAI-Ac based nanocomposite films of the first type (defect-free, judging by the result of a vac-

uum test on a dry membrane in a pervaporation cell) containing 1 wt.% Fe-NTs showed high permeability to cyclohexane

during pervaporation and low stability after direct contact with alcohols (n-ethanol, n-propanol) as penetrants. The films

studied during the pervaporation process were re-examined by IR spectroscopy (see above). It was shown that after perva-

poration, the shift and broadening of the 1716 cm−1 band into the high-frequency region continued. This result indicates

gradual weakening of hydrogen bonds involving the C=O groups of the imide ring.

This effect may be related to swelling of the composite film to the point where it loses integrity.

The observed effect in combination with pervaporation properties (see above) absolutely contradicts the results of our

previous research (the study of PAI-Ac-based nanocomposite film membranes containing magnesium/nickel hydrosilicate

nanoparticles formed under similar conditions). The above works show that the introduction of magnesium or nickel

hydrosilicate NTs reduces the permeability of the material to cyclohexane, but significantly increases the permeability to

alcohols and water. A consistent explanation for this effect can be provided: the introduced NTs contain hydroxyl groups

capable of forming hydrogen bonds. What is the reason of completely different pervaporation behavior exhibited by the

Fe-NT-filled composites based on the same PAI-Ac matrix? This is an important question, especially since the used NTs

have a similar structure (chrysotile (Me)3Si2O5(OH)4).

Of course, the NTs themselves differed morphologically. While magnesium- or nickel-containing NTs were cylin-

drical nanoscrolls, then Fe-NTs were cylindrical tubes containing a certain amount of “sleeves” type particles. This

difference could lead to differences in the morphology of the composite films.

3.2.2.2. Atomic Force Microscopy (AFM)

Numerous NTs and their fragments located in the near-surface region are observed on the free surface of the film

composite (Fig. 7). As seen in Fig. 7, the NTs are uniformly distributed, virtually no aggregates are observed. Taking

into account the thickness of polymer coating, the NT thickness was estimated to be ∼ 200 nm by the linear profile of the

surface area.

The obtained results indicate that the morphology of composites of the first type changes upon contact with cyclo-

hexane, which correlates with the pervaporation data. Although the surface topography practically does not change after

swelling in the cyclohexane vapors, the number of NTs observed on the surface increases (due to their ejection from the

near-surface region). At the same time, the thickness of the NTs decreases slightly (up to 150 nm) due to the absence of a

polymer coating on their surface. It should be noted that the roughness parameters of the matrix surface vary slightly (for

a 20 × 20 micron scanning matrix – Ra = 3.7 nm, Rq = 5.4 nm for the initial composite, Ra = 3.4 nm, Rq = 5.9 nm

for the composite after swelling).
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FIG. 7. AFM images of the height of the free surface of the composite: a, b – original; c, d – after

2 hours in cyclohexane atmosphere

Significant changes in the surface topography are visible in the image showing the surface facing the substrate (Fig. 8).

The initial surface is characterized by the presence of a large number of cavities; besides, fragments of NTs and their

replicas are clearly visible on the surface of the matrix at high magnification. After 2 hours of swelling in cyclohexane

vapors, significant morphological changes are observed. Micron-sized aggregates consisting of NT associates and the

swollen matrix protrude on the surface, which is seen more clearly in the image taken in the lateral force contrast mode

(torsion). At the same time, there are significant changes in the morphology of the fine structure of the sample surface:

the surface becomes more friable, nanoporous, the surface roughness increases.

After storage at room temperature for 20 hours, large aggregates of NTs and swollen areas of the matrix are visible

over the entire surface of the composite, while the morphology of the matrix changes. The surface is smoothed, the pores

are sewn up, the replicas from the fallen NTs are clearly visible.

This tendency of swelling of the film composite with subsequent smoothing of the surface is confirmed by the rough-

ness values. Thus, for the initial film for the 12× 12 micron scanning matrix, the values are Ra = 5.3 nm, Rq = 8.1 nm,

after 2 hours of swelling in cyclohexane vapors – Ra = 30.2 nm, Rq = 38.5 nm, after 20 hours at room temperature

Ra = 12.7 nm, Rq = 19.7 nm.

3.2.2.3. Scanning Electron Microscopy (SEM)

3.2.2.3.1. SEM of MMM. The morphology of cross sections of the nanocomposite film was studied using scanning

electron microscopy (Fig. 9) before and after pervaporation.

It was important to reveal structural and morphological properties of the internal layers of the MMM, since the film

was formed from the dispersion containing a solvent (N-MP), a polymer (PAI-Ac), and nanoparticles (Fe-NT). NTs were

found in the inner layers of the membrane (Fig. 9) and were most clearly seen in the image of the denser film after

pervaporation (Fig. 9d,e). It is interesting that the internal structure of the PAI-Ac polymer characteristic of unfilled

samples and described in detail by us in [38] is most clearly visible in the samples that passed the pervaporation test.
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FIG. 8. AFM images of the height of the surface to substrate of the composite: a, b – original; c, d –

after 2 hours in cyclohexane atmosphere; e, f – after 2 hours in cyclohexane atmosphere, then 20 hours

in air

Apparently, in the case of samples of the first type, the introduction of iron-containing NTs does not cause significant

changes in the structural and morphological characteristics of PAI-Ac. However, the formed films are loose and contain

cavities, which are larger than those typical of unfilled PAI. After pervaporation and drying, the sample shrinks to form

a film of denser morphology. In this case, the NTs come closer together, their concentration in the matrix increases; as a

result, they are clearly visible in the inner layers of the membrane (Fig. 9e).

During the pervaporation process and further drying, the film changed its size at least twice, which led to the appear-

ance of pronounced cracks and internal defects. Therefore, it is understandable why after repeated introduction into the

pervaporation cell, the membrane failed the vacuum test and was no longer suitable for measurements.

3.2.2.3.2. SEM of the model composite. The question remained as to the state of NTs of this type after immersion in

the polymer matrix using the method described in the Experimental Section. To investigate this issue, model composites

with a high content of NTs were prepared in the presence of PAI-Ac. This question arose because membranes and model

composites were formed by casting dispersions in N-MP; according to the literature data, metal-containing hydrosilicate

NTs can change their characteristics in the presence of solvents [39].

As shown in Fig. 10, the polymer covers the entire surface of the sample despite the fact that the inorganic phase

(which consists of a set of nanoparticles) predominates in this sample. The NTs coated with a thin layer of polymer are

clearly visible in the near-surface region of the sample.

Micrographs of the cross section and internal layers of the sample show that the polymer has penetrated into the

sample and formed regions in the interlayer space bordering the inorganic phase. This distribution of the polymer and

inorganic phases is confirmed by the data of energy dispersive analysis (EDAS, Table 2) that correspond to the image of

the surface of the inner layer of the model film at a magnification of 2000 (Fig. 11). It can be seen that in the regions

corresponding to spectra 1, 2, 3, 4, the average concentration of nanoparticles is low (silicon concentration 2.2 – 2.8 wt.%),

and in the “point” regions corresponding to spectra 5, 6, 7, nanoparticles are localized. Spectrum 8 shows the presence of

voids in the interlayer space of the sample.

Thus, in this model composite, the concentration of nanoparticles is so high that it is possible to study them in a

limited time using the Mössbauer method, while the concentration of the polymer and its distribution allow one to trace

its influence on the state of the inorganic phase. Recall that the model composites were obtained by the same method and

under the same conditions as the membranes (casting from dispersions in N-MP).
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(a) (b)

(c) (d)

(e) (f)

FIG. 9. SEM-images of the cross section (a – e) and internal layers (b,d,e) of a 27 µm thick MMM

sample before (a,b) and after (c – e) pervaporation; SEM – image of the cross section of the PAI-Ac

film (f)

It is interesting that the nature of the internal structure of the model films (Fig. 10f) is dictated by the polymer

matrix, and their structural and morphological features are similar to the structure of the PAI-Ac films [38], as well as the

MMM-film presented in Fig. 9.

3.2.2.4. Mössbauer spectroscopy

We attempted to use Mössbauer spectroscopy to analyze structural features of NTs immersed in a polymer matrix.

Figure 12 shows the Mössbauer spectra of chrysotile hydrosilicate NTs (original sample) and nanotubes included in

the composite film (PAI-K + MgFe chrysotile NTs).

The results of the mathematical decomposition into individual subspectra of these samples are presented in Table 3.

The data presented above show that the Fe ions in the samples exist in the magnetic (magnetite) and paramagnetic

(chrysotile) phases. The areas under the Mössbauer absorption lines were used to calculate the distribution of total iron
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(a) (b)

(c) (d)

(e) (f)

FIG. 10. SEM images of the model sample: (a, b, c) surface fragments, (d) cross-section, (e, f) internal layers

between the Fe2+ and Fe3+ states and the ratio of iron amounts in magnetite and chrysotile NTs (∼ 1 in the original sam-

ple, 1.29 in the composite). It is known that magnetite is a mixed-valence system and crystallizes into an inverted spinel

structure at room temperature. This structure contains tetrahedral positions with Fe3+ cations and octahedral positions

with an equal number of randomly distributed Fe3+ and Fe2+ cations. As a result of rapid electron exchange between iron

ions of different valences in the octahedral position, an intermediate electronic state with an average value of the isomer

shift parameter appears. The Mössbauer spectroscopy allows one to qualitatively distinguish the distribution of Fe2+ and

Fe3+ ions between tetrahedral and octahedral positions in magnetite based on the characteristic Heff values (see Table 3).

The paramagnetic part of the spectrum of the initial sample consists of two doublets, which, according to the typical

IS and QS values (Table 3), can be attributed to Fe ions of different valences in the tetrahedral and octahedral (Fe3+tetr

and Fe2+oct) positions of the chrysotile structure. Fe2+ and Mg2+ ions are isomorphic; therefore, Fe2+ replaces Mg in

the brucite (outer) layer of the chrysotile NT. It should be noted that inclusion of Fe3+ in the octahedral position was not

detected in the original sample, in contrast to the spectra of natural chrysotiles of various origins, as well as those of the

synthetic layered hydrosilicate of variable composition with a chrysotile structure [36]. Obviously, under the synthetic
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TABLE 2. Elemental EDAS analysis (normalized; concentrations in mass %) of the surface of the inner

layer of the sample in accordance with Fig. 11

Spectrum C N O Na Mg Si Cl Fe Total

1 60.97 8.39 22.45 0.56 2.82 2.40 0.75 1.65 100.00

2 59.96 5.24 20.56 2.28 2.35 2.73 3.89 2.99 100.00

3 61.06 6.73 23.86 0.32 3.32 2.77 0.22 1.72 100.00

4 62.12 8.40 22.75 0.24 2.72 2.23 0.08 1.47 100.00

5 75.19 0.00 16.54 0.35 3.59 4.33 0.00 0.00 100.00

6 38.52 0.00 39.67 0.52 8.66 6.29 0.00 6.35 100.00

7 55.18 0.00 28.84 0.32 7.42 6.17 0.06 2.02 100.00

8 69.69 0.00 25.25 0.17 2.30 1.80 0.00 0.79 100.00

Average 60.34 3.60 24.99 0.60 4.15 3.59 0.62 2.12 100.00

Std. deviation 10.79 3.97 6.91 0.69 2.46 1.79 1.35 1.92

FIG. 11. SEM image of the surface of the inner layer of the model sample at a magnification of ×2000

conditions for the initial sample, Fe3+ only enters into the tetrahedral position. Thus, the possibility exists of targeted

synthesis of samples with predetermined properties.

The Mössbauer parameters in the sample of chrysotile NTs included in composite films underwent minor changes.

Mössbauer parameters (IS, QS, Heff) remained the same within the measurement error. A slight increase in the error in

the calculated values of the Mössbauer parameters Fe2+oct in the composite sample is correlated with a decrease in the

overall magnitude of the Mossbauer resonance absorption effect, which may be associated with the preparation conditions

of this film composite. The Fe3+/Fe2+ ratio in the paramagnetic part of the sample in the polymer film decreased to 4.4

compared to the original sample (5.2), mainly due to a change in the relative fraction of magnetite.
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(a) (b)

FIG. 12. Mössbauer spectra of chrysotile hydrosilicate nanotubes: a – original sample; b – nanotubes

in the composite

TABLE 3. Mössbauer effect parameters of the samples (a – original sample; b – nanotubes in the com-

posite) at 300 K

Sample Spectral component IS, mm/s QS, mm/s S, % Heff, T

a Fe3+ tetr 0.27± 0.01 0.66± 0.01 41.56 —

Fe2+ oct 1.14± 0.02 2.65± 0.04 8.05 —

Fe3+ tetr 0.29± 0.01 0.02± 0.02 26.13 48.64± 0.09

Mgt

(Fe2++Fe3+) oct 0.68± 0.02 0.01± 0.02 24.25 45.77± 0.18

b Fe3+ tetr 0.25± 0.04 0.70± 0.08 35.57 —

Fe2+ oct 1.18± 0.12 2.51± 0.25 8.08 —

Fe3+ tetr 0.27± 0.01 0.01± 0.02 25.87 48.49± 0.11

Mgt

(Fe2+ +Fe3+) oct 0.66± 0.03 −0.02± 0.06 30.48 45.74± 0.29

Note: IS – isomer shift (Isomer shift); QS – quadrupole splitting, (Quadrupole splitting);

S – relative fraction of iron atoms in a particular position; Heff – ultrafine magnetic field,

tesla (Hyperfine field, T)

4. Conclusions

Introduction of hydrosilicate NTs (Mg,Fe)3Si2O5(OH)4 with a chrysotile structure into the PAI-Ac polymer matrix

leads to the formation of two types of composite membranes, depending on the molecular weight of PAI. When the

polymer with relatively low molecular weight is used, the so-called “composite films of the first type” are formed. They are

not stable during pervaporation that involves contact with organic penetrants such as cyclohexane and ethanol. Membranes

of this type exhibit high permeability to cyclohexane compared to the base polymer. However, they swell significantly

during pervaporation and cannot be reused, because defects appear in films after drying. Membranes of the “second type”

prepared of the polymer with higher molecular weight are stable during pervaporation. Besides, they are more permeable

to polar liquids (compared to the base polymer and MMMs containing Mg3Si2O5(OH)4 NTs). Thus, the introduction

of iron-containing NTs into PAI-Ac leads to an increase in the permeability of MMM. The results obtained correlate
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with the structural characteristics of the membranes. The introduction of NTs into the polymer does not cause significant

changes in the structural characteristics of the nanoparticles. However, a slight increase in the amount of magnetite in

NTs indicates that some part of NTs are destructed in the process of formation of the “first type composites”.

The properties of the obtained MMMs deserve further study; a possible line of investigation is introduction of iron-

containing nanoparticles of other structure and morphology into the PAI-Ac polymer matrix.
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ABSTRACT A green and energy-efficient technique for production of porous carbon-mineral chars from agri-

cultural wastes (rice husk, wheat bran) and sedimentary carbonaceous feedstocks (high-ash peat, coal) was

developed. It is based on partial combustion in fluidized bed of a deep oxidation catalyst at low temperatures

(465 – 600 ◦C). This technique yields porous chars with an elevated mineral content that depends on a feed-

stock used, and gaseous products of complete oxidation. It was found that the obtained chars have developed

porosity with BET specific surface area of ca. 50 – 170 m2g−1, pore volume of 0.05 – 0.17 ml·g−1, and ash

content of 16 – 79 wt. %. They were additionally characterized by TGA and FTIR. Their testing as adsorbents

for heavy metal ions (by the example of Cu2+) and organic dyes (by the example of methyl green) revealed

that their adsorption capacities are comparable to those of chars produced by the conventional pyrolytic ap-

proaches.
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1. Introduction

Nowadays, a lot of literature is devoted to the study of various processes of conversion of plant biomass to obtain solid

carbonaceous products (biochar) that find applications in many fields of science and technology. Biochar is considered as

a cheap environmentally friendly adsorbent with a developed porous structure and a high content of oxygen-containing

surface functional groups. In addition, it also used to increase soil fertility and for remediation, for wastewater treat-

ment, as a feedstock for activated carbons, as well as an energy carrier with a higher calorific value and density than

the feedstock [1, 2]. Biochar from plant biomass can be obtained by gasification [3], hydrothermal carbonization [4] as

well as various types of pyrolysis – torrefaction [5], slow and fast pyrolysis with both the conventional heating [6, 7], and

microwave one [8]. Almost all of the above approaches are characterized by the need to create an environment (e.g., inert

or aqueous) as well as supplying energy on the heating. Currently, pyrolysis is considered to be a more attractive process

for obtaining these materials. Depending on the process time together with the temperature, this approach can be divided

into the following types: slow (t = 5 – 30 min at T = 300 – 600 ◦C), intermediate (t = 10 – 30 s at T = 500 – 600 ◦C),

fast (t < 2 s, at T = 450 – 600 ◦C) and flash pyrolysis (t < 0.5 s at T = 800 – 1000 ◦C) [9]. The last two types of

pyrolysis are usually carried out in a fluidized bed of a heat carrier, which is usually quartz sand. Particles of raw mate-

rials are suspended in a fluidized bed of a heated heat carrier, due to which the intense heat and mass transfer is attained.

These properties of the fluidized bed make it suitable for the processing of particulate feedstock. In addition, processes

using fluidized bed reactors are very flexible in terms of feed calorific value, moisture content, particle size, density and

heteroatom content [10]. A significant increase in the efficacy of this process can be achieved by carrying it out in the

presence of oxygen, as well as using particles of a catalyst instead of the sand. Partial oxidation allows the process to be

carried out in an auto- or exothermic mode, i.e. to reduce power inputs, or even – to receive heat energy, and the use of

catalysts – more efficiently control the process direction [11]. However, currently, catalysts are rarely used for biomass

pyrolysis in a fluidized bed. Except zeolite ZSM-5 that utilized to increase the yield of fast pyrolysis oil [11, 12], there

are practically no other examples of utilization of catalysts of other formulations. Therefore, the search and application

of more suitable and stable catalytic systems is urgent.

At the Boreskov Institute of Catalysis, the technology based combustion in a fluidized bed of a deep oxidation

catalysts has been developed, that was successfully tested for combustion of various fuels [13,14], including such difficult

© Yeletsky P.M., Yazykov N.A., Dubinin Y.V., Borodaevskiy M.M., Selishcheva S.A., Yakovlev V.A., 2024
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to utilize ones like shale heavy coal-tar products [15], heavy high-sulfuric oils [16,17], as well as sewage sludge [18]. The

use of the deep oxidation catalyst for fuel combustion allows heat production and extraction to be carried out within the

same fluidized bed at a near stoichiometric air-to-fuel ratio. Furthermore, this technology can be related to truly green,

since:

– all the combustion products are being practically completely oxidized to CO2 and water, with a content of harmful

substances within the Environmental Standards;

– allows for reduction of combustion temperature from 800 – 1000 ◦C to 450 – 750 ◦C, thus diminishing require-

ments to heat resistance of the construction materials, as well as avoiding the high-temperature NOx formation.

Thus, all the above advantages make this technology suitable for clean, facile and energy-efficient production of char

from biomass and other carbon-containing feedstocks [19].

Recently, in the previous work, a set of chars from two biomass wastes (wheat bran and rice husk) as well as two

sedimentary feedstocks (highly-mineralized peat, and coal) were obtained via partial combustion in the fluidized catalyst

bed (FCB) reactor at 465 – 600 ◦C and evaluated as precursors of porous carbons via acid leaching of the char mineral

phase [20]. The goal of this work is to investigate the obtained materials with a wider set of characterization techniques

that include FTIR and TGA, as well as estimate properties of the synthesized chars as potential adsorbents for wastewater

treatment through the removal of inorganic and organic industrial pollutants. As such pollutants, heavy metal ions (by the

example of Cu2+) and organic dyes (by the example of methyl green) were selected.

2. Material and methods

2.1. Feedstock carbonization in reactor with fluidized catalyst bed

For the study, the following feedstocks have been used: 1) wheat bran (WB) obtained from Kemerovo region (Russia);

2) rice husk (RH, Krasnodar region, Russia); 3) highly mineralized peat Sukhovskoy from deposit Sukhovskoye (Tomsk

region, Russia); 4) coal, grade DOMSSH from “Vinogradovsky” coal mine (Kemerovo region, Russia). The composition

of the feedstocks, including their mineral component, is provided in Tables 1 – 2. The properties of the used WB are

presented in more detail in [21], peat Sukhovskoy – in [22], and RH – in [23].

TABLE 1. Composition of the used feedstocks

Feedstock W a 1, wt. % Ad 2, wt. % V daf 3, wt. % FCdaf 4, wt. %
CHNS-O-composition, wt. %

C daf Hdaf Ndaf Sdaf Odaf 5

WB 8.6 6.9 81.0 12.1 49.14 6.66 3.30 0.07 40.83

RH 5.0 19.5 65.0 15.5 51.55 6.83 0.06 0.02 41.54

Peat 9.9 22.8 74.8 2.4 52.06 6.31 3.58 0.20 37.85

Coal 14.9 8.3 35.8 55.9 77.09 5.43 1.98 0.95 14.55

1 – moisture content; 2 – ash content on dry matter; 3 – volatile matter; 4 – fixed carbon; 5 – calculated by difference

TABLE 2. Composition of ash of the used feedstocks in recalculation to oxides of the corresponding

elements (wt. %). WB and peat – according to the results of energy dispersive X-ray fluorescence

(EDXRF) [21], RH – according to ICP-OES [23]; and coal – provided by the supplier

Feedstock SiO2 Al2O3 Fe2O3 CaO MgO Na2O K2O TiO2 Mn2O3 P2O5 SO3

WB 1.74 26.3 0.41 0.93 16.3 28.6 17.9 – – 7.9 –

RH 95.8 0.11 0.12 1.06 0.33 0.3 2.17 – 0.08 – –

Peat 3.8 6.85 8.53 39.8 11.1 23.2 0.26 – – 6.51 –

Coal 54.4 23.8 7.07 5.44 1.34 0.44 1.39 1.1 0.07 0.95 4

The previous studies have shown that mineral component of WB and RH is X-Ray amorphous, while those of coal

includes quartz and those of peat contains CaCO3 and CaO [20].

Carbonization of the feedstocks in air flow was carried out using the laboratory installation set up equipped by the

fluidized catalyst bed reactor with a deep oxidation catalyst (Fig. 1). The catalyst was supplied by the Engineering Center

of the Boreskov Institute of Catalysis and represents CuO–Cr2O3/γ-Al2O3 spherical particles with a diameter of 1.5 –
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2.0 mm and contain Cr2O3 – 6.5 wt. % + CuO – 3.5 wt. %. Its BET specific surface area is 115 m2g−1, pore volume –

0.3 ml·g−1 and mean pore size – 10.5 nm. The installation includes a feedstock tank, from which, via of a screw driver,

a feedstock is fed into a fluidized bed reactor. All the raw materials were previously ground to a particle size less than

1 mm. The FCB reactor is 75 mm i.d. and loaded with 1000 mm of the height of the fluidized catalyst bed (∼ 3.5 L in

volume). Preheated airflow is supplied to the bottom of the reactor and controlled by rotameters. After the reactor outlet,

the carbonized feedstock is separated from the exhaust in the cyclone and falls into the collecting tank. Carbonization

trials were carried out in isothermal mode along with the bed height.

FIG. 1. A scheme of laboratory installation for combustion of solid fuels in a fluidized bed of catalyst.

1 – reactor; 2 – heat exchanger; 3 – electric air heater; 4 – rotameter; 5 – feedstock tank; 6 – screw

feeder; 7 – cyclone; 8 – carbonized feedstock collection tank

Sample designations: feedstocks combusted in the FCB reactor are designated as “XTTT”, where “X” is the abbrevi-

ation of a feedstock (X = P – peat, C – coal, B – wheat bran, and RH – rice husk) and “TTT” designates the carbonization

temperature – 465, 550 or 600 ◦C.

2.2. Characterization techniques

The elemental composition of samples was determined by means of a VARIO EL CUBE CHNS analyzer (Elementar

Analysensysteme GmbH, Germany).

The porous structure of the chars was characterized with nitrogen adsorption at 77 K. Nitrogen adsorption isotherms

were measured by a surface area and pore size analyzer Autosorb 6B (Quantachrome Instruments, Austria). Before the

measurements, all the samples were degassed under vacuum to remove moisture and other adsorbed contaminations. The

char samples were pretreated at 150 ◦C for 4 h. The specific surface area was calculated by the standard BET method

according to IUPAC recommendations [24], micropore volume was estimated by the αS-plot method using the non-porous

carbon Cabot BP 280 as a reference material [25]. The differential pore size distributions (PSD) were computed by means

of Quenched Solid Density Functional Theory Method (QSDFT) equilibrium model for nitrogen adsorption at 77 K in

cylinder-like pores of carbon, applied to the adsorption branch of an isotherm, using software supplied with the above

instrument.

Samples of the chars were investigated by FTIR spectroscopy using a Bruker Alpha II spectrometer equipped the

Platinum Diamond ATR unit (Bruker, USA), in the diapason of 400 – 4000 cm−1 with a resolution of 4 cm−1 and

accumulation of 32 scans.

Synchronous thermal analysis (STA), which includes simultaneous thermogravimetric determination (TG) of differ-

ential scanning calorimetry (DSC) and mass spectrometric analysis of the recovered gas (ABG-MS), was performed on

a STA 449F1 Jupiter® instrument combined with a quadrupole mass-spectrometer QMS 403D Aëolos® (NETZSCH,

Germany). The experiments were carried out using a high-temperature furnace with a graphite heater and water cooling.

We used a measuring sensor DSC/TG Cp S TC: type S (0 . . . 1650 ◦C). The experiments were carried out in open Al2O3

crucibles, within a temperature range of 30 – 900 ◦C, in the Ar atmosphere with the heating rate of 10 ◦C/min, and the

Ar flow rate of 20 ml/min. The processing of the experimental data was carried out using the Proteus analysis software

package (NETZCH, Germany).
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2.3. Adsorption tests by methyl green and Cu2+

As model pollutants, aqueous solutions of methyl green (MG, Fig. 2) with an initial concentration of 0.019 g·L−1

and copper sulfate with a concentration of copper ions of 0.20 g·L−1 were used.

FIG. 2. Structure formula of methyl green

The experiments were carried out in glass vials with a volume of 35 ml. Acidity of the medium during the adsorption

was controlled using a buffer solution with pH = 4. A weighed portion of a sorbent (15 mg) was added to a solution

with the known concentration, followed by leaving the mixture without access to the light for a specified period of time.

Upon the process finishing, an adsorbent was separated on a paper filter. The contaminant concentration in the filtrate was

measured by visible spectrophotometry on a Cary 300 instrument (Agilent Technologies Inc., USA) in quartz cuvettes

with an optical path length of 1.0 cm. The following extinction coefficients were determined in the calibration tests:

4.08·101 L·g−1cm−1 for MG (632 nm); and 5.00·101 L·g−1cm−1 for copper ions (805 nm). When determining the

adsorption capacity, solutions with a volume of 25 ml were left for a week.

3. Results and discussion

Carbonization of biomass and sedimentary feedstocks in fluidized catalyst bed reactor allowed for obtaining of a set

of porous carbon-mineral char samples. Their yields and ash contents (used as the basis for calculation of the yields) are

presented in Fig. 3.

FIG. 3. Yield and ash content of chars from the feedstock carbonized in FCB reactor at 465 – 600 ◦C

As can be seen, in all the cases, as expected, with the temperature increase, yield of chars from every feedstock drops

and mineral phase content increases. Carbonization of wheat bran in the fluidized catalyst bed resulted in the lowest
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yield of the chars compared to other feedstocks. This can be caused by such factors as a low content of fixed carbon

(12.1 wt. %) and the highest contents of alkaline metals (> 46 wt. %, in the recalculation to oxides) well-known as

gasification catalysts [26, 27]. Furthermore, the high content of dispersed alumina (26.3 wt. %) can also contribute to

gasification via facilitating processes of cracking of the biopolymers [28].

For RH, yields of the biochar are significantly higher that seems to be due to the initially high content of the mineral

component (19.5 wt. %) consisting mainly of pure silica, which does not exhibit any notable catalytic activity in the car-

bonization conditions. This SiO2 forms a rigid mineral matrix hindering the diffusion of volatile carbonization products,

making them to transform inside RH particles.

Yields and ash contents in carbonized peat are similar to RH despite it has the lowest fixed carbon content and a high

content of Na. This can also be caused by the initially high ash content (22.8 wt. %) comparable to those of RH, and the

same probable diffusion limitations for volatile oxidative pyrolysis products from the feedstock particles, thus, leading to

the pyrolysis processes inside the solid feedstock particles.

For the coal, the highest yields with the lowest ash contents are observed. At the similar to WB ash content, coal

contains the highest fixed carbon content (ca. 56 wt. %) due to the highest maturation degree. Thus, the carbon-containing

phase of the coal can be characterized by the highest stability to both pyrolysis and oxidation that results in the lowest

burn off degree compared to other raw materials. For example, it was previously found that another feedstock, having

similar composition of carbon-containing phase – petroleum coke, was impossible to be burnt completely in the fluidized

catalyst bed reactor even at 750 ◦C using similar deep oxidation catalyst [29].

The obtained chars were characterized by the following techniques.

3.1. Low-temperature nitrogen adsorption

BET specific surface area, and total pore volume of the samples are presented in Fig. 4 (in more detail, texture

characteristics are provided in Table A1), their nitrogen adsorption isotherms and pore size distributions are shown in

Figs. 5 – 8. In the case of wheat bran, the porous chars were found to have BET specific surface area (ABET ) of ca. 40 –

90 m2g−1 and predominantly mesoporous texture (Fig. 5).

FIG. 4. ABET and total pore volume of char samples from wheat bran (B465 – B600), rice husk

(RH465 – RH600), peat (P465 – P600) and coal (C465 – C600) obtained via carbonization in FCB

reactor at 465 – 600 ◦C

The nitrogen adsorption isotherms can be related to Type II [30], they indicate the presence of meso- and macropores

in the samples. Their desorption branches, as can be seen, do not follow the adsorption ones most probably due to the

phenomenon of swelling and/or deformation [31]. The maximally developed porosity of the sample obtained at 550 ◦C

can be explained by the fact that it mainly depends on the carbon phase porosity, which is, probably, not developed enough

at the lowest temperature, and at 600 ◦C the effect of mineral phase seems to dominate. The carbon-silica biochar samples

from RH have more mesoporous structure (Fig. 6). Nitrogen adsorption isotherms appeared to be similar to those of WB,

including the swelling effect.

The char samples have ABET of ca. 90 – 120 m2g−1 and a high pore volume of 0.13 – 0.18 cm3g−1. In this case,

their ABET values are also maximal at 550 ◦C. However, unlike bran, they are higher and closer, probably due to the

greater dispersity of the silica phase, which is less prone to sintering due to the high purity, and with an increase in its

contribution at 600 ◦C, ABET also decreases, but to a lesser extent.
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(a) (b)

FIG. 5. Nitrogen adsorption isotherms (a) and differential pore size distributions (b) on biochars ob-

tained from wheat bran via carbonization in the FCB reactor at 465 – 600 ◦C

(a) (b)

FIG. 6. Nitrogen adsorption isotherms (a) and differential pore size distributions (b) on biochars ob-

tained from rice husk via carbonization in the FCB reactor at 465 – 600 ◦C

Peat-derived chars were found to be mesoporous and having a low ABET (ca. 10 m2g−1). The adsorption isotherms

are close to Type III [30], indicating on a poorly developed porosity and the presence of large mesopores (Fig. 7). This,

probably, points on the fact that the carbon-containing phase is burnt out/decomposed around the mineral phase particles

evenly, without porous structure development. The mineral phase is composed of large non-porous particles that seem to

be practically not contributing to the porosity. Furthermore, the low-developed porosity can be connected with the fact

that unlike biomass feedstocks, carbon-containing phase of peat is represented by partially repolymerized components of

biomass practically not forming porous structure during carbonization, only gasifying and burning out without a significant

pore formation.

Coal-derived char samples appeared to have significantly different textural properties. Nitrogen adsorption isotherms

and differential PSD of the samples are presented in Fig. 8. They indicate that the chars are microporous and exhibit the

adsorption isotherms of Type I [30]. Similar texture characteristics of samples obtained at 465 and 550 ◦C, and the eminent

properties of the char obtained at 600 ◦C can be connected with a high degree of maturation of the coal carbon-containing

phase that stable to the oxidative treatment in the carbonization conditions.

Thus, the porosity development in the carbon-derived char samples is predominantly occurred due to burning off the

most active, least matured fragments of the carbon-containing phase, resulted in the development mainly of microporosity.

3.2. FTIR spectroscopy

FTIR spectra of the studied chars are presented in Fig. 9. The spectra of WB-derived samples (Fig. 9a) include ab-

sorption bands of SiO2 at 490, 880 and 1118 cm−1 corresponding to the bending vibration of O–Si–O, symmetric and

asymmetric components of the stretching vibration of Si–O–Si, respectively [32]. Furthermore, the spectra show a band
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(a) (b)

FIG. 7. Nitrogen adsorption isotherms (a) and differential pore size distributions (b) on chars obtained

from Sukhovskoy highly-mineralized peat carbonized in the FCB reactor at 465 – 600 ◦C

(a) (b)

FIG. 8. Nitrogen adsorption isotherms (a) and differential pore size distributions (b) of coal carbonized

in the FCB reactor at 465 – 600 ◦C

at 750 cm−1, which can be attributed to the symmetric stretching vibrations of Si–O–Al, characteristic of aluminosili-

cates [33, 34]. The bands corresponding to Al–O vibrations of alumina (554 and 915 cm−1 for aluminum in tetrahedral

and octahedral positions, respectively), in this case overlap with other bands in this region. The band at 1580 cm−1 may

refer to C=C stretching vibrations [35].

FTIR spectra of the RH-derived biochars (Fig. 9b) also exhibit absorption bands characteristic of silica. The bands at

450 and 1055 cm−1 characterize the bending vibration of O–Si–O in the SiO4 tetrahedron and the asymmetric stretching

vibration of Si–O (Si), respectively, and the band at 793 cm−1 is a superposition of bands corresponding to the symmetric

stretching vibration of Si–O–Si and vibrations of silanol Si–OH and siloxane Si–O–Si–OH groups [36, 37]. The broad

low-intensity band in the region of 3000 – 3750 cm−1 refers to the vibrations of hydrogen-bonded OH-groups formed

by silanol Si–OH groups and OH-groups of water adsorbed on the surface. For the RH600 sample, this band is the least

pronounced in intensity. The band at 1593 cm−1 can also be referred to C=C stretching vibrations [35].

For the peat-derived chars (Fig. 10a), a number of intense bands characteristic of calcium carbonate are observed [38].

The bands at 713 and 873 cm−1 refer to bending CO2−
3 vibrations, and the bands at 1040 and 1410 cm−1 to symmetric

and asymmetric stretching C–O vibrations within the CO2−
3 fragment [39].

For the FTIR spectra of coal (Fig. 10b), the absorption bands of silica are also observed. The band at 460 cm−1,

corresponding to bending vibration of O–Si–O in the silicate tetrahedrons, two bands in the area of 780 – 800 cm−1,

associated with symmetric stretching Si–O–Si vibrations, and the band near 1030 cm−1, characterizing asymmetric sym-

metric stretching Si–O–Si vibrations [32, 40]. A doublet in the range of 780 – 800 cm−1 is characteristic of the low-

temperature type of quartz [38]. The band at 1580 cm−1 can be attributed to C=C stretching vibrations in polyaromatic

compounds [35].
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(a) (b)

FIG. 9. FTIR spectra of WB (a) and RH (b) carbonized in fluidized catalyst bed reactor at 465 – 600 ◦C

(a) (b)

FIG. 10. FTIR spectra of peat (a) and coal (b) carbonized in fluidized catalyst bed reactor at 465 – 600 ◦C

3.3. TGA

Thermogravimetric and differentiating scanning calorimetry (DSC) profiles of the studied chars are provided in Ap-

pendix in Figs. A1–A4. For all samples, the thermal stability directly depends on the carbonization temperature: with the

temperature increase, the weight loss decreases down. Samples obtained at 465 ◦C are characterized by distinctively high

weight losses caused by the presence in their composition of incompletely transformed organic compounds, including

polymers. The losses up to 200 – 250 ◦C for all samples are connected with water desorption. For biochars, the weight

loss in the region of 250 – 600 ◦C is related to decomposition of cellulose, hemicellulose and lignin. The weight losses

after ca. 800 ◦C for WB-derived chars are probably caused by the gasification of carbon-containing phase via interaction

with compounds of Na and K (most probably, carbonates) constituting WB ash by ca. a half [23, 41]. In the case of

peat-derived samples, the peaks in DSC profiles at T > 750 ◦C seems to be caused by CaCO3 decomposition [42].

The most stable chars appeared to be RH600 with the minimal weight loss of 8.3 wt. % and RH550 (11.63 wt.

%), while the lowest thermal stability was exhibited by peat-derived samples with the weight losses in the interval of

23.71 – 35.29 wt. %. It is also notable, the profiles of coal-derived chars exhibited the highest similarity between each

other, which, apparently, is related to the highest maturation degree of the carbon-containing phase compared to other

feedstocks. Their weight losses were close and relatively low – 14.5 – 16.4 wt. %.
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3.4. Adsorption tests of the chars by Cu2+ ions and methyl green

Adsorption capacities of the char samples are provided in Fig. 11. They were calculated according to the following

equation:

Γ = (C0 − C) ·
V

mchar

,

where Γ is the adsorption capacity (mg·g−1); C0, C is the concentration of a model pollutant in a solution (mg·L−1); V

is the volume of solution (L); mchar is the weight of the used adsorbent sample. From the graph it can be seen that the

biochars have exhibited the highest adsorption capacities relating to both Cu2+ ions (WB) and MG (RH). The char samples

obtained from peat and coal appeared to have worse adsorptive properties, especially in the case of peat. Besides, Cu2+

can be adsorbed via formation of complexes and electrostatic interaction with oxygen-containing groups [43]. Also, Cu2+

ions can substitute alkali and alkaline-earth metal ions to get bound by the corresponding O-containing surface species.

In case of dyes, the adsorption mechanism is more complex and can include [44, 45]:

– surface adsorption in pores, when used char has a quite developed porosity;

– surface interaction with functional groups (–OH, –C–O etc.) via hydrogen bonds, van der Waals force;

– π–π stacking;

– electrostatic interactions.

FIG. 11. Adsorption of Cu2+ and methyl green on the (bio)char samples obtained via carbonization in

the fluidized catalyst bed reactor at 465 – 600 ◦C

As can be seen from the results presented in Fig. 11, adsorptive properties of the chars are weakly correlated with

their BET specific surface area indicating on importance of other adsorption mechanisms. It should be noted that unlike

biochars, which are usually prepared by conventional slow pyrolysis that can be conjugated with physical or chemical

activation, chars prepared in this research via partial oxidation in the FCB reactor practically in all cases (except coal-

derived ones) consist mainly of mineral component of the used feedstock: ash content is mostly varied from ∼ 50 to

80 wt. % (Table 3). Therefore, their adsorptive properties are mainly determined by ash component, and adsorption

mechanisms of both transition metal ions and organic dyes apparently governed by composition and chemical properties

of the mineral part. Furthermore, in the case of biochars from RH and WB, their mineral component is distributed quite

homogeneously, while in the peat and coal representing sedimentary feedstocks the mineral component is distributed in

the form of large agglomerates [20, 46, 47]. All the above peculiarities should be taken in consideration in discussion of

the obtained results.

Copper adsorption is correlated with carbonization temperature in the case of WB and coal and inversely correlated

for RH. Such dependence is apparently related to decrease in oxygen content (Table 3) with the carbonization temperature

increase, except coal, when the inverse trend is observed. It is interesting to note, that WB-derived chars exhibit the

highest Cu2+ adsorption capacity rising with the carbonization temperature, despite the drop in O-content. This most

probably is caused by the highest content of alkali and alkaline-earth metals responsible for the cation exchange (see

Table 2), in particularly – sodium, potassium and magnesium.

However, for the peat-derived chars, despite similar content of sodium, calcium and magnesium, their adsorption

capacity is significantly worse that seems to relate with their inaccessibility for cation exchange, unlike WB derived

biochars.
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TABLE 3. Composition of the char samples obtained at 465 – 600 ◦C via oxidative carbonization in

FCB reactor

Char

feedstock

Temperature,
◦C

Wa 1, % Ad 2, %
CHNS-O composition, wt. %

C, % H, % N, % S, % O 3, %

Rice

husk

465 2.4 57.1 28.0 3.1 0.49 0.50 9.8

550 2.3 67.8 17.0 3.0 0.45 0.50 10.6

600 1.6 79.9 12.6 3.0 0.46 0.60 3.1

WB

465 2.7 50.9 36.0 3.6 3.80 0.45 4.0

550 2.3 52.6 33.7 3.8 3.10 0.4 5.3

600 2.0 58.2 32.0 4.0 2.60 0.27 2.1

Peat

465 2.0 58.5 20.3 1.9 1.34 0.29 16.9

550 0.7 72.9 10.9 1.5 0.52 0.28 13.7

600 0.7 79.1 7.1 1.3 0.26 0.25 11.9

Coal

465 2.4 16.5 69.2 2.9 2.17 0.29 6.9

550 1.3 18.1 67.0 3.8 2.20 0.29 7.5

600 1.2 19.9 63.0 3.4 2.16 0.27 10.3

1 – moisture content; 2 – ash content on dry matter; 3 – calculated by difference

Adsorption of the MG occurs differently compared to the copper ions. Except coal-derived chars, the MG adsorption

decreases with the carbonization temperature increase. This points on a certain dependence of dye adsorption on content

of the carbon-containing phase forming porous structure with such adsorption sites as functional groups, aromatic rings

(via π–π stacking) and others listed above. Besides, MG adsorption depends, probably, on porous structure and it is lower

for the most of microporous char obtained from coal, despite they have the highest BET surface area. For coal-derived

chars MG adsorption increases with carbonization temperature probably due to increase in ABET and the content of

oxygen being introduced onto the char surface in the carbonization process in the form of surface functional groups that

play a role as one type of adsorption sites.

On the whole, the obtained results have shown that the carbon-mineral chars are promising adsorbents for both

transition metal ions and organic dyes. The obtained adsorption values are comparable with those reported in many

literature sources (Table 4).

4. Conclusions

A novel approach to facile, green and energy-efficient production of porous char adsorbents from the feedstocks of

various nature (wheat bran, rice husk, highly-mineralized peat and coal) is proposed. It represents oxidative carboniza-

tion in fluidized bed of deep oxidation CuO–Cr2O3/γ-Al2O3 catalyst at low temperatures (465, 550 and 600 ◦C). This

technique allowed for production of porous carbon-mineral char materials with different properties that depend on both

temperature and characteristics of the used feedstocks. They appeared to have a quite high BET specific surface area (up

to ∼ 170 m2g−1) as well as the content of the mineral part (16 – 79 wt. %). Due to similar nature and composition, wheat

bran and rice husk exhibited similar behavior and properties of the obtained biochars: their maximal BET specific surface

area was reached at 550 ◦C (91 and 117 m2g−1 correspondingly) at similar pore size distribution. Sedimentary feedstocks

(peat and coal) appeared to exhibit different both combustion behavior and properties of the chars produced. Due to the

high content of Ca-containing ash component and partially decomposed biomass-originated organic phase, peat-derived

chars have a relatively low texture characteristics with ABET ≤∼ 10 m2g−1 at the high yield and ash content. Coal-

derived chars represented the highest stability to oxidation and, correspondingly, the highest yield (∼ 40 – 50 wt. %),

ABET (up to 172 m2g−1) as well as the lowest ash content (∼ 16 – 20 wt. %).

Their adsorption properties relating to the tested adsorbates were found to be quite complex that caused by the

complex adsorption mechanisms. Adsorption of Cu2+ ions was detected to be the highest (∼ 24 – 37 mg·g−1) for wheat

bran due to, apparently, the highest content of alkali and alkali-earth metals available for the cation exchange. Adsorption

of the organic dye depended on carbon content in the chars as well as porosity features and specific surface area. The
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TABLE 4. Adsorption capacities of biomass, chars or activated carbons by Cu2+ and methyl green

reported in literature

Feedstock Synthesis conditions
ABET ,

m2g−1

Ash

content,

wt. %

Maximal capacity

(mg·g−1) by: Ref.

Cu2+ MG

Rice straw
Pyrolysis, 400 ◦C, 4 h 3.6 – 27.73 – [48]

Pyrolysis, 400 ◦C, 4 h followed

by treatment with KMnO4

19.4 – 71.60 –

Spent tyres Pyrolysis, 550 ◦C – – ∼ 47 – [49]

Pine sawdust Hydrothermal liquefaction at

300 ◦C; CO2 activation at 800 ◦C

425 2.9 25.18 –
[50]

Rice husk 358 59.96 22.62 –

Date seed Pyrolysis, 550 ◦C, 3 h 104.2 12.67 26.7 – [51]

Waste tires

derived acti-

vated carbon

Activation with H3PO4 at

650 ◦C, 2 h

356 – – 71.43 [52]

Almond shell – – – – 1.1 [53]

highest adsorption capacity by methyl green was achieved by RH-derived chars (28 mg·g−1). On the whole, chars with

the most attractive properties were obtained at 550 and 600 ◦C.

The obtained results show that the chars produced via oxidative carbonization in fluidized catalyst bed reactor with the

deep oxidation catalyst can be suitable adsorbents of both heavy metal ions and organic pollutants. Thus, the developed

approach can be effectively applied for production of chars from carbon-containing feedstocks of very different nature,

including sedimentary one and lignocellulosic biomass.

Appendix

FIG. A1. TG and DSC profiles of WB-derived char samples obtained at 465 – 600 ◦C
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TABLE A1. Texture characteristics, ash content and yield of chars from the feedstock carbonized in

FCB reactor at 465 – 600 ◦C

Sample ABET , m2g−1 AEXT , m2g−1 VΣ, cm3g−1 Vµ, cm3g−1 〈dpore〉, nm

Bran

B465 43 15 0.04 0.01 3.7

B550 91 40 0.05 0.02 2.2

B600 68 36 0.04 0.01 2.3

Rice husk

RH465 87 82 0.13 0 6.0

RH550 117 102 0.17 0.01 5.8

RH600 99 78 0.18 0.01 7.4

Peat

P465 11 11 0.05 0 19.5

P550 9 10 0.06 0 28.5

P600 7 7 0.05 0 32.7

Coal

C465 133 61 0.07 0.03 2.1

C550 126 68 0.07 0.02 2.1

C600 172 92 0.09 0.03 2.1

FIG. A2. TG and DSC profiles of RH-derived char samples obtained at 465 – 600 ◦C
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FIG. A3. TG and DSC profiles of peat-derived char samples obtained at 465 – 600 ◦C

FIG. A4. TG and DSC profiles of coal-derived char samples obtained at 465 – 600 ◦C
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ABSTRACT We present a plasmonic turn-on biosensing assay for insulin detection via aptamer DNA based on

the plasmonic interaction of centimeter scale gold/silver double-layer nanodisk arrays and gold nanoparticles.

The large-scale nanostructures were fabricated by laser interference lithography technique. The detecting

optical signal-extinction spectra of the system were monitored by UV-visible spectrophotometry. The 3D finite-

difference time-domain simulation was used to observe the plasmonic interaction of the sensing system. The

platform exhibits an exceptionally large turn-on signal by a 120 nm red shift of the localized surface plas-

monic resonance peak, results in the limit detection of 140 pM. The centimeter-scale localized surface plas-

mon resonance nanostructures combined with turn-on design scheme would offer a promising sensor-on-chip

biosensing platform.
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1. Introduction

Diabetes can lead to many dangerous complications therefore necessary to detect it early so that effective treatments

can be intervened in the early stages [1]. Type 1 diabetes is related to the insulin deficiency leads to glucose in the blood

not being absorbed [2]. Detection of insulin is critical for diagnosis of this high risk disease [3]. Conventional methods

applied for insulin sensing include immunoassay methods (RIA – Radioimmunoassay [4], ELISA – Enzyme-Linked

Immunosorbent Assay [5], and CLIA chemiluminescence immunoassay [6]), analytical chemistry methods (fluorescent

detection [7], mass spectrometry [8], Raman spectroscopy [9]), electrochemical spectrometry [10]. These methods have

their own advantages and some limitations needed to improve including selectivity, detection time, multiplex sample

preparation, electronic signal reading instrumentation, and complex signal enhancement procedure [11].

Recently, the usage of localized surface plasmon resonance of nanostructures in biological sensing assays has become

a promising method due to its distinctive characteristics. Localized surface plasmon resonance (LSPR) is widely known

as the collective charge oscillations that arises around nanoscale structures when light is illuminated onto the surface [12].

LSPR owns highly sensitivity to the localized refractive index (RI) changes. The biomolecular attachment on the surface of

the nanostructures changes the local RI in the vicinity of the sensing surface that results in a sensitive response in LSPR-

induced light absorption spectrum which is used to conduct specific detection [13]. LSPR – based detection by using

nanoscale structures fabricated in a large – scale area has been demonstrated to be an effective platform for biosensing

offers the advantage of being easily multiplexed to enable high throughput screening in an array format [14–20].

Laser interference lithography (LIL) is one of the simple techniques to produce a large area of well ordering arrays of

LSPR nanostructures [21, 22]. In addition, this technique can be used to fabricate the nanostructures array in all available

rigid or flexible substrates. With one shot of laser exposure in few minutes, by manipulating carefully the laser incident

beam angles as well as the relative angles between exposure times, the size, shape can be altered flexibly [23]. Previously,

we fabricated 2D gold/silver nanodisks by LIL with high refractive index sensitivity and successfully used these nanodisks

for DNA sensing platform [19].

Nucleic acid aptamers have been widely used as chemical antibodies in various biological sensing due to the specific

recognition and tight binding to their targets [24, 25]. The insulin aptamers are single stranded DNAs containing a two-

repeat sequence of the insulin-linked polymorphic region (ILPR) of the human insulin gene promoter region [26,27]. They

can fold into G-quadruplex oligonucleotides in the presence of insulin with high specificity and affinity. Many research

groups have used insulin aptamers as ligands in insulin detection [28–31].

In this work, we report the experimental assay for insulin sensing with a turn-on design sensing scheme by using

fabricated 2D gold/silver nanodisks, gold nanoparticles and insulin aptamers. Our objective is to integrate the high

sensitivity resulting from the plasmonic interactions between gold nanoparticles and large-scale gold/silver nanodisk array

and the high selectivity resulting from the specific binding of the insulin to their aptamers. The “turn-on” design means

© Thanh Thi Van Nguyen, 2024
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that the lesser insulin concentration presents the higher optical signal of plasmonic system can be generated, consequently,

the higher sensitivity can be achieved.

2. Detection scheme and working principle

The detection scheme is shown in Fig. 1. The detecting optical signal in this design is LSPR peak shift of the 2D

gold/silver nanodisks as the gold nanoparticles are attached to the nanodisk surfaces by insulin aptamer DNA. The ap-

tamer DNA was complementary with two different single DNA strands attached to 2D gold/silver double-layer nanodisks

(capture DNA c1) and gold nanoparticles (capture DNA c2). Without the presence of insulin, the aptamers link the gold

nanoparticles to the nanodisk surfaces and cause the LSPR peak shift (signal on). Since the binding affinity of insulin

aptamer DNA to insulin to form G-quadruplex is much higher than that to complementary single DNA strands, the in-

sulin aptamers have prior bindings to insulin rather than to their complementary strands. Therefore, once the insulin is

introduced there is lesser available insulin aptamer DNA for attachment of gold nanoparticles to the nannodisk surfaces.

As a result, smaller LSPR peak shifts of the 2D gold/silver nanodisks are generated (signal off). The presence of various

concentrations of insulin in the system will modulate the attachment of gold nanoparticles due to the interaction of insulin

and their aptamer, hence, insulin can be detected by the corresponding LSPR peak shift of the nanodisks. By observing

the LSPR spectrum of the 2D gold/silver nanodisks, insulin could be detected selectively and sensitively.

FIG. 1. “Turn on” insulin detection scheme

The gold nanoparticles in this design are sensing indicators as well as the plasmonic signal amplifying agents. Once

they are brought closely enough to the nanodisk surfaces, the plasmonic interaction between them occurs [32]. As a result,

the electromagnetic field surrounding them increases, the sensitivity to the localized refractive index (RI) changes of the

nanodisks enhances significantly. Therefore, the lesser biological binding events on the nanodisk surfaces still cause a

large LSPR peak shift for the detection.

The key point of our detection design is turn-on strategy. With the same concentration of insulin aptamer DNA

introduced, the lower insulin concentration is needed to detect in the system, the more insulin aptamer DNA are left,

the more gold nanoparticles are attached to the nanodisk surface, and the larger LSPR peak shift is recorded. By that

turn-on principle, the detecting signal is enlarged as the concentration of the sensing agent is lessened. Hence, the lower

concentration of sensing agent could be detected.

3. Materials and methods

3.1. Materials

All substrates (silicon, quartz, PEN) were bought from Photonik Pte Ltd (Singapore). The photoresist maN1407

and maR404 remover used for laser interference lithography was brought from Micro resist technology (Germany). The

metallic materials used for fabrication of nanodisks (chromium, silver, gold) were supplied by MOS Group Pte Ltd

(Singapore). The chemicals, insulin and DNA strands used in this study were bought from Sigma Aldrich (Singapore).

The DNA sequences are shown in Table 1.
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TABLE 1. DNA sequences

Name Sequences

C1-Capture DNA 3’-ACCATCCCACAGAAGTTT [thiolC6]-5’

C2-Capture DNA 3’-[thiolC3] TTTCCACCACCCCCCCCA-5’

IA-Aptamer DNA 5’-GGTGGTGGGGGGGGTTGGTAGGGTGTC TTCTT-3’

3.2. Fabrication of 2D gold/silver double-layer nanodisks on centimer scale substrate

All 2D gold/silver double-layer nanodisks used in this study were fabricated by laser interference lithography (LIL)

technique in a homebuilt Lloyd’s-mirror LIL system with a 325 nm He–Cd laser. The procedure was similar to the

standard lithography procedure and described in our previous study in detail [19]. Shortly, the negative photoresist firstly

coated on the substrates, then they were exposed to laser on the LIL system to create holes array. After that, the 20 nm thick

silver layer and 10 nm thick gold layer were deposited by an electron-beam evaporator to form 30 nm thick gold/silver

nanodisk arrays after liff-off process.

3.3. Capture DNA attachment to gold/silver nanodisks and gold nanoparticles

Gold nanoparticles (∼ 15 nm) were synthesized by citrate reduction of HAuCl4 method [33]. Capture DNA at-

tachment to gold/silver nanodisks and gold nanoparticles were followed by the same procedure as were described in our

previous study [19]. In brief, two types of capture DNA strands (Table 1) were used, the capture strand c1 was attached

to gold/silver nanodisks and the capture strand c2 was attached to gold nanoparticles. These 3’- or 5’-terminal disul-

fide groups of single-stranded capture DNAs were first cleaved by immersing these DNA strands in a mixture of 0.1 M

dithiotheritol (DTT) and phosphate buffer solution (pH = 8.0) for 2 hours, afterwards purified on NAP-5 columns (GE

Healthcare). Then the corresponding purified capture DNA solution was brought to 15 nm gold nanoparticles and the

gold/silver nanodisks for attachment. Finally, the rinsing process was carried out to remove the non-binding capture

DNAs.

3.4. Insulin sensing experiment

At first, the attachment of capture DNA to the nanodisk arrays and gold nanoparticles was performed. Then, 1 µM

insulin aptamer DNA (IA) in insulin buffer (50 mM Tris-HCl, 10 mM KCl, 100 mM NaCl, pH = 8.0) was subject to the

heating process to unfold the DNA sequences to increase the binding affinity of the aptamer to insulin. The heating process

was carried out at 90 ◦C in 10 minutes and then the aptamer solution was cooled in 30 minutes to room temperature. After

that, the insulin was introduced to the aptamer solution then allowed to incubate at room temperature in 1 hour. The

sensing concentration of insulin ranged from 10 pM to 50 µM. For the experiment with no insulin introduction, this step

was skipped. Next, DNA-captured gold nanoparticles were added to the incubated mixture of insulin and their aptamers.

After that, this final mixture was brought to the DNA-capture gold/silver nanodisk arrays. It was allowed to incubate in

2 hours then rinsed with insulin buffer thoroughly. Finally, the modified gold/silver nanodisk arrays were brought to the

measurement step to obtain the extinction spectra. In the selectivity experiments, the same procedure was carried out with

other proteins (bovine serum albumin (BSA), and alkaline phosphatase (ALP) and thrombin).

3.5. Characterization

To observe the morphology of nanodisks and the attachment of gold nanoparticles to the nanodisk surface, a scanning

electron microscope (SEM) was used (NOVA NanoSEM 230-FEI, USA). The extinction spectra of the nanodisks were

characterized by a UV-1800 UV-VISspectrophotometer (Shimadzu, Japan) in transmission mode.

4. Result and discussion

4.1. Observation of 2D gold/silver nanodisks

After fabrication, the 2D Au/Ag nanodisks were observed by SEM to confirm the size of the nanostructures. The

diameter of the disks is 330 nm approximately. The size of the disk can be altered by changing the interference angle of

LIL system. This is the smallest size of the disks that can be fabricated by our home-made LIL system. The nanodisks

are double layer, the 20 nm thick silver layers are underneath and 10 nm thick gold layers are on the top. The double

layer was fabricated to take advantage of the high refractive index sensing of silver and the biological compatibility of

gold. The centimeter scale of nanodisks was obtained by one shot of laser exposure by LIL technique on many types of

substrates. As shown in Figs. 2b and 2c, the nanodisks were fabricated on silicon, quartz and polyethylene naphthalate

(PEN) substrates. In this study, all samples were fabricated on quartz substrate to get high transmittance for optical signal

detection.
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FIG. 2. Fabricated 2D gold/silver nanodisks: (a) SEM image, (b) centimeter scale of nanodisks on rigid

substrate (quartz, silicon) and (c) flexible substrate (PEN)

4.2. Viability and selectivity of the detection scheme

To examine the viability of the detection scheme, the LSPR peak shifts of two experiments with and without insulin

introduction were recorded and shown in Figs. 3a and 3b, respectively. Consideration of 1:1 binding ratio of insulin

and their aptamer, 5 µM insulin and 1 µM aptamer was introduced in the experiments to eliminate the free aptamer (as

described in 3.4). The LSPR peak shift of the nanodisks in this experiment was 50 nm (Fig. 3a) while the LSPR peak

shift of the nanodisks in insulin absence experiment was 120 nm (Fig. 3b). The LSPR peak shift of the nanodisks in these

experiments results from the changing in local refractive index at the surface of the nanodisks where insulin aptamer and

gold nanoparticles were attached. No insulin was introduced, there were more DNA aptamers which are linkers attaching

more gold nanoparticles to nanodisk surfaces. Consequently, the larger change in local refractive index was caused and

the larger LSPR peak shifts were obtained. These recorded values proved that the “turn on” strategy detection worked

successfully.

FIG. 3. LSPR peak shifts of viability and selectivity experiments with 1 µM of insulin aptamer DNA:

a – in presence of 5 µM insulin, b – in absence of insulin (blank sample), c – in presence of 5 µM BSA,

ALP and thrombin respectively

To validate the selectivity of the design, the same experiment was carried out with the 1 µM insulin aptamer and 5 µM

of three different proteins: bovine serum albumin (BSA), and alkaline phosphatase (ALP) and thrombin. The recorded

LSPR peak shifts of the nanodisks in these experiments were shown in Fig. 3c. The LSPR peak shifts of experiments with

BSA, ALP and thrombin were 118 nm, 125 and 104 nm, respectively. These values are in the order of the peak shift of the

blank sample (the sample without insulin) and distinctly higher than that of the sample with insulin. This means that the

detection design exclusively “turn off” with insulin presence. These results obviously demonstrated the high selectivity

of our insulin detection platform.
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4.3. Signal enhancement by plasmonic interactions

Signal enhancement is the key to lower the limit of detection of molecules under consideration. The LSPR based

sensing works on monitoring the LSPR peak shift according to the local refractive index change of the LSPR nanostruc-

tures. Without amplification agents, the DNA strands binding events on the LSPR nanostructure surface usually cause

small changes in RI and results in low sensitivity of the detection [32, 34]. As mentioned, the gold nanoparticles in our

detection played as signal enhanced agents by taking advantage of plasmonic interactions between gold/silver nanodisks

and gold nanoparticles. The plasmonic interactions between them were verified by using the finite difference time domain

(FDTD) simulation as shown in Figs. 4a and 4b. The simulated distance between the nanodisk and the gold nanoparticle

is equal to the length of the linker insulin aptamer (the length of 32 bases strand is approximately 10 nm). As can be seen,

with presence of the gold nanoparticle close to the nanodisk surface, the plasmon interaction between them makes the

electromagnetic field of the nanodisk increases significantly. It should be emphasized that, during the sensing experiments

there were many gold nanoparticles brought to the nanodisk surfaces as presented in the corresponding SEM image in

Figs. 4c and 4d. In addition, the 2D gold/silver nanodisks were in a centimeter scale. Due to these factors, the collective

resonance electromagnetic field of nanodisks in the sensing platform was extremely enhanced and resulting in an incredi-

bly LSPR peak shifts that was caused by the binding of DNA to the nanodisk surfaces. In our “turn-on” insulin detection

design, this enhancement strategy is greatly effective since the lesser insulin was introduced, the larger LSPR peak shift

was created.

FIG. 4. Plasmonic interaction between gold nanoparticles and gold/silver nanodisks: (a) simulated

electromagnetic field of one gold/silver nanodisk, (b) simulated electromagnetic field enhancement

between one gold nanoparticle and one gold/silver nanodisk; attachment of gold nanoparticle to 2D

gold/silver nanodisks (c) in the absence of insulin (blank sample) and (d) in the presence of 5 µM insulin

However, the unexpected of free DNA aptamer bindings were also enhanced. There were a number of nanoparticles

binded on the nanodisk surfaces (Fig. 4c) and they caused a measurable LSPR peak shift of the system (Fig. 3a) in the

experiment with insulin introduction. This evidence proposed that there was an amount of free insulin aptamer that did not

bind to insulin in spite of the concentration of insulin (5 µM) is five times higher than that of their aptamer DNA (1 µM).

These results may be caused by the dynamic range of the biological interaction between insulin and their aptamer [34].

Nevertheless, the affection of the inactive insulin aptamer binding was diminished in our “turn-on” dectection scheme.

4.4. Sensitivity and specificity

The sensitivity of the insulin detection platform was demonstrated by a series of experiments at various concentrations

from 10 pM to 50 µM of insulin in the presence of the same concentration of aptamer DNA (1 µM). The LSPR peak shifts

of the system in these experiments are presented in Fig. 5a. Obviously, as the concentration of insulin decreases from

50 µM to 10 pM, the value of LSPR peak shift increases from 44 nm to 117 nm. The combination of the “turn-on”

strategy with plasmonic enhancement over a centimeter scale of our system produces a distinctive shift (117 nm) of the

LSPR peak with a small amount of insulin introduction (10 pM). To the best of our knowledge, such a large shift of the

extinction spectrum peak has not been reported in literature of LSPR based insulin sensing, till date. We used the ICH
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technique to calculate the limit of detection (LOD) of our sensing assay [35], LOD = 3.3σ/s (σ – standard deviation of

response, s – slope of the calibration curve). The data of the LSPR peak shifts in the insulin concentration range of 0 M

to 500 pM were used to compute the LOD (the inset of Fig. 4). The calculated LOD of our insulin detection platform was

140 pM. The LOD of our sensing system is comparable to the concentration of free insulin the in blood, blood plasma

or interstitial fluid that is in the picomolar range [11]. The result asserts strongly that our unoptimized system works on

insulin detection with high sensitivity.

FIG. 5. Sensitivity and specificity experimental results: (a) LSPR peak shifts of 2D gold/silver nan-

odisks after the incubation with various concentrations of insulin, (b) LSPR peak shifts of 2D gold/silver

nanodisks after the incubation with 5 µM insulin, DNA-captured gold nanoparticles, 1 µM adenosine

aptamer DNA (1 – after attaching capture DNA, 2 – after the incubation)

The nonspecific binding experiments were carried out further to confirm the specificity of the sensing system. All

biological components of the system were observed the nonspecific interaction to the nanodisks. Fig. 5b shows the LSPR

peak shift of nanodisk after incubating with insulin, DNA-captured gold nanoparticles, adenosine aptamer (single DNA

strands have the same base number as insulin aptamers but they form the G-quadruplex with adenosine not insulin). The

nonspecific interactions of these components with the nanodisks only results in 15 nm red shift of the nanodisk LSPR peak.

The SEM image inset also showed a couple of gold nanoparticles attached to the nanodisk surface after the nonspecific

incubation. These data proved that the LSPR peak shifts in our sensing experiments were predominantly attributed to

specific biological binding.

5. Conclusion

In summary, we reported a “turn-on” plasmon insulin detection platform by using LSPR structures combined with

plasmonic amplification as optical transducers. The LSPR structures in this study were Au/Ag nanodisks of 320 nm

diameter that were fabricated into centimeter scale 2D arrays on quartz substrates by laser interference lithography. The

“turn on” detection strategy helped one to maximize the detecting optical signals at low concentrations of detecting

insulin and to eliminate the nonspecific biological interactions. The plasmonic amplification is contributed by localized

plasmonic interactions between a huge number of 15 nm gold nanoparticles with Au/Ag nanodisks. The combination of

these factors leaded to the high sensitivity of our detection system that achieved the LOD of 140 pM that is comparable

as picomolar range of insulin level in human body. The specificity of the system is assured by the distinct biological

interaction of insulin and their DNA aptamers during the detection. The principles of our sensing platform can be applied

for other DNA aptamer linked biological agents even small molecules. In addition, the large area of the fabricated LSPR

nanostructures on all type of substrates in a short time may be an alternative approach for the lab-on-chip biological

sensing.
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