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ABSTRACT Let G be a simple, finite, undirected and connected graph. The eccentricity of a vertex v is the

maximum distance from v to all other vertices of G. The eccentricity Laplacian matrix of G with n vertices is a

square matrix of order n, whose elements are elij , where elij is −1 if the corresponding vertices are adjacent,

elii is the eccentricity of vi for 1 ≤ i ≤ n, and elij is 0 otherwise. If ǫ1, ǫ2, . . . , ǫn are the eigenvalues of the

eccentricity Laplacian matrix, then the eccentricity Laplacian energy of G is ELE(G) =

n
∑

i=1

|ǫi − avec(G)| ,

where avec(G) is the average eccentricities of all the vertices of G. In this study, some properties of the

eccentricity Laplacian energy are obtained and comparison between thge eccentricity Laplacian energy and

the total π−electron energy is obtained.

KEYWORDS distance, eccentricity, Laplacian energy

FOR CITATION Harshitha A., Nayak S., D’Souza S. Eccentricity Laplacian energy of a graph. Nanosystems:

Phys. Chem. Math., 2024, 15 (5), 567–575.

1. Introduction

Let G be a simple, finite, undirected and connected graph. The degree of a vertex is the number of edges incident

on the vertex. The distance between two vertices is the number of edges in the shortest path between them. Eccentricity

of a vertex is the maximum distance from a vertex to all other vertices of a graph. Minimum and maximum among the

eccentricities of all the vertices is the radius and diameter of the graph, respectively. If the eccentricity of a vertex is equal

to radius of the graph, then the vertex is called a central vertex. The set of all central vertices is called the center of the

graph.

The degree of a vertex v of a graph G is denoted by degG(v). The notation dG(vi, vj) represents distance between

the vertices vi and vj of G. Eccentricity of a vertex v is denoted by eG(v). The notations r(G) and d(G) represent the

radius and the diameter of the graph respectively. The center of the graph is denoted by C(G).
The average eccentricity of a graph is as follows

avec(G) =
1

n

n
∑

i=1

eG(vi).

The status of a vertex vi is given by

σG(vi) =
∑

vj∈V (G)

dG(vi, vj).

A clique of a graph is an induced subgraph which is complete. The size of the largest clique is the clique number of

the graph, denoted by ω. The independent set of a graph is the subset of the set of vertices in which no two vertices are

adjacent. The independent number of a graph is the cardinality of the maximum independent set of vertices, denoted by

α.

The energy of a graph was introduced by I. Gutman [1] in 1978 as sum of the absolute eigenvalues of the adjacency

matrix associated with the graph. That is, if λ1, λ2, . . . , λn are the eigenvalues of the adjacency matrix of the graph G,

then the energy of G is as follows

E(G) =

n
∑

i=1

|λi|.

The spectrum of the graph G with distinct eigenvalues λ1, λ2, . . . , λk having multiplicity m1,m2, . . . ,mk, respectively,

is denoted by

Spec(G) =





λ1 λ2 λ3 . . . λk

m1 m2 m3 . . . mk



 .

© Harshitha A., Nayak S., D’Souza S., 2024
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In 2006, I Gutman and B. Zhou [2] introduced the Laplacian energy of a graph. The Laplacian matrix of a graph on

n vertices is the square matrix of order n, whose diagonal entries are degrees of the corresponding vertices and non-

diagonal entries are −1 if the corresponding vertices are adjacent and 0 if the corresponding vertices are non-adjacent. If

µ1, µ2, . . . , µn are the eigenvalues of the Laplacian matrix, then the Laplacian energy of G of order n and size m is given

by the expression

LE(G) =

n
∑

i=1

∣

∣

∣

∣

µi −
2m

n

∣

∣

∣

∣

.

Motivated by the works on Laplacian energy [3–7], in this paper, the eccentricity Laplacian matrix is considered and its

spectral properties are studied.

The eccentricity Laplacian matrix of a connected graph G on n vertices, denoted by EL(G) [8], is a square matrix of

order n, whose elements are given by elij , where

elij =











−1 if vi ∼ vj and i 6= j

eG(vi) if i = j

0 otherwise.

The trace of the matrix EL(G) is Tr(EL(G)) =
n
∑

i=1

eG(vi) = n(avec(G)). If ǫ1, ǫ2, . . . , ǫn are the eigenvalues of

the matrix EL(G), then the eccentricity Laplacian energy is defined as

ELE(G) =

n
∑

i=1

|ǫi − avec(G)| .

It is well known that the energy of a graph coincides with the total π−electron energy of conjugated hydrocarbon

molecule. Also, few comparisons between different energies and total π−electron energy can be found in [9–11]. In a

similar manner, in this study, comparison between the eccentricity Laplacian energy and the total π−electron energy of

hydrocarbons are made. The result of which gives the strong correlation between the two energies.

2. Preliminaries

Theorem 1. [12] For any connected graph G,

avec(G) ≤ 1

n
σG(C(G)) + r(G).

The equality holds for any tree.

Theorem 2. [12] For a connected graph of order n,

avec(G) ≤ 1

n

⌊

3

4
n2 − 1

2
n

⌋

.

The equality holds if and only if G ∼= Pn.

Theorem 3. [13] Let G(≇ Kn) be a connected graph of order n with clique number ω and independent number α. Then

avec(G) ≥ 1

n
(ω + 2α− 1).

Theorem 4. [13] Let G(≇ Kn) be a connected graph of order n with clique number ω. Then

n
∑

i=1

e2G(vi) ≥ 4n−3ω+3.

3. Main Results

Lemma 1. The matrix EL(G) is positive semi-definite if eG(vi) ≥ degG(vi) for all i = 1, 2, . . . , n.

Proof. In a graph G of order n, if eG(vi) ≥ degG(vi) for all i = 1, 2, . . . , n, then EL(G) is symmetrically diagonally

dominant matrix and therefore a positive semi-definite matrix. �

Lemma 2. Let G be a connected graph on n vertices. Then ELE(G) = E(G) if eG(vi) = k for all vi ∈ V (G) and

k ∈ Z.
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Proof. If eG(vi) = k for all vi ∈ V (G), then EL(G) = −A(G) + kIn and ei(G) = −λi(G) + k and avec(G) = k

ELE(G) =

n
∑

i=1

|−λi(G) + k − k|

=

n
∑

i=1

|λi(G)| = E(G).

�

Table 3 gives one some graphs with equal adjacency energy and eccentricity Laplacian energy.

TABLE 1. Graphs with equal adjacency energy and eccentricity Laplacian energy

Graph
Eccentricities of all

the vertices

complete graph Kn 1

cycle Cn ⌊n
2
⌋

complete bipartite graph Km,n, m ≤ n, m > 1 2

cocktail party graph Kn×2 2

crown graph S0
n 3

Remark. ELE(G) = LE(G) = E(G) if eG(vi) = degG(vi) for all vi ∈ V (G).
For instance, among the graphs in table 3 complete graph K2, cycle C4, complete bipartite graph K2,2, cocktail party

graph K2×2, and crown graph S0
4 have equal energy, Laplacian energy, and eccentricity Laplacian energy.

Theorem 5. Let G be a connected graph of order n, size m with clique number ω and independent number α. Then

ELE ≥

√

2mn+Mn+N2 − 2

{⌊

3

4
n2 − 1

2
n

⌋}2

.

Here M = 4n− 3ω + 3 and N = ω + 2α− 1.

Proof. Let ǫ1 ≥ ǫ2 ≥ . . . ≥ ǫn be the eigenvalues of EL(G). Consider the Cauchy-Schwartz inequality,

(

n
∑

i=1

aibi)
2 ≤ (

n
∑

i=1

a2i )(

n
∑

i=1

b2i ).

Set ai = 1 and bi = |ǫi − avec(G)|, then

(ELE(G))2 =

(

n
∑

i=1

|ǫi − avec(G)|
)2

≤ n

n
∑

i=1

|ǫi − avec(G)|2 .

However,
n
∑

i=1

|ǫi − evec(G)|2 =

n
∑

i=1

ǫ2i +

n
∑

i=1

(avec(G))2 − 2avec(G)

n
∑

i=1

ǫi. (1)

Now we will find the values of

n
∑

i=1

ǫ2i ,

n
∑

i=1

(avec(G))2 and avec(G)

n
∑

i=1

ǫi. Consider

n
∑

i=1

ǫ2i =

n
∑

i=1

(EL(G))2ii

= 2m+

n
∑

i=1

e2G(vi).

But,

n
∑

i=1

e2G(vi) ≥ 4n− 3ω + 3 (by Theorem 4). Therefore,

n
∑

i=1

ǫ2i ≥ 2m+ 4n− 3ω + 3. (2)
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By Theorem 3, avec(G) ≥ ω + 2α− 1

n
and therefore,

n
∑

i=1

(avec(G))2 ≥ (ω + 2α− 1)2

n
. (3)

and by Theorem 2 and noting the fact that

n
∑

i=1

ǫi = n(avec(G)), one obtains

−2avec(G)

n
∑

i=1

ǫi ≥
−2

n

{⌊

3

4
n2 − 1

2
n

⌋}2

. (4)

Theorem 5 follows by substituting the values of equations 2, 3, and 4 in equation 1. �

Theorem 6. Let G be a connected graph of order n, size m with clique number ω, independent number α, and radius

r(G). Then

ELE(G) ≤
{

2mn+ n2(r(G)2) + r(G) + 2r(G)σG(C(G))

+n

n
∑

i=1

(dG(u,C(G)))2 + (σG(C(G)))2 − 2R2

}
1

2

.

Here R = ω + 2α− 1 and σG(C(G)) is the status of the center of G.

Proof. Let v be a vertex of a connected graph G. Note that eG(v) ≤ nr(G) + σG(C(G)) and the equality holds for any

tree [12]. Let ǫ1 ≥ ǫ2 ≥ . . . ≥ ǫn be the eigenvalues of EL(G). Then by the Cauchy-Schwartz inequality,

(ELE(G))2 =

(

n
∑

i=1

|ǫi − avec(G)|
)2

≤ n

n
∑

i=1

|ǫi − avec(G)|2

=
n
∑

i=1

ǫ2i +
n
∑

i=1

(avec(G))2 − 2avec(G)
n
∑

i=1

ǫi. (5)

Now we will find the values of

n
∑

i=1

ǫ2i ,

n
∑

i=1

(avec(G))2 and avec(G)

n
∑

i=1

ǫi. Consider

n
∑

i=1

ǫ2i = 2m+

n
∑

i=1

e2G(vi).

Noting the fact that eG(vi) ≤ r(G) + dG(vi, C(G)), one comes to the inequality

n
∑

i=1

ǫ2i ≤ 2m+ n(r(G))2 + 2r(G)σG(C(G)) +

n
∑

i=1

(dG(u,C(G)))2. (6)

Also
n
∑

i=1

(avec(G))2 ≤ (nr(G) + σG(C(G)))2

n
. (7)

By lemma 3, avec(G) ≥ ω + 2α− 1 which implies that

−2avec(G)

n
∑

i=1

ǫi ≤
−2

n
(ω + 2α− 1)2. (8)

Theorem 6 follows by substituting the values of 6, 7 and 8 in 5. �

4. Eccentricity Laplacian matrix of a tree

Theorem 7. Let T be a tree on n vertices. Let fn(T, λ) = a0λ
n + a1λ

n−1 + a2λ
n−2 + · · · + an be the characteristic

polynomial of EL(T ). Then,

(1) a0 = 1.
(2) a1 = −(nr(T ) + σT (C(T ))).

(3) a2 =
(r(T ))2n(n− 1)

2
−(n−1)+

n−1
∑

i=1

xi(xi+1+xi+2+· · ·+xn)+
n
∑

i=1

(n−1)xi, where, xi = r(T )+d(vi, C(T )).
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Proof. (1) By the definition of fn(T, λ), a0 = 1.
(2) The value of a1 is (−1) times the sum of the determinants of all 1 × 1 principal sub-matrices of EL(T ). By

lemma 1, avec(T ) =
1

n
σT (C(T )) + r(T ). Therefore, a1 = −(nr(T ) + σT (C(T ))).

(3) The value of a2 is sum of the determinants of all 2× 2 principal sub-matrices of EL(T ). That is,

a2 =
∑

1≤i<j≤n









elii elij

elji eljj







 =
∑

1≤i<j≤n

eliieljj −
∑

1≤i<j≤n

el2ij .

But,
∑

1≤i<j≤n

eliieljj =
(r(T ))2n(n− 1)

2
+

n−1
∑

i=1

xi(xi+1+xi+2+ · · ·+xn)+

n
∑

i=1

(n−1)xi and
∑

1≤i<j≤n

el2ij =

n− 1 and Theorem 7 follows by substitution.

�

Theorem 8. Let T be a tree on n vertices with radius r(T ) and center C(T ). Then

ELE(T ) ≤
{

n(nr2(T ) + (dT (ui, C(T )))2 + 2r(T )σT (C(T )) + 2n− 2)

−(nr(T ) + σT (C(T )))2
}

1

2 .

Proof. Let ǫ1 ≥ ǫ2 ≥ . . . ≥ ǫn be the eigenvalues of EL(T ). Consider the Cauchy-Schwartz inequality

(

n
∑

i=1

aibi)
2 ≤ (

n
∑

i=1

a2i )(

n
∑

i=1

b2i ).

Set ai = 1 and bi = |ǫi − avec(T )|, then

(ELE(T ))2 =

(

n
∑

i=1

|ǫi − avec(T )|
)2

≤ n

n
∑

i=1

|ǫi − avec(T )|2

= n

(

n
∑

i=1

ǫ2i

)

+
n
∑

i=1

(avec(T ))2 − 2avec(T )

n
∑

i=1

ǫi.

But eT (ui) = r(T )+dT (ui, C(T )) and therefore, avec(T ) = nr(T )+σT (C(T )) and ǫ2i = nr2(T )+2r(T )σT (C(T ))+
n
∑

i=1

d2T (ui, C(T )) + 2n− 2. Therefore,

(ELE(T ))2 ≤ n(nr2(T ) + 2r(T )σT (C(T )) + (dT (ui, C(T )))2 + 2m)

− (nr(T ) + σT (C(T ))2)

and the proof follows. �

Theorem 9. Let Sn be a star graph on n vertices. Then,

ELE(Sn) =
n− 2

n
+
√
4n− 3.

Proof. The average eccentricity of star graph Sn is 2n− 1. Consider

|γI − EL(Sn)| =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣



































γ − 1 1 1 1 · · · 1 1

1 γ − 2 0 0 · · · 0 0

1 0 γ − 2 0 · · · 0 0

1 0 0 γ − 2 · · · 0 0
...

...
...

...
. . .

...
...

1 0 0 0 · · · γ − 2 0

1 0 0 0 · · · 0 γ − 2



































∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

.
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The characteristic polynomial of EL(Sn) is (γ− 2)n−2(γ2 − 3γ− (n− 3)) and the eccentric Laplacian spectrum of

Sn is






2
3 +

√
4n− 3

2

3−
√
4n− 3

2

n− 2 1 1






.

Therefore,

ELE(Sn) =
n− 2

n
+
√
4n− 3.

�

5. Chemical significance of the eccentric Laplacian energy

The eccentric Laplacian energies of Polyenes, Vinyl compounds, Polyacenes and Cyclobutadienes listed in the Dic-

tionary of π−electron calculation [14] are calculated and compared with the respective total π−electron energies when

S = 0, where S is a overlap integral. Refer [14] for more details regarding terminologies related to total π−electron

energy (Figs. 1, 2).

When the eccentric Laplacian energy of Polyenes and Vinyl compounds are compared with the total π−electron

energy, very strong correlation has been found with correlation coefficient 0.96 (Figs. 3, 4).

Similarly, the eccentric Laplacian energies of Polyacenes and Cyclobutadienes are compared with the total π−electron

energy, which gives correlation coefficient 0.98 (Figs. 5, 6).

FIG. 1. Polyenes and vinyl compounds
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FIG. 2. Polyacenes and Cyclobutadienes
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FIG. 3. Scatter plot of ELE(G) and total π−electron energy of Polyenes and Vinyl compounds

FIG. 4. Comparison between ELE(G) and total π−electron energy of Polyenes and Vinyl compounds

FIG. 5. Scatter plot of ELE(G) and total π−electron energy of Polyacenes and Cyclobutadienes
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FIG. 6. Comparison between ELE(G) and total π−electron energy of Polyacenes and Cyclobutadienes

6. Conclusion

In this study, the eccentricity Laplacian matrix EL(G) of a graph G is explored and the corresponding eccentricity

Laplacian energy ELE(G) is derived. This analysis includes conditions under which EL(G) is positive semi-definite

and scenarios where ELE(G) matches the ordinary and the Laplacian energies of the graph. We also established several

bounds for ELE(G) in relation with various graph parameters, such as the number of vertices and edges, the clique

number, the independent number, the radius, and the status of the center.

Additionally, we characterized the eccentricity Laplacian matrix and its energy specifically for trees. As an intriguing

application, we compared the eccentricity Laplacian energy of specific polyenes, vinyl compounds, polyacenes, and cy-

clobutadienes with their total π-electron energies. Remarkably, the correlation coefficient between ELE(G) and the total

π-electron energies is found to be 0.96 for polyenes and vinyl compounds, and 0.98 for polyacenes and cyclobutadienes,

demonstrating a very strong correlation.

References

[1] I. Gutman, The energy of a graph. Ber. Math. Stat. Sekt. Forschungsz. Graz., 1978, 103, P. 1–22.

[2] I. Gutman, B. Zhou, Laplacian energy of a graph. Linear Algebra and its Applications, 2006, 414, P. 29–37.
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1. Introduction

In recent years, the theoretical study of mixed-spin Ising models has received significant attention. Unlike their

single-spin counterparts, mixed-spin Ising models possess less translational symmetry, making them primarily subjects

of experimental study, with a considerable gap in theoretical research. To the best of the authors’ knowledge, the first

paper to rigorously study mixed-spin Ising models with mathematical precision is [1]. This paper investigates the model

using a measure-theoretic approach and proves the existence of phase transitions. Subsequent papers [2–6] continue the

investigation, exploring various properties of mixed-type Ising models on Cayley trees.

The impact of an external field is evident from the outset of the theory. For instance, the classical Ising model on the

cubic lattice Zd (d ≥ 2) exhibits a phase transition in the absence of an external field, but no phase transition occurs when

a non-zero external field is applied. Introducing an external field to such models typically results in the loss of symmetry,

making it more challenging to study the model’s properties. In this paper, we employ the exact recursion equations

technique to investigate the phase transition of the mixed spin-1/2 and spin-1 Ising model with an external field on the

Cayley tree. The aim of this work is to elucidate the influence of the external field on the model’s physical properties.

In [7], the mixed spin-1/2 and spin-1 Ising model in the absence of an external field on the arbitrary order Cayley

tree is studied. It is shown that this particular model exhibits a phase transition phenomena in both the ferromagnetic and

antiferromagnetic regions. In that paper, the authors also investigate the extremality of disordered phases employing a

Markov chain indexed by a tree on a semi-infinite Cayley tree. Utilizing the Kesten-Stigum condition [8], they delve into

the non-extremality aspects of disordered phases by scrutinizing the eigenvalues of the stochastic matrix associated with

the (1,1/2) mixed-spin Ising model on Cayley trees with order k(k ≥ 3). One of the main contributions of the present

paper is to show the existence of a phase transition for the (1,1/2) mixed-spin Ising model under the external field on the

general order Cayley tree.

In [9], the author studies the one-dimensional Ising model with mixed spins (s,
2t− 1

2
) under the influence of nearest-

neighbor interactions and an external magnetic field. By analyzing the iterative equations related to the model, the phase

transition problem is explored using the cavity approach. Furthermore, various thermodynamic quantities for the model

© Rahmatullaev M.M., Egamov D.O., 2024
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are calculated, and precise formulas are provided to determine the free energy, entropy, magnetization, and susceptibility.

For the case s = 1 and t = 1, our results extend the findings of [9] to higher-order Cayley trees.

Numerous numerical methods also have been applied to the study of mixed-spin models. We mention some of

them: One of the earliest, simplest, and most extensively studied mixed-spin Ising models is the spin-1/2 and spin-1

mixed system. This system has been investigated using a variety of techniques, including the renormalization-group

technique [10], high-temperature series expansions [11], the free-fermion approximation, the recursion method on the

Bethe lattice, and the Bethe-Peierls approximation [12–15]. Additionally, studies have employed the effective-field theory

framework [16,17], the mean-field approximation [18,19], the finite cluster approximation [20], Monte Carlo simulations

[21], the mean-field renormalization-group technique, numerical transfer matrix studies [7], and the cluster variation

method in pair approximation [22].

It is known [23–26] that for all β > 0, the set of Gibbs measures forms a non-empty, convex, and compact subset

in the space of probability measures. Moreover, any Gibbs measure can be expressed as an integral over extreme Gibbs

measures, known as the extreme decomposition [25]. Consequently, the extreme points are of fundamental importance for

describing the entire convex set of Gibbs measures. The extreme disordered phases of models on lattices are particularly

significant in the context of information flow theory [27–30]. In the present paper, we provide a non-trivial adaptation of

well-known methods, including the Kesten-Stigum criterion [8] for assessing the non-extremality of translation-invariant

Gibbs measures, as well as the Martinelli-Sinclair-Weitz method [31] for evaluating the extremality of translation-invariant

Gibbs measures.

In this paper, we derive a system of functional equations based on the compatibility condition. We show the presence

of a phase transition for the mixed-spin Ising model under the external field on the general order Cayley tree. On the

binary tree, solving the model exactly under a constant external field, we demonstrate that the model possesses either one

or three Gibbs measures depending on the temperature. Additionally, we investigate the conditions for extremality and

non-extremality of the disordered phase of the model.

FIG. 1. Some generations of a second order Cayley tree of with a σ0 spin in the root.

2. Preliminaries

Let Γk = (V, L) be a semi-infinite Cayley tree of order k ≥ 1, with a designated root vertex x(0). In this tree, each

vertex has exactly k + 1 adjacent edges, except for the root x(0), which has only k adjacent edges. The set V represents

the vertices of the tree, while L represents the edges.

Two vertices x and y are called nearest neighbors, denoted by l = 〈x, y〉, if there exists an edge in L that connects

them. A sequence of edges 〈x, x1〉, 〈x1, x2〉, . . . , 〈xd−1, y〉 is called a path from the vertex x to the vertex y. The distance

d(x, y) between two vertices x and y in the Cayley tree is defined as the length of the shortest path connecting them.

We denote

Wn = {x ∈ V | d(x, x0) = n}, Vn =

n⋃

m=0

Wm, Ln = {l = 〈x, y〉 ∈ L | x, y ∈ Vn}.

The set of direct successors of a vertex x is defined as

S(x) = {y ∈ Wn+1 : d(x, y) = 1}
where x ∈ Wn.

Denote

Γk
+ = {x ∈ V : d(x0, x)− even}, Γk

− = {x ∈ V : d(x0, x)− odd}.

In this paper, we consider the following spin state spaces: Φ = {−1, 0, 1} and Ψ = {−1

2
,
1

2
}. The corresponding

configuration spaces are defined as Ω+ = ΦΓk
+ and Ω− = ΨΓk

− , where Γk
+ and Γk

− represent two disjoint semi-infinite

Cayley trees of order k.

Additionally, the finite-volume configuration spaces are denoted by Ω+,n = ΦΓk
+∩Vn and Ω−,n = ΨΓk

−
∩Vn , where

Vn is the set of vertices at distance n from the root.
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The overall configuration space of the model is given by Ξ = Ω+ × Ω−. An element of Ω+ is denoted by σ(x) for

x ∈ Γk
+, and an element of Ω− is denoted by s(x) for x ∈ Γk

−.

For the configuration ξ ∈ Ξ, the associated sites are assigned to successive generations of the tree (see Fig. 1).

Specifically, at the odd-numbered levels of the tree, the vertices are occupied by spins taking values from the set Ψ.

Conversely, at the even-numbered levels, the vertices are occupied by spins taking values from the set Φ. This is formally

expressed as follows:

ξ(x) =

{
σ(x) if x ∈ Γk

+;

s(x) if x ∈ Γk
−,

(1)

where σ(x) ∈ Φ = {−1, 0, 1} and s(x) ∈ Ψ = {−1

2
,
1

2
}. This arrangement ensures that spins from Ψ are located at odd

levels, while spins from Φ are located at even levels of the tree.

The Hamiltonian of (1/2-1) mixed spin Ising model with an external field is defined by

H(ξ) = −J
∑

〈x,y〉

ξ(x)ξ(y)−
∑

x∈V

αξ(x)(x), ξ ∈ Ξ (2)

where

αξ(x)(x) =

{
ασ(x)(x) if x ∈ Γk

+;

α̃s(x)(x) if x ∈ Γk
−,

(3)

is the external field.

We denote hhh = (hhhξ(x)(x))x∈Γk , where

hξ(x)(x) =





hσ(x)(x), x ∈ Γk
+;

h̃s(x)(x), x ∈ Γk
−,

and hhh(x) = (h−1(x), h0(x), h+1(x)), h̃̃h̃h(x) = (h̃− 1
2
(x), h̃ 1

2
(x)).

Now, for each n ≥ 1, we define the Gibbs measure µhhh
n by

µhhh
n(ξ) =

e
−βHn(ξ)+

∑
x∈Wn

hξ(x)(x)

Zn

, (4)

where ξ ∈ Ξn := Ω+,n × Ω−,n, Zn is the partition function.

The sequence of measures {µhhh
n} is compatible, if for all n ≥ 1 and ξn−1 ∈ Ξn−1 one has

∑

w∈ΞWn

µhhh
n(ξn−1 ∨ w) = µhhh

n−1(ξn−1), for all n ≥ 1, (5)

ΞWn =





ΦWn , n− even;

ΨWn , n− odd.

Here ξn−1 ∨ w is the concatenation of the configurations. In this setting, there is a unique measure µ on Ω such that

for all n and ξn ∈ Ξn

µ({ξ|Vn = ξn}) = µhhh
n(ξn).

Such a measure is called a splitting Gibbs measure (SGM) corresponding to the model (2).

The following result describes the condition on hhh ensuring that the sequence {µhhh
n} is compatible.

Theorem 1. The sequence of measures {µhhh
n}, n = 1, 2, ... given by (5) is compatible if and only if for any x ∈ V the

following equations hold:

eh−1(x)−h0(x) =
∏

y∈S(x)


e

1
2Jβ+βα̃

−
1
2
(y)+h̃

−
1
2
(y)

+ e
− 1

2Jβ+βα̃ 1
2
(y)+h̃ 1

2
(y)

e
βα̃

−
1
2
(y)+h̃

−
1
2
(y)

+ e
βα̃ 1

2
(y)+h̃ 1

2
(y)


 , (6)

eh1(x)−h0(x) =
∏

y∈S(x)


e

− 1
2Jβ+βα̃

−
1
2
(y)+h̃

−
1
2
(y)

+ e
1
2Jβ+βα̃ 1

2
(y)+h̃ 1

2
(y)

e
βα̃

−
1
2
(y)+h̃

−
1
2
(y)

+ e
βα̃ 1

2
(y)+h̃ 1

2
(y)


 , (7)

e
h̃ 1

2
(x)−h̃

−
1
2
(x)

=
∏

y∈S(x)

(
e−

1
2Jβ+βα−1(y)+h−1(y) + eβα0(y)+h0(y) + e

1
2Jβ+βα1(y)+h1(y)

e
1
2Jβ+βα−1(y)+h−1(y) + eβα0(y)+h0(y) + e−

1
2Jβ+βα1(y)+h1(y)

)
. (8)

Proof. The proof can be carried out using the standard argument presented in [7].
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3. Translation-invariant Gibbs measures

In this section, we deal with the existence of translation-invariant splitting Gibbs measures (TISGMs) correspond-

ing to the Ising model with mixed spin-1 and spin-1/2 by analyzing the the equations (6)-(8). Recall that the vector-

valued functions h̃̃h̃h = {h̃− 1
2
(x), h̃ 1

2
(x)} and hhh(x) = (h−1(x), h0(x), h+1(x)) are called translation-invariant if h̃i(x) =

h̃i(y) =: h̃i and hj(x) = hj(y) =: hj for all y ∈ S(x) (see [7]). The measures corresponding to the vector valued func-

tions h̃̃h̃h andhhh are called TISGMs. We assume that external field α(x) is also translation-invariant, i.e., α(x) := α ∀x ∈ Γk.

Denote hhhj := hhhj(x) for all x ∈ Γk
+, j ∈ Φ, h̃hhi := h̃hhi(x), x ∈ Γk

−, i ∈ Ψ. Introducing the notations U1 = h−1 − h0,

U2 = h1 − h0, V = h̃ 1
2
− h̃− 1

2
, T1 = β(α−1 − α0), T2 = β(α1 − α0), F = β(α 1

2
− α− 1

2
), we have the following

eU1 =
∏

y∈S(x)

(
θ2 + eV · eF

θ · (1 + eV · eF )

)
, (9)

eU2 =
∏

y∈S(x)

(
1 + θ2 · eV · eF
θ · (1 + eV · eF )

)
, (10)

eV =
∏

y∈S(x)

(
eU1 · eT1 + θ2 · eU2 · eT2 + θ

θ2 · eU1 · eT1 + eU2 · eT2 + θ

)
. (11)

Denoting eU1 = X , eU2 = Y , eV = Z, eT1 = M , eT2 = N , eF = L, we obtain the following system of equations:





X =

(
θ2 + LZ

θ(1 + LZ)

)k

,

Y =

(
1 + θ2LZ

θ (1 + LZ)

)k

,

Z =

(
MX + θ2NY + θ

θ2MX +NY + θ

)k

.

(12)

3.1. Stability of a fixed point

We consider the system of equations (12). For simplicity, we assume that L = 1,M = N = m. In this case, the

model possesses the disordered phase [32], i.e., Z = 1, X = Y =

(
θ2 + 1

2θ

)k

is always a solution to the system (12).

We study the stability of this solution.

To investigate the dynamics of (12), we find the eigenvalues of the following Jacobian matrix JF :

JF =




0 0 −k(θ2 − 1)

4θ
· (θ

2 + 1

2θ
)k−1

0 0
k(θ2 − 1)

4θ
· (θ

2 + 1

2θ
)k−1

− k ·m · (θ2 − 1)

m · θ2( θ2+1
2θ )2 +m · ( θ2+1

2θ )2 + θ

k ·m · (θ2 − 1)

m · θ2( θ2+1
2θ )2 +m · ( θ2+1

2θ )2 + θ
0




(13)

After some algebraic manipulations, we obtain that the eigenvalues of the matrix are: λ1 = 0,

λ2 =
2
√
(θ8m+ 4θ6m+ 4θ5 + 6θ4m+ 4θ3 + 4θ2m+m)2−k( θ

2+1
θ

)km(θ + 1)(θ − 1)θk

θ8m+ 4θ6m+ 4θ5 + 6θ4m+ 4θ3 + 4θ2m+m
,

λ3 = −
2
√

(θ8m+ 4θ6m+ 4θ5 + 6θ4m+ 4θ3 + 4θ2m+m)2−k( θ
2+1
θ

)km(θ + 1)(θ − 1)θk

θ8m+ 4θ6m+ 4θ5 + 6θ4m+ 4θ3 + 4θ2m+m
.

Remark 1. From Fig. 2, it can be seen that, at some values of parameters θ and k, we have

|λ3(θ, k,m)| > 1,

which shows that the fixed point

((
θ2 + 1

2θ

)2

,

(
θ2 + 1

2θ

)2

, 1

)
is saddle [33]. This fact indicates that there is a phase

transition.
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FIG. 2. Plots of the function | λ3(θ, k,m) | for k = 2, 3, 4, 5 and m = 0, 1.

3.2. The existence of the phase transition

On substituting the first and second equations of (12) into the third equation, we obtain

Z =
( M(θ2 + LZ)k + (1 + θ2LZ)k + θk+1(1 + LZ)k

θ2M(θ2 + LZ)k +N(1 + θ2LZ)k + θk+1(1 + LZ)k

)k
= F (Z). (14)

It follows from (14) that solving (12) is reduced to finding the fixed points of the function F (Z). It is clear that the

function F (Z) is an increasing, bounded function with F (0) > 0 and F (∞) < ∞. It follows from properties of the

function F (Z) that the function has at least one fixed point, say, Z∗. We have

(a) (b) (c)

F (Z)− Z when F (Z)− Z when F (Z)− Z when

θ = 0.1, θ = 0.1, θ = 0.1,

M = 0.5, M = 2, M = 3,

N = 50, N = 5, N = 5,

L = 7, L = 0.7, L = 0.7,

k = 2, k = 3, k = 4,

Z = 0, ..., 1. Z = 0, ..., 105. Z = 0, ..., 110.

FIG. 3. The plots of the function F (Z)− Z at some values of parameters

Theorem 2. For the mixed-spin Ising model with external field on the Cayley tree of order k ≥ 2 if the condition

F ′(Z∗) > 1 is satisfied, then there exist at least three distinct SGMs, i.e. the phase transition occurs.

Proof. The condition F ′(Z∗) > 1 implies the existence of at least three solutions of Equation (14). Let Z∗ be the

fixed point of F (Z). When F ′(Z∗) > 1, Z∗ is unstable. Consequently, there exists a small neighborhood (Z∗−ε, Z∗+ε)
of Z∗ such that for Z ∈ (Z∗ − ε, Z∗) F (Z) < Z, and for Z ∈ (Z∗, Z∗ + ε) F (Z) > Z. Since F (0) > 0, there exists
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a solution Z∗
− between 0 and Z∗. Similarly, since F (+∞) < +∞, there is another solution Z∗

+ between Z∗ and +∞.

Given that there is a bijection between the solution of Eq.(14) and SGMs, it follows that there exist at least three SGMs,

which implies the existence of a phase transition.

Remark 2. Note that the set of parameters which satisfy F ′(Z∗) > 1 is not empty, e.g., see Fig. 3.

3.3. The case k = 2

In what follows, we restrict ourselves to the case k = 2, L = 1,M = N = m in (12). Then the system of equations

(12) can be reduced to the following equation:

(Z − 1)(AZ4 +BZ3 + CZ2 +BZ +A) = 0 (15)

where

A = θ8m2 + 2θ7m+ 2θ6m2 + θ6 + 2θ5m+ θ4m2,

B = −θ12m2 − 2θ9m+ 5θ8m2 + 10θ7m+ 8θ6m2 + 4θ6 + 10θ5m+ 5θ4m2 − 2θ3m−m2,

C = −θ12m2 − 2θ10m2 − 4θ9m+ 7θ8m2 + 16θ7m+ 16θ6m2 + 6θ6 + 16θ5m+ 7θ4m2 − 4θ3m− 2θ2m2 −m2.

We obtain that Z = 1 is a solution of (15) independent of remaining parameters, and we denote it by z1. We consider

the second factor in (15). After some algebraic operations, we have

A(Z2 +
1

Z2
) +B(Z +

1

Z
) + C = 0.

Introducing the new variable

t = Z +
1

Z
, (16)

we have

f(t) = At2 +Bt+ (C − 2A) = 0. (17)

The solutions of (17) are

t1 =
−B −

√
8A2 +B2 − 4AC

2A
, t2 =

−B +
√
8A2 +B2 − 4AC

2A
. (18)

Taking into account t = Z +
1

Z
, we consider the following two cases: t1 < 2 < t2 or 2 < t1 < t2.

Case 1. Let t1 < 2 < t2. In this case, the parabola defined in (17) should satisfy Af(2) < 0. Since A > 0 we have

that

2(A+B) + C < 0

or

m(θ2 + 1)(θ2 − 3)(θ2 − 1

3
) >

4

3
θ3. (19)

Taking into account that θ > 0, we solve the inequality (19) with respect to the parameter m:

m >
4θ3

3(θ2 + 1)(θ2 − 3)(θ2 − 1
3 )

where θ ∈ (0;
1√
3
) ∪ (

√
3;∞). Under these conditions, we obtain the solutions of the second factor of the equation (15):

z2 =
t2 +

√
t22 − 4

2
, z3 =

t2 −
√
t22 − 4

2
.

Case 2. 2 < t1 < t2. In this case, it suffices to consider
1√
3
< θ <

√
3. Since A > 0 from properties of the (17),

we have f(2) > 0. It follows that − B

2A
> 2 or B + 4A < 0 which is equivalent to

m(θ2 + 1)(θ4 − 4θ2 + 1) > 2θ3.

Solving this equality, we have

m >
2θ3

(θ2 + 1)(θ4 − 4θ2 + 1)

where θ ∈ (0;

√
2−

√
3)∪(

√
2 +

√
3;∞). However, the obtained solution does not satisfy the condition

1√
3
< θ <

√
3,

thus, in this case, we do not obtain any solution.

Introduce

Υ1 = {(θ,m) : m(θ2 + 1)(θ4 − 4θ2 + 1) > 2θ3 and θ ∈ (0;

√
2−

√
3) ∪ (

√
2 +

√
3;∞)}
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FIG. 4. The plot of the solutions z1, z2, z3 at m = 100 and θ ∈ [1.75;2].

(see e.g., Fig. 5).

Theorem 3. Assume that J 6= 0 . If (θ,m) ∈ Υ1 then there is a phase transition for the mixed-spin Ising model on

the Cayley tree of order two.

(a)The plot of Υ1 is drawn (b)The plot of Υ1 is drawn

for θ ∈ (0,

√
2−

√
3) and for θ ∈ (

√
2 +

√
3, 4) and

m ∈ (0, 5). m ∈ (0, 5).

FIG. 5. The plot of Υ1 is drawn for θ ∈ (0,

√
2−

√
3) ∪ (

√
2 +

√
3, 4) and m ∈ (0, 5).

4. Extremality of disordered phase

In this section, we check the non-extremality of the obtained Gibbs measures:

Let us consider the following stochastic matrix P = (Pij):

Pij =
eijβJ+h̃j+βα̃j

∑
u=∓ 1

2

eiuβJ+h̃u+βα̃u

where i ∈ {−1, 0, 1} va j ∈ {−1

2
,
1

2
}.

Using our notations Z = e
h̃ 1

2
−h̃

−
1
2 and L = e

β(α̃ 1
2
−α̃

−
1
2
)
, introduced in Section 2, we have the following matrix
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P = (Pij):

P =




P(−1,− 1
2 )

P(−1, 12 )

P(0,− 1
2 )

P(0, 12 )

P(1,− 1
2 )

P(1, 12 )


 =




θ2

θ2 + LZ

LZ

θ2 + LZ
1

1 + LZ

LZ

1 + LZ
1

1 + θ2LZ

θ2LZ

1 + θ2LZ




(20)

Similarly, we introduce the following stochastic matrix Q = (Qij):

Qij =
exp(ijβJ + hj + βαj)∑

u={−1,0,1}

exp(iuβJ + hu + βαu)

where i ∈ {−1

2
,
1

2
} and j ∈ {−1, 0, 1}.

Using the notations eh−1−h0 = X , eh1−h0 = Y , eβ(α−1−α0) = M and eβ(α1−α0) = N , we have Q = (Qij):

Q =


 Q(− 1

2 ,−1) Q(− 1
2 ,0)

Q(− 1
2 ,1)

Q( 1
2 ,−1) Q( 1

2 ,0)
Q( 1

2 ,1)


 =




θ2MX

θ2MX + θ +NY

θ

θ2MX + θ +NY

NY

θ2MX + θ +NY
MX

MX + θ + θ2NY

θ

MX + θ + θ2NY

θ2NY

MX + θ + θ2NY




(21)

For the solution Z = 1, X = Y =

(
θ2 + 1

2θ

)2

, the matrices P and Q have the following forms:

P =




θ2

1 + θ2
1

1 + θ2
1

2

1

2
1

1 + θ2
θ2

1 + θ2




, (22)

Q =




mθ2(θ2 + 1)2

4θ3 +m(θ2 + 1)3
4θ3

4θ3 +m(θ2 + 1)3
m(θ2 + 1)2

4θ3 +m(θ2 + 1)3

m(θ2 + 1)2

4θ3 +m(θ2 + 1)3
4θ3

4θ3 +m(θ2 + 1)3
mθ2(θ2 + 1)2

4θ3 +m(θ2 + 1)3


 . (23)

It is easy to see that P ·Q is again a stochastic matrix:

H = P ·Q =
1

4θ3 +m(θ2 + 1)3




m(θ2 + 1)(θ4 + 1) 4θ3 2mθ2(θ2 + 1)

m(θ2 + 1)3

2
4θ3

m(θ2 + 1)3

2

2mθ2(θ2 + 1) 4θ3 m(θ2 + 1)(θ4 + 1)


 . (24)

The eigenvalues of the stochastic matrix H are:

{0, m(θ6 − θ4 − θ2 + 1)

θ6m+ 3θ4m+ 4θ3 + 3θ2m+m
, 1}.

After some calculation, one can show that the second eigenvalue in terms of the absolute value is

λmax =
m(θ6 − θ4 − θ2 + 1)

θ6m+ 3θ4m+ 4θ3 + 3θ2m+m
(25)

According to the Kesten-Stigum criterition [8], in order to check the non-extremality of the measure, we should consider

the following inequality

2λ2
max − 1 > 0.

2λ2
max − 1 = 2

( m(θ6 − θ4 − θ2 + 1)

θ6m+ 3θ4m+ 4θ3 + 3θ2m+m

)2
− 1 =

A ·m2 +B ·m+ C

(θ6m+ 3θ4m+ 4θ3 + 3θ2m+m)2

A := θ12 − 10θ10 − 17θ8 − 12θ6 − 17θ4 − 10θ2 + 1,

B := −8θ9 − 24θ7 − 24θ5 − 8θ3, C := −16θ6.

Denote

K(θ,m) = A ·m2 +B ·m+ C. (26)

Thus, the inequality 2λ2
max − 1 > 0 is reduced to K(θ,m) > 0.

Theorem 4. If K(θ,m) > 0 then the disordered phase is non-extreme.

Remark 3. Note that the set Υ2 = {(θ,m) ∈ R2
+ : K(θ,m) > 0} is not empty, see, for example Fig. 4(a).
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(a)The non-extremality regions (b)The extremality regions of (c)(a) and (b) Figures are

of the disordered Gibbs the disordered Gibbs measures plotted jointly to

measures is plotted for is plotted for θ ∈ (0, 8) compare results.

θ ∈ (0, 8) and m ∈ (0, 8). and m ∈ (0, 8).

FIG. 6. The extremality vs non-extremality regions of the obtained Gibbs measures are plotted.

In the subsection, we check the extremality of the measures.

Definition. [31] For a set of Gibbs distributions µs
τx

, the quantities κ ≡ κ({µs
τx
}) and γ ≡ γ({µs

τx
}) are defined by

(1) κ = sup
z∈Γk

max
z,s,s′

‖µs
Tz

− µs′

Tz
‖z

(2) γ = sup
z⊂Γk

max
z,s,s′

‖µηy,s

A − µηy,s′

A ‖z , where the maximum is taken over all boundary conditions η, all sites y ∈ ∂A,

all neighbors x ∈ A of y, and all spins s, s′ ∈ {−1, 0, 1}.
It is known [1,7,31] that to check the extremality of the translation-invariant Gibbs measures, we should consider the

following inequality:

2κγ < 1, (27)

where κ =
√
τPτQ and τH =

1

2
max
i,j

{
3∑

l=1

| Hi,l −Hj,l |}. From (22) and (23), we have

τP =
| θ2 − 1 |
θ2 + 1

, τQ =
m(θ2 + 1)2 | θ2 − 1 |
4θ3 +m(θ2 + 1)3

.

As in [1, 7, 34] we assume that κ = γ. Then,

κ2 =
m(θ2 − 1)2(θ2 + 1)

4θ3 +m(θ2 + 1)3
,

2κ2 − 1 =
2m(θ2 − 1)2(θ2 + 1)

4θ3 +m(θ2 + 1)3
− 1 < 0. (28)

Simplifying the above expression, we have

m(θ6 − 5θ4 − 5θ2 + 1) < 4θ3.

Introduce

Υ3 = {(θ,m) : m(θ6 − 5θ4 − 5θ2 + 1) < 4θ3 and θ ∈ (0,
√
2− 1) ∪ (

√
2 + 1,∞)}.

We can deduce that

Theorem 5. 1. If θ6 − 5θ4 − 5θ2 + 1 ≤ 0 or (θ,m) ∈ Υ3, then the disordered phase is extreme.

Remark 4. Note that the set Υ3 is not empty, see, for example Fig. 4(b).

5. Conclusion

In the present work, we have investigated the phase transition of the mixed type Ising model on the Cayley tree under

the non-zero external field. We showed that under some conditions on parameters the model exhibits a phase transition

on the general order Cayley tree. On the binary tree, we solved the model exactly under the specific external field, i.e.,

we find all regions where the phase transition occurs. Moreover, we checked the extremality and non-extremality of one

of obtained translation-invariant Gibbs measures on the binary tree.



Translation-invariant Gibbs measures for the mixed spin Ising model 585

References

[1] Akin H., Mukhamedov F.M. Phase transition for the Ising model with mixed spins on a Cayley tree. J. Stat. Mech., 2022, P. 053204.

[2] Akin H. The classification of disordered phases of mixed spin (2,1/2) Ising model and the chaoticity of the corresponding dynamical system. Chaos

Solutions Fractals, 2023, 167, P. 113086

[3] Akin H. Quantitative behavior of (1,1/2)-MSIM on a Cayley tree. Chin. J. Phys., 2023, 83, P. 501–14

[4] Karimou M., Yessoufou R.A., Oke T.D., Kpadonou A., Hontinfinde F. Bethe approach study of the mixed spin-1/2 and spin-5/2 Ising system in

the presence of an applied magnetic field. Condensed Matter Physics, 2016, 19, P. 33003.

[5] Akin H. Exploring the Phase Transition Challenge by Analyzing Stability in a 5-D Dynamical System Linked to (2,1/2)-MSIM. Chinese Journal

of Physics, 2024, 91, P. 494–504.

[6] Akin H. Investigation of Termodynamic Properties of Mixed-Spin (2,1/2) Ising and Blum-Capel Models on a Cayley Tree. Chaos, Solitons Fractals,

2024, 184, P. 1149980.

[7] Akin H. and Mukhamedov F.M. The extremality of disordered phases for the mixed spin-(1,1/2) Ising model on a Cayley tree of arbitrary order. J.

Stat. Mech., 2024, P. 013207.

[8] Kesten H., Stigum B.P. Additional limit theorems for indecomposable multidimensional Galton-Watson processes. The Annals of Mathematical

Statistics, 1996, 37, P. 1463–1481.

[9] Akin H. Exploring the Phase Transition Challenge by Analyzing Stability in a 5-D Dynamical System Linked to (2,1/2)-MSIM. Chinese Journal

of Physics, 2024, 91, P. 494–504.

[10] Schofield S.L., and Bowers R.G. Renormalization group calculations on a mixed-spin system in 2 dimensions. J. Phys. A: Math. Gen., 1980, 13,

P. 3697.

[11] Schofield S.L., and Bowers R.G. High-temperature series expansion analyses of mixed-spin Ising-models. J. Phys. A: Math. Gen., 1981, 14,

P. 2163.

[12] Albayrak E., The study of mixed spin-1 and spin-1/2: Entropy and isothermal entropy change, Physica A, 2020, 559, P. 125079.

[13] da Silva N.R., Salinas S.R. Mixed-spin Ising model on the Bethe lattice. Phys. Rev. B, 1991, 44, P. 852–855.

[14] Bleher P.M., Ganikhodjaev N.N. On pure phases of the Ising model on the Bethe lattice, Theor. Probab. Appl., 1990, 35, P. 216–227.

[15] Baxter R.J. Exactly Solved Models in Statistical Mechanics. Academic Press, London/New York 1982.

[16] Kaneyoshi T. Role of single-ion-anisotropy in amorphous ferrimagnetic alloys, Phys. Rev., 1986, B34, P. 7866.

[17] Kaneyoshi T. A new disordered phase and its physical contents of a mixed Ising system with a random crystal-field. Solid State Commun., 1989,

70, P. 975.

[18] Kaneyoshi T., Sarmento E.F. and Fittipaldi I.F. An effective-field theory of mixed Ising spin systems in transverse fields. Phys. Stat. Sol. (b), 1988,

150, P. 261.

[19] Kaneyoshi T. and Chen J.C. Mean-field analysis of a ferrimagnetic mixed spin system. J. Magn. Magn. Mater., 1991, 98, P. 201.
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1. Introduction

The theory of differential equations on graphs has significant implications in various fields, including mathematics,

physics, biology and engineering. There are numerous studies dedicated to the differential operators and differential

equations on branched structures and networks [1–5]. In [6], a metric graph model is developed for Stokes flow in three-

dimensional spaces, addressing the complexities of fluid dynamics in networks with varying viscosity and density. The

study examines quantum graphs, where the absence of reflection is linked to the transparency of the graph vertices [7–9].

In [7], the researchers investigated the issue of reflectionless soliton transport in network branching points by modeling

soliton dynamics in networks using the nonlinear Schrödinger equation on metric graphs. Paper [9] emphasizes the

importance of boundary conditions in quantum graphs and proposes a method to achieve low reflection, a crucial factor

for effective electron transport in nanosystems. In graphs, various differential equations are studied with a set of methods

of solving. In particular, the linearized KdV equation [10], a pseudo-subdiffusion equation involving the Hilfer time-

fractional derivative [11], the Schrödinger operator on the quantum graph [12], the Fokas method for the heat equation [13]

are investigated. In [14], authors consider construction of the matrix-Green’s functions of initial-boundary value problems

for the time-fractional diffusion equation on the metric star graph with equal bonds. It is investigated how magnetic

boundary control can be utilized to solve inverse problems for Schrödinger operators on metric graphs in [15].

The study of fractional diffusion equations on metric graphs is motivated by practical and important problems such

as anomalous heat transport in mesoscopic networks, subdiffusion processes in nanoscale network structures, molecular

wires, different lattices and discrete structures. The interest in fractional diffusion equations is fueled by the close con-

nection between anomalous diffusion and fractional derivatives. This link has been explored in the works of Luchko [16]

and Metzler and Klafter [17], among others. The well-posedness of some time-fractional parabolic equations has been

investigated, as referenced in the works of Sakamoto and Yamamoto [18], Kubica and Yamamoto [19]. Additionally,

space-time fractional diffusion equations have also been the subject of investigation by various authors.

The application of fractional derivatives in fractional Sobolev spaces is essential for introducing weak or generalized

solutions to fractional differential equations. Just as in the theory of partial differential equations, various approaches

can be employed to address this problem. In [20], Gorenflo et. al investigated the maximal regularity of solutions to the

time-fractional diffusion equation with the Caputo derivative in the fractional Sobolev spaces. We mention also the recent

work [21], it provides rigorous treatments for time-fractional derivatives in the Sobolev spaces and solutions to initial

boundary value problems for time-fractional partial differential equations.

Inverse problems are recognized as one of the most important mathematical challenges in science and mathematics.

This area of study has been the focus of extensive research by numerous scholars, leading to significant advancements in

understanding and solving inverse problems in differential equations. In a specific instance, researchers have investigated

© Sobirov Z.A., Turemuratova A.A., 2024
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the uniqueness and stability of the solution to the inverse problem of determining the order of the Caputo time-fractional

derivative for a subdiffusion equation, as documented in [22]. Additionally, R. Ashurov et al. [23] have concentrated on

an inverse problem related to determining the orders of systems of fractional pseudo-differential equations.

The integral overdetermination condition has been leveraged in various research works to address inverse problems

associated with differential equations. Notably, Kamynin utilized the integral overdetermination condition for the solution

of the inverse problem related to a degenerate parabolic equation, as referenced in [24, 25]. Also, we refer to work [26].

2. Preliminary materials

In this section, we introduce some notations, provide the function spaces necessary for studying our problem.

2.1. Fractional integrals and derivatives

Definition 1. [27] The left and right fractional integrals of order 0 < α < 1 for a function y(t) ∈ L1(0, T ) are,

respectively, defined by

Iα0,ty(t) ≡ D−α
0,t y(t) :=

1

Γ(α)

∫ t

0

y(τ)

(t− τ)1−α
dτ,

Iαt,T y(t) ≡ D−α
t,T y(t) :=

1

Γ(α)

∫ T

t

y(τ)

(τ − t)1−α
dτ.

Definition 2. [27] The left and right Caputo fractional derivatives of order 0 < α < 1 for a function y(t) on [0, T ]
are, respectively, defined by

dα0,ty(t) =
1

Γ(1− α)

∫ t

0

y
′

(τ)

(t− τ)α
dτ, dαt,T y(t) =

−1

Γ(1− α)

∫ T

t

y
′

(τ)

(τ − t)α
dτ,

provided that the integrals in the right-hand sides of these expressions exist.

Definition 3. [27] The left and right Riemann-Liouville fractional derivatives of order 0 < α < 1 for a function y(t)
on [0, T ] are, respectively, defined by

Dα
0,ty(t) =

1

Γ(1− α)

d

dt

∫ t

0

y(τ)

(t− τ)α
dτ,

Dα
t,T y(t) =

−1

Γ(1− α)

d

dt

∫ T

t

y(τ)

(τ − t)α
dτ,

provided that the integrals in the right-hand sides of these expressions exist.

2.2. Fractional Sobolev spaces and weak Caputo derivative

We introduce some functional spaces that are helpful in solving the studied problem. The fractional derivatives de-

fined above are pointwise derivatives. It’s necessary to provide a definition of the generalized (weak) fractional derivative,

which is well-defined within a subspace of a fractional order Sobolev space. This particular derivative is defined in [21].

Following to [21], by Hα(0, T ), 0 < α < 1, we denote the fractional Sobolev - Slobodeskii space governed by the

norm (see [20], [21])

‖u‖Hα(0,T ) :=

(

‖u‖2L2(0,T ) +

∫ T

0

∫ T

0

|u(t)− u(s)|2
(t− s)1+2α

dsdt

)
1

2

.

We put 0H
α(0, T ) = {u ∈ Hα(0, T ) : u(0) = 0} for

1

2
< α ≤ 1,

Hα(0, T ) =



























Hα(0, T ), 0 ≤ α <
1

2
,

{v ∈ H
1

2 (0, T ) :

∫ T

0

|v(t)|2
t

dt <∞}, α =
1

2
,

0H
α(0, T ),

1

2
< α ≤ 1.

The space Hα(0, T ) is a Banach space with the norm [21]

‖v‖Hα(0,T ) =



















‖v‖Hα(0,T ), 0 < α < 1, α 6= 1

2
,

(

‖v‖2
H

1

2 (0,T )
+

∫ T

0

|v(t)|2
t

dt

)
1

2

, α =
1

2
.

According to [21], the space 0C
1[0, T ] = {v ∈ C1[0, T ] : v(0) = 0} is dense in Hα(0, T ).

Theorem 1. [21] Let 0 < α < 1.

(i) Iα0,t : L2(0, T ) → Hα(0, T ) is injective and surjective.

(ii) There exists a constant C > 0 such that

C−1‖Iα0,tu‖Hα(0,T ) ≤‖u‖L2(0,T ) ≤ C‖Iα0,tu‖Hα(0,T )
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for all u ∈ L2(0, T ).
From Theorem 1, it follows that the inverse operator (Iα0,t)

−1 exists. We put I−α
0,t = (Iα0,t)

−1.

Corollary 1. [21] Let 0 < α < 1. Then

I−α
0,t I

α
0,tu = u, u ∈ L2(0, T ),

and

Iα0,tI
−α
0,t u = u, u ∈ Hα(0, T ).

Definition 4. [21] For 0 ≤ α ≤ 1, we set

∂α0,tu := I−α
0,t u, u ∈ Hα(0, T )

with the domain D(∂α0,t) = Hα(0, T ).

We consider the classical Caputo derivative dα0,t as an operator from D(dα0,t) = 0C
1[0, T ] ⊂ L2(0, T ) to L2(0, T ).

By dα0,t, we denote the closure in L2(0, T ) of dα0,t with D(dα0,t) =0 C
1[0, T ] which is the smallest closed extension of

dα0,t.

Theorem 2. [21] We have D(dα0,t) = Hα(0, T ), and

dα0,t = ∂α0,t = Dα
0,t, on Hα(0, T ).

This theorem means that our definition of ∂α0,t is consistent with the classical Caputo derivative by considering the closure

of the operator.

Furthermore, the following norms are equivalent in Hα(0, T ) (see [21])

‖∂α0,tv‖L2(0,T ) ∼ ‖v‖Hα(0,T ).

We notice, that in the case
1

2
< α < 1 for any v(t) ∈ Hα(0, T ), the weak Caputo derivative can be defined by the equality

∂α0,tv(t) = ∂α0,t(v(t)− v(0)) (see [21]).

2.3. Metric star graph. The star metric graph Γ is a graph with n bonds, consisting of a finite set of vertices

V = {νi}n0 and a finite set of edges E = {ei}n1 , where ei connects the vertices ν0 and νi, i = 1, n [28]. Each bond ei is

assigned the interval (0, li), and coordinates xi are defined on each bond. The vertex ν0 of the graph has a coordinate of

0 on each bond. Further, without loss of generality, we will use x instead of xi. For the function, u : Γ → R, defined on

the graph, we put u|ei = ui.

We define some functional spaces in the metric star graph. For the functions defined on the graph, we also use

vector-type notations u = (u1, ..., un), ux =

(

∂u1

∂x
, ...,

∂un

∂x

)

, uxx =

(

∂2u1

∂x2
, ...,

∂2un

∂x2

)

,

∫

Γ

udΓ =

n
∑

i=1

li
∫

0

uidx. For

u : Γ → R, v : Γ → R we put uv = (u1v1, u2v2, . . . , unvn).
Let α = (α1, α2, . . . , αn), 0 < αi < 1, i = 1, n, Gτ = {(x, t) : x ∈ Γ, t ∈ (0, τ ]}, 0 < τ ≤ T . We put

∂α0,tu =
(

∂α1

0,tu1, ∂
α2

0,tu2, . . . , ∂
αn

0,t un
)

.

Definition 5. [28] The space L2(Γ) on Γ consists of functions that are measurable and square-integrable on each

edge ei, i = 1, n with the scalar product and the norm:

(u (x) , v (x))L2(Γ)
=

∫

Γ

u(x) · v(x)dΓ,

‖u‖2L2(Γ)
=
∑

i

‖u‖2L2(ei)
.

In other words, L2(Γ) is the orthogonal direct sum of spaces L2(ei), i = 1, n.

Definition 6. The Hilbert space W l
2(Γ), l = 1, 2 defined by

W l
2(Γ) =

n
⊕

i=1

W l
2(ei), l = 1, 2,

and with the scalar products

(u, v)W 1

2
(Γ) =

∫

Γ

(uv + uxvx) dΓ,

(u, v)W 2

2
(Γ) =

∫

Γ

(uv + uxvx + uxxvxx) dΓ.

Definition 7. Let the space Q = {u : ui(x) ∈ C∞(ēi), u|ν = 0, ν ∈ ∂Γ}.
◦

W
1
2(Γ) is a subspace of the space

W 1
2 (Γ) that is the closure of Q with respect to the norm ‖u‖W 1

2
(Γ) =

√

(u, u)W 1

2
(Γ).

Definition 8. Let L2(Gτ ) = L2(0, τ ;L2(Γ)).
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W
1,α
2 (Gτ ) = {u : u(x, ·) ∈W 1

2 (Γ), u, ux, ∂
α
0,tu ∈ L2(Gτ )} is a subspace of L2(Gτ ) with the scalar product

(u, v)W 1,α

2
(Gτ )

=

∫ τ

0

∫

Γ

(

uv + uxvx + ∂α0,tu∂
α
0,tv
)

dΓdt,

and with the norm

‖u‖W 1,α

2
(Gτ )

=

(
∫ τ

0

∫

Γ

(

u2 + u2x + (∂α0,tu)
2
)

dΓdt

)
1

2

.

W
1,α
2,0 (Gτ ) = {u ∈W

1,α
2 (Gτ ) : u|ν = 0, ν ∈ ∂Γ} is a subset of W

1,α
2 (Gτ ).

Definition 9. W
2,α
2 (Gτ ) is the Hilbert space consisting of all elements of L2(Gτ ) that have generalized derivatives

∂α0,tu, ux and uxx from L2(Gτ ). The scalar product in it is defined by the equality

(u, v)W 2,α

2
(Gτ )

=

∫ τ

0

∫

Γ

(

uv + uxvx + ∂α0,tu∂
α
0,tv + uxxvxx

)

dΓdt

and the norm is denoted as follows: ‖ · ‖W 2,α

2
(Gτ )

.

Definition 10. W
2,α
2,0 (Gτ ) is a subspace of W

2,α
2 (Gτ ), which is the intersection of W

2,α
2 (Gτ ) with W

1,α
2,0 (Gτ ).

Also, we need arithmetic inequality

|ab| ≤ ε

2
a2 +

1

2ε
b2, for all ε > 0. (1)

3. Problem setting

The main physical purpose for adopting and investigating fractional order diffusion equations to describe phenomena

of anomalous diffusion usually met in transport processes through complex and/or disordered systems including fractal

media [29]. Fractional diffusion equations appears in nano-sized systems due to the fact, that majority of such systems

demonstrate anomalous flow through the branched nanotubes with memory and viscoelasticity effects [5, 6, 29].

In this paper, we consider the time fractional diffusion (subdiffusion) equation on the graph Γ. The correct formulation

of the problem on the metric graph requires consideration of the flux (current) conservation rule on the branching points.

For the subdiffusion equation

∂αi

0,tUi(x, t) = Ui,xx(x, t) + Fi(x, t), i = 1, n,

where ∂αi

0,t denotes the Caputo fractional derivative of order αi ∈ (0, 1) defined by Definition 4, the flux is defined as

follows

F [Ui(x, t)] = − ∂

∂x

(

D1−αi

0,t Ui(x, t)
)

.

So, the vertex conditions should be defined as
n
∑

i=1

D1−αi

0,t Ui,x(0, t) = 0, Ui(0, t) = Uj(0, t), i 6= j, i, j = 1, n, t ∈ (0, T ]. (2)

Condition (2) is disadvantageous due to the presence of a mixed derivative. To exclude of the mixed derivative in condition

(2), we put Ui = I1−αi

0,t ui(x) and obtain

n
∑

i=1

ui,x(0, t) = 0, I1−αi

0,t ui(0, t) = I
1−αj

0,t uj(0, t), i 6= j, i, j = 1, n, t ∈ (0, T ], (3)

where I1−α
0,t u =

(

I1−α1

0,t u1, I
1−α2

0,t u2, . . . , I
1−αn

0,t un
)

. The vertex conditions (3) are more advantageous for our further

consideration.

So, we investigate subdiffusion equation on each edge of the graph Γ

∂αi

0,tui(x, t)− ui,xx(x, t) = f(t)gi(x, t) + hi(x, t), x ∈ ei, t ∈ (0, T ], i = 1, n. (4)

We need to establish the following initial conditions

ui(x, 0) = 0, x ∈ ēi, i = 1, n, (5)

the vertex conditions (3) and the boundary conditions

ui(li, t) = 0, t ∈ (0, T ], (6)

where gi(x, t), hi(x, t), i = 1, n, are given functions, f(t) is an unknown function.

The main aim is to find the pair of functions {u(x, t), f(t)}. To find the solution f(t) to the inverse problem, an

additional condition is needed. Therefore, we introduce an additional integral overdetermination condition in the form of
∫

Γ

η(x)I1−α
0,t u(x, t)dΓ = ψ(t), t ∈ [0, T ], (7)

where ηi(x), i = 1, n, and ψ(t) are known functions.
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Here we should mention, that by Mehandiratta et al. [30], the existence and uniqueness of the weak solution of the

time-fractional diffusion equation on a metric star graph were investigated. This equation involved the same fractional

orders of derivatives in each of the edges. The Cauchy problem for the subdiffusion equation with edge-dependent order

of the Riemann-Liouville time-fractional derivatives on a metric star graph with semi-infinite bonds was studied in another

work [31].

In the current work, the focus is on the strong solution for initial-boundary value problem in the star graph. The

approach to solving this problem involves the method introduced by Ladyzhenskaya [32], which entails reducing the

given problem to an operator equation and using a-priory estimates.

We represent the solution of the problem as u(x, t) = v(x, t) + w(x, t), where v satisfies the following equation

∂αi

0,tvi(x, t)− vi,xx(x, t) = hi(x, t)

with (3), (5), (6) conditions. This problem we call the direct problem. Also, we define the inverse problem looking for

f(t) in the following way

∂αi

0,twi(x, t)− wi,xx(x, t) = f(t)gi(x, t), (8)

with (3), (5), (6) conditions and an additional condition given by
∫

Γ

η(x)I1−α
0,t w(x, t)dΓ = E(t) = ψ(t)−

∫

Γ

η(x)I1−α
0,t v(x, t)dΓ, t ∈ (0, T ]. (9)

4. Well-posedness of the direct problem

Theorem 3. Let h(x, t) ∈ L2(GT ) and g(x, t) = 0. Then the problem (3)–(6) has a unique strong solution in

W
2,α
2,0 (GT ).

Proof. According to [32], the direct problem can be represented as the problem of solving the operator equation

Av = h. The domain of A is denoted as

D(A) =















v ∈W
2,α
2,0 (GT ) : vi|t=0 = 0,

n
∑

i=1

vi,x(0, t) = 0,

I1−αi

0,t vi(x, t) = I
1−αj

0,t vj(x, t), i 6= j, i, j = 1, n















and the range R(A) ⊂ L2(GT ).
Proposition 1. Operator A : D(A) → L2(GT ) is continuous.

Proof. Continuity of the operator A is a consequence of the following inequality

‖Av‖L2(GT ) =
∥

∥∂α0,tv − vxx
∥

∥

L2(GT )
≤‖∂α0,tv‖L2(GT ) + ‖vxx‖L2(GT ) ≤‖v‖W 2,α

2,0 (GT ). (10)

Further, we suppose that the space R(A) is equipped with the norm of L2(GT ).

Proposition 2. The inverse operator A−1 : R(A) →W
2,α
2,0 (GT ) is well-defined and continuous.

Proof. We square Av and integrate over Γ:
∫

Γ

(Av)
2
dΓ =

∫

Γ

(

∂α0,tv − vxx
)2
dΓ =

∫

Γ

[

(

∂α0,tv
)2

+ (vxx)
2
]

dΓ

−2

∫

Γ

∂α0,tv · (vxx) dΓ =

∫

Γ

[

(

∂α0,tv
)2

+ (vxx)
2
]

dΓ

−2
n
∑

i=1

∂

∂t
I1−αi

0,t vi · vi,x
∣

∣

∣

∣

x=li

x=0

+ 2

∫

Γ

vx∂
α
0,tvxdΓ.

The sum in the final line equals zero according to the vertex conditions (3) and boundary conditions (6). Integrating the

last equality with respect to t and taking into account the inequality [33]
∫

Γ

y∂α0,tydΓ ≥ 1

2

∫

Γ

∂α0,ty
2dΓ, (11)

we obtain
∫ t

0

∫

Γ

(Av)
2
dΓdτ =

∫ t

0

∫

Γ

[

(

∂α0,τv
)2

+ (vxx)
2
]

dΓdτ + 2

∫ t

0

∫

Γ

vx∂
α
0,τvxdΓdτ

≥
∫ t

0

∫

Γ

[

(

∂α0,τv
)2

+ (vxx)
2
]

dΓdτ +

∫ t

0

∫

Γ

∂α0,τ (vx)
2
dΓdτ.

Then we obtain
∫ t

0

∫

Γ

[

(

∂α0,τv
)2

+ (vxx)
2
]

dΓdτ +

∫

Γ

I1−α
0,t v2xdΓdτ ≤

∫ t

0

∫

Γ

(Av)
2
dΓdτ. (12)
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Now we estimate ‖v‖L2(Gt) and ‖vx‖L2(Gt). By utilizing Proposition 2.1 in [34], we have ‖Iα0,tf‖Lp(0,T ) ≤
Tα

Γ(α+ 1)
‖f‖Lp(0,T ), for all f ∈ Lp(0, T ) and α > 0, 1 ≤ p ≤ ∞. Using this inequality and the estimate (12), by

the Definition 4. and Corollary 1. we obtain the following

‖v‖2L2(Gt)
=

n
∑

i=1

∫ li

0

‖Iαi

0,t(∂
αi

0,tvi)‖2L2(0,t)
dx

≤
n
∑

i=1

(

tαi

Γ(αi + 1)

)2

‖∂αi

0,tvi‖2L2(Gt)
≤ C1‖∂α0,tv‖2L2(Gt)

≤
∫ t

0

∫

Γ

(Av)2dΓdτ, (13)

where C1 = max
0≤i≤n

{

(

Tαi

Γ(αi + 1)

)2
}

. For each edge of the graph, taking into account (12), we come to the following

estimate
∫ t

0

∫ li

0

v2i,x(x, τ)dxdτ = I10,t

∫ li

0

v2i,x(x, t)dx = Iαi

0,t

(

I1−αi

0,t

∫ li

0

v2i,xdx

)

≤

≤ Iαi

0,t1 · ess sup
0≤τ≤t

I1−αi

0,τ

∫ li

0

v2i,xdx =
tαi

Γ(αi + 1)
ess sup

0≤τ≤t

n
∑

i=1

I1−αi

0,τ

∫ li

0

v2i,xdx ≤

≤ tαi

Γ(αi + 1)
ess sup

0≤τ≤t

∫ τ

0

∫

Γ

(Av(x, s))2dΓds =
tαi

Γ(αi + 1)

∫ t

0

∫

Γ

(Av(x, s))2dΓds.

Summarizing the above estimate, we obtain

∫ t

0

∫

Γ

v2xdΓdτ ≤ C2

∫ t

0

∫

Γ

(Av)2dΓdτ, (14)

where C2 =

n
∑

i=1

Tαi

Γ(αi + 1)
.

Finally, from (12), (13), (14), we conclude that

‖v‖W 2,α

2,0 (Gt)
≤ C3‖Av‖L2(Gt).

The last estimate shows that the inverse operator A−1 exists and is continuous.

From Proposition 1. and Proposition 2, we can conclude the following result.

Corollary 2. The range R(A) of the operator A is a closed linear subspace of L2(GT ).

To demonstrate the solvability of the direct problem, we need to establish that the range R(A) of the operator A in

L2(GT ) does not have an orthogonal complement.

Lemma 1. If for some ϕ ∈ L2(GT ) it holds (Av, ϕ) = 0 for all v ∈ D(A), then ϕ = 0.

Proof. We must show that if for all v ∈ D(A) the following equality

∫ t

0

∫

Γ

(

∂α0,τv − vxx
)

ϕdΓdτ = 0, (15)

is satisfied then ϕ = 0.

Below, we construct a test function v.

Let 0 < t1 < T , v(x, t) = 0 for 0 < t ≤ t1. We consider the following auxiliary problem:

vi,xxt(x, t) = ϕi(x, t), x ∈ ei, t1 < t < T, vxx|t=t1
= 0, x ∈ ēi i = 1, n,

vi(li, t) = 0,

n
∑

i=1

vi,x(0, t) = 0, I1−αi

0,t vi(0, t) = I
1−αj

0,t vj(0, t), i 6= j, i, j = 1, n, < t1 < t < T ]. (16)

The solution to this equation is in the following form

vi(x, t) =

∫ x

0

(x− ξ)ϕ̃i(x, t)dξ + aix+ bi, (17)

where ϕ̃i(x, t) =

∫ t

t1

ϕi(x, τ)dτ .
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The unknown coefficients ai = ai(t), bi = bi(t) can be found using the boundary and vertex conditions in (16) as

follows


























∫ li

0

(li − ξ)ϕ̃(ξ, t)dξ + aili + bi = 0, i = 1, n,

I1−α1

0,t b1 = I1−α2

0,t b2 = . . . = I1−αn

0,t bn,
n
∑

i=1

ai = 0.

Without loss of generality, we take α1 = min
1≤i≤n

{αi}. So, we obtain







ai = ζi(t)−
1

li
bi, i = 1, n,

bi = Iαi−α1

0,t b1, i = 2, n,
(18)

n
∑

i=1

1

li
Iαi−α1b1(t) = ζ̃(t). (19)

where ζi(t) = − 1

li

∫ li

0

(li − ξ)ϕ̃(ξ, t)dξ, ζ̃(t) =

n
∑

i=1

ζi(t). The equation (19) is called the generalized Abel integral

equation. Following the results of [35], we use the following notations to describe the solution of the generalized Abel

integral equation (19). We put

wµ(t) = l1G
µ
n

(

t;− l1
l2
, . . . ,− l1

ln
;α1, . . . , αn

)

,

where µ =

n
∑

i=1

µi, µi > 0,

Gµ
n (t; γ1, . . . , γn; ρ1, . . . , ρn) =

∫ +∞

0

e−τSµ
n(t; γ1τ, . . . , γnτ ; ρ1, . . . , ρn)dτ,

Sµ
n(t; z1, . . . , zn; ρ1, . . . , ρn) = (y1 ∗ y2 ∗ . . . ∗ yn)(t),

yi = yi(t) = tµi−1φ(ρi, µi; zit
ρi).

By f ∗ g, we denoted the Laplace convolution of functions defined by (f ∗ g)(t) =
∫ t

0

f(τ)g(t− τ)dτ .

The function wµ(t) has the following properties.

Lemma 2. [35]

(a) The function wµ(t) is independent of the distribution of parameters µi but depends only on their sum µ.

(b) The function wµ(t) satisfies the following relations

wµ(t) = O(tµ−1) as t→ 0, Dβ
0,twµ(t) = wµ−β(t) for µ > β > 0.

According to [35], Theorem 6, the solution of equation (19) for ζ̃(t) ∈ L1(0, T ) is given by

b1(t) = D
µ
0,t(ζ̃(t) ∗ wµ)(t), (20)

where µ > 0. Substituting the found function b1(t) into (18) we obtain the values of the coefficients in (17). So, we find

the solution of the auxiliary problem.

Also, we notice that as ϕ ∈ L2(GT ), it follows that ζ(t) ∈ H1(t1, T ). According to general theory of integral

equations, from (19), it follows that the solution b1(t) smoothness is such as the right-hand side of the equation ζ(t).
This way, we construct the test function. Now, from (15), we obtain

0 =

∫ t

t1

∫

Γ

(

∂α0,τv − vxx
)

vxxτdΓdτ =

∫ t

t1

∫

Γ

∂α0,τv · vxxτdΓdτ −
∫ t

t1

∫

Γ

vxxvxxτdΓdτ

=

∫ t

t1

n
∑

i=1

∂

∂τ
I1−αi

0,τ vi · vi,xτ
∣

∣

∣

∣

x=li

x=0

dτ −
∫ t

t1

∫

Γ

∂α0,τvx · vxτdΓdτ −
∫ t

t1

∫

Γ

1

2

∂

∂τ
(vxx)

2dΓdτ.

Considering the vertex conditions (3) and boundary conditions (6) for the second integral in the last equation, it is evident

that the sum equals zero. From the construction of v(x, t), it follows that vxx(x, t1) = 0. Hence, we obtain

0 = I1 +
1

2

∫

Γ

v2xx

∣

∣

∣

∣

τ=t

dΓ, (21)
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where considering (11), and according to Theorem 1, Theorem 2, Corollary 1 and Definition 4, we can write as follows

I1 =

∫ t

t1

∫

Γ

∂α0,τvx · vxτdΓdτ =

∫ t

t1

∫

Γ

I1−α
0,τ vxτvxτdΓdτ

=

∫ t

t1

∫

Γ

I1−α
0,τ vxτ · ∂1−α

0,t

(

I1−α
0,τ vxτ

)

dΓdτ ≥ 1

2

∫ t

t1

∫

Γ

∂1−α
0,τ

(

I1−α
0,τ vxτ

)2
dΓdτ

=
1

2

∫

Γ

(

Iα0,t
(

I1−α
0,t vxt

)2 − Iα0,t1
(

I1−α
0,t vxt

)2
)

dΓ.

Substitute the final estimate for I1 into equation (21) to obtain the following result

0 ≥ 1

2

∫

Γ

Iαt1,t
(

I1−α
0,t vxt

)2
dΓ +

1

2

∫

Γ

v2xx(x, t)dΓ.

We obtain from the last inequality that vxx = 0, I1−α
0,t vxt = 0 for t1 < t ≤ T , x ∈ Γ. Taking into consideration the

construction of the function v, that t1 is arbitrary number in (0, T ), we obtain ϕ = vxxt = 0 in L2(GT ). The lemma is

proven.

We can conclude from this that the direct problem has a unique solution in W
2,α
2,0 (GT ).

5. Solvability of the inverse problem

Now, we show that the inverse problem has a solution. Let the following conditions be satisfied

(K1) g(x, t) ∈ L∞ (0, T, L2(Γ)) ,

η(x) ∈W 1
2 (Γ), η(x) is continuous in Γ, η|ν = 0, ν ∈ ∂Γ, i = 1, n,

‖ηx(x)‖L2(Γ)
= m > 0, E(t) ∈W 1

2 (0, T ), |g∗(t)| ≥ q > 0,

where

g∗(t) =

∫

Γ

η(x)g(x, t)dΓ, t ∈ (0, T ].

We multiply the both sides of equation (8) by the function η(x) and integrate over Γ, we obtain
∫

Γ

η(x)∂α0,tω(x, t)dΓ−
∫

Γ

η(x)ωxx(x, t)dΓ = f(t)

∫

Γ

g(x, t)η(x)dΓ.

Using conditions (3), (6), (7) and (K1), we obtain
∫

Γ

η(x)∂α0,tω(x, t)dΓ +

∫

Γ

ηx(x)ωx(x, t)dΓ = f(t)g∗(t).

Taking into account (9), we can find f(t) in such form

f(t) = (Bf)(t) +
Et(t)

g∗(t)
, (22)

where E(t) is defined in (9) and

(Bf)(t) =
1

g∗(t)







∫

Γ

ηx(x)ωx(x, t)dΓ







, B : L2(0, T ) → L2(0, T ).

The operator B can be considered as a result of combining two operators: Bf = M(Kf), where ω = Kf := A−1(fg),
where operator A and the proof of existence of its inverse can be found in the previous section, and

(Mω)(t) :=
1

g∗(t)







∫

Γ

ηx(x)ωx(x, t)dΓ







.

If the conditions known as (K1) are met, then we can substitute the overdetermination condition represented by

equation (9) with equation (22). This substitution is equivalent and does not change the meaning or outcome of the

conditions.

Theorem 4. Let conditions (K1) hold. If h(x, t) ∈ L2(GT ), then the inverse problem (3)–(7) has a unique generalized

solution {u, f} ∈W
2,α
2,0 (GT )× L2(0, T ).

Proof. It is sufficient to demonstrate that the resolvent operator (I −B)−1 is bounded and continuous when mapping

from L2(0, T ) to L2(0, T ), where I is the identity operator. This then implies that f belongs to L2(0, T ) and h(x, t) +

f(t)g(x, t) ∈ L2(GT ). Consequently, according to Theorem 3., u(x, t) ∈W
2,α
2,0 (GT ).
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First, we need to obtain some a-priory estimate. We multiply each of equations (8) by the corresponding ∂α0,tω(x, t)
and integrate over Gt to get

∫ t

0

∫

Γ

(

∂α0,τω(x, τ)
)2
dΓdτ −

∫ t

0

∫

Γ

ωxx(x, τ)∂
α
0,τω(x, τ)dΓdτ

=

∫ t

0

f(τ)dτ

∫

Γ

g(x, τ)∂α0,τω(x, τ)dΓ.

Integrating the second integral by parts, we obtain

∫ t

0

∫

Γ

(

∂α0,τω(x, τ)
)2
dΓdτ −

∫ t

0

n
∑

i=1

(

∂

∂τ
I1−αi

0,τ ωi

)

· (ωi,x)

∣

∣

∣

∣

∣

x=li

x=0

dτ

+

∫ t

0

∫

Γ

ωx(x, τ)∂
α
0,τωx(x, τ)dΓdτ =

∫ t

0

f(τ)dτ

∫

Γ

g(x, τ)∂α0,τω(x, τ)dΓ.

Based on conditions (3) and (6), the sum in the last equation becomes zero. Considering the inequality (11) and inequality

(1) with ε = 1 on the right hand side of the equation, we can express it as

‖∂α0,tω‖2L2(Gt)
+

1

2

n
∑

i=1

I1−αi

0,t ‖ωx‖2L2(ei)
≤ 1

2
c2
∫ t

0

f2(τ)dτ +
1

2
‖∂α0,tω‖2L2(Gt)

,

where c = ess sup
0≤t≤T

‖g(·, t)‖L2(Γ)
. Then we have

‖∂α0,tω‖2L2(Gt)
+

n
∑

i=1

I1−αi

0,t ‖ωx‖2L2(ei)
≤ c2

∫ t

0

f2(τ)dτ.

From the last inequality, we obtain
n
∑

i=1

I1−αi

0,t ‖ωx‖2L2(ei)
≤ c2

∫ t

0

f2(τ)dτ. (23)

Taking into account conditions (K1), we have

‖(Bf)(τ)‖2L2(0,t)
=

∫ t

0

|(Bf)(t)|2dτ ≤ m2

q2

∫ t

0

‖ωx‖2L2(Γ)
dτ

=
m2

q2

n
∑

i=1

I10,t‖ωx‖2L2(ei)
=
m2

q2

n
∑

i=1

Iαi

0,t

(

I1−αi

0,t ‖ωx‖2L2(ei)

)

. (24)

If f(t) ≥ 0, t ∈ (0, T ], ρ > β, then the following estimate holds

I
ρ
0,tf(t) =

1

Γ(ρ)

∫ t

0

1

(t− τ)1−ρ
f(τ)dτ =

1

Γ(ρ)

∫ t

0

1

(t− τ)1−β
f(τ)(t− τ)ρ−βdτ

≤ Γ(β)

Γ(ρ)
tρ−βI

β
0,tf(t) ≤

Γ(β)

Γ(ρ)
T ρ−βI

β
0,tf(t). (25)

Accordingly, from (24) and (25), we obtain

‖(Bf)(t)‖2L2(0,t)
≤ m2

q2

n
∑

i=1

Γ(αmin)

Γ(αi)
Tαi−αminIαmin

0,t

(

I1−αi

0,t ‖ωx‖2L2(ei)

)

,

or

‖(Bf)(t)‖2L2(0,t)
≤ C1I

αmin

0,t

(

n
∑

i=1

I1−αi

0,t ‖ωx‖2L2(ei)

)

, (26)

where αmin = min{α1, α2, . . . , αn}, C1 =
m2

q2
· max
1≤i≤n

{Γ(αmin)

Γ(αi)
Tαi−αmin}.

From (23) and (26), we come to

‖(Bf)(t)‖2L2(0,t)
≤ CIαmin

0,t ‖f‖2L2(0,t)
, (27)

where C = c2 · C1. Now, iterating the inequality (27) k times we obtain

‖(Bkf)(t)‖2L2(0,t)
≤ CIαmin

0,t ‖Bk−1f‖2L2(0,t)
≤ CkIkαmin

0,t ‖f‖2L2(0,t)
, k = 1, 2, 3, ....

From the last inequality, taking into account that the function f̃(t) =‖f‖2L2(0,t)
is a nonnegative and non-decreasing

function on t ∈ [0, T ], we have

‖(Bkf)(t)‖2L2(0,t)
≤ Ck‖f‖2L2(0,t)

· Ikαmin

0,t 1 =
Cktkαmin

Γ(kαmin + 1)
‖f‖2L2(0,t)

.



Inverse source problem for the subdiffusion equation on metric star graph... 595

Accordingly, we have

‖(I −B)−1f‖L2(0,T ) ≤
+∞
∑

k=0

(√
CTαmin

)k

√

Γ(kαmin + 1)
‖f‖L2(0,t).

So, it follows that the resolvent operator (I −B)
−1

: L2(0, T ) → L2(0, T ) is bounded and continuous mapping and

f(t) = (I −B)
−1

[

Et(t)

g∗(t)

]

.

6. Conclusion

In our research, we concentrated on investigating the direct and inverse source problems related to the subdiffusion

equation on a metric graph with an edge-dependent order of time-fractional derivative. We achieved this by transforming

the problem into the task of solving an operator equation. We were able to prove the existence and uniqueness of a

generalized solution in the direct problem. Additionally, we showed that the resolvent operator is appropriately defined

in the inverse source problem, as evidenced by the overdetermination condition. We are particularly excited about the

potential applications of our research in modeling subdiffusion processes in branched nanostructures. The subdiffusion

equation on a metric graph with an edge-dependent order of the time-fractional derivative provides a robust mathematical

framework for simulating and understanding subdiffusion phenomena in these complex nanostructures.
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ABSTRACT Different types of skyrmionics magnetic configurations can be created and manipulated on different

types of nanostructures. In this research, we use micromagnetic simulations to study the dynamics of a

skyrmionium on a racetrack in the presence of a semicircular magnetic defect. We considered a defect with

physical parameters different from those of the racetrack itself. Our results show that, depending on the size of

the defect, the width of the racetrack, and the intensity of the spin current density, it is possible to manipulate

the trajectory of a skyrmionium. Also, we obtain the interaction energies between the skyrmionium and the

magnetic defect and derive phase diagrams showing the different dynamic states that can be obtained during

the movement of the skyrmionium.

KEYWORDS skyrmionium, micromagnetic simulation, target skyrmion
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1. Introduction

Skyrmions are considered exotic magnetic configurations characterized by a topological charge Q = ±1 [1–5]. They

can be created in different types of nanostructures [6–9]. Skyrmions have a central region (skyrmion core) where the

magnetization can point along the +z axis (Q = +1) or along the −z-axis (Q = −1) [2, 8, 10–12].

Due to their topological charge, skyrmions are affected by the skyrmion Hall effect (SkHE) when they are moving

along the length of a racetrack, which causes the skyrmion not to maintain its original path and to be annihilated at the

edges of the racetrack.

Another possible problem for potential applications is the presence of defects and/or impurities within the nanos-

tructure due to inherent manufacturing processes. Therefore, some investigations show how a skyrmion interacts in the

presence of a magnetic defect [8, 13–18]. Combining a skyrmion with Q = +1 and a skyrmion with Q = −1 gives the

magnetic configuration of a 2π skyrmion with topological charge Q = 0 [3, 8, 19]. This configuration, also known as

target skyrmion [20] or skyrmionium is not affected by the SkHE, which allows the skyrmionium to move in a straight

line without suffering any deviation, thus avoiding the possibility of being destroyed at the edges of a racetrack [3, 8, 19].

Skyrmioniums can be created in nanostructures using external agents, such as spin-polarized currents [3, 8, 21, 22]

or magnetic fields [20, 23–25]. These external agents can also induce skyrmionium movement, as shown in various

works [3, 4, 19, 21, 22, 26]. It is also possible to move a skyrmionium using an anisotropy gradient [27]. The translational

speed of a skyrmionium can be much higher than that of a skyrmion, making it more desirable for potential applications

in the field of spintronics [3, 19, 25].

Skyrmioniums can collapse into a skyrmion due to random thermal fluctuations following a core annihilation process

as shown by Jiang et al. [28]. Furthermore, other more complex magnetic configurations, such as the heliknoton, may also

be sensitive to thermal fluctuations and collapse [29]. Such transitions are of importance and still open for future research.

In our previous work [30], we studied the dynamics of a skyrmionium on a racetrack in the presence of a magnetic

defect with its physical parameter Ddef
int

. However, in an actual situation, the defect may have other physical parameters

different from those of the racetrack, such as exchange constant (Adef
ex

), saturation magnetization (M def
s

), and perpendicular

uniaxial anisotropy constant (Kdef
z

). As has been shown by Can Önel et al. [21], even the racetrack’s width can influence

the skyrmionium’s dynamics. In that sense, we expanded our recently published work, considering that the magnetic

defect can have different physical parameters with respect to the racetrack. Lastly, we studied the influence of defect size

and racetrack width on the skyrmionium dynamics.

© Navarro-Vilca S., Urcia-Romero S., Vigo-Cotrina H., 2024
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2. Method

All simulations were carried out using the open-source program MuMax3, which numerically solves the Landau–

Lifshitz–Gilbert (LLG) equation [31]:

ṁ = −γem×Beff + αm× ṁ+ γeǫβ [(m× s)×m] ,

where m is the reduced magnetization, Beff is the effective field, γe=1.76 × 1011 T−1s−1 is the electron gyromagnetic

ratio, the last term of the equation is related to the torque exerted by the current on magnetization. The constants are

detailed and defined in references [3, 16].

We simulated a ferromagnetic cobalt racetrack with a width of W = 512, 256, and 128 nm, and a thickness of

1 nm coupled to a heavy metal material (HM) (see Fig. 1). The racetrack was discretized into 2 × 2 × 1 nm3 cells,

using the following typical parameters for cobalt [3,8,13]: saturation magnetization Ms = 580 kA/m, exchange constant

Aex = 15 pJ/m, DMI constant Dint = 3.4 mJ/m2, perpendicular uniaxial anisotropy constant Kz = 0.8 MJ/m3 and

damping constant α = 0.3.

FIG. 1. Schematic representation of the cobalt racetrack coupled to a heavy metal material. The red

arrow indicates the direction of movement of the skyrmionium

For these values, the racetrack supports three magnetic configurations: a perpendicular domain, a skyrmion, or a

skyrmionium. The perpendicular domain state is the ground state. However, a skyrmionium can be created in the racetrack

using any of the methods used in the literature [3,8,20–23,25]. The inner and outer diameters have values of approximately

8 and 75 nm, respectively. The widths of the inner and outer domain walls have values of approximately 6 and 12 nm.

Both the values of the diameters and the widths of the domain walls remain approximately constant for all widths W .

A semicircular magnetic defect was located in the center of the racetrack. We considered defects with diameters

ρ = 20, 30, and 40 nm and the following physical values: DMI constant Ddef
int varying between 3.0 and 3.8 mJ/m2 in

increments of 0.1 mJ/m2, saturation magnetization M def
s

varying between 540 and 620 kA/m in increments of 10 kA/m,

exchange constant Adef
ex varying between 11 and 19 pJ/m with increments of 1 pJ/m, and uniaxial anisotropy constant Kdef

z

varying between 0.4 and 1.2 MJ/m3 in increments of 0.1 MJ/m3 .

3. Results and discussions

The interaction energy Eint(x), where x is the position of the defect along the length of the racetrack between the

magnetic defect and the skyrmionium, was calculated using the expression [16]:

Eint(x) = E(x)− E(x → ∞). (1)

Figure 2 shows the interaction energy values for different physical parameters of the defect with a diameter of ρ =
40 nm and width of W = 512 nm. The figure shows that the interaction energy is repulsive (see Fig. 2(a) and Fig. 2(g))

when the values of the physical parameters Ddef
int and M def

s
of the defect are less than the values of Dint and Ms of the

racetrack and attractive (see Fig. 2(b) and Fig. 2(h)) when these parameters are greater than those of the racetrack. On

the other hand, the interaction energy is attractive (see Fig. 2(c) and Fig. 2(e)) when the physical parameters Adef
ex and

Kdef
z

are lower than the values of Aex and Kz of the racetrack and repulsive ((see Fig. 2(d) and Fig. 2(f))) when they are

larger than those of the racetrack. The same behavior is observed for all defect diameters and widths W considered in this

work (see Figs. A1–A9 in Appendix). Also these figures show that the absolute value of the interaction energy decreases

with decreasing defect size and increases with increasing diameter. Defects with minimal diameters will have a negligible

effect on the dynamics of the skyrmionium.

In some cases, small oscillations in the interaction energy values are observed near the position x = 0. These

oscillations may occur due to the defect having an asymmetric shape. Additionally, when a skyrmionium comes into

contact with the defect (with its own specific physical parameters) it can deform, causing oscillations.

Interestingly, for all M def
s

values used in this research, the interaction energy is an order of magnitude lower than

for the other cases. This fact suggests that modifying this parameter will have a negligible effect on the dynamics of the

skyrmionium, which will be evidenced in the next section.
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In Appendix, we have added figures (Fig. A20–A22) showing the interaction energy for the case of a skyrmion, using

W = 512 nm. These figures show that the same physical principles that apply for the skyrmionium also apply to the

skyrmion, i.e., the same repulsive and attractive potentials appear for the same physical parameters of the defect. On the

other hand, we can see that the intensity of the interaction energy, in some cases, is almost the same.

Next, to study the dynamics of the skyrmionium in the presence of the magnetic defect, a skyrmionium is created to

the left of the defect (see Fig. 1). The movement of the skyrmionium is induced via the Spin Orbit Torque effect (SOT).

That is, a current density flowing in the HM material along the x-axis generates a current density in the racetrack with

spin polarization in the −y direction. We consider J values between 1 and 9 MA/cm2 in increments of 0.5 MA/cm2.

3.1. Magnetic defect with different Ddef
int

Figure 3 shows phase diagrams with three possible states: (i) the skirting state, in which the skyrmionium manages to

avoid the defect by skirting it (see Fig. A13 in Appendix); (ii) the passing state, where the skyrmionium crosses the defect

while maintaining approximately its original trajectory (see Fig. A14 in Appendix); and (iii) the pinning state, trapping

the skyrmionium inside the defect (see Fig. A15 in Appendix). The maximum deviation in the passing state, obtained for

the parameters used in this work, was less than 10 nm below its original trajectory, which is negligible compared to the

size of the racetrack.

When Ddef
int < Dint, there are two possible states: skirting and passing. The number of skirting states increases with

increasing defect diameter size. The maximum number of skirting states for each diameter occurs when the difference

between Dint and Ddef
int is largest (Ddef

int = 3 mJ/m2). When Ddef
int = 3 mJ/m2, the minimum value of the current density

Jmin is necessary to overcome the repulsion by the defect is 2.5 MA/cm2 for a diameter of 20 nm. When the diameter

size increases to 30 and 40 nm, the value of Jmin also increases to 4 and 5.5 MA/cm2, respectively. This behavior is

explained by the repulsive interaction energy becomes more intense with increasing defect diameter (see Figs. A1–A3 in

Appendix); therefore, a higher value of current J is needed to overcome the interaction.

When the value of Ddef
int is reduced to 3.3 mJ/m2, the repulsive interaction energy becomes smaller; therefore, the

value of Jmin necessary to overcome it also decreases. In our case, the skyrmionium crosses the magnetic defect for all

current density values considered in this work for ρ = 20 and 30 nm. For ρ = 40 nm, there is a Jmin value of 1.5 MA/cm2

When Ddef
int > Dint, there are two possible states: passing and pinning. In this case, the interaction energy is attractive;

therefore, the defect tends to attract the skyrmionium towards it, thus acting as a trap. This energy becomes higher with the

defect’s increasing diameter. Therefore, the current values necessary to counteract the pinning effect must also increase.

For example, when Ddef
int = 3.8 mJ/m2, Jmin has a value of 3 MA/cm2 when ρ = 20 nm, while it has a value of

3.5 MA/cm2 when ρ = 40 nm.

3.2. Magnetic defect with different Adef
ex

Figure 3 also shows two new states in addition to the three states mentioned above. We dub the two new states TA

and TB. In TA (see Fig. A16 in Appendix), the skyrmionium collapses into the defect, transforming into a skyrmion and

becoming trapped within the defect. The TB state (see Fig. A17 in Appendix) is similar to the TA state, with the difference

that the created skyrmion continues to advance deviating towards the edges of the racetrack due to the SkHE effect. The

transformation from skyrmionium to skyrmion is also possible because the racetrack parameters allow the existence of a

skyrmion, as mentioned above.

For ρ = 20 nm, Adef
ex = 11 pJ/m, and J < 3.5 MA/cm2, the skyrmionium will be trapped due to the robust

and attractive interaction of the defect and the low influence of the drag force produced by the current. As the current

increases (J ≥ 3.5 MA/cm2), the driving force on the skyrmionium also increases, causing it to collapse and become a

skyrmion. Furthermore, due to the balance between the defect’s driving force and attractive force, the skyrmion will be

trapped inside the defect (TA state). This behavior can be seen in Fig. 3. For values of Adef
ex > 11 and < 14 pJ/m, the

dynamic states of the skyrmionium are similar to Adef
ex = 11 pJ/m, but depending on the value of J , the skyrmion will

manage to overcome the well of the attractive potential, crossing the defect (TB state). The movement of the skyrmion

is affected by the (SKHE) (θsk ∼ 63.43◦), causing it to move near the edges of the racetrack, as shown in Fig. A17

in Appendix. When the diameter of the defect increases, the attractive interaction becomes more intense; therefore, the

number of pinning states also increases (see Fig. 3).

For values of Adef
ex > 15 pJ/m, depending on the competition between the force exerted by the current and the repulsive

force exerted by the defect, the skyrmionium will avoid the defect by passing around it or will pass through it. When the

diameter of the defect increases, the repulsive interaction energy also increases, favoring the appearance of skirting states

(see Fig. 3)

For a value of Adef
ex = 17 pJ/m, a minimum value of J = 2.5 MA/cm2 is necessary for the skyrmionium to overcome

the repulsion generated by the defect when the diameter of the defect is 20 nm. When the diameter increases to 40 nm,

the value of J also increases to 4 MA/cm2.



600 S. Navarro-Vilca, S. Urcia-Romero, H. Vigo-Cotrina

FIG. 2. Interaction energy between the skyrmionium and the defect (ρ = 40 nm) obtained by micro-

magnetic simulation using eq. (1) considering different parameters with a width of W = 512 nm
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FIG. 3. The phase diagrams of possible states for the skyrmionium dynamics in the presence of a

magnetic defect depict a wide range of physical parameters and diameters, offering a comprehensive

view of the system’s behavior for a width W = 512 nm

3.3. Magnetic defect with different Kdef
z

In this case, a new state we dub as DA (see Fig. A18 in Appendix) appears where the skyrmionium is trapped by the

defect; however, due to the current’s effect, it deforms, increasing its size along the racetrack.

The interaction is attractive for values of Kdef
z

< Kz , promoting the pinning states until the current can overcome

the attraction. For example, when ρ = 20 nm and Kdef
z

= 0.7 MJ/m3, the skyrmionium crosses the defect (passing state)

from a minimum value Jmin = 3 MA/cm2. However, when the value of ρ increases to 40 nm, the value of Jmin also

increases to 3.5 MA/cm2. This effect is even more pronounced for a value of ρ = 20 nm and Kdef
z

= 0.6 MJ/m3. The

skyrmionium crosses the defect (passing state) from a minimum value of Jmin = 4.5 MA/cm2, but for ρ = 40 nm, Jmin

increases to 7 MA/cm2.

For values of Kdef
z

> Kz , the interaction between the defect and the skyrmionium becomes repulsive, favoring the

appearance of skirting and passing states depending on the value of the current density. In some cases, depending on

the competition between the repulsive interaction and the driving force exerted by the current, there are states where the

skyrmionium collapses to a skyrmion but continues to move along the racetrack.

3.4. Magnetic defect with different Mdef
s

Figure A12 in Appendix shows the phase diagrams M def
s

vs. J , where we can notice that the passing states are

predominant. For ρ = 40 nm, there are two different states, skirting and pinning, both for small current densities and

where the interaction force with the defect is maximum. The absence of other dynamical states can be attributed to the

low influence of this magnetic parameter on the skyrmionium-defect interaction (Fig. 2 (g–h)). The interaction energy

corresponding to M def
s

is an order of magnitude lower than the interaction energies of the other physical parameters of the

defect.
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Finally, in Fig. 4, we show how a sequence of magnetic defects can be used to modify the trajectory of the skyrmio-

nium throughout its movement.

FIG. 4. Diagram of the trajectory followed by a skyrmionium along the racetrack in the presence of a

sequence of magnetic defects (yellow semicircles)

4. Conclusions

We have shown how modifying the magnetic properties of a defect makes it possible to manipulate a skyrmionium

along a racetrack. We calculated the interaction energies between the skyrmionium and the defect, considering different

physical parameters of the defect and obtaining attractive and repulsive potentials depending on the physical parameters of

the defect. Furthermore, we studied how these magnetic defects influence the dynamics of the skyrmionium. The magnetic

defects that produce attractive potentials can be used as pinning centers to stop the movement of the skyrmionium. In

contrast, magnetic defects with repulsive potentials can be used as skyrmionium dispersal centers. Our work may be of

interest in using magnetic defects to modify the trajectory of a skyrmionium, which could find applications in creating

logic gates in potential applications in the area of spintronics.

A. Appendix

A.1. Skyrmionium-magnetic defect interaction energy

Interaction energies were obtained using eq. (1) as given in the main article. Each term of the equation was obtained

using the MuMax [31] built-in function relax, which calculates the system ground state. The origin of the coordinates is

located in the center of the racetrack.

A.1.1. Skyrmionium–semicircular magnetic defect interaction energy with a width of W = 512 nm.
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FIG. A1. Interaction energy between the skyrmionium and the defect (ρ = 20 nm) obtained by micro-

magnetic simulation using eq. (1) considering different defect parameters with a width of W = 512 nm
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FIG. A2. Interaction energy between the skyrmionium and the defect (ρ = 30 nm) obtained by micro-

magnetic simulation using eq. (1) considering different defect parameters with a width of W = 512 nm
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FIG. A3. Interaction energy between the skyrmionium and the defect (ρ = 40 nm) obtained by micro-

magnetic simulation using eq. (1), considering different defect parameters with a width of W = 512 nm
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A.1.2. Skyrmionium-semicircular magnetic defect interaction energy with a width of W = 256 nm.

FIG. A4. Interaction energy between the skyrmionium and the defect (ρ = 20 nm) obtained by micro-

magnetic simulation using eq. (1) considering different defect parameters with a width of W = 256 nm
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FIG. A5. Interaction energy between the skyrmionium and the defect (ρ = 30 nm) obtained by micro-

magnetic simulation using eq. (1) considering different defect parameters with a width of W = 256 nm
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FIG. A6. Interaction energy between the skyrmionium and the defect (ρ = 40 nm) obtained by micro-

magnetic simulation using eq. (1) considering different defect parameters with a width of W = 256 nm
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A.1.3. Skyrmionium–semicircular magnetic defect interaction energy with a width of W = 128 nm.

FIG. A7. Interaction energy between the skyrmionium and the defect (ρ = 20 nm) obtained by micro-

magnetic simulation using eq. (1) considering different defect parameters with a width of W = 128 nm
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FIG. A8. Interaction energy between the skyrmionium and the defect (ρ = 30 nm) obtained by micro-

magnetic simulation using eq. (1) considering different defect parameters with a width of W = 128 nm
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FIG. A9. Interaction energy between the skyrmionium and the defect (ρ = 40 nm) obtained by micro-

magnetic simulation using eq. (1) considering different defect parameters with a width of W = 128 nm
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A.2. Phase diagrams for different values for the width W

FIG. A10. The phase diagrams of possible states for the skyrmionium dynamics in the presence of a

magnetic defect depict a wide range of physical parameters and diameters, offering a comprehensive

view of the system’s behavior for a width W = 128 nm

FIG. A11. The phase diagrams of possible states for the skyrmionium dynamics in the presence of a

magnetic defect depict a wide range of physical parameters and diameters, offering a comprehensive

view of the system’s behavior for a width W = 256 nm
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FIG. A12. Phase diagrams showing all possible skyrmionium dynamics states in the presence of a

defect, with its saturation magnetization value M defect
sat , for different widths (W ) and diameters (ρ)
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A.3. Schematic representation of different skyrmionium dynamics states

FIG. A13. Representation of the skirting state in which the skyrmionium avoids the magnetic defect to

continue its movement along the racetrack

FIG. A14. Representation of the passing state in which the skyrmionium manages to cross the magnetic

defect to continue its path along the racetrack

FIG. A15. Representation of the pinning state in which the skyrmionium is trapped inside the magnetic defect
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FIG. A16. Representation of the TA state in which a skyrmionium collapses into the defect, transform-

ing into a skyrmion and becoming trapped within the defect

FIG. A17. Schematic representation of a skyrmionium collapsing into a defect, transforming to a

skyrmion, and changing path from its original trajectory

FIG. A18. A schematic representation shows a skyrmionium trapped by a defect. However, due to the

current’s effect, it deforms and increases in size along the racetrack

FIG. A19. Schematic representation of the blocked state; the skyrmionium stops before colliding with

the defect
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A.4. Skyrmion–magnetic defect interaction energy

FIG. A20. Interaction energy between the skyrmion and the defect (ρ = 20 nm) obtained by micro-

magnetic simulation using eq. (1) considering different defect parameters with a width of W = 512 nm
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FIG. A21. Interaction energy between the skyrmion and the defect (ρ = 30 nm) obtained by micro-

magnetic simulation using eq. (1) considering different defect parameters with a width of W = 512 nm
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FIG. A22. Interaction energy between the skyrmion and the defect (ρ = 40 nm) obtained by micro-

magnetic simulation using eq. (1) considering different defect parameters with a width of W = 512 nm
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[3] Göbel B., Schäffer A.F., Berakdar J., Mertig I., Parkin S.S. Electrical writing, deleting, reading, and moving of magnetic skyrmioniums in a

racetrack device. Scientific reports, 2019, 9 (1), 12119.

[4] Li S., Xia J., Zhang X., Ezawa M., Kang W., Liu X., Zhou Y., Zhao, W. Dynamics of a magnetic skyrmionium driven by spin waves. Applied

Physics Letters, 2018, 112 (14), 142404.

[5] Novak R.L., Garcia F., Novais E.R.P., Sinnecker J.P., Guimaraes A.P. Micromagnetic study of skyrmion stability in confined magnetic structures

with perpendicular anisotropy. J. of Magnetism and Magnetic Materials, 2018, 451, P. 749–760.

[6] Beg M., Carey R., Wang W., Cortés-Ortuño D., Vousden M., Bisotti M. A., Albert M., Chernyshenko D., Hovorka O., Stamps R.L., Fangohr

H. Ground state search, hysteretic behaviour, and reversal mechanism of skyrmionic textures in confined helimagnetic nanostructures. Scientific

Reports, 2015, 5 (1), 17137.

[7] Ponsudana M., Amuda R., Madhumathi R., Brinda A., Kanimozhi N. Confinement of stable skyrmionium and skyrmion state in ultrathin nanoring.

Physica B, 2021, 618, 413144.

[8] Zhang X., Xia, J., Zhou Y., Wang, D., Liu X., Zhao, W., Ezawa M. Control and manipulation of a magnetic skyrmionium in nanostructures.

Physical Review B, 2016, 94 (9), 094420.

[9] Tejo F., Riveros A., Escrig J., Guslienko K.Y., Chubykalo-Fesenko O. Distinct magnetic field dependence of Néel skyrmion sizes in ultrathin
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[29] Kuchkin V.M., Kiselev N.S., Rybakov F.N., Lobanov I.S., Blügel S., Uzdin V.M. Heliknoton in a film of cubic chiral magnet. Frontiers in Physics,

2023, 11, 1201018.

[30] Vigo-Cotrina H., Navarro-Vilca S., Urcia-Romero S. Skyrmionium dynamics on a racetrack in the presence of a magnetic defect. J. of Applied

Physics, 2024, 135 (16), 163903.

[31] Vansteenkiste A., Leliaert J., Dvornik M., Helsen M., Garcia-Sanchez F., Van Waeyenberge B. The design and verification of MuMax3. AIP

Advances, 2014, 4 (10), 107133.

Submitted 7 August 2024; revised 25 August 2024; accepted 26 August 2024



620 S. Navarro-Vilca, S. Urcia-Romero, H. Vigo-Cotrina

Information about the authors:

Sebastian Rodrigo Navarro Vilca – Departamento de Fı́sica Aplicada, Universidad Nacional Jorge Basadre Grohmann,

Avenida Miraflores, S/N, Ciudad Universitaria, Tacna 23003, Perú; ORCID 0009-0000-8508-0406;
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1. Introduction

Due to their promising properties such as high melting point [1], small size of the forbidden zone, environmental

safety and sufficient cheapness compared to thermoelectrics based on bismuth, tellurium and lead, e.g. Bi2Te3 [2], PbTe

and PbSn [3], semiconductor magnesium silicides and stannides are very interesting materials. They are very effective for

infrared detection due to their high electrical conductivity and ability to absorb light in the infrared region of the spectrum.

All of these properties allow these materials to be widely used as thermal elements in industrial production [4–8], as

infrared detectors in optical fibers [9], and for use in hydrogen energy technologies [10].

Regarding the research on magnesium silicides, only the pressure-stabilized Si-rich phases, like MgSi2, Mg5Si6,

MgSi and Mg9Si5 can form near the interface Mg2Si/Si [11, 12]. Two relatives of Mg2Si, namely Mg9Si5 and Mg5Si6,

have been experimentally observed in the supersaturated solid solution of Al–Mg–Si [13]. Two phases of this solution, i.e.,

the β’ and β” phases, have been resolved and are considered to correspond to the hexagonal P63/m phase of Mg9Si5 [14,

15] and the monoclinic C2/m phase of Mg5Si6 [16, 17], respectively. Huan et al. [11, 12] discovered that Mg2Si is nearly

equivalent to Mg9Si5 from 6 to 24 GPa based on the first principles investigation of high-pressure phases of Mg2Si.

Stable compounds of magnesium with tin and germanium are much more difficult to make, so the only known structures

are Mg2X, where X is Sn and Ge. It is even more complicated to obtain stable compounds for the ternary systems of

different stoichiometry than Mg2Si1−xSnx and Mg2Si1−xGex. At present, there are only experimental data on solid

solutions of the composition Mg2Si1−xSnx and Mg2Si1−xGex.

Besides binary stannides and magnesium silicides, their mixed compounds Mg2XY (where X, Y = Si, Sn, Ge) are

also of interest, as they have rather unique thermoelectric properties compared to the corresponding binary compounds.

Some experimental results suggest [18] that solid solutions of Mg2Si1−xSnx show better thermoelectric performance

when n-type doping is used. For example, three-component alloys of composition Mg2Si0.35Sn0.65 and Mg2Ge0.25Sn0.75

are characterized by lower thermal conductivity and higher figure of merit due to mixing of different components and

high carrier mobility [19–21]. Solid solutions of the composition Mg2Si0.4Sn0.6 have promising thermodynamic prop-

erties [22, 23] due to the overlap and degeneracy of the valence bands of Si and Sn, which leads to an increase in the

effective mass of electrons [24,25]. These properties make mixed compositions of Mg2X potentially interesting materials

for thermoelectric applications.

Changes in the thermal conductivity of Mg2Si1−xSnx silicon-tin alloys can also occur when their stoichiometry is

altered due to the presence of various defects and impurities in them. This is due to the lack of complete solubility in the

Mg2Si1−xSnx and Mg2Ge1−xSnx systems [1]. Several attempts to improve the thermal conductivity have been made by

© Luniakov Yu.V., 2024
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modifying the structure of alloys by doping. To study the thermoelectric properties of Mg2Si1−xSnx, many theoretical

and experimental investigations have been carried out [26–28] in order to determine the most effective alloying elements

and to evaluate the influence of internal and external defects.

However, the properties of the three-component alloys MgxSiySnz for all possible stoichiometries have not yet been

investigated [29]. At present, only data on solid solutions of the compositions Mg2Si1−xSnx and Mg2Si1−xGex are

available. This implies that only the structure of antifluorite with symmetry Fm3m is considered in the calculation of the

structures of stannidosilicides, since the silicide and magnesium stannide Mg2Si and Mg2Sn have this structure. In besides

the silicides, application of evolutionary search methods to the calculations of Mg2Si, Mg2Sn and Mg2Ge allowed us to

reproduce the known phase transitions from antifluorite to anticottunite and Ni2In-type structures and to predict unknown

structures of the silicide Mg2Si [30], Mg2Sn [31] and Mg2Ge [32] at high pressures. This gives hope for new results

for MgxSiySnz alloys of arbitrary stoichiometry. The aim of this work is to search for optimal structures of the three-

component system MgxSiySnz using modern evolutionary methods [33] and to study the stability of these structures under

normal pressure conditions and zero temperature as well as under pressures from 0 to 10 GPa.

2. Methodology of calculation

For evolutionary modeling of the three-component Mg–Si–Sn system, Universal Structure Predictor: Evolutionary

Xtallography (USPEX) algorithms were applied in the variable composition mode [33–37]. Details of the evolutionary

search algorithms can be found in the reviews [37, 38]. During the evolutionary search, from 40 to 60 generations of

structures were produced depending on the convergence, which was considered to be achieved when the most energetically

favorable structure remained unchanged for 20 consecutive generations. Each generation contained 20 structures and the

first generation contained more than 120 structures, with 4 to 32 atoms per every structure. The convex hull obtained

from the calculations contained structures of 6 – 10 atoms each with very few exceptions as shown below in the next

section (see Table 1). The structures of the first generation were randomly selected from the list of 230 space groups.

In the following generations, 50 % of the lowest-energy structures were inherited from the previous generation, 10 % of

the structures were produced by lattice mutation, 10 % of the structures were obtained by atom transmutation, and the

remaining 30 % of the structures were generated randomly.

All USPEX generated structures were then relaxed using the conjugate gradient method implemented in the VASP

software [39] with an energy precision of up to 0.1 meV per cell. The one-electron wave functions were expanded using

a plane-wave basis with a kinetic energy cutoff of Ecut = 500 eV; the exchange-correlation potential in the Purdue–

Burke–Ernzerhof parameterization [40] was used in the generalized gradient approximation. The valence electron states

of the Mg, Si and Sn atoms are 2p63s2, 3s23p2 and 3s23p22d10, respectively. The Brillouin zones were sampled using a

Monkhorst–Pack mesh with k-points resolution of π × 0.1 Å−1. Atomic positions were optimized until the convergence

was achieved in the force of ∼ 10−3 eV/Å and in the energy of ∼ 10−6 eV. The dependence of the relative energies of

the studied structures on a kinetic energy cutoff and the density of the k-point mesh was investigated and found to have

no significant influence on entropy difference.

3. Results and discussion

More than ten thousand negative enthalpy magnesium based tin-silicon alloys MgASiBSnC at pressures from 1 to

6 GPa were obtained by evolutionary searching. The projections of MgASnBSiC structure formation enthalpies to the

ternary Mg2Si–Si–Sn plot is shown in Fig. 1, the color of each symbol on which is determined by the value of the distance

in eV/atom to the ternary convex hull. The warmer the color, the more the structure deviates from the convex hull, which

is the most stable configuration, colored deep blue. This increased distance from the most stable arrangement corresponds

to a reduction in the overall structural stability of the crystal lattice. The unstable crystal structures with positive enthalpies

are shown in gray.

Enthalpy of formation for the three-component system MgASiBSnC can be defined as EF = [E(MgASiBSnC) −
−(AEMg+BESi+CESn)]/(A+B+C), where A, B, C are the number of magnesium, silicon, and tin atoms; EMg, ESi,

are ESn their formation energies in the normal (crystalline) states, respectively. For each pressure, USPEX calculations

automatically determine the optimal structure of silicon, diamond, and magnesium silicide, that can be used in formation

enthalpy calculations of multicomponent structures. For silicon and tin, only a third of all calculations yielded the correct

diamond-like structure, while the rest of calculations yielded structures with higher enthalpy and wrong symmetry, such as

P6422 (181 space group) for silicon and P63/mmm (194 space group) for tin. The energy difference between the structure

obtained in this way and the structure in the ground state does not exceed 0.001 eV/atom for silicon and 0.04 eV/atom

for tin. The structure of magnesium was not determined during the evolutionary search, only the structure of its silicide

Mg2Si has been obtained. To calculate the enthalpy of all structures obtained in this work, the enthalpies of the known

ground-state structures of Mg [41–43], Si [41] and Sn [44, 45] at investigated pressures were used as a reference for the

formation enthalpy calculations. The reference crystalline structures at the ambient pressure conditions were taken from

the on-line databases [34,46,47]. For magnesium, this structure is a hexagonal close packed structure of 194 space group

symmetry P63/mmc, while for silicon and tin it is a diamond-like cubic structure b-tin Fd3m of 227 symmetry group.
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Table 1: Structures, corresponding to the vertices of the convex hull at

pressures of 6, 4, 2, 1 and 0.025 GPa. The brackets in the first column

of the table indicate the total number of atoms in the unit cell. On the

unit cell shown in the last column Si atoms are represented by small blue

spheres, Mg atoms by large yellow spheres, and Sn atoms by large gray

spheres.

Pressure/

composition

Lattice parameters
Symmetry

Eformation,

eV/atom
Unit cell

a, Å b, Å c, Å a, ◦ β, ◦ γ, ◦

6 GPa,

Mg4Si

(10 atoms)

5.28 7.42 5.32 76.86 76.98 71.65 P-1 (2) −0.042

6 GPa,

Mg2Si

(6 atoms)

6.49 5.09 90 90 90 I4/mcm (140) −0.098

6 GPa,

MgSi

(8 atoms)

5.19 5.39 5.25 68.67 89.25 100.15 P-1 (2) −0.113

6 GPa,

Mg3Si4
(14 atoms)

13.75 3.57 5.07 90 90 90 Imm2(44) −0.080

6 GPa,

Mg4SiSn

(12 atoms)

5.03 7.14 7.58 71.67 76.64 106.78 P-1 (2) −0.137

4 GPa,

Mg2Si

(12 atoms)

5.30 8.28 5.12 90 90 100.95 P21(4) −0.073

4 GPa,

Mg3Si2
(10 atoms)

7.720 7.235 6.643 90 90 104.5 C2/c (15) −0.108

4 GPa,

MgSi

(8 atoms)

5.736 5.330 5.362 84.53 111.57 112.68 P-1 (2) −0.075
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4 GPa,

Mg7Si5
(24 atoms)

10.5 7.08 7.05 60.19 79.08 77.05 P1 (1) −0.087

4 GPa,

Mg12Sn3Si

(16 atoms)

6.12 6.12 17.24 90 90 90 I4/mmm (139) −0.144

4 GPa,

Mg6Si3Sn

(10 atoms)

7.06 4.18 7.279 90 114.3 90 Pm(6) −0.095

2 GPa,

Mg3Si2
(10 atoms)

7.41 7.41 12.16 90 90 120 R-3C(167) −0.087

2 GPa,

Mg2Si

(6 atoms)

5.67 10.14 4.07 90 90 90 I(mmm) (71) −0.046

2 GPa,

Mg7Si2Sn

(20 atoms)

9.49 7.50 7.88 75.12 111.12 118.41 P1 (1) −0.063

1 GPa,

Mg3Si2
(20 atoms)

8.21 8.66 5.94 90 110.40 90 P21/c(14) −0.040

1 GPa,

Mg2Si

(12 atoms)

6.99 4.17 8.01 90 90 90 Pnma(62) −0.115

0.025 GPa,

Mg2Si

(12 atoms)

5.68 7.42 7.20 70.72 73.87 107.88 P-1 (2) −0.024

0.025 GPa,

Mg6Si3Sn

(10 atoms)

5.41 6.52 6.29 75.63 98.64 97.77 P1 (1) −0.060
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FIG. 1. The ternary composition-formation enthalpy phase diagram of the MgASiBSnC at pressures:

1 GPa (a), 2 GPa (b), 4 GPa (c), and 6 GPa (d). Each structure is colored according to the distance from

the convex hull in eV/atom, which varies from blue minimum to dark gray (maximum) see the legend

bar on the left. As the color of a crystal structure becomes more dark, the crystal structure is the less

stable and further away from the convex hull

As can be seen in Fig. 1, the number of stable compounds of magnesium, tin and silicon is strongly dependent on both

the pressure and the enthalpy of formation of these structures. Thus, if at 6 GPa we have more than a hundred structures

with negative enthalpy of formation, at 4 GPa there are less than thirty, at 2 GPa there are twelve, and at 1 GPa there are

only three. There are too few three-component systems that are stable at ambient pressure conditions, most of them are

two-component ones.

Table 1 shows the lattice parameters and enthalpies of formation of the most stable compounds of magnesium, silicon

and tin obtained by evolutionary methods at external hydrostatic pressures of 1, 2, 4 and 6 GPa. The largest number of

stable structures is found at pressure P = 6 GPa. The convex hull at this pressure is formed by four binary silicides

Mg4Si, Mg2Si, MgSi, Mg3Si4 and one ternary compound, which has the composition Mg4SiSn and the symmetry P-1.

The corresponding unit cells are shown in the last column of Table 1. The tin-silicon alloy Mg4SiSn (2 symmetry group)

is a solid solution with a triclinic unit cell in which Ge and Si atoms are uniformly distributed throughout the volume.

Binary silicides at pressure P = 6 GPa are characterized by a wide range of stoichiometry, symmetry and composition

from 80 % of Mg and 20 % of Si (Mg4Si), to 43 % of Mg and 57 % of Si (Mg3Si4). If we compare the enthalpy of

formation of ternary alloy Mg4SiSn and binary silicides MgxSiy , it turns out that at a pressure of 6 GPa, the ternary alloy

Mg4SiSn is about 0.02 eV more stable than the monosilicide MgSi 2 symmetry group P-1 and 0.04 eV more stable than

the disilicide Mg2Si 140 symmetry group I4/mcm.

At pressure P = 4 GPa, the convex hull is formed by four binary silicides MgSi, Mg2Si, Mg3Si2, Mg7Si5 and two

three-component alloys Mg6Si3Sn and Mg12Si3Sn. Binary silicides exhibit different symmetry and structure, which can

be compared to corresponding silicides in open access databases [41, 46, 47] as will be shown later. The ternary alloy

Mg6Si3Sn at pressure P = 4 GPa has an enthalpy of formation E ∼ −0.1 eV and it forms crystal structure of group 6

symmetry (Pm). As shown in the last column of Table 1, the ternary compound Mg6Si3Sn comprises alternating Mg–Sn–

Mg–Si and Mg–Si layers. In each mixed Mg–Sn–Mg–Si type layer one Sn or Si atom is bonded to two Mg atoms, with

the bond length of Mg–Sn approximately 2.9 Å and the bond length of Mg–Si ranging from 2.6 to 2.8 Å. Similarly, in

each Mg–Si type layer, one atom of Si is bonded to two atoms of Mg, with the bond length of the Mg–Si varying from

2.6 to 2.8 Å. The Mg12Si3Sn compound has an enthalpy of formation E = −0.144 eV and consists of alternating layers

of binary compounds Mg2Si and Mg2Sn. First, there is a layer of alternating MgSi and MgSn in this structure. Then

there is a continuous layer of Mg atoms at 16 m Wyckoff position in the unit cell. Then there is a layer of MgSi silicide

followed by a layer of Mg atoms. That is followed by a layer of alternating MgSi and MgSn and all repeats. The distance
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between neighboring layers is equal to 2.155 Å. The alloy with stoichiometry Mg12Si3Sn surprisingly turns out to be the

most energetically favorable in the entire range of given pressures from 0 to 10 GPa.

At pressure P = 2 GPa, the convex hull is formed by two binary silicides Mg2Si, Mg3Si2 and one ternary compound

Mg7Si2Sn. The binary silicides Mg2Si, Mg3Si2 have 71 and 167 space groups symmetry (Immm and R3c), respectively.

The three-component alloy Mg7Si2Sn has the lowest possible symmetry P1 and consists of Mg, Si and Ge atoms randomly

distributed throughout the unit cell. The sustainability of this low symmetry structure remains questionable and requires

further investigations. At pressure P = 1 GPa, the convex hull is formed only by two binary silicides Mg2Si, Mg3Si2
of symmetry group 14 and 62 (P21/c and Pnma), respectively. At ambient pressure conditions, USPEX evolutionary

searches found it difficult to identify stable three-component systems because most calculations tend to converge on two-

component ones. There is only one ternary structure Mg6Si3Sn of 2 symmetry group P-1 at pressure P = 0.25 GPa, as

shown at the end of Table 1.

For a more detailed study of the stability of the most energetically favorable structures in different pressures, all

results presented in Table 1 were recalculated in the pressure range from 0 to 10 GPa with full geometry re-optimization.

Fig. 2 shows the most stable structures with negative formation enthalpy, obtained by optimizing the results of the evo-

lutionary search at each pressure in steps of 1 GPa. The most energetically favorable three-component alloy structure is

three-component alloy Mg12Si3Sn of 139 space group symmetry I4/mmm. This structure is the most stable of all obtained

three-component ones. At pressures above 10 GPa, it loses enthalpy to a binary silicide Mg3Si2 of space group 15 sym-

metry, which has the lowest enthalpy of all binary silicides MgxSiy obtained. The other two three-component structures

Mg6Si3Sn and Mg4SiSn are sufficiently higher in enthalpy than the Mg12Si3Sn one. As shown in Fig. 2, it is also more

stable than the trigonal structure of Mg3Si2 of symmetry group 167 (R-3c) in the entire pressure range below 10 GPa.

Next on the Enthalpy-axis is the three-component structure Mg6Si3Sn, which is energetically more favorable than the

binary silicide structure Mg3Si2 167 symmetry group only at pressures P < 2 GPa. At P > 2 GPa it loses to other

structures, such as non-symmetric three-component alloy Mg6Si3Sn and binary silicide Mg7Si5. The Mg7Si5 structure

looks defective and its stability remains questionable, as well as the stability of the non-symmetrical Mg6Si3Sn one.

FIG. 2. Enthalpy-pressure dependence for the most energetically favorable crystal structures obtained

by optimizing the results of the evolutionary search

Although this work is aimed at investigating ternary compounds, it is also useful to compare the obtained binary

MgxSiy compounds with the known results available in Material Project [41] and the Open Quantum Materials [46, 47]

databases. Most were shared by our Vietnamese colleagues Huan et al., they are described in [11, 12].

The graph in Fig. 3 compares the enthalpy-pressure dependencies for known binary structures [41, 46, 47] with

those obtained in the current study. The top two curves correspond to the most energetically favorable Mg3Si4 structures

from the database [41] obtained by Huan et al. [11, 12]. We can see that their formation enthalpy is negative only for

large non-zero pressures P > 2 GPa. Below, these two curves in Fig. 3 are the dark blue curve corresponding to the

more energetically favorable Mg3Si4 structure obtained in the current study. This structure has the negative enthalpy of

formation at any pressure P ≥ 0. The binary silicide Mg3Si4 has 44 group symmetry Imm2 and the following lattice

parameters: a = 13.75 Å, b = 3.57 Å, c = 5.07 Å, α = β = γ = 90◦.

Below, the curves discussed above are green curves with triangular symbols pointing upwards, corresponding to

the structure of the monosilicide MgSi. The enthalpy values of this curve practically coincide with those of the curve

obtained in the calculation of the most favorable MgSi structure from the database [41] in the whole pressure range
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FIG. 3. Enthalpy-pressure dependence for the most stable binary magnesium silicides, obtained by

evolutionary search, in comparison with the calculated enthalpy pressure-dependence of known struc-

tures

studied. If we plot the enthalpy-pressure dependence for the MgSi structure from the database [41] and then compare it

with the dependence obtained for the triclinic MgSi structure in this work, their difference does not exceed 0.03 eV in

the entire pressure 0 < P ≤ 10 GPa. The binary monosilicide MgSi has 2 group symmetry P-1 and the following lattice

parameters: a = 5.44 Å, b = 5.42 Å, c = 6.06 Å, α = 110.7◦, β = 113.8◦, γ = 83.6◦. In this structure, there are three

non-equivalent Mg atoms bonded to six Si atoms (see Table 1, last column).

The red curve with triangular symbols pointing down corresponds to the structure of Mg3Si2. As in the case of

MgSi monosilicide, the curve practically coincides with the curve obtained in these calculations for the most energetically

favorable Mg3Si2 structure. The possible difference is not more than 0.03 eV, which can be considered an acceptable

error, making the curves for these structures practically indistinguishable. The Mg3Si2 structure with the lowest energy

from [41] has 15 group symmetry C2/c and lattice parameters: a = 7.82 Å, b = 7.30 Å, c = 6.87 Å, with angles α = 90◦,

β = 104.26◦, γ = 90◦ (see Table 1, last column). In the ambient pressure conditions, the Mg3Si2 structure, obtained in

this work and shown in Fig. 3, has 15 group symmetry and lattice parameters a = 8.09 Å, b = 7.38 Å and c = 6.63 Å,

and angle β = 104◦, leading to an increase in unit cell volume of about 1 % compared to the data from [41]. Both of

these structures are characterized by parallel-oriented silicon dimers with Si–Si bond lengths of approximately 2.4 Å.

The enthalpy-pressure dependence for the structure in this work is practically identical to that obtained from the database

structure [41] (see Fig. 2). The difference between them does not exceed 0.025 eV per atom in the pressure range from 0

to 10 GPa.

The Mg2Si anticottunite-type structure obtained in this study (star-marked curve in Fig. 1) differs from the known

antifluorite-type structure of Mg2Si of symmetry group 225 (bullet-marked curve in Fig. 1). In the absence of external

pressure, the energy difference between the structure obtained in this work and the known antifluorite-type structure is

0.056 eV and decreases to 0 at pressure around 6 GPa. Obviously, in this study a suboptimal anticottunite-type Mg2Si

structure has been obtained, which is more energetically favorable at high pressures P > 6 GPa [30]. It has 62 group

symmetry Pnma and cell parameters a = 7.04 Å, b = 4.20 Å and c = 8.05 Å, which are close to the Material Project

Pnma cell parameters a = 6.99 Å, b = 4.14 Å and c = 7.99 Å [41]. This difference in results might be caused by the

use of the variable composition mode in the USPEX code [33–37], where for each fixed ratio of Mg, Si, Sn components

a smaller number of structures is generated, which does not always allow finding the minimum energy structure.

Nevertheless, the results for ternary structures with other stoichiometries of Mg4SiSn, Mg6Si3Sn, and Mg12Sn3Sn

demonstrate rather good stability with respect to their enthalpies. As shown in Fig. 2, besides two curves corresponding to

the ternary compounds Mg4SiSn and Mg12Sn3Sn, there are two curves corresponding to two different types of structures

of the ternary compound Mg6Si3Sn. The first one is triclinic with 1 group symmetry P1 and the second one is monoclinic

with 6 group symmetry Pm. The triclinic structure of Mg6Si3Sn (Table 1, last row) has an asymmetric cell with lattice

parameters a = 5.41 Å, b = 6.52 Å, c = 6.29 Å, α = 75.63◦, β = 98.64◦, γ = 97.77◦, while the monoclinic structure

of Mg6Si3Sn (Table 1 10 row) has two right angles α = γ = 90◦, one obtuse angle β = 114.5◦ and lattice parameters

a = 7.29 Å, b = 4.26 Å, c = 7.42 Å. The enthalpy difference for these two Mg6Si3Sn structures is no more than 0.01

eV at pressures P ≤ 1 GPa and increases to ∼ 0.02 meV with increasing pressure up to P = 10 GPa. At pressures

P ≤ 2 GPa, the triclinic structure is more stable, and at pressures P > 2 GPa, the monoclinic structure becomes more
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enthalpy favorable. However, in order to draw conclusions about the stability of the obtained structures, it is also necessary

to study their phonon spectra, which was done in this work.

To confirm the dynamical stability of three-component alloys, phonon dispersion curves at ambient pressure con-

ditions have been calculated for Mg4SiSn, Mg12Sn3Si and two Mg6Si3Sn structures. The method of obtaining force

constants from forces and atomic displacements using the 2 × 2 × 2 supercells, developed by Togo A. and implemented

in the PHONOPY code [48, 49], was used. As shown in Fig. 4, the phonon dispersion curves do not show any imaginary

frequencies, which prove the stability of the corresponding compounds. Imaginary frequencies appear near the gamma

points in the two graphs of the figure, imaginary frequencies appear only at the gamma points in the graphs of Fig. 4 (c

and d), which is simply related to the size of the supercell used in the calculations. If it is too small, this leads to inaccurate

force constants, which is the reason for the appearance of imaginary phonon frequencies [50]. To check the influence of

size effects, additional calculations were performed with an enlarged 3× 3× 3 supercell for Mg6Si3Sn, both triclinic and

monoclinic. The results show that for monoclinic structure the imaginary frequencies disappear near the gamma point

when the supercell size is increased, and the rest of the dispersion curves remain almost unchanged (see Fig. 4(e,f)). On

the contrary, for triclinic structure, the negative dip near gamma point becomes deeper than for the 2 × 2 × 2 supercell

calculations which evidence the instability of the monoclinic structure in contrast to the triclinic one.

FIG. 4. Phonon dispersion curves of (a) Mg12Sn3Si; (b) Mg4SiSn; (c) triclinic Mg6Si3Sn; (d) mono-

clinic Mg6Si3Sn; (e) triclinic Mg6Si3Sn obtained using the enlarged 3× 3× 3 supercell; (f) monoclinic

Mg6Si3Sn obtained using the enlarged 3× 3× 3 supercell
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Phonon structure calculations allow a simple estimation of the phonon contribution to the free energy

Fphonon =
1

2

∑

q,v

~ωq,ν + kBT
∑

q,v

ln

(

1− e
−

~ωq,ν

kBT

)

,

where q denotes the wave vector, ν is the phonon band index, ω is the corresponding phonon frequency, T is the temper-

ature, and kB is the Boltzmann constant. The estimate shows that at temperatures T ≤ 350 K, this contribution does not

exceed 0.05 eV per atom in absolute value, and for different structures, this contribution is approximately the same value,

their difference being less than 0.02 eV.

In order to investigate the conductive properties of three-component systems at ambient pressure conditions, densities

of states were calculated for the most energetically favorable compounds MgxSiySnz . Fig. 5 displays the electronic state

densities of the three-component alloys with the lowest formation energy Mg12Si3Sn, Mg4SiSn and Mg6Si3Sn. This

information can be used to evaluate the conductive properties of the materials. All of the alloys considered above have

states at Fermi levels indicating that they all exhibit metallic properties in one way or another unlike the binary silicide

Mg2Si and stannide Mg2Sn, which are semiconductors under normal conditions [30–32]. However, from the magnitude

of the density of states in Fig. 5, the best metallic properties are likely to be exhibited by the solid solutions of Mg4SiSn

(Fig. 5(a)) and Mg12Si3Sn (Fig. 5(b)) stoichiometries, which has significantly more of them at the Fermi level.

FIG. 5. Density of electronic states of the most energetically favorable ternary compounds (a)

Mg4SiSn; (b) Mg12Sn3Si; (c) triclinic Mg6Si3Sn; (d) monoclinic Mg6Si3Sn. The Fermi level is chosen

as the energy reference point

4. Conclusion

The results of the evolutionary modeling of three-component systems allowed to reproduce binary structures of the

known stoichiometries MgSi and Mg3Si2, as well as to obtain new structures of the stoichiometries Mg4SiSn, Mg6Si3Sn,

Mg12Sn3Si, and Mg7Si2Sn with the ternary alloy Mg12Si3Sn being the most stable one. All of them have a negative

enthalpy of formation, comparable to the enthalpy of formation of binary structures in the studied pressure range 0 < P ≤

10 GPa. Phonon dispersion and density of states calculations confirmed the dynamical stability and metallic properties of

the newly identified ternary alloys besides the triclinic structure. Density of states calculations indicate that the ternary

alloys exhibit metallic properties, unlike the binary silicides and stannides.
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ABSTRACT The present study is dedicated to study the effect of Temperature and Hydrostatic Pressure on the

absorption coefficient and refractive index of one-dimensional semi-parabolic excitonic GaAs QD’s by applying

the compact density matrix formalism. Calculations are performed to obtain the excitonic state wave functions

and energies in the strong confinement regime using the effective mass approximation. A significant depen-

dence of nonlinear optical refractive index and absorption coefficient on hydrostatic pressure and temperature

can be observed for excitonic and without excitonic case. Our investigations show that the peaks blue/red

shifts are substantial when the excitonic interactions are taken into account. The opposite effects caused by

temperature and pressure have substantial practical importance as they extend an alternative approach to tune

and control the optical frequencies resulting from the transitions. The comparative analysis of the analytical

optical properties of excitonic system facilitates the experimental identification of these transitions which are

often close. We have attempted a comparison of the absorption coefficient obtained in the present work with

experimental data at T ∼= 10 and 100 K and found that the theoretical prediction is in agreement for T ∼= 10 K

and it is in slight deviation from the experimental data for higher temperatures. The whole of these conclusions

may have broad implications in future designing of Optoelectronic devices.
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1. Introduction

The semiconductor nanomaterials such as quantum dots (QD), quantum wires and quantum wells have many appli-

cations in the generation of optoelectronic devices such as lasers, infrared and THz photodetectors, solar cells, biological

imaging devices, photovoltaics, LEDs, etc., owing to their enchanting physical properties due to the quantum confinement

effects in all spatial directions [1–5]. Out of all these nanostructures, quantum dots of various shapes, sizes and strong

confinement of electron and holes have been given special attention as they possess interesting physics in terms of the

unique electronic and optical properties. Quasi-zero-dimensional quantum dots can be considered as nano crystalline

structures that can provide limitless utility in the implementation of many semiconductors’ optoelectronic devices such

as quantum dot solar cells, spintronics and ultrafast quantum computers. Accordingly, unprecedented attention has been

given to the semiconductor nanomaterials in the last few decades [6–13].

The parabolic and semi parabolic confinement potential can allow various resonances, due to the constant spacing of

the discrete energy levels which accounts for the enormous enhancement of the nonlinear optical susceptibilities, optical

transitions within the valence and conduction band, and absorption properties [14–17]. Furthermore, the parabolic and

semi parabolic potential confinement is more relevant when the zero-dimensional quantum dots are fabricated by using

an etching process, ion implantation or electrostatic gates. We have found considerable investigations on the nonlinear

optical and electronic properties such as Refractive Index (RI), Absorption Coefficient (AC) and Rectification Coefficient

(RC) with photon energy and external factors such as temperature, hydrostatic pressure and dot size [18–20]. For photons

having energies equal to that of inter-subband transition energies, host material finds a significant change in dielectric

constant, thereby inducing changes in the nonlinear excitonic optical properties [21–24].

Numerous investigations and interesting studies are done on the nonlinear optical properties of nanostructures es-

pecially Quantum dots under the influence of external factors such as electric field, magnetic field etc. [21–30]. Many

© Dahiya S., Lahon S., Sharma R., 2024
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authors studied the effect of excitons in one dimensional semi parabolic quantum dots [31–34]. Duque et al. studied the

effect of external factors such as electric field, magnetic field, hydrostatic pressure, laser field and temperature on nonlin-

ear properties in excitonic system [35–38]. Bejan et al. demonstrated the effect of electric field on the optical properties

of a semi parabolic quantum dot in an excitonic system [39]. Kumar et al. further investigated the effect of hydrostatic

pressure, temperature and spin on the optical and electronic properties of nanostructures [40,41]. To summarize, the inter-

esting results of the ramifications of external factors such as hydrostatic pressure, temperature, electric field and magnetic

field on the nanostructures bring out plethora of novel and exciting physical properties.

The main objective of the present work is to investigate the effect of external factors such as temperature and hydro-

static pressure on the RI and AC of excitonic system in 1D semi parabolic quantum dot. An excitonic system is a bound

electron-hole pair with more closely matched effective masses that is formed by the electrostatic interaction between the

electron and hole. Theoretically, this system can be related to the hydrogenic system and it possess discrete energies. A

1D QD is principally a nanostructure which can be assumed as a small portion of a 1D QW which is bordered by a two-

wall potential. The charge carriers are free to move along the wire in 1-D QW, whereas they are restricted to move along

the spatial length in 1D QD [27, 42–45]. The core study undertaken in this research paper focuses on a one-dimensional

semi parabolic quantum dot, which is strongly confined in the x and y direction and electrons and holes are confined

by a semi parabolic potential along the z direction. We know that the hydrostatic pressure and temperature can alter the

nonlinear properties such as the refractive index and absorption coefficient for excitonic effects (EE) as well as without

excitonic effect (WEE). In order to keep the study concise and in line with the experimentally available results, we have

restricted our studies to the two extreme limits of a temperature range 10 – 100 K where it is observed that the sharpest

absorption peaks or transmittance dips are observed at low temperatures in the mentioned range or even lower than that.

Furthermore, it is observed that as temperature increases above 100K, the value of the thermal excitation energy of the

charge carriers, namely kT/2, attains significant values.

In our recent work, we have reported the effect of temperature and hydrostatic pressure on the optical rectification

associated with the excitonic system in a semi-parabolic quantum dot [46]. It is highlighted that most available literature

reports are primarily based on the nonlinear optical properties due to impurities or due to different shape of quantum

structures. To our sincere understanding, there are no studies available where the hydrostatic pressure and temperature

effects on the nonlinear optical properties of excitonic system in one dimensional semi parabolic quantum dots have been

studied and explained. The present paper is structured as follows: In the next section, theoretical analytical framework is

presented to calculate the eigen energies, eigen functions and optical properties for the excitonic system. In the Results

and Discussion section, we have presented our numerical results and discussion. In the last section of conclusion, we have

summarized our results.

2. Theory and model

A theoretical model of the system taken is presented in Fig. 1. Here, the gate voltage in the model is used to control

Rashba spin-orbit interaction (SOI) where the effects of SOI are studied. In our case, we have kept the gate voltage to be

Zero. The x-direction is kept to be very small i.e., about 2nm so that the charge carriers behave as a 2D charge carrier

gas. The y-length of the wire is in µm-range, so the charge carrier exhibit e−ky wave function. The z-directions breadth

is determined by the potential strength and in our case, the effective z-length turns out to be 5 nm. Now, moving towards

the mathematical calculations related to the system.

FIG. 1. Schematic diagram of GaAs Quantum Dot
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Hamiltonian for a 1D excitonic QD having semi-parabolic confining potential within the framework of effective mass

approximation can be written as [25, 27, 31, 42]:

He =
p2h

2m∗

h(P, T )
+

p2e
2m∗

e(P, T )
+ V (ze) + V (zh)−

e2

ε |ze − zh|
, (1)

where ze, zh > 0.

Here m∗

h and m∗

e represents the effective mass of hole and electron, respectively, ε represents the background dielec-

tric constant and the last term represents the electrostatic Coulomb interaction term between the electron and the hole.

The semi-parabolic confinement potential V (zk) is written as:

V (zk) =







1

2
m∗

iω
2
0z

2
k, zk ≥ 0;

∞, zk ≤ 0 (k = e, h).
(2)

The temperature and hydrostatic pressure dependent effective mass of the electron for GaAs is given as [38, 40, 41]:

m∗

e(P, T ) = mo

[

1 +
7510

Eg(P, T ) + 341
+

15020

Eg(P, T )

]

−1

, (3a)

m∗

h(P, T ) =
(

0.09− 0.20 · 10−3P − 3.55 · 10−5T
)

m0, (3b)

with

Eg(P, T ) =

[

1519− 0.5405T 2

T + 204
+ 10.7P

]

. (4)

Here temperature and hydrostatic pressure dependent energy gap GaAs, Eg is in meV, P is in “kbar” and T is in

“Kelvin”. The pressure dependent oscillator frequency is expressed as

ω(P ) = ω0/
[

1− 2P (1.16 · 10−3 − 7.4 · 10−4)
]

. (5)

The Hamiltonian is segmented into two terms taking the relative motion and the center of mass into consideration

and is given by:

He1 = Hr1 +Hc1, (6)

Hr1 =
p2

2µ
+

1

2
µω2

0z
2
r1 −

e2

ε(P, T ) |zr1|
, (7)

Hc1 =
P 2

2MT1
+

1

2
MT1ω

2
0Z

2
T1. (8)

For T < 200, the dielectric constant of GaAs is [38–40]:

ε(P, T ) = 12.74e(9.4·10
−5)(T−75.6)+1.73·10−3P . (9)

The coordinate of the centre of mass is written as:

ZT1 =
m∗

h(P, T )zh +m∗

e(P, T )ze
MT1

. (10)

Here, total mass isMT1(P, T ) = m∗

h(P, T )+m
∗

e(P, T ); the relative coordinate is zr1 = ze−zh, the momentum operator

is pZT1
=

~

i
∇ZT1

, and the reduced mass is

µr1 = m∗

h(P, T )m
∗

e(P, T )/MT1(P, T ). (11)

The excitonic wave function and energy levels are written as

ψf1(zh, ze) = φ(zr1)ϕ(ZT1), (12)

ET1 = Ezr1 + EZT1
. (13)

The term signifying the center of mass part is considered as the problem for 1D semi-parabolic oscillator where the

Hamiltonian is Hc1 and eigenfunction and eigenenergies are [42]:

ϕk1(ZT1) = Nk1 exp

(

−1

2
α2Z2

T1

)

H2k1+1(αZT1), (14)

Ek1 =

(

2k1 +
3

2

)

~ω0, k1 = (0, 1, 2......), (15)

where H2k1+1 is the Hermite polynomial

Nk1 =

[

1

α

√
π22k1(2k1 + 1)!

]

−1/2

, (16)

α =
√

MT1ω(P )/~k. (17)
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We analytically obtained the eigenvalues and wave function of the relative motion part in the strong and weak con-

finement regime. For the strong regime, Hr1 reduces to:

Hr1s =
p2

2µ
+

1

2
µω2

0z
2
r1. (18)

Neglecting the coulomb term as per the strong confinement regime, ϕ(zr1) is determined as:

φ(zr1) = Nn exp

[

−1

2
β2z2r1

]

H2n+1(βzr1), (19)

Ey1 =

(

2n+
3

2

)

~ω0, (y1 = 0, 1, 2, ...), (20)

Nn =

[

1

β

√
π22n1(2n+ 1)!

]

−1/2

, (21)

β =
√

µω(P )/~. (22)

Our quantum dot interacts with the electromagnetic field E(t) having a frequency ω, such that [47–49]:

E(t) = Eeiωt + E∗e−iωt. (23)

Upon such interactions, the time evolution equation for the matrix elements of one-electron density operator, ρ, is

given by
∂ρ

∂t
=

1

i~
[H0 − qxE(t)ρ]− Γ(ρ− ρ(0)), (24)

where H0 represents the Hamiltonian of this system in the absence of the electromagnetic field E(t), and electronic

charge is given by q, unperturbed density matrix operator is ρ0, and Γ is the phenomenological operator responsible for

the damping due to the electron-phonon interaction, collisions among electrons, etc. It is assumed that Γ is a diagonal

matrix and its elements are equal to the inverse of relaxation time τ0.

For solving Eq. (19), standard iterative method is being used and hence ρ has been expanded as ρ(t) =
∑

n

ρ(n)(t).

Now, using this expansion in Eq. (19), the density matrix elements can be obtained as shown below:

∂ρ
(n+1)
ij

∂t
=

[

1

i~
[H0, ρ

(n+1)]ij − Γijρ
(n+1)
ij − 1

i~
[qx, ρ(n)]ijE(t)

]

. (25)

As the density matrix ρ has been obtained, the electronic polarization P (t) and susceptibility χ(t) can be calculated

as:

P (t) = εoχ(ω)Ee
−iωt + εoχ(−ω)Ee−iωt =

1

V
Tr(ρM), (26)

where ρ is the density matrix for one electron and V is the volume of the system, ε0 represents permittivity of free space,

and the symbol Tr (trace) denotes the summation over the diagonal elements of the matrix.

Now, using the real part of the susceptibility, refractive index changes can be determined as:

∆n(ω)

nr
= Re

[

χ(ω)

2n2
r

]

. (27)

Within a two-level system approach, the linear and the third order nonlinear optical absorption coefficient are obtained

from the imaginary part of the susceptibility [25, 34, 45–51] as:

α(1)(ω) = ω

√

µ

εr

|M01|2N~Γ0

[(E10 − ~ω)2 + (~Γ0)]2
, (28)

α(3,I)(ω) = −2ω

√

µ

εr

(

I

ε0ηrc

) |M01|4N~Γ0

[(E10 − ~ω)2 + (~Γ0)]
2

×
(

1− |M11 −M00|2

4 |M01|2
{

(E10 − ~ω)2 − (~Γ0)
2 + 2E10(E10 − ~ω)

(E10)2 + (~Γ0)2

}

)

. (29)

Total absorption coefficient α(ω, I) is given as:

α(ω, I) = α(1)(ω) + α(3,I)(ω). (30)

The linear and nonlinear changes in the refractive index are written as [25, 30, 46–54]:

∆η(1)(ω)

ηr
=

1

2η2rε∂0
|M01|2

[

E10 − ~ω

(E10 − ~ω)2 + (~Γ0)2

]

, (31)
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∆η(3,I)(ω, I)

ηr
= − µc

4η3rε∂0
|M01|2

[

NI

[(E10 − ~ω)2 + (~Γ0)2]2

]

×
[

4(E10 − ~ω) |M01|2 −
|M11 −M00|2

(E10)2 + (~Γ0)2
{

E10(E10 − ~ω)×−(~Γ0)
2(2E10 − ~ω)

}

]

. (32)

The total refractive index change is

∆η(ω, I)

ηr
=

∆η(1)(ω)

ηr
+

∆η(3,I)(ω, I)

ηr
, (33)

where µij = |〈ψi|zT1|ψj〉|, (i, j = 0, 1) are the matrix elements of the dipole moment, ψi(ψj) are the eigenfunctions,

ω01 =
E1 − E0

~
is the difference between two energy levels, is the frequency of the electromagnetic field, τ0 is the

relaxation time.

3. Results and discussions

We have considered the GaAs semiconductor material constants for our numerical results. We used the numerical

parameters such as [38, 40–44] m∗

e = 0.067m0, m∗

h = 0.09m0 (m0 is the mass of a free electron), N = 3 · 1022 m−3,

ε = 12.53, τ0 = 0.2 ps−1, I = 2000 MW/m2.

To understand the effect of change in hydrostatic pressure and temperature on the Linear Absorption Coefficient

(LAC) and third order (Nonlinear) Absorption coefficient (NAC), we present the same in Fig. 2(a) and 2(b). Here we also

have shown the effects of inclusion of Excitonic Effects (EE) on the LAC and NAC. One can observe that for the cases

where (2(a) and 2(b)) the EE is not included, the NAC and LAC peaks occurred at photon energies much lower than the

cases of inclusion of EE in the study. This is attributed to the energy associated with the excitonic interactions between

the electron and holes. Moreover, the peak heights, for both LAC and Total Absorption Coefficient (TAC), increased

when excitonic effects are taken into account. This is a consequence of enhancement of the dipole moment due to the

positive-negative charge separation of the electron-hole pair, which otherwise is not there in the case of Without Excitonic

Effects (WEE). In Fig. 2(a), shift from 60.28 to 56.70 meV when pressure is increased from 10 to 100 kbar in case of

WEE. Whereas for identical change in pressure, the LAC and NAC peaks are shifted from 91.78 to 88.58 meV for the

case of EE. This shifting is accompanied by decrease in absorption LAC peak height from 0.35 · 105 to 0.32 · 105 m−1 in

case of WEE and from 0.80 · 105 to 0.72 · 105 m−1 for the EE case. Similar effects are also observed for the NAC. The

LAC and NAC shift towards the lower energy end of the spectrum as the pressure increases. This shifting is accompanied

by a diminishing absorption peak height for both EE and WEE case. These effects are due to the counter affecting action

of pressure on the confinement potential and energy band gap. The pressure increases the confinement strength but it also

strongly alters the energy band gap. For GaAs, in the pressure range of 10 kbar to 100 bar, these two opposing effects

results in a net red shift of the peaks as the pressure increases. Whereas, in Fig. 2(b), one can see that the absorption peaks,

LAC and NAC, moves from 60.28 to 62.40 meV and peak heights of LAC increase from 0.35 · 105 to 0.39 · 105 m−1

and NAC changes from −0.062 · 105 to −0.066 · 105 m−1 when the temperature increases from 10 to 100 K, keeping

P = 10 kbar. For the case of EE, the blue shift in peaks happen from 91.7 to 94.39 meV and the LAC peak heights change

from 0.80 · 105 to 0.85 · 105 m−1 and the NAC peak enhances from −0.13 · 105 to −0.17 · 105 m−1 as the temperature

increases from 10 to 100 K. These effects, similar in nature for both EE and WEE, result from the interplay complex

second term of Eq. (5) and the direct dependence of on the temperature. Physically, the change in the entropy of the

charge carriers induces a change in the energy of the states. In Fig. 3(a,b), we present the TAC as a function of incoming

photon energy. Here, we observe similar effects of change in pressure and temperature on the TAC peaks as in the case

of LAC and NAC. However, in TAC, the effects of LAC dominate the NAC for the light intensity of 2000 MW/m2.

Furthermore, owing to the diametrically opposed behavior of the first and the third-order nonlinear ACs, a decrease in the

total ACs is observed due to the reduction in the effective mass of the electron with the intensification of the temperature.

A close relationship between the peak values of the total ACs, the transition dipole element and the difference between

energy levels E10 can be disclosed from the figure. Total ACs is influenced in opposite by the dipole matrix element

|M10|2 to that of the energy difference E10. Hence, a blue shift is observed as a result of increase in the temperature

and the red shift is observed when the pressure increases. This happens due to increase/decrease in the transition energy

E10 on a significant increase in temperature/pressure. Upon increasing temperature/pressure, a drop/enhancement in the

electron effective mass with an expansion/compression of the transition energy is observed due to the dependence of the

electron-photon interaction of the temperature/pressure. Hence, the blue/red shift is observed. Same can be observed from

Fig. 2(c,d) that how matrix elements get vary with pressure and temperature.

To compare our results in Fig. 3(b), we plotted the total absorption coefficient and compared with experimental

data [55, 56] at T ∼= 10 and 100 K. As it can be observed from the graph, a similar pattern is observed in both the

experimental results as well as theoretical results but deviation can be observed in the theoretical prediction from the

experimental data [55, 56]. At T = 10 K, the quantitative value is similar to the experimental value but this is not the

same for the T = 100 K. Although, it can be observed from both experimental values as well as theoretical values that a
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(a)

(b)

(c) (d)

FIG. 2. (a,b) – the linear and nonlinear absorption coefficients with and without considering excitonic

(EE and WEE) effects for T = 10 and 100 K and P = 10 kbar and P = 100 kbar and I = 2000 MWm2;

(c,d) – behavior of matrix element with pressure and temperature

blue shift is happening in the absorption coefficient on increasing the temperature. For example, for temperature between

0 – 20 and 40 – 100 K peaks shift towards higher energy values for the both cases, i.e., theoretical and experimental. But

as there was no significant difference between the peaks ranging from 21 – 90 K, hence, only values for 20 and 100 K have

been presented in the theoretical graphs. Several points can be thought of as a cause for this deviation in the quantitative

value. Some of these points are: (i) electronic transitions are not perfectly exact for the two-level system, (ii) several

parameters such as dot size, intensity, σ, υ are temperature dependent but are here considered as temperature independent,

(iii) calculations have been performed theoretically using numerical methods and these methods have some limitations,

(iv) approximation have been taken into account for solving the Eqs. (23–27).

As the interacting light changes the physical nature of the quantum dot material, it, therefore induces drastic changes

in the refractive index of the QDs near the resonance energy. The same can be observed from the dispersion curves

presented in Fig. 4(a,b) and 4(c,d). In 4(a), for WEE and hydrostatic pressure of 10 kbar, the dispersion curve of Linear

Refractive Index change (LRI) rises to a maximum value 0.062 at photon energy 60.28 meV and crosses over to the

negative polarity region to reach −0.063 at photon energy 74.40 meV. When the pressure increases to 100 kbar, this

dispersion area shifts to 56.70 meV (maxima of 0.059) and 64.86 meV (minima of −0.059). Further, in 4(a), for pressure

of 10 kbar, when EE is taken into account the area of polarity change of the LRI shifts to higher photon energy, viz. reaches
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(a)

(b)

FIG. 3. Total absorption coefficients with and without considering excitonic (EE & WEE) effects for

T = 10 & 100 K and P = 10 & P = 100 kbar and I = 2000 MWm−2

maximum at photon energy 91.7 meV (maxima of 0.088) and crosses over to the negative values to reach the minimum

value at 106.33 meV (minima of −0.088). Again, for EE case, when pressure increases to 100 kbar, the dispersion area

red shifts to 88.58 meV (maxima 0.085) and 103.48 meV (minima −0.086). Similar effects are observed (Fig. 4(b))

for Nonlinear Refractive Index change (NRI) at the identical photon energies as in the case of LRI. However, in case of

NRI, the polarity of the refractive index change first reaches a negative valued minima and then crosses over to a positive

valued maximum. Opposite nature of shifting of the dispersion is observed when the temperature is changed from 10 to

100 K keeping P = 10 kbar (Fig. 4(c,d)). In Fig. 4(c), it is obtained that the maximum value of the LRI (minimum value

of NRI in Fig. 4(d)) occurs at photon energy 60.28 meV (maxima of 0.062) when the temperature is kept at 10 K for

the case of WEE. When the temperature increases to 100 K, in case of WEE, the maximum value of the LRI (minimum

of NRI, Fig. 4(d)) shifts to a higher photon energy value of 62.40 meV. Whereas for the case of EE, the LRI (and NRI)

maximum value (minima for NRI) shifts from 91.7 to 94.39 meV when the temperature increases to 100 from 10 K. These

two-opposite natures of influences on the RI change of hydrostatic pressure and temperature are attributed to the fact that

the increase in pressure strengthens the confinement whereas the temperature acts the other way.

In Fig. 5(a,b), the total refractive index change is presented at two values of applied hydrostatic pressure (5a) keeping

T = 10 K and in (5b), the temperature is varied from 10 to 100 K keeping P = 10 kbar. It can be observed that the

magnitude of the change in refractive index with variation in hydrostatic pressure and temperature are different on the

two scenarios, i.e., one with the excitonic effect and the other without excitonic effects. This is the consequence of the

fact that in case of WEE, the properties are determined by the effective mass of the electron whereas in case of EE, the

properties are manifested from the reduced mass of the electron-hole pair. This is one of the major factors for variation in

the optical properties in between EE and WEE, in addition to the fact of opposite polarity charges being involved in the

case of EE.
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(a)

(b)

(c)

(d)

FIG. 4. Schematic diagram of GaAs Quantum Dot.The linear and nonlinear refractive index for with

and without considering excitonic (EE & WEE) effects for T = 10 and 100 K and P = 10 kbar and

P = 100 kbar and I = 2000 MWm−2
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(a)

(b)

FIG. 5. The total refractive index for with and without considering excitonic (EE and WEE) effects for

T = 10 and 100 K and P = 10 kbar and P = 100 kbar and I = 2000 MWm−2

4. Conclusion

We have reported the linear and nonlinear optical properties, viz. absorption coefficient and refractive index of a

GaAs semi-parabolic QD by employing the compact density matrix formalism. We have demonstrated that the absorption

coefficient peaks and refractive index dispersion variation is blue shifted with the inclusion of excitonic effects. The

increase in the pressure alters the optical properties of the QD by controlling the effective mass of electron, energy band

gap and the dielectric constant. This intricate counter-balancing act results in a red shift in the nonlinear optical properties’

resonance position when the applied hydrostatic pressure is incremented, while augmenting the ambient temperature

results in blue shifts of the LAC, NAC and TAC and refractive index change. Further, it is observed that the enhancing

the pressure lowers the peak height of the absorption coefficient and the refractive index dispersions curves. This is due

to the diminishing of dipole moments of the QD by the reinforcing the confinement by the hydrostatic pressure which

results in shrinking of the orbital wave functions. To our best knowledge no such research work illustrating the effects of

Hydrostatic Pressure and Temperature on the RI and AC (Linear and third order) of GaAs QD for a semi-parabolic system

(excitonic as well as non-excitonic cases) has been carried out earlier. According to our consideration, the obtained

results can have important practical applications in fabricating optoelectronic devices and hence have a sound share in

progressive product technology. The shifting of absorption peaks can specially be used in devices where optical switches

can be turned on and off depending on absorption of incident radiation. Hydrostatic pressure and temperature can act

as external parameters. Further, the same property may also be used to detect changes in temperature and pressure by

observing the refractive index change and absorption of photons at particular wavelength. Analysis of the experimental

results [55, 56] and comparing with the theoretical results obtained, some disagreement is observed in the absorption

coefficients. This variation with the experimental results is explained in the previous section.
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[5] Aghoutane N., Pérez L.M., Tiutiunnyk A., Laroze D., Baskoutas S., Dujardin F., Fatimy A.E., El-Yadri M., Feddi E.M. Adjustment of Terahertz

Properties Assigned to the First Lowest Transition of (D+, X) Excitonic Complex in a Single Spherical Quantum Dot Using Temperature and

Pressure. Applied Sciences, 2021, 11 (13), 5969.

[6] Schneider H., Fuchs F., Dischler B., Ralston J.D., Koidl P. Intersubband absorption and infrared photodetection at 3.5 and 4.2 µm in GaAs quantum

wells. Appl. Phys. Lett., 1991, 58, P. 2234–2236.

[7] Ferry D.K., Goodnick S.M. Transport in Nanostructures. Cambridge University Press, Cambridge, 1997.

[8] Sarkisyan H.A. Direct optical absorption in cylindrical quantum dot. Mod. Phys. Lett. B, 2004, 18 (10), P. 443–452.

[9] Saravanamoorthy S.N., John Peter A., Lee C.W. Optical peak gain in a PbSe/CdSe core-shell quantum dot in the presence of magnetic field for

mid-infrared laser applications. Chem. Phys., 2017, 483–484, P. 1–6.

[10] Bera A., Ghosh M. Dipole moment and polarizability of impurity doped quantum dots driven by noise: Influence of hydrostatic pressure and

temperature. Physica B, 2017, 515, P. 18–22.

[11] Schaller R.D., Klimov V.I. High Efficiency Carrier Multiplication in PbSe Nanocrystals: Implications for Solar Energy Conversion. Phys. Rev.

Lett., 2004, 92 (18), 186601.

[12] Huynh W.U., Dittmer J.J., Alivisatos A.P. Hybrid nanorod-polymer solar cells. Science, 2002, 295 (5564), P. 2425–2427.

[13] Zhong X., Xie R., Basche Y., Zhang T., Knoll W. High-Quality Violet- to Red-Emitting ZnSe/CdSe Core/Shell Nanocrystals. Chem. Mater., Chem.

Mater., 2005, 17 (16), P. 4038–4042.

[14] Ungan F., Mart➫ınez-Orozco J.C., Restrepo R.L., Mora-Ramos M.E., Kasapoglu E., Duque C.A. Nonlinear optical rectification and second-

harmonic generation in a semi-parabolic quantum well under intense laser field: Effects of electric and magnetic fields. Superlattice Microstruct.,

2015, 81, 26.

[15] Karimi M.J., Rezaei G. Effects of external electric and magnetic fields on the linear and nonlinear intersubband optical properties of finite semi-

parabolic quantum dots. Physica B, 2011, 406, 4423.

[16] Fl➫orez J., Camacho A. Excitonic effects on the second-order nonlinear optical properties of semi-spherical quantum dots. Nanoscale Res. Lett.,

2011, 6, 268.

[17] Cristea M. Comparative study of the exciton states in CdSe/ZnS core-shell quantum dots under applied electric fields with and without permanent

electric dipole moment. Eur. Phys. J. Plus, 2016, 131, 86.

[18] Chaurasiya R., Dahiya S., Sharma R. A study of confined Stark effect, hydrostatic pressure and temperature on nonlinear optical properties in 1D

GaxAl1-xAs/GaAs/GaxAl1-xAs quantum dots under a finite square well potential. Nanosystems: Phys. Chem. Math., 2023, 14 (1), P. 44–53.

[19] Eseanu N. Simultaneous effects of laser field and hydrostatic pressure on the intersubband transitions in square and parabolic quantum wells. Phys.

Lett. A, 2010, 374, 1278.

[20] Rezaei G., Karimi M.J., Keshavarz A. Excitonic effects on the nonlinear intersubband optical properties of a semi-parabolic one-dimensional

quantum dot. Physica E, 2010, 43, 475.

[21] Yuan H.J., Zhang Y., Mo H., Chen N., Zhang Z.-H. Electric field effect on the second-order nonlinear optical properties in semiparabolic quantum

wells. Physica E, 2016, 77, 102.

[22] Karabulut I., Safak H., Tomak M. Nonlinear optical rectification in asymmetrical semiparabolic quantum wells. Solid State Commun., 2005, 135,

735.

[23] Bautista J.E., Lyra M.L., Lima R.P.A. Screening effect on the exciton mediated nonlinear optical susceptibility of semiconductor quantum dots.

Photon. Nanostruct., 2013, 11, 8.

[24] Paspalakis E., Boviatsis J., Baskoutas S. Effects of probe field intensity in nonlinear optical processes in asymmetric semiconductor quantum dots.

J. Appl. Phys., 2013, 114, 153107.

[25] Karabulut I., Safak H., Tomak M. Excitonic effects on the nonlinear optical properties of small quantum dots. J. Phys. D: Appl. Phys., 2008, 41,

155104.

[26] Baghramyan H.M., Barseghyan M.G., Kirakosyan A.A., Restrepo R.L., Duque C.A. Linear and nonlinear optical absorption coefficients in

GaAs/Ga1−xAlxAs concentric double quantum rings: Effects of hydrostatic pressure and aluminum concentration. J. Lumin., 2013, 134, P. 594–

599.

[27] Gambhir M., Varsha, Prasad V. Pressure- and temperature-dependent EIT studies in a parabolic quantum dot coupled with excitonic effects in a

static magnetic field. Pramana – J. Phys., 2022, 96, 81.

[28] Gambhir M., Kumar P., Kumar T. Investigation of linear and third-order nonlinear optical properties in a laser-dressed parabolic quantum dot with

a hydrogenic donor impurity in the presence of a static electric field. Indian J. Phys., 2023, 97, P. 2169–2178.

[29] Zhang L., Li X., Zhao Z. The influence of optical absorption under the external electric field and magnetic field of parabolic quantum dots. Indian

J. Phys., 2022, 96, P. 3645–3650.

[30] Duan Y., Li X., Chang C. Effects of Magnetic Field on Nonlinear Optical Absorption in Quantum Dots Under Parabolic-Inverse Squared Plus

Modified Gaussian Potential. Braz. J. Phys., 2022, 52, 123.

[31] Yu Y.-B., Zhu S.-N., Guo K.-X. Exciton effects on the nonlinear optical rectification in one-dimensional quantum dots. Phys. Lett. A, 2005, 175,

335.
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ABSTRACT A vertical inertial nanostep piezoelectric drive is considered. A virtual model was created, and the

operating modes of a real drive were studied by numerical experiment. Piezo electromechanical resonance

was discovered and a method to eliminate resonant vibrations by increasing electrical losses in the discharge

circuit of the piezo actuator capacitance was proposed. A satisfactory agreement between the calculated and

experimental data for the drive steps in the nanometer displacement range was obtained.
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1. Introduction

Due to the development of nanotechnology, precision mechanical scanning, positioning and manipulating systems

with nanometer accuracy are of great interest. There are various approaches to the implementation of nano movements

based on the use of purely mechanical systems, such as a lever, differential screw or a “soft spring-rigid membrane” type

gearbox, as well as systems based on electromagnetic and piezoelectric nano drives. The nanometer step value imposes

special requirements on their protection of such systems from thermal drifts, acoustic, mechanical and electromagnetic

noise. In some cases, there are also restrictions for the size of nano movement systems and special requirements for

their operating conditions (low temperatures, ultrahigh vacuum). In this regard, piezoelectric drives are of particular

interest [1–4]. Indeed, since piezoelectric actuators (PA) generate small mechanical displacements in the range of 1 –

100 microns, positioning and manipulation systems based on them have high accuracy of ∼ 1 – 10 nm, and due to the fact

that in PA the energy of the electric field is directly converted into mechanical displacement, they are simple, compact and

relatively high rigidity and, as a result, they have good protection against thermal drift and external mechanical vibrations.

Piezoelectric drives are usually divided into three groups: resonant drives in which vibrations in the ultrasonic frequency

range are transmitted through a friction coupling to a moving element [5–10], stepper drives operating in a quasi-static

mode when the drive supports are alternately pressed against a fixed base during compression/stretching of the PA [1, 11]

and, finally piezo-inertial drives, the movement of which is determined by the ratio between the friction force and the

inertia force [12–15]. Inertial stepper piezoelectric drives, which will be called below as inertial drives (ID) for simplicity,

are based on the electromechanical system consisting, as a rule, of a PA and a slider sliding along the rod. There are

ID in which the PA is connected to a fixed base or moves along with the slider [16]. In this paper, the first option is

considered. A qualitative explanation of the effect of moving the slider along the rod is based on the fact that the slider

with a mass of M located on the rod moves with it during the smooth movement of the rod and slips due to inertia with

a sharp acceleration of the rod. Thus, by applying asymmetric voltage control pulses with slow and fast fronts to the PA,

leading to a slow elongation (compression) of the PA and subsequent rapid compression (elongation) to its original size,

it is possible to move the slider step by step along the rod. There are known ID with both horizontal and vertical rod

arrangement, having the same operating principles and differing in the fact that in the vertical ID, there is an additional

clamping of slider to the rod. The stage of movement, when the slider moves along with the rod, and their relative velocity

is zero, has a stable term in the literature – Stick (sticking). The stage when the relative velocity of the rod and slider is

different from zero and slippage occurs has the term Slip. The paper considers an ID with a vertical rod arrangement.

The reason is as follows. When moving up and down along the axis of the rod, only gravity and friction force Ffr act on

the slider, its acceleration in the up direction aup and in the down direction adown in the inertial coordinate system (ICS)

relative to the fixed base is determined by expressions (2) and (2), respectively:

© Gorbenko O.M., Lukashenko S.Y., Pichakhchi S.V., Sapozhnikov I.D., Felshtyn M.L., Golubok A.O., 2024
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aup =
Ffr

mslider

− g =
µFclamp

mslider

− g, (1)

adown =
Ffr

mslider

+ g =
µFclamp

mslider

+ g, (2)

Ffr = µN = µFclamp, (3)

where mslider is the slider mass, N is the reaction force of the support, µ is the coefficient of friction, g is the acceleration

of gravity, Fclamp is the clamping force.

As follows from these expressions, the amount of slider acceleration in the ISC is limited. Thus, the slider can move

up or down with the rod (Stick phase) only if the acceleration value of the rod does not exceed the threshold values of

the air, or down, and, as follows from the expressions (1, 2), aup < adown. If the absolute value of the rod acceleration

exceeds the threshold value, then the slider will slip along the rod (Slip phase) [17, 18]. When slipping, the slider has a

velocity in a non-inertial coordinate system (NICS) relative to the rod, directed opposite to the acceleration of the rod in

the ICS. At all times when the rod is moving, the frictional force acting on the slider is a thrust force for it. This fact

is important for understanding the nature of the slider movement. Of course, the quantitative ID model must take into

account the detailed shape of the control pulses, the mechanical resonant frequency of the structure, the friction force in

the rod-slider pair, and energy losses in the “PA-rod-slider” oscillatory electromechanical system. In [15], a study of the

operation of the ID was conducted and it was shown that the trajectory of the slider depends on a combination of various

factors. In [19, 20], the influence of the shape of the pulse on the movement of the slider was investigated. In [18, 21],

the attention is paid to trajectories containing sections where the slider moves in the direction opposite to the direction

of movement of the rod and the results of modeling of such trajectories are presented. It was shown in [22] that the

ID can work even under the control of symmetric control pulses. Note that in some cases, for example, when moving

over long distances, it is important to have a relatively high speed of the slider moving under the action of a sequence of

pulses. To increase the ID speed, it is necessary to minimize the intervals between the control voltage pulses. However,

with an increase in the frequency of repetition of control pulses, it is necessary to take into account the finiteness of the

relaxation time of vibrations arising in the electromechanical system in response to a sharp excitation from a short front

of the control pulse. The presence of vibrations was already noted in one of the first works on ID [23]. Vibrations caused

by strong high-frequency harmonics of sawtooth and cycloidal control signals were noted in [24]. These vibrations affect

the movement of the slider under the control of a sequence of pulses, but they can be ignored if the vibrations fade out

in the time intervals between pulses [25]. Therefore, for the stable operation of the precision displacement system, it is

necessary to coordinate the frequency of the control pulses with the attenuation time of vibrations occurring in the ID.

Thus, despite the simplicity of the design and ease of operation, the trajectory of the slider in the ID can have a rather

complex appearance, since it depends on many factors. It is clear that in order to carry out movements in increments of

several tens of nanometers, which, generally speaking, corresponds to a distance separating only about a hundred atoms

in a solid, a special “smart setting” of the ID is required. At the same time, it is useful to have preliminary calculated data

obtained on the basis of an adequate model of a real ID [13, 26].

In this paper, we build the model, and use it for investigation the trajectories of movement of the rod and slider in

the ICS (relative to a fixed base) and the trajectory of movement of the slider in the NICS (relative to a fixed rod). We

also calculate the step value of the real ID depending on the amplitude and shape of the sawtooth control pulse and the

clamping force of the slider to the rod. Also, the step value of the real ID is measured experimentally, depending on the

shape of the control pulse and the calculated data are compared with experiment.

2. The design of the inertial stepper piezoelectric drives and the scheme of the experiment

The appearance and layout of the vertical ID are shown in Fig. 1(a,b,c), respectively.

A titanium rod (2) is fixed on the PA (1), to which a slider (3) is pressed. In cross-section, the rod has the shape of

a triangle (Fig. 1(c)). The slider surface, which has the shape of a two-sided angle, is pressed against two flat surfaces of

the corresponding dihedral angle on the rod using an elastic clamp (4) mounted on the slider. A fluoroplastic washer is

installed in the contact area of the elastic element with the rod to reduce friction, so that the main friction acts between

the surfaces of the rod and the slider. The slider design consists of several parts. The part of the slider in contact with the

rod is made of titanium. Due to the triangular shape of the rod, the slider has one degree of freedom and can only move

along the axis of the rod. A multilayer piezoelectric package (PP) (Pst150/5×5/7H) was used as a surfactant. The rod is

connected to the PP through a thin layer of epoxy glue.

The general scheme for measuring the steps of the ID is shown in Fig. 2. To control the PP, a simple scheme for

forming sawtooth control pulses based on an electronic key in the form of a field-effect transistor is used, the input of

which is supplied with a sequence of rectangular pulses (Fig. 3). In the initial state, for the voltage at the input of the

circuit V = 0, the transistor is closed, the capacitance of the PP is charged to a voltage V0 = 50 V, and the PP is

stretched by 3.5 · 10−6 m. Under the action of an initial rectangular pulse with a voltage of V = 12 V and a duration

of t0, the transistor opens, and the PP is discharged to zero, passing into the initial equilibrium state. Here t1, t2 are
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FIG. 1. Appearance (a) and the scheme of the inertial nano step piezoelectric drive (b – front view, c –

top view) 1 – piezo package, 2 – rod, 3 – slider, 4 – clamp

the times set for the formation of a control sawtooth pulse with long leading and short trailing edges. Under the action

of the leading edge, the PP slowly lengthens, and under the action of the trailing edge, it quickly contracts, returning

to an equilibrium position. To reverse the direction of movement of the slider, switching is provided (not shown in the

diagram) of the contacts at the input of the PP, leading to slow compression and rapid return of the PP to an equilibrium

state. When the transistor is closed, the PP with its own capacity of ∼ 0.7 · 10−6 F is charged through the resistance

R1 = 2000 ohms, and when the transistor is open, the PP is discharged through the resistance R2. Using such a simple

scheme, it is possible to control the step of the ID by changing the charging time of the PP t1, or changing the time of its

discharge by changing the resistance R2. In our experiment, the resistance of R2 varied from 1 ohm to 30 ohms. With a

sharp voltage jump from 50 V to zero and a corresponding sharp compression of the PP in the PP-rod oscillatory system,

damped resonant vibrations occur, depending on the quality factor of the system, and, thanks to the piezoelectric effect,

there will be mutual influence of mechanical and electrical vibrations. The time t0 required for relaxation of resonant

vibrations and the transition of PP to an equilibrium state was determined experimentally and was ∼ 2 ms. After the PP is

transferred to an equilibrium state, the piezoelectric package is charged during time t1. In our experiment, the time t1 was

0.4 ms and 0.14 ms, which corresponded to the amplitude of 14 V and 5 V for the control sawtooth voltage pulse. Since

the charging time constant is as follows: τ1 = R1C ≫ t1, the leading edge of the voltage pulse on the PP has a close

to linear dependence on time, which leads to a corresponding smooth movement of the rod. The trailing edge is formed

when the capacitance of the PP is discharged through the resistance R2 when the transistor is opened for the time t2. If

the capacitance of the PP had a purely electrical nature, then its charging or discharging would not be accompanied by

mechanical compression or stretching, and the trailing edge of the pulse would decay exponentially with a time constant

τ2 = R2C = (1÷ 30) · 10−6 s. However, as mentioned above, it is necessary to take into account the emerging resonant

vibrations, the attenuation of which will depend on the Q-factor of the oscillatory piezo electromechanical system. Using

simulation, it will be shown below how the shape of the trailing edge depends on the resistance R2, which affects both the

discharge time of the PP and the Q-factor of the “PA-rod” oscillatory system.

Measurements of the ID step were carried out using the scanning probe microscopy (SPM) method. For this purpose,

the ID was included in the “home-made” SPM as a system for approaching the probe with the sample. The sample had a

smooth surface (roughness less than 1 nm) and was fixed on a slider. To measure the step value, the interaction between

FIG. 2. Diagram of the experiment on measuring the value of the ID step. 1 – inertial piezo drive,

2 – sawtooth pulse control circuit, 3 – sample, 4 – probe, 5 – probe sensor, 6 — SPM scanner, 7 –

differential amplifier, 8 – integrator, 9 – amplifier, 10 – high voltage amplifier
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FIG. 3. Scheme of the ID calculation model 1 – piezo package, 2 – rod, 3-1 – slider (part in contact

with the rod), 3-2 – slider (part without contact with the rod)

the probe and the sample was captured, after which the feedback in the SPM tracking system was broken, and the probe

was withdrawn from the sample surface. Then the ID took a step, the tracking system turned on again, and the interaction

was re-captured. The step length h was measured at the same interaction signal between the probe and the sample as the

difference in positions of the SPM scanner before and after moving the ID under the action of a single control pulse [14]

h = α
∣

∣UZn+1
− UZn

∣

∣ , (4)

where α is the sensitivity of the SPM scanner, UZn
is the voltage on the SPM scanner after the (n)-th step of the slider,

Uzn+1
is the voltage on the SPM scanner after the (n + 1)-th step. To measure the average value of a single step,

multiple one-step movements were performed under the action of a sequence of control pulses and a histogram of the size

distribution of steps was constructed. At the same time, the time t2 was set so that the ID had time to relax after executing

the next step.

3. Description of the model

Figure 3 shows the ID model investigated by the finite element method using the COMSOL software package. Since

the slider moves only along one (vertical) spatial Z axis, a two-dimensional simplification of the three-dimensional prob-

lem is considered. The model includes a multilayer PP Pst150/5×5/7H and a sawtooth control pulse generation circuit

based on an n-type MOSFET field-effect transistor. The parameters of the transistor were chosen so that the calculated

shape of the control sawtooth pulse most closely corresponded to the shape of the real pulse, which was observed in the

experiment when charging and discharging a conventional electrical capacitance equal in value to the capacitance of the

used PP (C = 0.7 µF). At the same time, the values of the main parameters corresponded to the default parameters set

in COMSOL, and the values of the parameters “Gate Length” and “Transconductance Parameter” were selected to be

1 · 10−7 m and 2 · 10−3 A/B2, respectively. The package consists of 40 layers of piezoceramic material PZT 5H with

a thickness of 0.17 mm, connected in parallel. The physical parameters of the PZT 5H were selected in the COMSOL

library. In this case, the value of the piezoelectric module e33 = 72 Kl/m2 was set based on the data specified by the

manufacturer in the PP passport. The inductance L = 2 · 10−6 H is also included in the electrical circuit. The inductance

L ∼ 1 · 10−6 H is also included in the model, due to the conductive electrodes between the PP layers and the conductive

wires in the electrical circuit. The value of this constructive inductance was estimated from an experimentally measured

frequency f ∼ 200 kHz in an electromagnetic oscillatory circuit with a known capacitance C = 0.7 · 10−6 F.

For a two-dimensional simulation of a three-dimensional slider, in the construction of which different materials

(titanium and steel) are used, the slider is made up of two parts rigidly connected to each other. The material of the part

in contact with the rod has all the properties of titanium, as does the rod. The density of the second part of the slider is set

so that the total weight of the slider is 10 g, which corresponds to its real weight. The titanium rod is rigidly connected to

the PP. The size of the rod and its weight embedded in the model correspond to the actual design of the ID. The slider is

pressed against the rod by an elastic element with the force of Fclamp. Dry friction contact interaction is enabled between

the surface of the rod and the slider. The friction at the point of contact of the elastic element with the surface of the rod

is neglected, since it is much less than the friction in contact of the slider with the rod. The rod and slider are modeled

as linear elastic materials, the calculations take into account the density, Young’s modulus and Poisson’s ratio for each

material.
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The ID model (Fig. 3) consists of a composition of several physical Comsol modules. The PP model is built using the

modules “Solid Meshes” and “Electrostatics” using a multiphysical combination of these modules “Piezoelectric Effect”.

The finite element method was used to calculate both the deformation field at each point of the model grid and the electric

field in the PP. The model of an electric circuit built with the help of the “Electrical Circuit” module using the “Terminal”

mechanism fully reproduces the electrical circuit shown in Fig. 3. The step pulse with a height of 12 V is supplied at the

input of circuit, and the time interval t1 (t1 ≪ R1C) before the start of the voltage surge corresponds to the time of the

open state of the transistor, when the PP is charging, and sets the amplitude of the control sawtooth pulse. The models

of the rod, slider and contact interaction between them are made using the “Multibody Dynamics” module. At the same

time, a rigid connection of the rod and the PP is implemented using the “Fixed Joint” element. For the rightmost border of

the rod and the leftmost border of the slider, a “Prescribed displacement” offset constraint is set along the horizontal axis.

The introduction of this restriction is due to the rigidity of the actual ID design. The contact interaction between the rod

and the slider is modeled based on the condition that the movement of the touching bodies occurs along one spatial axis

(vertical). Due to the limited information on contact interaction, the most generalized method of describing contact was

chosen using a lumped connection of the prismatic type “Prismatic Joint”, in which the movement of contacting bodies is

allowed only along one direction and any turns are prohibited.

The following equations were solved jointly:

1. The equation of motion in a form that takes into account mechanical vibrations in the system

ρ
d2x

dt2
− ρω2x = ∇ · S, (5)

where S is the stress tensor, ω = 2πf0, where f0 is the mechanical resonance frequency.

2. Linear elasticity equation (linear relationship between mechanical stress and strain)

S = c : ε, (6)

where c is the stiffness matrix, ε is the strain tensor. Deformations are considered as engineering, which is an

acceptable approximation when linear changes in the size of objects are relatively small.

3. The electric field is additionally calculated for PP

E = −∇V, (7)

∇ · (ε0εrE) = ρv, (8)

where E is the vector of the electric field, V is the electric potential, εr is the dielectric constant of material, ε0 is

the dielectric constant of vacuum, ρv is the spatial charge density.

4. Equation for the dry friction force

Ffr = −µN
v

|v|

(

1− exp

(

−
|v|

v0

))

, (9)

where v is the velocity of the slider relative to the rod, µ is the coefficient of friction, N is the normal reaction

force of the support, v0 is the velocity, the value of which is small compared to the velocities in the system.

The minimum velocity v0 is introduced to ensure the continuity of the function by which the friction force is

calculated. This eliminates the mathematical problem associated with the discontinuity of the slider speed during

the transition from the sticking phase to the sliding phase. Considering that the minimum slider speed in our case

is ∼ 10−4 m/sec, the value for v0 was ∼ 5 · 10−5 m/sec. The above formulation is the law of continuous friction

and describes both slip and stick, and thus completely replaces Coulomb’s law. Sticking is replaced by sliding

between touching bodies with a small relative velocity. This explains the slight slope of the slider trajectory

X(t), which always takes place under the influence of gravity. Therefore, within the framework of this model,

the resulting step is calculated at the moment when the slider speed relative to the rod becomes less than v0.

5. Equations describing the piezo effect in the “Stress-Sharge” formulation

T = cES − etE, (10)

D = etS + ε0ε
S
E, (11)

where T is the mechanical stress tensor, S is the strain tensor, D is the electric displacement field (induction),

et is the relationship matrix (piezomodule), cE is the stiffness matrix, eS is the relative permittivity matrix. The

values of the main parameters of the ID model are presented in Table 1.
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TABLE 1. The main parameters of the ID model

Name Value Units of measurement

PP dimensions 9 × 5 × 5 mm

Rod dimensions 25 × 5 × 5 mm

Slider mass 10 g

Clamp force 1.2 N

Friction coefficient 0.25

Charge resistance R1 2000 Ω

Discharge resistance R2 1 – 30 Ω

Young’s modulus of PP (cE
33

) 117 GPa

Piezo module of PP (e33) 72 C/m2

Density of PP 7500 kg/m3

Young’s modulus of titanium 112 GPa

Poisson’s ratio of titanium 0.32

Density of titanium 4505 kg/m3

Young’s modulus of steel 200 GPa

Poisson’s ratio of steel 0.3

Density of steel 7850 kg/m3

Voltage V0 50 V

PP charging time (t1) 0.4, 0.14 ms

4. Simulation results, comparison with experiment

Let’s analyze the dependence of the slider trajectory and the step size on the shape of the control pulse in the case of

slider steps direction upward. Fig. 4(a,b) shows the shape of the control voltage pulse at the input of the PP for various

resistance values R2. Fig. 5(a,b) show the trajectories of the rod and slider, respectively, in the ICS relative to the fixed

base. As mentioned above, a small slope in the dependence of the slider offset on time, which occurs after the end of the

control pulse in the ICS (Fig. 5(b)), should not be taken into account, since it is an artifact of the model. Figs. 6(a,b) show

the speed of the slider and the movement of the slider, respectively, in NICS (with relation to a rod). Under the action of

a linearly increasing leading edge (Fig. 4(a)), the PP linearly expands, which leads to a smooth linear movement of the

rod upwards in the ICS by ∼ 800 nm (Fig. 5(a)) with acceleration and deceleration at the beginning and at the end of the

linear movement, causing a slip phase. Slippage leads to the fact that the slider lags behind the rod and has a nonlinear

dependence of movement on time (Fig. 5(a)). As can be seen from Fig. 6(b), the slider descends downwards relative to

the fixed rod by ∼ 600 nm. As a result, under the action of the slow leading edge of the sawtooth voltage, the slider rises

only by ∼ 200 nm in the direction of the fixed base (Fig. 5(b)).

Changing the resistance of R2 changes the constant τ2 and affects the shape of the trailing edge of the control

pulse. At small resistances R2 (1 and 5 ohm), there is a rapid discharge of the PP capacitance, which leads to its sharp

contraction, causing the excitation of electromechanical resonance oscillations with exponentially decaying amplitude

in the system “PP-rod”. Fig. 5(a) observes the resonant oscillations of the rod at 30 kHz, while Fig. 4(b) shows the

corresponding voltage oscillations on the PP. The resonant oscillation of the rod produces slip, which is confirmed by the

appearance of the slider’s velocity relative to the stationary rod in the NICS (Fig. 6(a)). The change in sign of velocity

observed in Fig. 6(a) means that the slider slips both up the rod (positive sign of velocity) and down the rod (negative

sign). For example, with R2 = 1 ohm, when the rod is first sharply lowered downward maximally, the slider moves

upward maximally by ∼ 1400 nm relative to the stationary rod due to slip. Then, as a result of several oscillations of the

rod with damped amplitude, the slider periodically slips up and down the rod, dropping to ∼ 650 nm (Fig. 6(b)), and stops

at ∼ 110 nm above the fixed base in the ICS, i.e., the resulting step of slider movement is ∼ 110 nm. Note that in the

case of fast discharge of the PP and low losses in the discharge circuit (R2 = 1 and 5 ohm), the voltage on the PP changes

sign, (Fig. 4(b)) and the rod passes through the equilibrium position in the ICS during oscillation (Fig. 5(a)).
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FIG. 4. The shape of the control voltage pulse at various resistances R2. a – is the entire pulse, b – is

the time-stretched trailing edge of the pulse

FIG. 5. Movement of the rod (a) and slider (b) in the ICS relative to the fixed base at different resis-

tances R2

FIG. 6. The speed (a) and movement (b) of the slider in ICS relative to a fixed rod at various resistances R2
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When R2 is increased (10, 20, 30) ohms, the character of the change in the voltage across the PCB and the rod

displacement changes. Now there are no oscillations and there is an exponential in time decrease of the voltage on the

PCB and corresponding exponential in time displacement of the rod to the equilibrium position (Figs. 4(b), 5(a)). The

exponential decline is explained, firstly, by the fact that as the resistance increases, the Joule losses in the PP discharge

circuit also increase and, consequently, the goodness of the piezo electromechanical oscillating system decreases. Second,

as R2 increases, the discharge time constant τ2 increases, and the PP contracts more smoothly, so that resonant oscillations

with appreciable amplitude are not excited, or are quickly damped. We attribute the observed steps on the exponential

tails to the manifestation of the piezo effect. As can be seen from Fig. 6(a), in this case the slider velocity does not change

sign and the slip is only one way up the rod without oscillation. At resistance R2 = 30 ohm, under the action of the

trailing edge of the control pulse, the slider acquires a velocity in NICS relative to the stationary rod, which, however,

does not change sign, and slippage occurs only one way up the rod without oscillation. As a result, under the action of

a fairly smooth trailing edge (R2 = 30 ohm) when the rod is lowered, the slider slips ∼ 700 nm up the rod (Fig. 6(b))

and stops ∼ 120 nm above the fixed base in the NICS (Fig. 5(b)). Thus, despite the different nature of slider movement

along the rod at R2 = 1 ohm and R2 = 30 ohm, the resulting slider pitch appears to be approximately the same and equal

to 110 and 120 nm, respectively. In the case of R2 = 10 ohm, due to a rather sharp voltage drop on the PP (Fig. 4(b))

and a sharp downward movement of the rod without oscillations in the ICS (Fig. 5(a)), there is a strong slip of the slider

up the rod by ∼ 800 nm (Fig. 6(b)) practically without rolling down, so that the resulting slider step has a value equal to

∼ 200 nm (Fig. 5(b)).

We consider the optimal trajectory of the slider to be one where there is no oscillation of the slider relative to the rod

and the time for the rod to return to the equilibrium state is minimized. Indeed, the absence of oscillations reduces the

length of the trajectory of the slider movement along the rod and, consequently, reduces wear and heating of the surface,

and the reduction of the relaxation time allows to reduce the intervals between steps, which is important for increasing

the movement speed. In our case, as can be seen from Figs. 5,6, the optimum trajectory takes place when the resistance is

as follows: R2 = 10 ohm. Fig. 7 shows the histogram of the distribution of the value of ID steps obtained at the optimal

trajectory of the slider.

FIG. 7. Histogram of the distribution of ID steps at R2 = 10 Ohm

Figure 8 shows the calculated and experimental curves obtained for the slider pitch value as a function of resistance

R2. It can be seen that the calculated and experimental curves have close maximum values, h = 220 nm at R2 = 7 ohm

and h = 205 nm at R2 = 10 ohm, respectively, which confirms the adequacy of the constructed model.

Figure 9 demonstrates the trajectory of the slider in the ICS relative to the fixed base as a function of the clamping

force. It can be seen that when the clamping force increases, the slip of the slider on the slow edge of the sawtooth control

pulse decreases and the slider practically does not lag behind the displacement of the rod in the ICS. Indeed, at a clamping

force of 120 g, the slider moves ∼ 200 nm in the ICS relative to the fixed base (Fig. 9), while the rod moves ∼ 800 nm

(Fig. 5(a)), indicating that the slider lags significantly behind the rod as a result of slippage. However, at a clamping force

of 400 g, the slider practically moves with the rod as its displacement is ∼ 800 nm (Fig. 9), indicating negligible slippage.

At the same time, the displacement step also increases from ∼ 200 to ∼ 800 nm. Thus, we can see that by increasing the

clamping, it is possible to reduce the slip under the action of the slow edge of the control pulse and to increase the length

of the ID step. Of course, it should be remembered that increasing the pressure increases the wear of the rubbing surfaces,

which can impair the reproducibility of the ID steps. In addition, increasing the pressure will reduce the slippage under
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FIG. 8. Model and experimental plots of the dependence of the slider step size on the resistance R2 in

the PA discharge circuit

FIG. 9. Trajectories of the slider in the ICS relative to the stationary base at different pressing force

the action of the fast trailing edge, which will reduce the value of the ID step, and if the pressure is too high, it will stop

the operation of the ID altogether.

The slider displacement step can also be controlled by changing the amplitude of the sawtooth voltage of the control

pulse. Fig. 10 shows the results of calculating the rod, slider and slider displacement step size in the ICS with resistance

R2 = 10 ohm, but under the action of a sawtooth control pulse with a smaller amplitude, formed by decreasing the time

t1 from 0.4 to 0.14 ms. It can be seen that reducing the amplitude of the control sawtooth pulse from 14 to 5 V results in

a decrease in the step size from ∼ 200 to ∼ 30 nm.

5. Results and conclusions

The design and numerical model of a vertical ID controlled by sawtooth voltage pulses with slow leading and fast

trailing edges are proposed. The control pulses are generated by a simple circuit based on an electronic key by charg-

ing/discharging the electrical capacitance of the PA at a large charge time constant and a small discharge time constant.

Using the finite element method, the trajectories of the rod and slider movement and the step size of the vertical ID de-

pending on the amplitude and shape of the sawtooth-shaped control pulse and the force of the slider pressure on the rod are

investigated. It is found that inertial slippage in the friction pair “slider-rod” occurs both at the fast and slow fronts of the

control pulse. A piezo electromechanical resonance in the system “PA-rod-slider”, which is excited by a sharp discharge

of PA capacitance and causes harmful oscillations of the slider, is detected. It is shown that it is possible to eliminate
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FIG. 10. Trajectories of rod and slider motion in the ICS relative to the fixed base under the action of

the control sawtooth voltage pulse with amplitude ∼ 5 V

resonance oscillations by selecting the optimum value for the resistance in the PA discharge circuit, which affects both the

discharge rate and the goodness of the piezo electromechanical resonator. It is shown that, with the optimal resistance in

the PA discharge circuit, it is possible, by changing the charge time and the pressure force, to control the slider movement

step during its progressive upward movement along the guide rod without rolling back. The magnitude of the actuator step

as a function of the resistance in the PA discharge circuit is experimentally measured. A satisfactory agreement between

the calculated and experimental data in the nanometer range of the ID displacements was obtained, which confirms the

adequacy of the proposed model. The obtained results can be used in the development and tuning of ID.
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ABSTRACT In this paper, we explore a hybrid quantum communication protocol that operates concurrently over

fiber optic and atmospheric channels. This new protocol addresses challenges in urban settings where laying

optical fiber may be impractical or costly. By integrating the subcarrier wave (SCW) quantum key distribution

(QKD) with phase coding, our approach enhances the flexibility and reliability of quantum communication sys-

tems. We have developed and tested an atmospheric optical module equipped with an auto-tuning system to

ensure precise optical axis alignment, crucial for minimizing signal loss in turbulent environments. Experimen-

tal results demonstrate stable sifted key rates and low quantum bit error rate (QBER) across various channel

lengths, confirming the efficacy of our hybrid protocol in securing communication over diverse transmission

environments.

KEYWORDS free-space optics, quantum communication, quantum key distribution, atmosphere channel.
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1. Introduction

Protocols for quantum key distribution (QKD) are being developed for both fiber optic networks [1,2] and atmospheric

links [3–5]. However, integrating fiber optic and atmospheric links to overcome challenges requiring the flexibility and

reliability of both transmission media remains a key need. Atmospheric links are actively being developed for both tra-

ditional communication tasks within Internet networking and quantum cryptography. Atmospheric laser communication

lines are effectively used at short and medium distances (up to 1 km), where laying fiber lines or radio frequency channels

is technically or economically impractical. Modern atmospheric quantum communication systems are usually designed

for long distances (ranging from 50 to 150 km) using ground-to-satellite or ground-satellite-ground configurations.

This paper presents a quantum communication system utilizing a universal “hybrid” protocol that generates a quan-

tum key simultaneously in both the fiber and atmospheric channels. This scheme’s relevance stems from the specific

requirements of constructing quantum telecommunication networks in urban environments, where areas often exist where

laying fiber lines is impossible or economically unfeasible. This issue is known as the “last mile” problem [6,7]. A hybrid

scheme is feasible when the sites are within the line of sight of each other. Subcarrier wave (SCW) quantum commu-

nication systems adopt a different approach to coding quantum states, avoiding issues prevalent in polarization coding

systems.

2. Quantum key distribution in a hybrid communication channel

The scheme of the SCW QKD protocol with phase coding in free space is shown in Fig. 1 [8]. According to the

scheme, the source of coherent radiation emits monochromatic light with frequency ω. After phase modulation with an

electrical signal with low modulating frequency Ω and phase φA, the modulated signal passes through an attenuator and

enters the quantum channel (atmosphere), where it undergoes attenuation.

© Latypov I.Z., Chistyakov V.V., Fadeev M.A., Sulimov D.V., Khalturinsky A.K., Kynev S.M., Egorov V.I., 2024
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After passing through the second electro-optic modulator with the same modulating frequency Ω and phase φB , the

amplitudes of the sidebands increase (taking part of the energy from the carrier mode in the case φA = φB) or decrease

(energy flows to the carrier mode). The narrowband spectral filter passes only the sidebands, and then the signal is detected

by a single photon detector.

FIG. 1. Experimental setup of free-space subcarrier wave quantum communication system. PM is the

phase modulator, A is the optical attenuator, SF is the spectral filter, and SPD is the single photon

detector

TABLE 1. Statistics of optical line operation under typical turbulence conditions

Optical line

optical losses,

average value,

dB

optical loss,

average deviation,

dB

optical losses,

minimum value,

dB

optical losses,

maximum value,

dB

time

20 m 9,78 2,54 7,65 15,43 134 min

FIG. 2. The power of the laser radiation transmitted through the atmospheric line without auto-tuning system

To create a stable atmospheric channel, we developed transmitting and receiving optical modules equipped with an

auto-tuning system. For the optical line to operate reliably, it is crucial to keep the optical axes of the receiver and the

transmitter aligned with the accuracy of just a few microradians. When the length of the optical line increases from 5 to

100 meters, the losses in the optical signal remain relatively stable and range from 6 to 10 dB. The main part of the losses

is associated with the deformation of the energy profile of the beam in a turbulent atmosphere. The automatic tuning

system is based on the use of reference radiation of an optical diode at a wavelength of 900 nm, which is coaxially aligned

with the optical axis of the quantum channel. The coordinates of the reference radiation are determined by a CCD matrix

that generates a signal for a mirror controlled by four electromagnets. Thus, the auto-tuning system always maintains the

alignment of the transmitter and receiver.

In the absence of an auto-tuning system, misalignment of the optical axes can occur within one minute. Fig. 2

shows an example of the dependence of the power of laser radiation at a wavelength of 1550 nm transmitted through an

atmospheric line without an auto-tuning system.
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FIG. 3. The power of the laser radiation transmitted through the atmospheric line. Deviation from the

maximum value is associated with the influence of turbulence

FIG. 4. The power dependence of the signal transmitted through the optical line on time. The operation

of the auto-tracking system for a long time is demonstrated

Fig. 3 shows an example of the effect of turbulence on losses in the optical channel. The magnitude and nature of

turbulence depend on the location of the optical line, the speed of movement of air masses, and the temperature gradient.

Fig. 4 shows the effectiveness of the auto-tracking system over a long time. The accuracy of our track system was

7 microradian, which made it possible to keep the optical signal at the level of 1 dB.

After setting up the optical and QKD systems, we measured the performance of the systems over different channel

lengths: 25 meters, 40 meters, and 50 meters. For all optical channels, the optical loss was 6.5 dB, and the sifted key

generation rate was 1.45 KB/s, with a quantum bit error rate (QBER) of 6%. Losses at the output and input into the optical

fiber determined losses in the optical line. An optical beam with an aperture of 80 mm has a low diffraction divergence,

thus at a distance of 15, 25, and 40 meters, we get the same key generation rate.

3. Conclusion

Measurements of the key rate in a hybrid communication protocol including fiber optic and atmospheric sections

have been carried out. The atmospheric link was implemented using the developed transceivers equipped with an auto-

tuning system. The results show that the SCW QKD protocol functions effectively in the atmospheric link, and the key

generation rate depends solely on the optical loss. In the future, it is planned to improve the persistence of the protocol by

detailed theoretical analysis of the possibility of using turbulence to obtain information accessible by an intruder (Eve).
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ABSTRACT This study explores the effect of the structural parameters of the confining potential and external

magnetic field on the electronic properties of a double quantum wire (DQW) system. Using theoretical analysis

and graphical representations, we investigate the effects of varying parameters such as structural parameters

(µ and λ) on the confinement potential profiles, probability density distributions and energy spectra of DQWs.

Furthermore, we investigate the effect of variation of the confinement potential, the Rashba spin-orbit coupling

and the external magnetic field on the energy spectra and the local density of states of the system. The

changes in the energy spectra and the local density of states of the system due to Rashba spin-orbit coupling,

and the external magnetic field were highlighted. The shifts and variations in energy and in the local density

of states were discussed in detail. Our research results provide valuable insights into possibility of using

the structural parameters and the external magnetic fields for control the electronic properties of the double

quantum wire system.

KEYWORDS double quantum wire, spin-orbit interaction, local density of states
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1. Introduction

The physical properties of semiconductors form the basis of the latest and current technological revolution, the

development of ever smaller and more powerful devices, which affect not only the prospects of modern science but

also practically all aspects of our daily life. This development is based on the ability to engineer the physical properties of

semiconductors to make smaller devices with promising applications in high-performance devices [1–4]. Modern crystal

growth techniques make it possible to grow layers of semiconductor material, which are so small that their physical

properties are different from those of bulk materials. In these low-dimensional semiconductor structures, the carriers can

be confined spatially, in quantum wires the electron is confined in two directions and can move freely only in the remaining

direction. Quantum wires (QW) have been investigated widely and the number of published articles in this field increases

because of their exciting applications, such as quantum wires laser, transistor, light-emitting diode, sensors, solar cells,

optical filters, and displays [5–10]. Quantum wires have been made experimentally in different ways through various

techniques, such as the vapor-liquid-solid (VLS) method, electron-beam lithography (EBL), nano sphere lithography,

etching of quantum wells and ion implantation [11–15]. Two identical quasi-one-dimensional systems can be coupled by

additional lateral confinement to produce a double quantum wire (DQW) structure. One-dimensional double quartic-well

potential can be used to make double quantum wire heterostructures with controllable tunneling barrier thickness [16].

Both theoretical [17–23] and experimental studies [24, 25] have delved into the impact of the external magnetic field

on the electronic and transport characteristics of the double quantum wire structure, formed by introducing a potential

barrier that separates two identical narrow quantum wires. Huang and his research collaborators have examined the

conductivity, thermoelectric power, and magnetization in ballistic coupled double quantum wires when exposed to an

external magnetic field [26]. Additionally, Yenal Karaaslan et al. have investigated the conductivity and optical response

of double quantum wires under the external magnetic and electric fields, considering Rashba and Dresselhaus spin-orbit

couplings [27]. The change in the energy dispersion curve and ballistic conductance of a double quantum wire under the

influence of the external magnetic field, electric field, and Rashba spin-orbit interaction are studied theoretically in [28].

The electronic transport properties of double QWs made of GaAs by considering impurity and external magnetic field

were investigated by Korepov [29].

Sharma et al. have explored the influence of the temperature, hydrostatic pressure, and impurity on the energy

spectrum, and ballistic conductivity of the InxGa1−xAs double QWR [30].

The investigation of the local density of states (LDOS) spectra has captivated the attention of numerous researchers,

they have been motivated to explore the LDOS spectra due to their fundamental role in explaining the electronic struc-

ture and behavior of materials at the quantum level. By analyzing the LDOS, scientists gain valuable insights into the

© Ali M., Elsaid M., 2024
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distribution of electronic states within a given system, allowing for comprehension of its unique characteristics and func-

tionalities. Consequently, researchers have conducted extensive investigations focusing on the comparison between LDOS

results obtained through experimental work [31–33] and their associated theoretical counterparts [34–36]. Cristina Bena

and Steven A. Kivelson calculated the local density of states in graphite theoretically in the presence of impurity [37]. The

authors in reference [38] obtained the local density of states in graphene numerically by using the tight-binding model.

This paper is organized as follows: The Hamiltonian theory and computation procedures of double quantum wires

are shown in the second section taking into consideration the Rashba spin-orbit coupling, the external magnetic field and

the structural parameters. The computed results for eigenenergies, probability density, local density of states, and their

dependence on the Rashba spin-orbit coupling, the external magnetic field and the structural parameters were presented

in the third section. Section 4 is devoted to the conclusion.

2. Theory

The total Hamiltonian of an electron in the DQW which is subjected to an external magnetic field along the z-direction

with Rashba spin-orbit coupling can be written as:

Ĥ =
(~p− e ~A)2

2m∗
+ Vconf (x) + Vvar (x) +HR +HZeeman, (1)

where (~p − e ~A) is the canonical momentum, ~p is the momentum operator, ~A is the vector potential corresponding to the

magnetic field along the z-direction, m∗ is the effective mass of the electron in InSb-medium and e is the electron charge.

The double nanowires along the y-direction are characterized by a double-well confinement written as [39]:

Vconf (x) =
1

4
λ

(
x2 − µ2

λ

)2

, (2)

where λ and µ are positive adjustable parameters for adjusting the width of the wires and the height of the barrier between

the two-coupled wires, respectively [40]. The addition,

Vvar(x) = V0 exp
(
−(x− x1)

2
/d2
)
, (3)

has been taken as a variation of the confinement potential in the x-direction, where x1 denotes the perturbation position

and V0 is the strength of the variation where d is a tunable parameter to impact variation stretch, this variation potential

adds an extra potential to break the symmetry between the two wires in the double quantum wires (i.e a line of localized

impurites at x1 along the growth direction).

The Zeeman effect caused by the interaction between the electron spin and external magnetic field is given by:

ĤZeeman =
1

2
g∗µBBσz, (4)

where g∗ is the effective Lande g-factor, µB is the Bohr magneton and σz is the z-component of Pauli matrices.

The effects of Rashba spin-orbit coupling is taken into account by adding the following term [27]:

ĤR =
αR

h
[σx (py + eBx)− σypx] . (5)

Here αR is the Rashba spin-orbit coupling parameters, σx, σy are the x- and y-component of the Pauli matrices, and px,

py are the components of the electron momentum.

The local density of states can give information about the tunneling current and the tunneling conductance in the

STM spectroscopy:

LDOS (r, E) =

N∑

n=1

|ψn|2δ (E − En) . (6)

The delta function that appears in the LDOS can be replaced by a more practical expression in the computational

process [41]:

LDOS (E) =
1√
2πΓ2

∑

n

|ψn|2 exp
(
− (E − En)

2

2Γ2

)
, (7)

where Γ is the broadening factor and En is the energy value for the n-th eigenstate.

The continuous spectrum eigenfunctions of the Hamiltonian can be expressed in terms of plane waves due to the

translational invariance along the y-direction as:

ψ (x, y) = ϕ (x) exp (ikyy) , (8)
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where ky represents the wave numbers of the plane wave along the y-direction. The Schrödinger equation becomes

separable in x and y and, accordingly, the Hamiltonian (H = H1 +H2 +HR + Vimp) can be rewritten as follows:

H1 =

[
− h2

2m∗

d2

dx2
+

1

2
m∗ω2(x− x0)

2
+
ω2
0

ω2

h2k2y
2m∗

]
σ0 +

1

2
g∗µBBσz, (9)

H2 =

[
−1

2

(
m∗ω2

0 + µ2
)
x2 +

1

4
λx4 +

1

4

µ4

λ

]
σ0, (10)

HR = αR

[
σx

(
ky +

eB

h
x

)
+ iσy

d

dx

]
, (11)

Vvar (x) = V0 exp

[
− (x− x1)

2

d2

]
. (12)

Here ω0 is the harmonic oscillator frequency, ω =
√
ω2
0 + ω2

c is the effective oscillator frequency and ωc = eB/m∗ is

the cyclotron frequency, l0 =
√
~/m∗ω0 is the characteristic length of the harmonic oscillator and x0 = − l

2
0ω̃cky
ω̃2
c + 1

is the

guiding center coordinate where ω̃c =
ωc

ω0
and ω̃ =

ω

ω0
=
√
ω̃2
c + 1 .

The set of eigenfunctions of H1 is given as:

φnσ(x) =
1√

l0
√

π√
ω̃2

c
+1

2nn!
Hn


 x− x0

l0
4
√

ω̃2
c
+1


 exp


−1

2


 x− x0

l0
4
√

ω̃2
c
+1




2

χσ. (13)

Here Hn(x) are the Hermite polynomials of integer order n, χσ are the spinor functions with χ+ =

(
1

0

)
for spin-up and

χ− =

(
0

1

)
for spin-down in the z-direction.

By using the set of eigenfunctions of H1, the matrix elements of the full Hamiltonian can be written as:

〈φnσ |H|φmσ′〉 = 〈φnσ |H1|φmσ′〉+ 〈φnσ |H2|φmσ′〉+ 〈φnσ |HR|φmσ′〉+ 〈φnσ |Vvar|φmσ′〉 . (14)

The energy eigenvalues corresponding to H1 are as follows:

E1

~ω0
=
√
ω̃2
c + 1

(
n+

1

2

)
+

l20k
2
y

2(ω̃2
c + 1)

± g∗µBB

2~ω0
(15)

and the matrix elements corresponding to H2 are:

〈
φnσ

∣∣∣∣
H2

~ω0

∣∣∣∣φmσ′

〉
= A−4δn,m−4 +A−3δn,m−3 +A−2δn,m−2 +A−1δn,m−1 +A0δn,m+

A+1δn,m+1 +A+2δn,m+2 +A+3δn,m+3 +A+4δn,m+4, (16)
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where:

A−4 =
1

16

λ̃

ω̃2
c + 1

√
(n+ 4)(n+ 3)(n+ 2)(n+ 1),

A−3 =
1

4

x0

l0
√
ω̃2
c + 1

λ̃

√
2√

ω̃2
c + 1

(n+ 3)(n+ 2)(n+ 1),

A−2 =
1

4
√
ω̃2
c + 1

√
(n+ 2)(n+ 1)

[
λ̃

(
3
x20
l20

+
1√

ω̃2
c + 1

(
n+

3

2

))
−
(
1 + µ̃2

)
]
,

A−1 =
1

2

x0
l0

√
2√

ω̃2
c + 1

(n+ 1)

[
λ̃

(
x20
l20

+
3

2
√
ω̃2
c + 1

(n+ 1)

)
−
(
1 + µ̃2

)
]
,

A0 =
1

4
λ̃

[
x40
l40

+
3√

ω̃2
c + 1

x20
l20

(2n+ 1) +
µ̃4

λ̃2

]
+

1

4
λ̃

[
3

2 (ω̃2
c + 1)

(
n2 + n+

1

2

)]
−

1

2

(
1 + µ̃2

)
[
x20
l20

+
1√

ω̃2
c + 1

(
n+

1

2

)]
,

A+1 =
1

2

x0
l0

√
2√

ω̃2
c + 1

n

[
λ̃

(
x20
l20

+
3

2
√
ω̃2
c + 1

n

)
−
(
1 + µ̃2

)
]
,

A+2 =
1

4
√
ω̃2
c + 1

√
n(n− 1)

[
λ̃

(
3
x20
l20

+
1√

ω̃2
c + 1

(
n− 1

2

))
−
(
1 + µ̃2

)
]
,

A+3 =
1

4
λ̃

x0

l0
√
ω̃2
c + 1

√
2√

ω̃2
c + 1

n(n− 1)(n− 2),

A+4 =
1

16(ω̃2
c + 1)

λ̃
√
n(n− 1)(n− 2)(n− 3),

with λ̃ =
λhω0

(m∗ω2
0)

2 and µ̃ =
µ√
m∗ω0

.

The matrix elements of Rashba Hamiltonian HR are given by the expression:

〈
φnσ

∣∣∣∣
HR

~ω0

∣∣∣∣φmσ′

〉
=

√
2
∆R

~ω0

[
l0ky

(
1− ω̃2

c

ω̃2
c + 1

)]
δn,m+

√
2
∆R

~ω0

√
ω̃2
c + 1

[(
ω̃c√
ω̃2
c + 1

± 1

)√
(n+ 1)

2
δn,m−1 +

(
ω̃c√
ω̃2
c + 1

∓ 1

)√
n

2
δn,m+1

]
, (17)

where: ∆R =
α2
Rm

∗

2~2
.

The matrix elements of the variation Hamiltonian are presented by the expression:
〈
φnσ

∣∣∣∣
Vvar (x)

~ω0

∣∣∣∣φmσ′

〉
=

〈
φnσ

∣∣∣∣∣
V0
~ω0

exp

(
− (x− x1)

2

d2

)∣∣∣∣∣φmσ′

〉
, (18)

which can be simplified by using the standard integral [42]:
∞∫

−∞

e−(x−y)2Hm (αx)Hn (αx) dx = π1/2

min(m,n)∑

k=0

2kk!
(m
k

)(n
k

) (
1− α2

)m+n

2
−k
Hm+n−2k

[
αy

(1− α2)
1/2

]
. (19)

The matrix elements of Vvar (x) can be written as:

〈
φnσ

∣∣∣∣
Vvar (x)

~ω0

∣∣∣∣φmσ′

〉
=

V0√
2n+mn!m!

×

√√√√√√√

√
ω̃2
c + 1√

ω̃2
c + 1 + 1

d2

exp



− (x0 − x1)

2 (
1− 1

d2

)
√

ω̃2
c
+1√

ω̃2
c
+1+ 1

d2

d2


×

min(m,n)∑

k=0

2kk!
(m
k

)(n
k

)
×
( √

ω̃2
c + 1√

ω̃2
c + 1 + 1

d2

)m+n

2
−k

Hm+n−2k




−(x0−x1)
d2

4
√
ω̃2
c + 1/(

√
ω̃2
c + 1 + 1

d2 )√(
1−

√
ω̃2
c + 1

)
/
√
ω̃2
c + 1 + 1

d2


 . (20)
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In the calculations the characteristic length l0 corresponding to the confinement potential is chosen as the length

scale and, consequently, the energy scale becomes to be ~ω0. The parameters used in the numerical calculations are the

effective mass of Indium Antimonide (InSb) (m∗ = 0.015me) and the effective Lande-g factor (g∗ = 51) [43].

The changes in the confinement potential shape, influenced by structural parameters and varying across the x-

coordinates, are illustrated in Fig. 1, while keeping the parameter λ̃ constant. In Fig. 1(a), it is evident that for µ̃ = 0,

the confinement exhibits a SQW (single quantum wire) structure. However, for µ̃ 6= 0, the potential confines the carriers

within two narrower wires, resulting in a DQW (double quantum wire) confinement. To investigate the influence of the

adjustable parameter µ, the confinement potential has been graphically represented for various µ̃ values in Fig. 1(b). As µ
increases, the barrier between the two wires becomes higher. Consequently, the probability of carriers tunneling between

the wires decreases. Therefore, the increase in µ̃ acts as a controlling factor, influencing the confinement potential and, in

turn, limiting the probability of quantum tunneling events between the two distinct wires.

FIG. 1. Confinement potential profile versus the growth direction coordinate a) SQW and DQW;

b) DQW for different µ̃ at fixed λ̃ value

In Fig. 2, the influence of the adjustable parameter µ̃ on probability density is apparent. When µ̃ is set to zero,

As illustrated in Fig. 2(a), choosing µ̃ = 0 leads to the formation of a single quantum wire (SQW) shape. Fig. 2(a)

presents a clear representation of the probability density distribution for the first few energy levels. However, in Figs. 2(b)

(µ̃ = 2) and 2(c) (µ̃ = 2.5), the introduction of a barrier results in a double quantum wires (DQW) configuration, causing

a noticeable change in the distribution of the probability density. The effect of the barrier on the probability density is

evident, as it decreases the probability density in its location of effect, especially for states with initially higher probability

density at the barrier position. The redistributed probability density is equally distributed in two wires, and the energy

value for each state increases. This increase is greater for the levels that had a higher probability at the location of the

barrier’s effect. For example, the barrier’s impact on the first level is greater than its impact on the second level because the

wave function for the first level has an antinode at the barrier’s location. Consequently, the barrier divides the probability

into two equal parts in each wire, and the energy increase for this level is significant. As for the second level, it originally

had a node in its wave function in the barrier’s location, which resulted in a smaller energy increase compared to the

first level. Therefore, the first and second levels become degenerate within each wire. Furthermore, as µ̃ increases, the

barrier height also increases, affecting higher energy states. Therefore, µ̃ causes a degenerate state in each wire and

also causes symmetry degeneracy in probability density across the two wires, as it is clear from the comparison between

Figs. 2(a and b). The symmetry degeneracy becomes more pronounced at higher energy levels as the value of µ̃ increases,

as illustrated in Fig. 2(c).

Figure 2.

Figure 3 provides insight into the effect of potential variation on the probability density within a double quantum

wire system. The variation was placed in the center of one of the wires (x1/l0 = 1.2) as shown in Fig. 3(a), the variation

in the confinement potential significantly influenced the probability density of the energy levels. A comparative analysis

between Fig. 3(a) and Fig. 3(b) reveals a significant change in the probability density due to variation in the potential

which results in the elevation of the energy levels within the wire where they are situated (V0 exp(− (x− x0)
2
/d2))

where d (which represents the standard deviation of the Gaussian function) is chosen to be small (d/l0 = 0.5) to get

more localized potential. This effect leads to large redistribution of the probability density resulting in the elimination

of the symmetry degeneracy which is clearly evident in the Fig. 3(a). From the comparison, it becomes evident that the

probability density has undergone a marked redistribution. For example, the first peak in the left wire now corresponds to

the ground energy level, while the first peak in the right wire represents the first exited energy level. So the energy levels

have been extensively redistributed, and the symmetry degeneracy has been removed.
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FIG. 2. The confinement potential and square wave functions corresponding to the first few energy

levels: a) for SQW; b) DQW at µ̃ = 2 and λ̃ = 1; c) DQW at µ = 2.5 and λ̃ = 1

FIG. 3. The confinement potential and square wave functions corresponding to the first few energy

levels: a) DQW at µ̃ = 2.5 and λ̃ = 1 without variation; b) DQW at µ̃ = 2.5 and λ̃ = 1, V0/(~ω0) = 3,

x1/l0 = 1.2 and d/l0 = 0.5

The influence of the parameter µ̃ on merging energy levels is distinctly evident in Fig. 4(a). It is apparent that at

higher values of µ̃, the merging is exhibiting at higher energy levels. Additionally, the energy levels associated with the

system have a degeneracy related to the spin of the electron, namely, each line in the figure represents two degenerate

energy levels due to the spin of the electron. The external magnetic field has a significant effect, as shown in Fig. 4(b). The

external magnetic field plays a dual role by removing the spin degeneracy and causing the separation of energy levels that

were previously merged due to the confinement potential in each wire. This leads to a noticeable change in the levels of

the energy and provides a clear illustration of the magnetic field’s influence on the quantum characteristics of the system.

The external magnetic field results in a shift up in the energy levels of the system. This shift is dependent on the magnetic

field strength, and each energy level in the system will split into two sublevels due to the interaction with the external

magnetic field, i.e. this leads to the remove of the degeneracy in the energy levels. In conclusion, the external magnetic

field has an essential effect on the double quantum wire system, causing the splitting of energy levels and giving rise to

changes in the electronic structure. The ability to adjust the strength of the external magnetic field provides a technique

to organize energy levels and control the electronic properties of the double quantum wire system.

For a more focused analysis of the magnetic field and Rashba spin-orbit coupling effect on the DQW system, Fig. 5

has been introduced. Fig. 5(a) illustrates the effect of the magnetic field on certain energy levels within the system. It

is observed in the figure that the energy levels are merged due to the influence of the barrier potential created by the

confinement potential. Lower energy levels experience a more significant impact from the barrier since they are situated

where its effect is stronger. In the higher energy levels, the influence of the barrier diminishes. Thus, in lower energy
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FIG. 4. The energy versus µ̃: a) at ω̃c = 0; b) at ω̃c = 2, at λ̃ = 1

FIG. 5. The energy dispersion at kyl0 = 0 as a function of ω̃c for µ̃ = 2.5, λ̃ = 1; a) ∆R/(~ω0) = 0;

b) ∆R/(~ω0) = 0.5

levels where the influence of the barrier is significant, the magnetic field needs more strength to separate the merged energy

levels, while higher energy levels require a smaller magnetic field strength. As illustrated in the figure, the magnetic field

eliminates the spin degeneracy and separates the merged energy levels, raising the energy for all levels. This emphasizes

the role of the magnetic field in redistributing and controlling the energy levels, thereby influencing and controlling the

physical properties of the DQW system.

The interaction between the magnetic field and the Rashba spin-orbit coupling plays a crucial role in creating a

significant separation in spin-up and spin-down branches of the energy levels. When higher magnetic field values are

applied, the behavior of the energy spectrum becomes complicated compared to the case where no Rashba spin-orbit

coupling is present. The interaction between the magnetic field and the Rashba spin-orbit coupling results in anti-crossings

between the various sub-bands of the energy states leading to a more complex and rich structure in the overall energy

spectrum of the system. These anti-crossings represent points where the energy levels of different spin states intersect,

providing a unique insight into the dynamics of the system under the influence of both magnetic field and Rashba spin-

orbit coupling as demonstrated in Fig. 5(b).

Figure 6 illustrates the effect of the variation positions and strength, as well as the external magnetic field on the

energy levels in two cases: when µ̃ = 0 (no barrier, SQW) and when µ̃ = 2.5 (barrier, DQW). Through a detailed

examination of Fig. 6(a and b) which represents the first case, the effect of the variation on the energy levels at each

position in the SQW system becomes evident. This effect occurs at the positions where there is a probability density of

the energy level. Consequently, the extra potential will raise the energy levels at these positions. This also clarifies the

probability density distribution in this case which we have previously discussed in Fig. 2. The magnetic field eliminates

the spin degeneracy. It separates the spin-up and spin-down branches of the energy levels. In Figure 6 (c and d), the

effect of the variation’s position and the external magnetic field for the second case (µ̃ = 2.5) is explained. Initially, the

presence of the barrier re-distributes the energy levels, resulting in the merging of the first level with the second and the

third level with the fourth. This phenomenon was previously illustrated in the second figure. Consequently, each spectral

line corresponding to the energy levels represents a combination of four distinct levels: two merged due to the barrier and

two merged due to spin degeneracy. The introduction of asymmetric variation separates the merged levels caused by the

barrier. Additionally, the application of an external magnetic field breaks the degeneracy associated with the spins.
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FIG. 6. The energy dispersion at kyl0 = 0 versus x1/l0 for (V0/(~ω0) = 5, d/l0 = 0.5; a) µ̃ = 0,

λ̃ = 1, ω̃c = 0; b) µ̃ = 0, λ̃ = 1, ω̃c = 0.5; c) µ̃ = 2.5, λ̃ = 1, ω̃c = 0; d) µ̃ = 2.5, λ̃ = 1, ω̃c = 0.5

In Fig. 7, the local density of states has been plotted at (x/l0 = 0) as a function of energy for (µ̃= 0) dashed line and

for (µ̃= 2.5) solid line at a fixed value ofλ̃ (λ̃= 1). The vertical lines in the LDOS figure reflect the quantized nature of

the energy levels and the presence of localized quantum states, and it gives one an idea about the spatial distribution of

electronic wavefunctions in the confined system. These features offer valuable insights into the electronic properties of

the quantum system at a local scale. The vertical dashed lines in Fig. 7 result from specific energy levels at (x/l0 = 0)

position for a single quantum wire (µ̃ = 0), these lines represent energy levels with probability density at the center of

the wire. This is evident when referring back to Fig. 2, where these vertical dashed lines in the figure correspond to the

odd-numbered energy levels, such as the first and the third levels. These levels exhibit peaks in probability density at the

center of the wire. The solid line represents the local density of states at (x/l0 = 0) position for a double quantum wire

separated by a barrier (µ̃ = 2.5) (see Fig. 2). The presence of the barrier rearranges the probability density distribution

as shown in Fig. 2. It is clear that the lowest energy levels, are significantly affected by the barrier and they lose the

probability density at (x/l0 = 0) position compared with (µ̃ = 0) case. Consequently, the local density of states at

(x/l0 = 0) position will not have vertical lines for these lower energy levels. On the other hand, higher energy levels that

are not significantly affected by the barrier exhibit vertical lines in the local density of states at (x/l0 = 0) position. These

lines represent levels that have a probability density at this position, as they are not affected by the presence of the barrier

potential.

Figure 8 illustrates the effect of an external magnetic field and the Rashba spin-orbit coupling on the local density of

states, where the figure displays the local density of states as a function of energy at (x/l0 = 1.7 ) for a double quantum

wire. Fig. 8(a) shows the local density of states in the absence of an external magnetic field. The first three vertical

lines, each of them actually consists of four identical lines, meaning four degenerate energy levels, two because of the

spin degenerate states and two due to the barrier. As for the remaining lines after the first three, each one represents

two degenerate energy levels due to the spin because the barrier’s effect vanished and did not work to merge the energy

levels while Fig. 8(b) illustrates the local density of states under the presence of an external magnetic field ( ω̃c = 1).

The effect of the external magnetic field becomes evident from this figure as it works to shift up energy levels, removes

the spin degeneracy for all energy levels, and separates the merged energy levels caused by the barrier potential if they

become higher than the barrier potential effective range. By raising the energy levels, the magnetic field effectively

separates previously merged states that are pushed up higher than the barrier potential effective range. Consequently,

states previously merged due to the barrier potential separate once more as evidenced by the four converging vertical

lines in Fig. 8(b). The four converging vertical lines in the figure represent a single energy level before the magnetic

field’s influence, with the presence of the magnetic field, it separated into two levels, which were initially merged due
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FIG. 7. Local density of states at x/l0 = 0 for ω̃c = 0, dashed lines for µ̃ = 0 , λ̃ = 1, solid lines for

µ̃ = 2.5, λ̃ = 1

to the barrier potential, and each level of these two levels split into two due to the removal of the spin degeneracy. The

higher energy levels, which were not originally affected by the barrier potential, separate into two distinct levels upon the

removal of spin degeneracy. The lower energy levels, such as the ground state, persist in their merged state due to the

external magnetic field’s insufficient strength to push it beyond the influence of the barrier potential, and the magnetic field

only removed the spin degeneracy and separated it into two distinct levels. The Rashba spin-orbit coupling generates a

significant separation in spin-up and spin-down states in the energy spectra levels. This is clearly evident when comparing

Fig. 8(b), where ( ω̃c= 1) and (∆R/(~ω0) = 0), with Fig. 8(c), where (ω̃c= 1) and (∆R/(~ω0) = 0.1). It is now evident

how the Rashba spin-orbit coupling increases the separation between the spin-up and spin-down states.

Figure 9 illustrates the Local Density of States (LDOS) as a function of energy for the double quantum wire. Fig. 9(a)

shows the LDOS at the position (x/l0 = 1.25) corresponding to parameters µ̃= 2.5, λ̃= 1, and in the absence of variation

potential. Likewise, Fig. 9(b) exhibits the LDOS at position (x/l0 = −1.25), maintaining the same parameter settings. A

notable observation lies in the remarkable congruence between the LDOS profiles presented in Figs. 9(a) and 9(b) plots,

FIG. 8. Local density of states at x/l0 = 1.7, µ̃= 2.5, λ̃= 1; a) for ω̃c = 0 and ∆R/(~ω0) = 0; b) for

ω̃c = 1 and ∆R/(~ω0) = 0; c) for ω̃c = 1 and ∆R/(~ω0) = 0.1
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indicating a profound degeneracy in the energy levels between the two quantum wires. This observation supports the

conclusions previously depicted in Fig. 2. Upon closer examination in Fig. 9(c) which represents the LODS for the same

parameter settings in Fig. 9(a and b) but in the presence of variation potential (V0/(~ω0) = 3, x1/l0 = 1.15, d/l0 = 0.5)

where the dashed lines represent the LDOS plotted at the position (x/l0 = 1.25) and the solid lines represent the LDOS

plotted at the position (x/l0 = −1.25). It becomes evident how the extra variation exerts a discernible influence on

the energy spectra. Indeed, the introduction of the variation potential brings about a noticeable increase in the energy

levels near its location (standard deviation of the Gaussian function chosen to be small (d/l0= 0.5) to get more localized

potential). This observation implies that the adding variation exerts a significant influence on the local electronic structure,

resulting in changes to the energy levels within the quantum wire system. This observation aligns with the results discussed

in Fig. 3. Furthermore, when examining the dashed and solid lines in Fig. 9(c), it becomes apparent that the two quantum

wires exhibit different behaviors in respect to the variation potential. While one wire experiences notable shifts in its

energy spectrum as a result of variation potential, the other wire remains relatively unaffected. This selective effect can be

attributed to the deliberate choice of a Gaussian distribution, which confines the variation potential influence to specific

regions within the quantum wire. Consequently, the difference in the energy profiles between the two wires confirms the

localized nature of the variation potential distribution and their effect on the energy levels of the double quantum wire

system.

FIG. 9. Local density of states for µ̃ = 2.5, λ̃ = 1 and ω̃c = 0; a) x/l0 = 1.25, without variation

potential; b) x/l0 = −1.25, without variation; c) dashed lines for x/l0 = 1.25, V0/(~ω0) = 3, x1/l0 =
1.15, d/l0 = 0.5, solid lines for x/l0 = −1.25, V0/(~ω0) = 3, x1/l0 = 1.15, d/l0 = 0.5

3. Conclusion

In conclusion, our study has provided a comprehensive understanding of the behaviors exhibited by double quantum

wire (DQW) systems under varying structural parameters, variation potential, external magnetic field, and the Rashba

spin-orbit coupling. Through detailed theoretical analyses and graphical representations, we have explained the effects

of the confinement potential structural parameters µ and λ on the confinement potential profiles, probability density

distributions, energy spectra, and local density of states in DQWs. Moreover, the introduction of variation potential

within the DQW system has been discussed, makes significant alterations in the energy levels and the local density of

states. Additionally, the influence of the external magnetic field and the Rashba spin-orbit coupling on the energy levels

and the local density of states in the DQW system has been explored and discussed in detail. Overall, our findings

contribute to advancing the understanding of quantum phenomena in DQW systems and offer valuable insights for the

development of novel electronic devices and quantum technologies. Further experimental investigations are warranted to

validate the theoretical predictions and explore practical applications of the observed phenomena in the real-world.
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ABSTRACT We study the conditions for the formation and transformation of the Bessel plasmon-polariton field

in a dielectric-metal structure excited by a Bessel light beam with arbitrary polarization. The effect of the metal

layer thickness on the resulting plasmon field structure is investigated. The formation of Bessel plasmon-

polaritons in a scheme consisting of a conical axicon with its base in contact with a silver layer of defined

thickness is simulated.

KEYWORDS surface plasmons, Bessel light beam, surface Bessel plasmon-polariton, dielectric-metal struc-

ture.
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1. Introduction

Plasmonics, the study of surface plasmon polaritons (SPPs) generated at the interface between a dielectric and a

metal, has seen remarkable interest in recent years [1–3]. This is due to the wide-ranging potential applications of SPPs

in areas such as high-resolution microscopy, optical communication, and sensing technologies [4–6]. Surface plasmons,

which are collective oscillations of free electrons at the metal surface, can confine light at sub-wavelength scales, making

them particularly valuable for nanoscale optical applications. Traditional studies on SPP generation typically focus on

plane waves or Gaussian beam excitation, which has been well-documented [7, 8]. However, more recent advancements

have introduced alternative approaches to generating SPPs, including the use of non-diffracting beams like Bessel beams

[9–11].

Bessel beams, known for their non-diffracting and self-reconstructing properties, have become a subject of interest

in the plasmonics community. These beams offer unique advantages for plasmon generation, particularly for applications

requiring high stability and precise control of field distributions [12–14]. In contrast to Gaussian beams, Bessel beams

can form more localized plasmon fields, potentially enhancing the performance of optical devices . Recent studies have

investigated the interaction between Bessel light beams (BLBs) and surface plasmon polaritons, specifically focusing on

the generation of Bessel plasmon polaritons (BPs). These works suggest that BPs can be generated using Bessel beams

with specific polarization, most notably transverse magnetic (TM) polarization [15, 16].

This paper builds upon these findings by exploring the generation of Bessel plasmon polaritons using arbitrarily

polarized Bessel beams. While prior research has predominantly focused on TM-polarized Bessel beams, little attention

has been given to the role of arbitrary polarizations in the formation of BPs. This aspect is critical for expanding the

range of applications for Bessel plasmons in fields like optical communication and surface-enhanced spectroscopy, where

control over beam polarization can enhance system functionality. In this study, we simulate the formation of Bessel

plasmon polaritons in a dielectric-metal multilayer structure under excitation by arbitrarily polarized Bessel beams. By

analyzing the impact of different polarizations on the generated plasmon field, we aim to provide new insights into the

tunability and application potential of Bessel plasmons. This work not only contributes to the understanding of Bessel

beam interactions with dielectric-metal interfaces but also opens up possibilities for further research into the practical

applications of these unique plasmonic modes.

2. Bessel plasmon-polariton characterization in dielectric-metal structure

Let’s consider a vector Bessel light beam

~E(R) = ATE ~ETE(R) +ATH ~ETH(R) (1)

incident on the dielectric-metal interface. In expression (1), R = (ρ, ϕ, z) are the cylindrical coordinates with the Z axis

orthogonal to the interface between the two media with corresponding dielectric permittivities of ε1 and εm, ~ETE,TH are

© Nguyen Pham Quynh Anh, 2024
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FIG. 1. Dependence f(q) for the

structure “optical glass (n = 1.52) –

silver – air”. The thickness of the sil-

ver layer is 16,5 nm (solid line) and

150 nm (dashed line). λ = 550 nm

FIG. 2. Dependence f(q) for the

structure “optical glass (n = 1.52)

– metal layer (Na (solid line), Ag

(dashed line)) with a thickness of

16.5 nm – air”. λ = 550
nm

FIG. 3. Bessel plasmon excitation scheme. 1 – ring beam, 2 – axicon, 3 – metal layer

the electric field intensity vector of the TE (Ez = 0) and TH (Hz = 0) Bessel modes, ATE,TH are the complex constants.

In this case, it is possible to generate a surface field for which

ETH
z1,m = qJm(qρ)/(k0n1,m) exp[±χ1,m(q)z + imϕ],

HTE
z1,m = −iqJm(qρ)/(k0) exp[±χ1,m(q)z + imϕ], (2)

where q is the conicity parameter (the transverse component of the wave vector), q2 − χ2
1,m = k20ε1,m, ε1,m = n2

1,m,

k0 = ω/c, Jm(qρ) is the Bessel function of the m-th order. From the solutions of Maxwell’s equations it follows that the

transverse component of the formed surface Bessel beam is determined by the following expression:

~E⊥1,m(R) =
i√
2
exp {i(m− 1)ϕ ± χ1,m(q)z]

×
{

ATE
1,2 [Jm−1(qρ)~e+ + Jm+1(qρ) exp(2iϕ)~e−]∓ iATH

1,2

χ1,m

k0n1,m

[Jm−1(qρ)~e+ − Jm+1(qρ) exp(2iϕ)~e−]

}

,

~H⊥1,m(R) = −n1,m√
2

exp {i(m− 1)ϕ ± χ1,m(q)z]

×
{

ATH
1,2 [Jm−1(qρ)~e+ + Jm+1(qρ) exp(2iϕ)~e−]∓ iATE

1,2

χ1,m

k0n1,m

[Jm−1(qρ)~e+ − Jm+1(qρ) exp(2iϕ)~e−]

}

,
(3)

where ~e± = (~e1± i~e2)/
√
2. As follows from (3), taking into account the boundary conditions, it is possible to excite only

TH polarized surface Bessel modes, the dispersion equation for which has the form:

1 +
χ1(q) εm(ω)

χm(q) ε1
= 0. (4)
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FIG. 4. The formation of the Bessel plasmon-polaritons in the scheme of “axicon-silver layer with a

thickness of 16.5 nm (a,b), 70 nm (c,d)” on the surface of the silver layer (a,c), at a depth of 12 nm from

the surface of the metal layer (b,d)
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From the equation (4), we obtain the following expression:

χ1,m =

√

ε21,m(εm − ε1)

ε21 − ε2m
. (5)

As can be seen from (5), the surface Bessel beam exists under the conditions

εm(ω)

ε1
< 0, |εm| > ε1. (6)

The dispersion equation (5) coincides in form with the corresponding expression for surface waves in the plane-wave

approximation. However, unlike plane waves, this dispersion equation relates the frequency to the conicity parameter of

the Bessel light beam:

q = k0

√

ε1εm
ε1 + εm

. (7)

Let us now consider the structure “dielectric 1 (ε1) – metal (εm) – dielectric 2 (ε2)”. As follows from the boundary

conditions for fields of type (3), in this case, it is also possible to have only TH- polarized surface Bessel beams (Bessel

plasmon-polaritons), the dispersion equation for which has the form:

f(q) =
χ2
m(q)ε1(ω)ε2(ω)

χ1(q)χ2(q)ε2m
+ cth(χmd)

(

χ2
m(q)ε2(ω)

χ2(q)εm
+

χm(q)ε1(ω)

χ1(q)εm

)

= −1. (8)

Here d is the thickness of the metal layer. As the calculation performed in accordance with (7) shows, the radius of the

first ring R1 = 2, 4/q of the Bessel plasmon-polariton generated on the surface of a metal film of thickness d ≥ 0, 1λ
coincides with that of the Bessel plasmon-polariton generated at the interface of semi-infinite media “dielectric - metal”.

The radius of the first ring of the Bessel plasmon-polariton generated in the structure “dielectric - metal layer - dielectric”

can be reduced by reducing the thickness of the metal layer (Fig. 1), as well as by using media with permittivities close

in absolute value in the structure (Fig. 2). For example, in the structure “optical glass – sodium layer with a thickness of

16,5 nm - air” at a wavelength of 550 nm, a Bessel plasmon with a first ring radius of 65 nm is formed, which allows us

to conclude that Bessel plasmon can be used for probing surfaces with subwavelength resolution.

Using (3), it is possible to determine the energy characteristics of the surface Bessel plasmon-polaritons formed in

the layered structure. Calculations show that both inside and outside the metal layer, the only non-zero component of the

Umov-Poynting vector is the azimuthal component

Sϕ1,2 ∼ m

k0ρ
J2
m(qρ) exp(±2χ1,2z), Sϕ ∼ m

k0ρ
J2
m(qρ)ch(2χmz). (9)

In this case, as follows from (9), the directions of rotation of energy inside the layer and outside it coincide.

3. Simulation of the Bessel plasmon-polariton excitation system in the metallic layer

The excitation scheme for the Bessel plasmon-polaritons is illustrated in Fig. 3. A ring-shaped beam (1) is incident

on the axicon (2), which has a metal film (3) applied to its lower edge.

In order to simulate the formation of Bessel plasmon-polaritons within the experimental setup consisting of an axicon

cone and a silver layer at its base, we employ Wolfram Mathematica 13.1. This software allows us to model the complex

interactions and wave dynamics accurately, providing valuable insights into the behavior of plasmon-polaritons under

these specific conditions.

Fig. 4 describes the formation of the Bessel plasmon-polaritons in a scheme excited by a zero-order Bessel beam with

a wavelength of 550 nm directly incident on a conial axicon with a base radius of 1 µm and a height of 2 µm, adjacent to

the silver metal layer. As shown in Fig. 4a,b, the intensity distribution of the Bessel plasmon-polaritons shows a central

peak with concentric rings radiating outward. This pattern is characteristic of the Bessel functions. Fig. 4a represents

the Bessel plasmon-polariton structure at the surface of the metallic layer (z = 0), while Fig. 4b shows the structure at

a depth of 12 nm from the surface. At the surface, the intensity distribution is more pronounced with sharper peaks and

well-defined concentric rings. This indicates stronger plasmonic interactions at the interface. As we move 12 nm below

the surface, the intensity of the plasmon-polaritons decreases. The concentric rings become less distinct, suggesting a

damping effect as the plasmonic waves penetrate deeper into the metallic layer. The overall structure of the plasmon-

polaritons becomes more diffuse at the 12 nm depth, indicating that the energy is spreading out and the coherence of the

plasmonic waves is reducing with depth. At the surface of the metallic layer, the Bessel plasmon-polariton field shows a

well-defined pattern with sharp intensity peaks. This is consistent for both 16,5 nm and 70 nm thicknesses.

At a depth of 12 nm, the intensity of the plasmon-polariton field decreases for both thicknesses. However, the field

structure for the 70 nm thick layer shows a more pronounced damping effect compared to the 16.5 nm layer. The thicker

metallic layer (70 nm) results in a more diffuse plasmon-polariton field at depth, indicating that the energy spreads out

more and the coherence of the plasmonic waves reduces more significantly compared to the thinner layer (16,5 nm). The

thinner metallic layer (16.5 nm) maintains a relatively higher energy confinement at depth compared to the thicker layer

(70 nm), which could be beneficial for applications requiring strong plasmonic interactions close to the surface.
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4. Conclusion

In this paper, we have investigated the features of the Bessel plasmon generation at the dielectric-metal interface when

excited by beams of arbitrary polarization. The possibility and conditions for obtaining quasi-diffraction-free surface

fields with a submicron-sized central maximum are demonstrated. We have proposed and simulated a model for exciting

Bessel-plasmon polaritons on the surface of a metal layer. This scheme is significant for applications in plasmonic devices

and sensors, where precise control over light-matter interactions is crucial.
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ABSTRACT Proton beam therapy is being used increasingly to treat melanoma. Meanwhile, proton beam ther-

apy has a number of disadvantages that can be reduced or completely eliminated through the use of modern

innovative approaches, including the use of nanoradiosensitizers. Here we showed the possibility of using

redox-active dextran-stabilized Ce0,8Gd0,2O2−x nanoparticles (Ce0,8Gd0,2O2−x NPs) as a radiosensitizer to

promote mouse melanoma cell death under proton beam irradiation in vitro. It has been shown that these

Ce0,8Gd0,2O2−x NPs do not reduce the viability and survival rate of both NCTC L929 normal mouse fibrob-

lasts and B16/F10 mouse melanoma cells in a wide range of concentrations. However, Ce0,8Gd0,2O2−x NPs

significantly reduce the mitochondrial membrane potential of these cells. Additionally, it has been shown that

Ce0,8Gd0,2O2−x NPs are able to effectively reduce the clonogenic activity of B16/F10 melanoma cells under

proton beam irradiation. Meanwhile, proton beam irradiation remarkably reduced the clonogenic activity and

MMP of melanoma cells. Hence, Ce0,8Gd0,2O2−x NPs act as a radiosensitizer in B16/F10 mouse melanoma

cells under proton beam irradiation. We assume that such radiosensitizing effect of Ce0,8Gd0,2O2−x NPs is due

to a decrease of the membrane mitochondrial potential. Thus, the use of Ce0,8Gd0,2O2−x NPs in combination

with proton beam irradiation is a promising approach for the effective treatment of melanoma.

KEYWORDS gadolinium, cerium oxide nanoparticles, radiosensitization, proton beam irradiation
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1. Introduction

Radiation therapy (RT) is a modern medical approach which is being used as a full-fledged treatment of tumors,

as well as a palliative therapy to relieve symptoms caused by cancer. Currently, at least 40% of cancer patients receive

radiation therapy [1]. One of the main issues of RT is the risk of damage to healthy tissues. The biological effectiveness of

irradiation depends on several factors, including linear energy transfer (LET), total dose, fractionation and radiosensitivity

of targeted cells and tissues [2]. For instance, low-LET radiation releases relatively small amount of energy, while high-

LET radiation releases a lot of energy at the target sites. Despite the fact that irradiation is aimed at killing tumor

cells, it inevitably damages healthy cells nearby. Currently, the most commonly used types of radiation for the needs of

radiotherapy are X-rays and gamma rays (photon-based radiation). This type of radiation is characterized by low-LET

values. Because of this, gamma rays and X-rays are ineffective in the treatment of radioresistant cancers, such as sarcoma,

kidney carcinoma, melanoma and glioblastoma [3,4]. In addition, one of the main disadvantages of using photon radiation

is the collateral irradiation of healthy tissues along the path of the photon beam, both before and after the tumor site.

The use of proton beam therapy (PBT) makes it possible to reduce the adverse effect of irradiation on healthy tissues

and, as a result, decrease the risk of PBT side effects [5]. Also, it is possible to dramatically increase the radiation dose to
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the tumor in PBT, while maintaining the side effect on the surrounding healthy tissues within their tolerance limits. These

advantages are primarily related to the peculiarities of the physical interaction of protons with the matter: unlike photons,

which irradiate everything on their path and lose their energy exponentially, hadrons (protons and also carbon ions) have

a finite path length and emit most of their energy at the end of their path [6]. This distribution of hadrons energy along the

path of their run is described by the Bregg peak (BP).

In addition to the use of various types of radiation, the selection of optimal irradiation positions and dose, fractionation

modes, radiosensitizers of various nature can be used to increase the effectiveness of radiotherapy. Various small organic

molecules, peptides, proteins, nucleic acids and other substances can act as radiosensitizers [7, 8]. Nanoparticles based

on inorganic components have recently been of the greatest interest in this capacity [9]. Unlike organic preparations, they

may have a number of useful properties that extend their use. For example, superparamagnetic substances are used for

imaging in MRI and particles with a metal core are used in CT [10]. The radiosensitizing effect of inorganic nanoparticles

is due to the generation of secondary radiation when the ionizing beam interacts with these radiosensitizers [11]. In the

case of proton beam irradiation, their inelastic Coulomb interactions with nanoparticles can lead either to the formation

of free electrons, or even to the destruction of the nuclei of elements in the composition of the radiosensitizer during

nuclear reactions [12]. Due to the secondary radiation production, a local dose increase occurs, which makes it possible to

expand the therapeutic window. As a result of this effect, it is possible to achieve either an increase in the effectiveness of

therapy without changing the administered dose, or to remain at the same treatment level while reducing the administered

dose. It was believed that nanoparticles containing elements with a large atomic mass value in their composition are more

suitable for radiosensitization purposes, since these elements have more electrons in the outer electron shells, which can

be excited by ionizing radiation and therefore emit secondary radiation. However, in a recent study [13], it has been

shown that TiO2 nanoparticles with a relatively low effective atomic number demonstrate a significant radiosensitizing

effect when irradiated with photons (150 kV and 6 MV) and protons (100 MeV). This effect may be associated with

the pronounced radiocatalytic activity of these nanoparticles, which leads to the formation of hydroxyl radicals. Under

proton irradiation conditions, it was found that the generation of reactive oxygen species (ROS) in the presence of TiO2

is comparable to that in the presence of WO3 particles and higher than in the presence of HfO2 nanoparticles. Thus, the

use of nanoparticles with radiocatalytic activity in PBT is a promising approach.

Nanodisperse cerium (IV) dioxide (aka CeO2 NPs) has recently been an object of interest to many researchers [14,15].

In recent years, it has been found that it exhibits various enzyme-like activities. In particular, it can mimic catalase, su-

peroxide dismutase, oxidase, etc. [16] Its enzyme-like properties are due to incomplete oxidation of cerium, which makes

possible the Ce+3/Ce+4 transitions underlying various catalytic processes on the surface of cerium oxide nanoparticles.

Depending on the environmental conditions, CeO2 NPs can exhibit both prooxidant and antioxidant activity. In a low

pH environment (6.9 or less), which is typical for tumors, CeO2 NPs tends to exhibit prooxidant activity. For instance,

it has been shown that the co-cultivation of various human cancer cells, such as bronchoavolar [17] and hepatocellular

carcinoma [18], with CeO2 NPs leads to an increase in the intracellular ROS generation and therefore promotes the de-

velopment of oxidative stress in these cells. Additionally, it has been shown that exposing pancreatic cancer cells loaded

with CeO2 NPs to radiation leads to a more effective reduction in their clonogenic activity, compared to using radiation

alone [19]. Due to its unique physicochemical features and noticeable biological activity confirmed by many studies,

nanoscale cerium (IV) dioxide can be considered as a promising radiosensitizer. To endow CeO2 NPs with additional

properties, they can be doped with the other elements. Particularly, gadolinium-doped CeO2 NPs have demonstrated the

ability to contrast in MRI [20], which can be used to visualize tumors along with their therapy. In addition, the presence

of gadolinium in the composition can increase radiosensitizing properties of CeO2 NPs. Hence, gadolinium-doped CeO2

NPs are promising for use as theranostics (substances that have both therapeutic and diagnostic properties).

In this study, we have for the first time demonstrated the potential of using dextran-stabilized Ce0.8Gd0.2O2−x

nanoparticles as an effective nanoradiosensitizer in combination with proton beam irradiation for melanoma treatment.

2. Materials and methods

2.1. Synthesis and characterization of Ce0.8Gd0.2O2−x nanoparticles

Ce0,8Gd0,2O2−x NPs were synthesized by the hydrothermal method. Briefly, a solution of mixed of cerium (III) and

gadolinium (III) nitrates (0.18 and 0.02 M, respectively) and dextran (Mr ∼ 6000) was prepared, with the

(Ce(NO3)3·6H2O+Gd(NO3)3·6H2O) : dextran ratio being 1 : 2 (wt). To the continuously stirred solution, 1 M aque-

ous ammonia was added dropwise for 3 hours, maintaining the pH at 7.5–8.0. When the pH became constant, the mixture

was stirred, for additional 2 hours, then aqueous ammonia was added to reach pH 12, followed by additional stirring for

8 hours. To the colloidal solution obtained, an excess of isopropanol was added and the mixture was refluxed to form

a white precipitate. This precipitate was further washed several times with hot isopropanol and dried in air at 60◦C.

Ce0,8Gd0,2O2−x NPs colloidal solution was prepared by dispersing the powder in the deionized water. The size and

shape of Ce0,8Gd0,2O2−x NPs were determined by transmission electron microscopy (TEM) using a Leo912 AB Omega

electron microscope (Carl Zeiss, Germany) equipped with an electron energy loss spectrometer (EELS) operating at an
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FIG. 1. TEM image with SAED pattern (inset) (a), EDX spectrum (b), UV-visible absorbance spectrum

(c) and hydrodynamic diameter distribution (d) of the Ce0,8Gd0,2O2−x NPs

accelerating voltage of 100 kV. The chemical composition of Ce0,8Gd0,2O2−x nanoparticles was analyzed by energy dis-

persive X-ray analysis (EDX) using a NVision 40 scanning electron microscope (Carl Zeiss, Germany) equipped with an

X-MAX detector (80 mm2) (Oxford Instruments, United Kingdom) at an accelerating voltage of 20 kV. A DS-11+ spec-

trophotometer (DeNOVIX, USA) was used to measure absorbance of Ce0,8Gd0,2O2−x NPs water sol in the UV-visible

range. The hydrodynamic diameter of Ce0,8Gd0,2O2−x nanoparticles in deionized water was measured by dynamic light

scattering (DLS) using a N5 submicron particle size analyzer (Beckman Coulter, USA).

2.2. Cell culture

For cell culture experiments, NCTC L929 normal mouse fibroblasts and B16/F10 mouse melanoma cells were ob-

tained from the cryostorage of the Theranostics and Nuclear medicine lab (ITEB RAS, Russia). The cells were cultured in

DMEM/F-12 medium (1:1) (PanEco, Russia), containing 2 mM of L-glutamine, 100 U/mL of penicillin and 100 µg/mL

of streptomycin (PanEco, Russia) and 10% of Fetal Bovine Serum (FBS) (HyClone, USA). Cell culture experiments were

performed using Neoteric laminar boxes (Lamsystems, Russia). The cells were incubated in CO2-incubator D180 (RWD

Life Science, China) at 37◦C in humidified atmosphere containing 5% CO2. As the cells grew and reached subconfluent

state, they were treated with a 0.25% trypsin-EDTA (PanEco, Russia) solution and passed into new T12, T25 or T75 cell

culture flasks (SPL Life Sciences, Korea) at a ratio of 1:4.

2.3. Proton beam irradiation

T12 cell culture flask, completely filled with the culture medium, was irradiated on the “Prometheus” proton therapy

complex (LPI RAS, Russia) in the Bragg peak mode at a beam energy of 160 MeV at the accelerator outlet.

2.4. Cell death analysis

Cell death analysis was performed 24, 48 and 72 hours after co-incubation with Ce0,8Gd0,2O2−x NPs or proton beam

irradiation of cells. Briefly, the cell culture medium was replaced with a mixture of fluorescent dyes Hoechst 33342

(Lumiprobe, Russia), which binds to the DNA of all of the cells (Ex=350 nm, Em=460 nm), and propidium iodide (PI)

(Lumiprobe, Russia), which binds to the DNA of only dead cells (Ex=535 nm, Em=615 nm), dissolved in a Hanks’

Balanced Salt Solution (HBSS) (PanEco, Russia) at a concentration of 1 uM. After 15 minutes of incubation, the cells

were washed twice with HBSS, and then the microphotography of the cells was carried out using ZOE fluorescent cell

imager (Bio-Rad, USA). The total number of the cells and the number of dead cells were counted using the ImageJ

software. After that, the percentage of dead cells was calculated.
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FIG. 2. Percentage of dead cells (a, b), cell viability (c, d) and mitochondrial membrane potential (e,

f) of normal (NCTC L929; a, c, e) and tumor (B16/F10; b, d, f) cells after 24, 48 and 72 hours of

co-incubation with Ce0,8Gd0,2O2−x NPs at concentration of 0.38–3 mM. The results are presented as a

Mean ± Standard deviation (SD). The significance of the deviations between the experimental and con-

trol groups was confirmed using the Welch’s t-test with the corresponding p values: 0.01<p<0.05 (*),

0.001<p<0.01 (**), 0.0001<p<0.001 (***) and p<0.0001 (****)

2.5. Cell viability assay

Cell viability was analyzed using routine MTT-assay. Briefly, the cell culture medium was replaced with a solution

of MTT (3-(4,5-dimethylthiazole-2-yl)-2,5-diphenyl-tetrazolium bromide) (PanEco, Russia) in a serum-free medium at a

concentration of 0.5 mg/mL 24, 48 and 72 hours after co-incubation with Ce0,8Gd0,2O2−x NPs. MTT is being reduced by

intracellular NAD(P)H-dependent oxidoreductase enzymes depending on the metabolic activity of cell and, consequently,

its viability. After 3 hours of incubation, the MTT solution was replaced with DMSO (PanEco, Russia), and the plate

were placed on a plate shaker for 1 minute. After that, the optical density (OD) of the resulted solutions was measured at

a wavelength of 570 nm using an INNO-S plate reader (LTek, Korea). The OD values were recalculated as a percentage

of the corresponding values from the control groups, the results were presented as a Mean ± Standard deviation (SD).

2.6. Analysis of mitochondrial membrane potential

Mitochondrial membrane potential (MMP) analysis was performed 24, 48 and 72 hours after co-incubation with

Ce0,8Gd0,2O2−x NPs or proton beam irradiation of the cells. Briefly, the cell culture medium was replaced with a TMRE

solution (tetramethylrodamine, ethyl ether) (Lumiprobe, Russia), which selectively accumulates in active mitochondria

due to their transmembrane potential (Ex=550 nm, Em=575 nm), in a HBSS at a concentration of 1 uM. After 15 minutes

of incubation, the cells were washed twice with HBSS, and then the microphotography of the cells was carried out using

a ZOE fluorescent cell imager (Bio-Rad, USA). The fluorescence intensity of TMRE was measured using the ImageJ

program and then were recalculated as a percentage of the corresponding values from the control groups, the results were

presented as a Mean ± Standard deviation (SD).
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FIG. 3. The effect of proton beam irradiation on the survival (a, b), mitochondrial membrane potential

(c, d) and clonogenic activity (e, f) of B16/F10 mouse melanoma cells. The results are presented as

a Mean ± Standard deviation (SD). The significance of the deviations between the experimental and

control groups was confirmed using the Welch’s t-test with the corresponding p values:

0.01<p<0.05 (*)

2.7. Clonogenic assay

Analysis of cell clonogenic activity was performed immediately after proton beam irradiation. The cells were seeded

on a 6-well plate (SPL, Korea) with a density of 1000 cells per well. After 8 days, formed cell colonies were fixed with 4%

paraformaldehyde (PanEco, Russia) and stained with 0.1% methylene blue solution (PanEco, Russia). Then cell colonies

were counted manually. Colonies were considered to be cellular aggregates of 50 cells or more.

2.8. Statistical analysis

Statistical analysis was performed using a GraphPad Prism software. The significance of the deviations between the

experimental and control groups was confirmed using the Welch’s t-test with the corresponding p values: 0.01<p<0.05 (*),

0.001<p<0.01 (**), 0.0001<p<0.001 (***) and p<0.0001 (****).
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FIG. 4. Ce0,8Gd0,2O2−x NPs nanoparticles at a concentration of 1.5 mM significantly decreased the

clonogenic activity of B16/F10 mouse melanoma cells under proton beam irradiation at doses of 1 and

Gy. The results are presented as experimental repeats (n=5) with Mean ± Standard deviation (SD). The

significance of the deviations between the experimental and control groups was confirmed using the

Welch’s t-test with the corresponding p values: 0.001<p<0.01 (**) and 0.0001<p<0.001 (***)

3. Results

The synthesized Ce0.8Gd0.2O2−x NPs colloidal solution had no eye-visible opalescence, however it demonstrated an

obvious Tyndall effect. According to the transmission electron microscopy data, Ce0.8Gd0.2O2−x NPs have a spherical

shape and an ultrasmall size (less than 5 nm) (Figure 1a). Energy dispersive X-ray spectroscopy has shown that the chem-

ical composition of the sample corresponds well to the chemical formula Ce0.8Gd0.2O2−x NPs (Fig. 1b). UV spectrum

analysis (Fig. 1c) confirms the characteristic peak of Ce4+. The mean hydrodynamic diameter of Ce0.8Gd0.2O2−x NPs

in deionized water is approximately 5.3±3.1 nm (Fig. 1d).

Next, we conducted a comprehensive analysis of the cytotoxicity of Ce0,8Gd0,2O2−x NPs on both normal and tumor

cells (Fig. 2). It has been found that Ce0,8Gd0,2O2−x NPs do not promote the death of both NCTC L929 and B16/F10

cells up to a concentration of 3 mM after 72 hours of co-incubation (Fig. 2a,b). It should be noted that the percentage of

dead cells did not exceed the value of 5% even at a nanoparticle concentration of 3 mM after 72 hours of incubation. Fur-

thermore, there was no significant decrease in the viability of both normal and tumor cells even at a Ce0,8Gd0,2O2−x NPs

concentration of 3 mM after 72 hours of co-incubation (Fig. 2c,d). However, Ce0,8Gd0,2O2−x NPs significantly reduced

the MMP of NCTC L929 cells at all of the studied concentrations after 24, 48 and 72 hours of co-incubation (Fig. 2e).

Interestingly, there was also a notable MMP decrease in B16/F10 but only at high concentrations of Ce0,8Gd0,2O2−x NPs

(0.75-3 mM) after 24, 48 and 72 hours of co-incubation. It is worth noting that Ce0,8Gd0,2O2−x NPs at concentrations

of 1.5 mM and 3 mM caused a significant decrease in MMP of melanoma cells (by 30–40%), which was not observed in

normal fibroblasts (Fig. 2f).

A comprehensive analysis was further conducted of the effect of proton beam irradiation on the viability parameters

of mouse melanoma cells (Fig. 3). This analysis included the determination of the survival rate, MMP and clonogenic

activity of B16/F10 cells after proton beam irradiation in the Bragg peak mode in a wide range of doses, ranging from 1

to 8 Gy. A dose-dependent increase in the percentage of dead cells was revealed 72 hours after irradiation at doses of

2 Gy and higher (Fig. 3a,b). It is also worth noting that an increase in the irradiation dose results in an obvious decrease

in the overall number of cells seen in micrographs. This phenomenon can be explained by reduced cell proliferation and

adhesion after irradiation. Meanwhile, high irradiation doses (6–8 Gy) caused the death of slightly less than 20% of the

cells. It has also been demonstrated that irradiation at doses from 1 to 4 Gy did not cause a significant decrease in the

MMP of B16/F10 cells (Fig. 3c,d). Nevertheless, irradiation at higher doses (from 5 to 8 Gy) significantly reduced the

value of MMP by 25–35% relative to the control. In addition, the clonogenic activity of melanoma cells decreased linearly

with an increase in the dose of irradiation (Fig. 3e,f). Starting with a dose of 5 Gy, no colony formation was observed,

which indicates a 100% inhibitory effect of proton beam irradiation on B16/F10 cells.

It has also been shown that Ce0,8Gd0,2O2−x NPs at a concentration of 1.5 mM significantly decreased the number of

B16/F10 colonies after proton beam irradiation (Fig. 4). It is worth noting that for this concentration of Ce0,8Gd0,2O2−x

NPs, we did not observe a reduction in cell viability and survival, but instead observed a decrease in MMP (Fig. 2). Mean-

while, proton beam irradiation at doses of 1 and 2 Gy significantly reduced the clonogenic activity of mouse melanoma

cells, and at doses of 5 Gy or above it dramatically declined the MMP of these cells. Therefore, Ce0,8Gd0,2O2−x NPs act
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as a radiosensitizer in B16/F10 mouse melanoma cells under proton beam irradiation. We hypothesize that this radiosen-

sitizing effect of Ce0,8Gd0,2O2−x NPs is due to the hypopolarization of mitochondrial membranes, which can be caused

in turn by enzyme-like activity of these nanoparticles, and this activity can also be enhanced by proton beam irradiation.

Thus, Ce0,8Gd0,2O2−x NPs make it possible to use a lower dose of proton beam irradiation to kill melanoma cells.

4. Discussion

The radioresistance of tumors and the occurrence of side effects due to irradiation of healthy tissues are still urgent

problems in the radiotherapy of tumors. The use of hadron therapy instead of classical photon therapy makes it possible

to reduce the dose load on healthy tissues, while the use of radiosensitizers significantly increases the therapeutic effect

of irradiation, thereby enhancing the effectiveness of treatment. Furthermore, the use of inorganic nanoparticles as ra-

diosensitizers is a promising area of research and development, since such nanomaterials exhibit a wide variety of features

inaccessible to organic substances, while their production is neither expensive nor time-consuming. Nanoscale cerium

(IV) dioxide has a great potential for use in radiotherapy. Long-term studies on this substance have demonstrated its ability

to exhibit selective cytotoxicity against tumor cells as well as to enhance the therapeutic effect of radiotherapy. Our study

was aimed at expanding our understanding of the potential of using Ce0,8Gd0,2O2−x NPs in proton therapy of melanoma.

We have demonstrated that Ce0,8Gd0,2O2−x NPs are able to dramatically reduce the clonogenic activity of melanoma

cells under proton beam irradiation. Also, Ce0,8Gd0,2O2−x NPs promoted a decrease in MMP of these cells. Meanwhile,

proton beam irradiation also reduced the clonogenic activity and MMP of melanoma cells. Hence, Ce0,8Gd0,2O2−x NPs

act as a radiosensitizer in B16/F10 mouse melanoma cells under proton beam irradiation. We assume that such radiosen-

sitizing effect of Ce0,8Gd0,2O2−x NPs is due to a decrease of the membrane mitochondrial potential, which can be due

to enzyme-like activity of these nanoparticles. Moreover, their catalytic activity can also be enhanced by proton beam

irradiation. Thus, the use of Ce0,8Gd0,2O2−x NPs in combination with proton beam irradiation is a promising approach

for the effective treatment of melanoma. Since this work was conducted only on 2D cell cultures in vitro, it seems actual

to study the radiosensitizing and MRI-labeling properties of Ce0,8Gd0,2O2−x NPs on both 3D tumor spheroids in vitro

and mouse tumor model in vivo to reveal its theranostic nature.
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ABSTRACT Nanoscale cerium oxide (CeO2) is a bioavailable inorganic nanozyme exhibiting pronounced re-

dox activity and capable of acting as a delivery system for bioactive compounds. We have synthesized and

characterized novel CeO2 nanoparticles modified with pyrroloquinoline quinone (CeO2@PQQ). TEM analysis

revealed the diameter of the CeO2@PQQ NPs to be approximately 4 nm, with a hydrodynamic diameter of

62 nm (DLS). Furthermore, the zeta potential was found to be −38 mV (ELS), and FTIR analysis confirmed

the adsorption of PQQ on the surface of CeO2 NPs. The results demonstrated that CeO2@PQQ NPs exhib-

ited no cytotoxic effects on L929 cells within the concentration range of 0.1 – 10 µM and did not adversely

affect the mitochondrial function of the cells. It was demonstrated that CeO2@PQQ NPs exhibited protective

effects against L929 cells when induced with oxidative stress (200 µM H2O2), leading to preservation of cell

mitochondrial potential levels up to 76 % of control and cell viability up to 78 % before and after incubation with

CeO2@PQQ NPs. The results indicate that CeO2@PQQ NPs can be regarded as a novel hybrid nanosystem

that exhibits mitochondrial-directed control of oxidative stress.

KEYWORDS nanoparticles, oxidative stress, reactive oxygen species, antioxidants, nanocrystalline cerium ox-

ide, CeO2, pyrroloquinoline quinone, PQQ, mitochondria
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1. Introduction

Oxidative stress and mitochondrial dysfunction represent a significant link in the pathogenesis of numerous patholog-

ical conditions and the process of ageing [1–4]. Under normal conditions, mitochondria are responsible for the majority

of free radical oxidation products generated by the electron transport chain and oxidative phosphorylation, and reactive

oxygen species (ROS) are a normal component of numerous metabolic processes within cells [5, 6]. Nevertheless, dys-

functional mitochondria play an important role in the development of oxidative stress, and, as a result, become major

targets for ROS [7, 8]. Mitochondrial DNA damage resulting from oxidative stress can lead to impaired energy metab-

olism and the development of a variety of mitochondrial diseases (Alzheimer’s disease, diabetes, muscular dystrophy,

cardiomyopathy, etc.) [9–12]. The probability of oxidative stress is contingent upon the level of ROS produced and

their relative neutralization by the body’s defensive mechanisms, which encompass a complex array of endogenous low

molecular weight antioxidants (including superoxide dismutase, catalase, and glutathione peroxidase) [13–16]. When

endogenous antioxidant systems are unable to effectively neutralize the increased generation of ROS, exogenous antioxi-

dants can be introduced into biological systems to prevent the development of oxidative stress. The objective is to utilize

mitochondrial-directed antioxidant systems to regulate ROS levels and maintain mitochondrial function, while ensuring

high biocompatibility and catalytic activity. The utilization of both individual antioxidant compounds and the synthesis

of novel combination therapies can be employed for this purpose.

Nanozymes are regarded as a promising platform for the development of new antioxidants that exhibit enhanced char-

acteristics [17,18]. Nanoparticles that have been functionalized with antioxidants or antioxidant enzymes have the ability

to neutralize ROS in a more efficient manner than traditional antioxidants. This is achieved through the enhancement of

intrinsic catalytic functions and the promotion of synergistic action with antioxidants [19].

© Zamyatina E.A., Goryacheva O.A., Popova N.R., 2024
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Cerium oxide nanoparticles (CeO2 NPs) are considered to have promising potential for use as a combined antioxidant

due to their distinctive physicochemical properties. In nanoscale particles, the two oxidation states coexist on the nanopar-

ticle’s surface, thereby defining a dynamic redox switching process [20,21]. CeO2 NPs are biocompatible nanozymes that

exhibit a range of biomimetic activities, including superoxide dismutase, catalase, glutathione peroxidase, photolyase

and phosphatase properties [22]. The mimesis of antioxidant enzymes depends on Ce+4/Ce+3 redox switching on the

nanoparticle’s surface, which may enable them to act as autoregenerative free radical scavengers [23–28].

Pyrroloquinoline quinone (PQQ) is known for its high free radical neutralizing activity [29, 30]. Furthermore, recent

studies have demonstrated that PQQ may exert a targeted effect on mitochondria, promoting their biogenesis and partici-

pating in the regulation of redox processes within the respiratory chain, maintaining the level of intracellular NAD+ and

stimulating the activity of NAD-dependent enzymes [31–33].

Despite the exceptional properties exhibited by CeO2 NPs and PQQ, no previous works have demonstrated the prop-

erties of the combined action of these two components. In particular, the activity of CeO2 NPs functionalized with

redox-active quinones in biological systems has not been established. It is presumed that the modification of CeO2 NPs

with PQQ can provide a synergistic effect by combining both components in a single material and can therefore be consid-

ered as an innovative approach to combat oxidative stress. The nanoparticles exhibit dual functionality, they are capable

of neutralizing ROS that cause oxidative stress and simultaneously protecting the mitochondrial function of biological

systems.

The development of new nanoparticles allows for the enhancement of the properties of the individual components

and for the delivery of a more effective and focused therapeutic intervention. PQQ was selected as an agent capable of

synergizing with CeO2, enhancing the antioxidant functions of CeO2 and exerting a protective effect on mitochondria,

which are the key compartment of ROS formation in the cell.

In this study, we synthesized CeO2@PQQ NPs, studied the physicochemical properties of the nanoparticles, inves-

tigated their cytotoxicity on L929 cells, and examined the protective effects against 200 µM H2O2-induced oxidative

stress.

2. Materials and methods

2.1. CeO2@PQQ NPs synthesis

The following reagents were used for the synthesis of CeO2@PQQ NPs: CeCl3 · 7H2O (purity 99 %, Alfa Aesar,

USA), PQQ (purity 99 %, Xi’An Horlden Bio Industries Inc, China), KOH (purity ≥ 98 %, Lachema, Czech Republic),

NH4OH (25 %) (Dia-M, Russia). The nanoparticles were obtained via the precipitation method, which is described in

brief below: PQQ was added to water and then mixed with a twofold excess of KOH. Subsequently, CeCl3 · 7H2O was

added to the resulting solution, which was then stirred vigorously on a magnetic stirrer. The developed nanoparticles were

then stabilized with 25 % NH4OH in the requisite quantity until the pH of the solution reached a range of 7.2 – 7.6.

2.2. Characterization of CeO2@PQQ NPs

The hydrodynamic size and zeta potential values were obtained via dynamic light scattering (DLS) and electrophoretic

light scattering (ELS), respectively, using a BeNano Zeta particle size analyzer (BetterSize, Dandong, China). UV-Vis

absorption and fluorescence spectra were measured in a quartz cuvette with an optical path length of 10 mm. Absorption

spectra were obtained on a Shimadzu UV-1800 spectrophotometer (Shimadzu, Japan). Fluorimeter Cary Eclipse (Agi-

lent Technologies, Australia) was used to obtain fluorescence spectra. Fourier Transform Infrared (FTIR) spectra were

recorded from powder samples on a FT-801 FTIR spectrometer (Simex, Russia). To obtain powder, samples were dried in

a freeze dryer (Labconco Corp, USA). The size and structural morphology of obtained NPs were observed using a trans-

mission electron microscope (TEM) Libra 120 (Carl Zeiss, Oberkochen, Germany) and scanning electron microscopy

(SEM) using a MIRA II LMU instrument (Tescan, Czech Republic) at an operating voltage of 20 kV.

2.3. Cell culture

Mouse fibroblasts (NCTC L929) were obtained from Theranostics and Nuclear Medicine Laboratory cryostorage

(ITEB RAS, Pushchino, Russia). L929 cells were cultured in Dulbecco’s Modified Eagle’s Medium (DMEM)/F12 (1:1),

containing 50 µg/mL of penicillin, 50 µg/mL of streptomycin, 1 % of L-glutamine and 10 % of fetal bovine serum (FBS)

under 5 % CO2 at 37 ◦C. The cells were seeded on 96-well plates at a density of 25000 cells/cm2. After the cells had

attached, the medium in the wells was replaced with fresh medium containing nanoparticles at concentrations of 0.1 –

100 µM. Cells in the control group were cultured in medium without added nanoparticles.

2.4. MTT assay

The determination of mitochondrial and cytoplasmic dehydrogenases activity in living cells was carried out using a

MTT assay based on the reduction of the colorless tetrazolium salt (3-[4.5-dimethylthiazol-2-yl]-2.5-diphenyltetrazolium

bromide, MTT, Sigma-Aldrich, USA). Briefly, CeO2@PQQ NPs were added to cells growing in 96-well plates (for 24,

48 and 72 h at 37 ◦C in humid air (98 %) containing 5 % CO2). 3 h prior to the end of the exposure period, the supernatant

was removed, and MTT solution in phosphate-buffered saline (0.5 mg/mL, 100 µL/well) was added to the cells for 10 min.
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Upon the completion of the exposure period, the supernatant was removed, and a lysis solution containing 0.1 % sodium

do-decyl sulfate (Sigma-Aldrich, USA) solution in dimethyl sulfoxide was added. Plates were shaken for 10 min, placed

on a microplate spectrophotometer Multiskan FC (Thermo Fisher, USA), and the absorbance was read colorimetrically at

570 nm. Each experiment was repeated three times, with five replications.

2.5. LIVE/DEAD assay

Cell viability after co-incubation with nanoparticles was assessed using a BioRad ZOE Fluorescent Cell Imager.

Cells were seeded into 96-well plates and stained with Hoechst 33342 fluorescent dye (absorption – 350 nm, emission

– 461 nm) and a propidium iodide (PI) dye (absorption – 493 nm, emission – 636 nm). The dyes were added to the

DMEM/F12 without serum (1 µg/ml) and the plate was placed in a CO2 incubator for 15 min. Images were captured

after washing the cells with a phosphate-buffered saline. Five fields in each well for each cell group were examined. The

number of cells (total cells/dead cells) was calculated using the ImageJ software.

2.6. Mitochondrial membrane potential assay

The mitochondrial membrane potential was measured by staining cells with TMRE (tetramethylrhodamine ethyl ester,

ThermoFisher, USA) fluorescent dye followed by fluorescence microscopy analysis. After incubating with nanoparticles

for 24 hours, the medium was replaced with TMRE solution in Hanks’ buffer. The cells were subsequently photographed

using a ZOE fluorescence imager. The fluorescence intensity of the TMRE, which is indicative of mitochondrial mem-

brane potential levels in the cells, was quantified using ImageJ software. Three different areas on three separate micropho-

tographs were analyzed for quantitative assessment.

2.7. Measurement of mitochondrial ROS production

For analysis of mitochondrial ROS, cells were treated with 1 µM MitoSOX (Invitrogen, USA) for 15 min and analyzed

using a ZOE fluorescence imager. The fluorescence intensity of reactive oxygen species (ROS) in each of 100 randomly

selected cells was quantified using ImageJ software. To ensure the accuracy of the scoring process, the data were scored

and analyzed independently by two investigators.

2.8. Oxidative stress model in vitro

The protective action of CeO2@PQQ NPs was analyzed using experimental model of oxidative stress, whereby the

cells were treated with 200 µM H2O2 (30 %, Sigma-Aldrich, USA). In one case, nanoparticles were added to the cell

culture, then 24 hours later the cells were treated with H2O2 for 60 min. In another case, the cells were immediately

incubated with H2O2 for 60 min, after which the nanoparticles were added and the cells were incubated for 24 hours. At

the end of the incubation period, cytotoxicity tests were performed, including the MTT test and the LIVE/DEAD test, and

the level of mitochondrial status was examined by measuring the level of mitochondrial potential. All of the tests were

carried out as described in the methodology above.

2.9. Statistical analysis

The data obtained from the MTT test, LIVE/DEAD test, measurement of mitochondrial potential level and mitochon-

drial ROS level were presented as mean ± standard deviation. The statistical analysis was performed using Welch’s t-test.

A p-value of less than 0.05 was considered to be statistically significant between the control and experimental groups.

3. Results and discussion

CeO2@PQQ NPs were prepared using the precipitation method, the proposed schematic structure of which is shown

in Fig. 1. To study the morphology and size of the obtained structures TEM images were analyzed (Fig. 2(D, E)). The

obtained samples were compared with CeO2 NPs (Fig. 2(A, B)), which have been previously obtained by our colleagues

and have been well described [34]. From the image, it can be seen that the obtained samples are nanoparticles with the

size ranging from 1.6 to 3.9 nm or aggregates of several nanoparticles. FTIR data (Fig. 2(G)) confirmed the similarity

of the obtained structures with CeO2 NPs. The sharpband peak centered at 500 cm−1, which match to Ce–O stretching

vibrations, confirmed the formation CeO2 nanostructures [35].

The SEM and DLS data (Fig. 2(C, F, J)) differed from the TEM image analysis results. This can indicate the formation

of complexes or a large layer of adsorbed organic molecules. Nanocluster formation can occur due to the fact that PQQ

can bind to the Ñe atom on the surface of CeO2 NPs in three ways via quinone carbonyl oxygen, pyridine nitrogen, and

carboxylate [36]. The zeta potential of the obtained nanoparticles was found to be −38 mV (Fig. 2(K)), which is similar

to the zeta potential values of classical citric acid-coated CeO2 NPs with a zeta potential of around −30 mV [37]. This

may indicate that the obtained nanoparticles possess high colloidal stability. PQQ is a multicharged anion, which gives

the particles a negative charge, ammonia in turn provides ionization of PQQ and sol stability due to repulsion.

According to infrared spectroscopy, PQQ has a characteristic spectrum from 500 to 1790 cm−1 (Fig. 2(G)). The spec-

tra of CeO2@PQQ NPs showed a series of characteristic peaks of PQQ. Thus, 1116 cm−1 indicates C–H bond, 1393 cm−1
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FIG. 1. Schematic representation of the proposed chemical structure of CeO2@PQQ NPs. The blue

line represents the conditional boundary of the nanoparticle

is characteristic for C–C bond in the aromatic ring [38] and 1543 cm−1 band indicates C–N [39] and 1505 cm−1 charac-

teristic of the C=O stretching vibrations [40].

A spectrophotometric method was used to evaluate the sorption of PQQ on the surface of CeO2 NPs. PQQ absorption

spectrum is characterized by pronounced maxima at 248, 275 and 333 nm (Fig. 2(I)). During nanoparticles synthesis, the

transition of PQQ into anion changed the shape of the spectrum and shifted the maxima. Thus, when the anion PQQ3-

appeared in solution, the peak at 275 nm was significantly smoothed and the maximum at 333 nm is shifted to the

longer wavelength region [41]. Upon sorption of PQQ on the surface of CeO2 NPs, there was a significant change in

the absorption spectrum of PQQ. The absorption maximum from 248 nm underwent a bathochromic shift to 257 nm.

The maximum at 275 nm disappeared, while the peak of the maximum at 333 nm broadened and decreased relative to

257 nm. Similar changes in the absorption spectrum of PQQ were observed upon addition of Eu, another element from

the lanthanide group [41]. PQQ has a characteristic fluorescence with a peak maximum at 480 nm (Fig. 2(H)) and the

shape of the fluorescence spectrum did not change upon adsorption on the surface of CeO2 NPs.

L929 mouse fibroblasts are a widely used cell culture for cytotoxicity studies and is frequently utilized as a standard

subject for biocompatibility studies of nanomaterials [42]. The cytotoxicity of the CeO2@PQQ NPs was evaluated using

the MTT assay, which assesses the metabolic activity of cells by measuring the activity of cellular NAD(P)H-dependent

oxidoreductases (Fig. 3(A)). The incubation of L929 cells with CeO2@PQQ NPs for 24 – 72 hours at concentrations of

0.1 – 2 µM did not result in any significant cytotoxicity. Conversely, the values of metabolic activity exhibited a notable

increase, reaching up to 112 %. This effect of increasing cell viability has been demonstrated in other studies involving

CeO2 NPs, where it is presumed that such values can be correlated with the number of mitochondria in cells and the

participation of cytosolic enzymes [43]. However, in this study, this effect was only observed for the initial CeO2@PQQ

NPs investigated (0.1 – 2 µM), at which the differences between the control and the studied groups were not statistically
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FIG. 2. Transmission electron microscopy images of CeO2 NPs stabilized with citric acid (A, B) and

CeO2@PQQ NPs (D, E), scanning electron microscopy images of CeO2 NPs stabilized with citric acid

(C) and CeO2@PQQ NPs (F), FTIR spectra (G), fluorescence spectra (H) and absorption spectra (I)

of PQQ, CeO2 NPs and CeO2@PQQ NPs, hydrodynamic diameter distribution (J) and zeta potential

distribution (K) of CeO2@PQQ NPs
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different. However, the viability of L929 decreased to 46 % when incubated with 10 µM CeO2@PQQ NPs for 24 hours,

but this value increased to 65 and 88 % after 48 and 72 hours of incubation, respectively. Incubation of the L929 cells

with CeO2@PQQ NPs at concentrations of 20 – 100 µM resulted in a significant reduction in cell metabolic activity. The

incubation of L929 cells with CeO2@PQQ NPs at concentrations of 20 – 100 µM resulted in a significant reduction in

metabolic activity, with a decrease from 57 to 12 % being observed.

FIG. 3. MTT assay (A) and LIVE/DEAD test (B) results obtained on mouse fibroblasts (L929). The

cells were incubated with CeO2@PQQ NPs in concentrations 0.1 – 100 µM. The test was carried out

after 24, 48, and 72 hours. Results are represented as a mean ± SD. The values of the metabolic activity

of cells are shown as a percentage of the control. Statistical significance was assumed for P-values

< 0.05: (*P < 0.05, **P < 0.01)

A LIVE/DEAD assay was used to visualize the distribution of live and dead cells of the L929. All cells were stained

with Hoechst 33342 (blue fluorescence), while dead cells were stained with propidium iodide (PI) (red fluorescence).

(Fig. 3(B)). A notable increase in the number of dead cells (approximately 25 %) was observed in the group with a

CeO2@PQQ NPs concentration of 20 µM. The number of dead cells exceeded 50 % when L929 was incubated with

CeO2@PQQ NPs at concentrations of 50 – 100 µM. Consequently, CeO2@PQQ NPs at concentrations of 0.1 – 10 µM

had no pronounced cytotoxic effect on L929, but at concentrations of 20 – 100 µM resulted in decreased metabolic activity

and cell death.

Mitochondrial membrane potential was evaluated through assessment of the cationic dye tetramethylrhodamine

(TMRE). The accumulation of TMRE within active mitochondria is due to the relative negative membrane potential

of these organelles (Fig. 4(A)). The mitochondrial potential values of the cells were obtained following a 24-hour incu-

bation period with CeO2@PQQ NPs at a concentration range of 0.1 to 100 µM. It was demonstrated that a reduction in

mitochondrial potential values was observed when CeO2@PQQ NPs were incubated with concentrations of 20 – 100 µM,

with a decrease of up to 75 % compared to the intact control.

The fluorescent dye MitoSOX is commonly used to detect ROS in mitochondria, particularly superoxide anions

(Fig. 4(B)). Following the incubation of L929 cells with 1 – 100 µM CeO2@PQQ NPs, the superoxide level exhibited no

significant changes in comparison to the control. The results demonstrated that CeO2@PQQ NPs at concentrations 1 –

10 µM had no significant impact on mitochondrial function.

The exposure of cell cultures to H2O2 is a widely employed method for the induction of oxidative stress [44, 45].

L929 cells were treated with H2O2 (200 µM, 60 min) prior to and subsequent to incubation with CeO2@PQQ NPs. The

viability of L929 cells incubated with CeO2@PQQ NPs at concentrations of 0.1 – 10 µM was maintained at 63 – 78 %
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FIG. 4. Mitochondrial membrane potential (A) and mitochondrial ROS levels (B) results were obtained

on L929 cells following 24-hour incubation with CeO2@PQQ NPs at concentrations of 0.1 – 100 µM.

Results are represented as a mean ± SD. The values of the mitochondrial potential of cells are shown

as a percentage of the control. Statistical significance was assumed for P-values < 0.05: (*P < 0.05,

**P < 0.01)

before and after incubation with nanoparticles, as determined by the MTT assay (Fig. 5). Meanwhile, concentrations of

CeO2@PQQ NPs in the range of 20 – 100 µM were found to negatively affect the metabolic activity of cells, reducing

cell viability by up to 15 %. The results of the LIVE/DEAD test exhibited a comparable pattern: the number of dead cells

in the concentration range of 0.1 – 10 µM CeO2@PQQ NPs did not exceed 20 %, while 100 % of cells were observed to

be dead in the range of 20 – 100 µM (Fig. 6).

FIG. 5. MTT assay results obtained on mouse fibroblasts (L929). The cells were incubated with

CeO2@PQQ NPs in concentrations 0.1 – 100 µM before and after H2O2 treatment. The test was

carried out after 24 hours. Results are represented as a mean ± SD. The values of the metabolic activity

of cells are shown as a percentage of the control. Statistical significance was assumed for P-values

< 0.05: (*P < 0.05, **P < 0.01)

According to TMRE fluorescence, after treatment of cells with H2O2, their mitochondrial potential decreased to

37 – 47 % (Fig. 7). Furthermore, following the incubation of cells in the presence of CeO2@PQQ NPs, a concentration

range of 0.1 – 100 µM, mitochondrial potential was maintained at 48 – 76 % of control levels. Upon the introduction of

CeO2@PQQ NPs subsequent to H2O2 treatment, effective concentrations capable of inhibiting mitochondrial membrane

depolarization were observed to range from 0.1 to 2 µM.

It can be postulated that the CeO2@PQQ NPs obtained may result in the reduction of H2O2-induced oxidative stress

in L929 cells. The depolarization of the mitochondrial membrane can be indicative of severe mitochondrial damage, given

that mitochondria are a major source of ROS within cells [46]. It is probable that the modification of CeO2NPs with PQQ

will not only enhance their catalytic activity for ROS neutralizing, but also have a beneficial impact on mitochondrial func-

tion [33]. The presence of the redox-active cerium ion may potentially accelerate redox reactions involving PQQ. Upon

induction of oxidative stress by the incubation of L929 cells with H2O2 at a concentration of 200 µM, the nanoparticles

under investigation exhibited a preservation of cell viability at 63 – 78 % both before and after nanoparticle application,

and of mitochondrial potential at 48 – 76 % of control values across concentrations ranging from 0.1 to 10 µM.
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FIG. 6. LIVE/DEAD test results obtained on mouse fibroblasts (L929). The cells were incubated with

CeO2@PQQ NPs in concentrations 0.1 – 100 µM before and after H2O2 treatment. The test was carried

out after 24 hours. Results are represented as a mean ± SD. The values of the metabolic activity of cells

are shown as a percentage of the control. Statistical significance was assumed for P-values < 0.05:

(*P < 0.05, **P < 0.01)

FIG. 7. Mitochondrial membrane potential results were obtained on L929 cells following 24-hour in-

cubation with CeO2@PQQ NPs at concentrations of 0.1 – 100 µM before and after H2O2 treatment.

Results are represented as a mean ± SD. The values of the mitochondrial potential of cells are shown

as a percentage of the control. Statistical significance was assumed for P-values < 0.05: (*P < 0.05,

**P < 0.01)

4. Conclusions

CeO2@PQQ NPs were successfully obtained by precipitation method. The nanoparticles were characterized by a

variety of techniques, including TEM, SEM, DLS, ELS, FTIR and UV-Vis spectroscopy. The morphological study using

TEM and SEM revealed that the majority of CeO2@PQQ NPs exhibited a size range of up to 3.9 nm. The results of the

FTIR confirmed the formation of CeO2 structures and demonstrated the presence of PQQ on the surface of CeO2 NPs.

The results of the DLS analysis indicate that CeO2@PQQ NPs have an average diameter of 62 nm in solution. The ELS

measurements yielded zeta potential of −38 mV, which is indicative of CeO2@PQQ NPs sufficient colloidal stability. At

concentrations up to 20 µM, no reduction in the mitochondrial potential values of L929 was observed. When oxidative

stress was induced by treating the L929 cell line with H2O2 at a concentration of 200 µM, the nanoparticles under

investigation demonstrated the capacity to preserve cell viability at 63 – 78 % before and after nanoparticle addition, as

well as to preserve mitochondrial potential at 48 – 76 % of control values at concentrations of 0.1 – 10 µM. Consequently,

CeO2@PQQ NPs may offer new opportunities to combat oxidative stress through their synergistic properties.
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ABSTRACT A method for low-temperature synthesis of InFeZnO4 oxide from an X-ray amorphous precursor

formed as a result of the thermal decomposition of dehydration product of a mixture of polyvinyl alcohol and

iron, indium, and zinc nitrate solutions has been developed. Using TG/DSC and XRD, the InFeZnO4 phase

has been shown to be formed in the temperature range of 370–420◦C. Using the XRD method, after the heat

treatment of the precursor at 800◦C for 4 hours, nanocrystalline InFeZnO4 with an average particle size (CSR)

of ≈36 nm has been found to be formed. According to SEM, they do not have a clear facet and form a

homogeneous cellular microstructure of the powder. The absence of organic residues and moisture in it has

been confirmed by FTIR spectroscopy. From the DRS data, it has been found that the band gap energy Eg

of InFeZnO4 for the cases of indirect and direct transitions is 1.54 eV and 2.25 eV, respectively. Ceramics

produced from nanocrystalline InFeZnO4 by high-temperature sintering have a density equal to 5160 kg/m3

(≈86 % of the theoretical one). Their microhardness, measured by the Vickers method, is 2.12 GPa. The

radiation resistance of InFeZnO4 has been predicted, from which it follows that, when exposed to intermediate

and high doses of ionizing radiation, its partial amorphization is the most likely.

KEYWORDS Indium-iron-zinc oxide; rhombohedral crystal structure; X-ray amorphous precursor; nanoscale

powders; sintering; ceramics; microhardness; band gap energy; radiation tolerance.
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1. Introduction

The development of new, technologically simple and economically advantageous methods for the production of

highly dispersed oxides RMO3(M’O)m (where R = Sc, In, Y, or Er–Lu; M = Fe, Ga, or Al; M’ = Zn; m = 1, 2, 3

...), combining high thermal stability and potentially promising functional properties are of great interest both from a

fundamental and practical point of view [1–5]. For example, materials based on InGaO3(ZnO)m (m = 1–4), owing to

their unique electro- and thermophysical characteristics, have already been applied as components of displays and sensor

devices [6–8]. A number of complex iron, indium, and zinc oxides InFeO3(ZnO)m (where m = 1–19) belong to refractory

oxides that have been relatively poorly studied. In particular, Kimizuka et al. established [9] that some of these oxides

(m = 1, 2, 3, 7, 9, 11, 13, 15 and 19) remain thermally stable when heated up to 1550◦C, and continuous exposure to

very high temperatures (7 days at 1250◦C) does not cause changes in their phase and/or chemical composition. The

results of the thermophysical characteristics of ceramic materials InFeO3(ZnO)m (m = 1–5) showed [10] that InFeZnO4

oxide has the lowest thermal conductivity in this series (≈ 2.8 W/(m·K) at 25◦C). Its value is closely equal to the thermal

conductivity of thermal barrier materials that are already in use, such as 7-8 wt. % yttria-stabilized zirconium dioxide

© Kondrat’eva O.N., Smirnova M.N., Nikiforova G.E., Yapryntsev A.D., Kondakov D.F., Yagudin L.D., 2024
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(YSZ) (≈ 3.0 W/(m·K) at 25◦C [11]). The low thermal conductivity of InFeZnO4 oxide in combination with a thermal

expansion coefficient (11.7×10−6 K−1 [12]), close in magnitude to YSZ (10.7×10−6 K−1 [13]), makes it potentially

suitable for creating special thermal barrier coatings used on the surface of structural materials from which parts and

nodes of aerospace equipment are produced [12,14–16]. Moreover, it is noted in [10] that the relatively low hardness and

low friction coefficient make InFeZnO4 promising in terms of creating abradable seal coating materials with high thermal

insulation. Doping or the introduction of an additional phase into the material [10, 14, 16] as well as the use of nanoscale

precursors for its production can be considered as a strategy to improve the functional characteristics of InFeZnO4. On the

other hand, it is possible to change (and even significantly improve) the performance of a material by exposing it to high

pressures or various doses of high-energy ion irradiation. For example, in [17] it is noted that irradiation of magnesium

aluminate with Mg+ ions with an energy of 2.4 MeV and a fluence of 1.4×1021 ions/cm2 results in an increase in its

hardness compared with a non-irradiated sample by 5%, and when irradiated with high doses of neutrons [18] it leads to

a noticeable decrease in thermal conductivity.

To date, the general method of obtaining InFeZnO4 ceramic materials is that of solid-phase interaction. Analysis of

literature data [9,10,12,19,20] showed that a mechanical mixture of In2O3, Fe2O3 and ZnO oxides which is subjected to

prolonged (up to 5 days) multistage annealing at temperatures in the range of 1300–1550◦C is used to produce it. Further-

more, it is reported in some works that InFeZnO4 synthesized in such a way contains an admixture of InFeO3(ZnO)2 [12]

or ZnFe2O4 [20]. In particular, an approach as an alternative, energy-efficient method for the production of InFeZnO4 can

be used. It includes the stages of obtaining a composition consisting of a polymer (polyvinyl alcohol (PVA), starch, etc.)

and aqueous mixtures of nitrates of the corresponding metals, its thermal decomposition, and subsequent annealing of the

resulting X-ray amorphous precursor at relatively low temperatures. It was shown in [21,22] that using this approach, it is

possible to synthesize single-phase, nano- and microcrystalline powders of various complex metal oxides at temperatures

of 800–1000◦C.

This paper presents for the first time the development results of the low-temperature synthesis basics of InFeZnO4

oxide from a PVA-nitrate composition, and discusses the structural and physical and mechanical characteristics of a

ceramic material made on its basis. Taking into account the potential applications of the material in question, the prediction

results of radiation-induced changes occurring in its crystal structure at intermediate and high doses of ionizing radiation

are also presented. These data may be of interest in determining the limits of applicability of InFeZnO4 ceramic materials

when operated under radiation conditions, and also when their properties are directionally changed by exposure to various

doses of ionizing radiation.

2. Experimental part

2.1. Synthesis of InFeZnO4 powder

The point of the synthesis method of InFeZnO4 oxide was to prepare a composition containing a polymer and nitrate

solutions of the corresponding metals, its evaporation and thermal decomposition, and subsequent annealing of the result-

ing solid-phase product. Polyvinyl alcohol ((CH2CHOH)n, GOST 10779-78) and aqueous solutions of indium, iron, and

zinc nitrates were used as initial reagents. Their quantity was calculated using the reaction equation given below:

In(NO3)3(sln) + Fe(NO3)3(sln) +Zn(NO3)2(sln) +4/n(CH2CHOH)n = InFeZnO4(sld) +8CO2(g) +4N2(g) +8H2O(g)

To prepare aqueous solutions of metal nitrates, nitric acid (high purity grade, 18-4, GOST 11125-84), zinc (grade Z0,

ω(Zn) = 99.975 wt. %, GOST 3640-94), indium (grade In0, ω(In) = 99.998 wt. %, GOST 10297-94) and carbonyl iron

(high purity grade, 13-2, TS 6-09-05808009-262-92) were used. The metals were dissolved in acid previously diluted

with distilled water in a ratio of 1 : 3 by volume. Solutions In(NO3)3, Fe(NO3)3 and Zn(NO3)2 were mixed and then

concentrated on a heating plate at 90◦C. Evaporating a mixture of salt solutions, PVA was added with constant stirring.

The resulting gel-like mass (hereinafter referred to as the gel) was continued to be heated on a plate until a voluminous

brown powder was obtained. The resulting powder was thoroughly ground and then annealed at temperatures ranging

from 600◦C to 1200◦C. The heat treatment was carried out in air, and its duration at each temperature was at least 4 hours.

2.2. Production of InFeZnO4 ceramics

Nanocrystalline powder InFeZnO4 was used to produce dense ceramics. A few drops of acetone were added to it

and carefully ground in an agate mortar. Cylindrical samples with a height of ≈ 5 mm and a diameter of ≈ 14 mm were

formed from the produced mass by cold uniaxial pressing. Sintering of the samples was carried out in air at 1350◦C for

4 hours. The density of ceramics after sintering was estimated by its geometric dimensions and mass. The relative density

was expressed as a percentage of the XRD density.

2.3. Thermal analysis

Thermogravimetry and differential scanning calorimetry (TG/DSC) were used to study the processes occurring during

gel heating and to establish the temperature range in which the formation of the crystalline phase of InFeZnO4 occurred.

The measurements were carried out on a MOM Derivatograph Q-1500D with an upgraded heater control unit and a
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registration system. A gel sample weighing 0.1500 g was heated in a platinum crucible in the temperature range of 25–

1000◦C with a heating rate of 10◦C/min. The sensitivity of thermobalance was 200 mg, and its accuracy was ±0.5%. The

temperature measurement error did not exceed ±3◦C.

2.4. Phase composition, microstructure and mechanical properties

The structure and phase composition of the synthesized materials before and after their heat treatment were studied

using powder X-ray diffraction (XRD). XRD patterns were recorded at ambient temperature on a Bruker D8 Advance

powder diffractometer (X-ray tube with copper anode λ(CuKα) = 1.5418 Å) equipped with a LynxEye linear detector

and a nickel filter. The measurement results were processed using Bruker DIFFRAC.EVA software. Crystal phases

were identified using the electronic diffraction database ICDD PDF-2. Scanning electron microscopy (SEM) was used

to determine the structural and morphological characteristics of synthesized materials. SEM images were obtained using

an ultra-high resolution scanning electron microscope TESCAN AMBER. The ceramics were tested for microhardness

using the Vickers method on a LOMO PMT-3M device. The samples were pre-polished and washed in an aqueous alcohol

solution under ultrasound. The measurements were carried out at a load of 0.98 N (100 g), the duration of exposure under

load was 10 seconds.

2.5. Optical and spectral properties

The change in the moisture content and carbon-containing impurities in the powders with an increase in annealing

temperature was controlled using Fourier-transform infrared spectroscopy (FTIR). A Perkin Elmer Spectrum 65 FT-IR

spectrometer was used to register FTIR spectra in the 400–4000 cm−1 region.

Diffuse reflectance spectroscopy (DRS) data were used to determine the band gap energy Eg of InFeZnO4 oxide.

Diffuse reflectance spectra (R) were obtained using the Ocean Optics modular optical system (QE65000 detector, HPX-

2000 xenon source, integrating sphere ISP-80-8-R with a diameter of 80 mm). Measurements were carried out in the

wavelength range from 200 to 1000 nm. The Ocean Optics WS-1 standard from polytetrafluoroethylene was used as

a reference sample. The Eg value was calculated using the Tauc plot in coordinates (F(R)·hν)n–hν, where F(R) is the

Kubelka–Munk function equal to (1–R)2/2R, h is Planck’s constant, ν is the frequency of incident radiation, n is a constant

characterizing the type of transition (n = 1/2 and n = 2 correspond to indirect and direct transitions, respectively).

3. Results and Discussion

3.1. Results of XRD and FTIR studies of synthesized powders

Fig. 1(a) demonstrates XRD patterns of powders before (profile 1) and after (profiles 2–4) solid-phase product an-

nealing formed as a result of heating and thermal decomposition of an initial reagent mixture. A blurred halo can be noted

on the XRD pattern of the unannealed sample (profile 1), observed in the existence region of the main diffraction lines

of InFeZnO4 oxide (2θ ≈ 28–38◦). Furthermore, the absence of any diffraction maxima indicates the X-ray amorphous

nature of the powder in question. Its FTIR spectrum is shown in Fig. 1(b) (spectrum 1). The absorption bands observed

in the region of 1600–1700 cm−1 can be attributed to deformation vibrations of the –OH bonds of water molecules, while

the wide band at 3355 cm−1 can be attributed to valence ones [23]. The presence of these bands in the FTIR spectrum

of the X-ray amorphous powder allows us to conclude that there is sorption of water vapor on the surface of its particles.

The bands located in the region of 1450–1300 cm−1 and at 800 cm−1 are related to stretching vibrations of N–O bonds

and bending vibrations of the NO−

3 group [23–25]. From the FTIR spectrum of the sample annealed at a temperature of

600◦C, the intensity of the absorption bands connected with the presence of moisture and organic impurities can be seen

to decrease markedly. In addition, wide diffraction peaks appear on the XRD pattern of this powder (Fig. 1(a), profile 2),

indicating a high degree of dispersion and imperfection in the crystalline structure of the formed phase.

An increase in the annealing temperature to 800◦C leads to that in the intensity of diffraction maxima relating to the

InFeZnO4 phase (Fig. 1(a), profile 3). Moreover, intense absorption bands (478 cm−1 and 532 cm−1) appear on the FTIR

spectrum of this powder due to vibrations of metal–oxygen bonds. The bands observed above 1000 cm−1 (Fig. 1(b),

spectrum 3) disappear completely, indicating dehydration of the sample and the absence of carbon-containing residues in

it. Fig. 1(b) (spectrum 4) shows that powder annealing at 1000◦C has almost no effect on the shape and position of the

bands in the FTIR spectrum. In addition, the diffraction maxima become narrower and more intense (Fig. 1(a), profile 4),

which indicates the continuous ordering and improvement of the InFeZnO4 crystal structure.

3.2. Thermal behavior of the gel

In order to establish the temperature range in which the formation of the crystalline phase of InFeZnO4 occurs,

the features of thermal decomposition of the gel prepared by evaporation of an initial reagent mixture are investigated.

The results of TG and DSC of the test sample in the range of 25–1000◦C are shown in Fig. 2(a,b). Analysis of the

thermogram and its first derivative in temperature (DTG) (Fig. 2(a)) shows that the thermal decomposition of the gel

occurs in several stages. At the first stage which is observed in the range of 60–267◦C, the test sample loses almost half of

its mass (46.82%). This process is accompanied by a complex endothermic effect (63–234◦C) with a minimum at 144◦C

(Fig. 2(b)). The significant mass loss appears to have been caused by the removal of moisture, nitrogen oxides, and gaseous
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FIG. 1. (a) XRD patterns and (b) FTIR spectra of powders obtained after annealing of a precursor

formed as a result of thermal decomposition of the dehydration product of an initial reagent mixture

organic compounds produced as a result of the destruction of organo-inorganic products formed after dehydration of the

initial reagent mixture. When there is a further increase in temperature, a less intense exothermic effect appears on the

DSC curve (≈370–420◦C), having a maximum at 392◦C. The mass loss corresponding to this effect occurs in the range of

267–430◦C and is 18.22%. It can be assumed to be related to the continued removal of gaseous decomposition products.

Ultrafine particles of InFeZnO4 begin to form at 370◦C alongside with this process. This is supported by the absence of

thermal effects above 430◦C (Fig. 2(b)) and the results of XRD (Fig. 1(a), profile 2), according to which oxide particles

with a CSR size of ≈ 15 nm are formed at temperatures below 600◦C. A slight mass loss (2.56%) which completes at

a temperature of ≈778◦C (Fig. 2(a)) is connected with the final removal of carbonaceous residues and surface-adsorbed

water, which is confirmed by the results of FTIR spectroscopy (Fig. 1(b), profile 3).

FIG. 2. (a) TG/DTG and (b) DSC curves of the gel

3.3. Microstructural characteristics of InFeZnO4 powder

SEM images showing the change in the InFeZnO4 powder microstructure with an increase in the annealing tempera-

ture from 800◦C to 1200◦C are shown in Fig. 3 (a–c). They show that the powder annealed at 800◦C for 4 hours (Fig. 3(a))

has a cellular microstructure formed by very small grains without an apparent crystalline cut, which is consistent with

XRD data. The average size of the crystalline grain of the InFeZnO4 phase, which is assumed to be equal to the average

size of the CSR, is 36 nm. When the annealing temperature rises to 1000 ˚ C, it increases to ≈90 nm. This correlates with

the SEM data (Fig. 3(b)) showing that the grain size of InFeZnO4 is noticeably enlarged. An increase in the annealing

temperature to 1200◦C leads to the production of a microcrystalline powder consisting of well-faceted InFeZnO4 grains
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with a size of 2–5 µm (Fig. 3(c)). The XRD pattern of this powder is shown in Fig. 3(d). Its analysis demonstrates that

all observed diffraction maxima relate to InFeZnO4. The parameters of its unit cell (s.g. R–3m; Z = 3) are: a = 3.3194(1)

Å; c = 26.1310(4) Å; V = 249.35(1) Å3; ρXRD = 5998 kg/m3. Thus, the results of XRD and SEM reveal that an in-

crease in the annealing temperature of the X-ray amorphous powder (Fig. 1(a), profile 1) does not lead to the appearance

of secondary phases and is accompanied only by the enlargement of the InFeZnO4 grains and the improvement of their

crystalline faceting.

FIG. 3. (a-c) SEM images of InFeZnO4 powder annealed at temperatures of 800◦C, 1000◦C and

1200◦C for 4 hours in air. (d) XRD pattern of the powder annealed at a temperature of 1200◦C

3.4. Structure and mechanical properties of InFeZnO4 ceramics

It is preferable to use powders with particle sizes varying within a few tens of nanometers for the manufacture of

fine-grained and non-porous ceramics. In this regard, a nanocrystalline powder annealed at a temperature of 800◦C is

used to produce a dense and structurally homogeneous sample of InFeZnO4 ceramics. A typical image of the ceramics

obtained from this powder is shown in Fig. 4(a). It has a uniform dark brown staining, and its surface has no cracks

after sintering. SEM images of the cleavage of InFeZnO4 ceramics at different magnifications are shown in Fig. 4(b,c).

The SEM examination also revealed no cracks (Fig. 4(b)), which indicates the correctness of the parameters chosen for

the manufacture of ceramics. Fig. 4(c) clearly shows that the ceramic structure is formed by large (up to several tens of

micrometers) grains with a layered structure. It can also be noted that single small pores with a diameter of 1–2 microns

are visible on the surface of the cleavage, which indicates a quite high density of ceramics. Its density, which is found

using the geometric method, is 5160 kg/m3, which is ≈86% of the theoretically possible one.

The analysis has shown that there are no data on Vickers microhardness for InFeZnO4 and related oxides in the

literature so far. According to the results of testing InFeZnO4 ceramics for microhardness using the Vickers method, the

average value of its microhardness number is found to be 216.3±35.0 (2.12±0.34 GPa). To evaluate the hardness class of

InFeZnO4, the ratio proposed by Khrushchev [26] was used (Eq. (1)):

H0 = 0.675×H1/3,

where H0 is the hardness class on a 15–point scale, in which graphite corresponds to 1 and diamond to 15; H is the

experimental value of the microhardness number, expressed in kgf/mm2. According to the results of calculation using Eq.

(1), the hardness class of InFeZnO4 ceramics on the Khrushchev scale is 4.1, which is comparable in magnitude to H0

for such minerals as zincite and sphalerite (3.6–4.6) [27]. In terms of classification of minerals and synthetic materials by

their hardness numbers [27], InFeZnO4 can be attributed to materials of medium hardness (1.18–5.40 GPa).

3.5. Calculation of the band gap energy of InFeZnO4

To date, the optical properties of InFeZnO4 have not been extensively studied. Narendranath et al. [20] determined

the band gap of this oxide from the DRS data under the assumption of an indirect transition (Eg = 2.85 eV). However, the
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FIG. 4. (a) Digital image of InFeZnO4 ceramics sintered at a temperature of 1350◦C for 4 hours in air.

(b, c) SEM images of the cleavage surface obtained at different magnifications

spectrum obtained by the authors contains many bands that can be attributed to both direct and indirect transitions [28]. On

the other hand, when determining the Eg value of the isostructural oxides InGaZnO4 [3] and InGaMgO4 [29], the analysis

was conducted under the assumption of direct transitions, though this choice was not discussed by the authors. Since there

is no information about the type of optical transitions in InFeZnO4, the data that we obtained from the DRS (Fig. 5(a)) are

presented in Tauc plot both under the assumption of direct and indirect transitions (Fig. 5(b)). For both cases, the band gap

energy was found by extrapolating the linear section of the graph of the dependence (F(R)·hν)n from hν to the abscissa

axis. The value of Eg InFeZnO4 under the assumption of an indirect transition (n = 1/2) is 1.54±0.01 eV, and for a direct

transition (n = 2) it is2.25±0.01 eV. Both values obtained turn out to be noticeably lower compared to the previously

published one in [20]. The reason for this discrepancy is not obvious, however, it can be assumed that the difference in Eg

values is due to the fact that InFeZnO4 samples obtained by different synthesis methods differ in their phase composition,

as well as in the degree of dispersion and structural defects. The InFeZnO4 sample obtained by solid-phase synthesis has

a larger particle size compared to that synthesized in this work. Additionally, Narendranath et al. [20] note the presence

of ZnFe2O4, impurity, which is not observed in our case.

3.6. Evaluation of InFeZnO4 radiation resistance

Further, we will consider several criteria that allow us to draw a conclusion about the ability of the material to

resist ionizing radiation. Structural changes occurring in a solid when exposed to intermediate (∼1013–1016 ions/cm2)

and high (≥1017 ions/cm2) doses of high-energy ion irradiation can be reliably predicted using the criteria proposed by

Naguib and Kelly [30]. The first of them is that the amorphization of a crystalline solid must occur if the ratio of its

crystallization temperature (TC) to the melting temperature (Tm) exceeds 0.30. The second criterion is based on the fact

that the amorphization is most likely if the ionicity of the compound is f ≤0.47. Moreover, compounds with f values

in the range from 0.47 to 0.60 may be capable of both amorphization and preservation of their crystal structure under

irradiation. The melting point of InFeZnO4 is unknown, but the authors [9] established that this compound is thermally

stable when heated to 1550◦C. Therefore, in a rough approximation, this temperature can be assumed to be equal to the

melting point. The temperature of the onset of crystallization of InFeZnO4, estimated from the DSC data (Fig. 2(b)), is

approximately 370◦C. The calculated value of the TC /Tm ratio for the oxide studied is ≈0.33>0.30, which indicates the

possibility of its amorphization under irradiation. The ionicity of InFeZnO4 is estimated by the Pauling equation using the

electronegativity values of atoms from [31]. According to the calculation results, the ionicity is 0.528. The value obtained

falls within the range between 0.47 and 0.60, which does not allow us to draw an unambiguous conclusion about the

structural changes that can occur in InFeZnO4 under irradiation. It can be noted that zinc ferrite ZnFe2O4 has the closest

f value (0.535) to InFeZnO4. Satalkar et al. demonstrated [32] that as a result of irradiation of nanocrystalline ZnFe2O4

with 16O6+ ions with an energy of 80 MeV and fluence up to 2×1014 ions/cm2, only a slight increase in the volume of the

unit cell (up to 0.64%) and a change in the degree of cationic disordering can be observed. The formation of other phases

(crystalline or amorphous) has not been detected [32]. Furthermore, irradiation of a ceramic spinel sample with heavy Xe

ions with an energy of the order of several GeV and a fluence of 6×1011 ions/cm2 results in the formation of amorphous

latent tracks [33]. Therefore, it can be concluded that their formation is expected in the case of InFeZnO4. Moreover,

this oxide can also be assumed to have a higher radiation resistance in the nanocrystalline state. Taking into account the
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FIG. 5. (a) The diffuse reflectance spectrum of InFeZnO4 and (b) its representation in Tauc coordinates

for the case of indirect (n = 1/2) and direct (n = 2) transitions

promising thermophysical and mechanical properties of InFeZnO4, it can be summed up that nanoscale materials on its

base may be suitable for use as radiation-resistant protective coatings with special thermal properties.

4. Conclusions

In this paper, the experimental results on the production of InFeZnO4 oxide from an X-ray amorphous powder formed

during the thermal decomposition of dehydration products of a PVA mixture and metal nitrate solutions are considered.

The results of thermal analysis (TG/DSC) of the gel allow us to conclude that the ultrafine phase of InFeZnO4 is formed

in the range of 370–420◦C. It is found by XRD that the solid decomposition products are in an X-ray amorphous state,

and their annealing at temperatures of 600–800◦C gives rise to the formation of a single-phase nanocrystalline powder

InFeZnO4 with a particle size of 15–36 nm. According to SEM data, the powder annealed at 800◦C has a homoge-

neous, cellular microstructure formed by very small and poorly faceted grains, which correlates with the results of X-ray

diffraction analysis. The absence of moisture and organic residues in it is confirmed by FTIR spectroscopy. InFeZnO4

microcrystalline ceramic materials were produced using this powder. Their relative density after sintering at a tempera-

ture of 1350◦C for 4 hours in air is 86% of the theoretical one. SEM studies have shown that a homogeneous and dense

ceramic structure consisting of grains > 10 microns in size are obtained as a result of sintering. The microhardness of

InFeZnO4 ceramics, measured by the Vickers method, is 2.12 GPa. The result obtained makes it possible to classify the

manufactured ceramics as materials with medium hardness. According to DRS data, it is revealed that the Eg value of

InFeZnO4 oxide, assuming indirect band transitions, is 1.54 eV, and for direct band transitions it is 2.25 eV. In order to

predict structural changes that occur under ionizing radiation, criteria are also calculated, which allowed for the ionicity

f of InFeZnO4 and the ratio of its crystallization and melting temperatures (TC /Tm). Analysis of the calculated values

of f and TC /Tm allows us to conclude that irradiation of this material with intermediate or high doses of high-energy

ions is most likely to result in its partial amorphization. These preliminary conclusions can be taken into account while

conducting experiments aimed at changing the functional properties of InFeZnO4 by high-energy ion irradiation, as well

as in the manufacture of coating materials and devices exposed to ionizing radiation, including cosmic radiation.
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ABSTRACT The possibility of doping the KGd2F7 matrix with ytterbium and erbium ions by introducing yttrium

ions with a concentration of 25 mol.% was confirmed and the conditions were determined for the synthesis of

anti-Stokes phosphors based on single-phase KGd2F7:Yb,Er solid solutions. The dependences were revealed

of the sizes of coherent scattering regions, crystal lattice parameters, and energy yield of luminescence on

the temperature and duration of heat treatment. Heat treatment conditions were determined to ensure the

achievement of intense anti-Stokes luminescence. As a result, effective phosphors KGd2F7:Yb (20.0 mol.%),Er

(4.0 mol.%) with an energy yield of up-conversion luminescence of 3.80 % were developed. Disordering of the

crystal structure (transition from cubic to tetragonal modification) at a temperature of 600 ◦C was recorded,

corresponding to the rule of Ostwald steps.
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1. Introduction

Anti-Stokes phosphors based on fluoride matrices doped with lanthanide ions, due to a combination of unique op-

tical properties, are widely used for the anti-counterfeiting labels [1–7], increasing the efficiency of solar panels [8–11],

bioimaging [12–15], and in vivo nanothermometry [16–21], sorting of plastic waste [22, 23], etc. Currently, the most

widely studied matrices are based on β-NaYF4 [12,24–28], β-NaGdF4 [2,29,30], SrF2 [21,31–34] and BaF2 [35]. Solid

solutions in the KF–GdF3 system have been poorly studied [36], but interest in them is due to the fact that matrices based

on this system are characterized by lower phonon energy compared to other fluorides, which can lead to an increase in the

luminescence quantum yield. One of the key factors determining the efficiency of anti-Stokes luminescence is the size of

the coherent scattering regions [29, 30], since it determines the surface/internal volume ratio of crystallites. As a rule, an

increase in particle size helps to increase the luminescence intensity. In addition, the effect of the perfection of phosphor

particles on the luminescence light output was noted, which manifests itself in the magnitude of microstrains [37]. Thus,

optimization of synthesis conditions, including temperature and duration of heat treatment, is an important task to achieve

maximum efficiency of anti-Stokes phosphors.

In the present article, we report the results of the investigation of the conditions for the synthesis of anti-Stokes

KGd2F7:Yb,Er phosphors with a high energy yield and confirm the possibility of doping the KGd2F7 matrix with ions of

rare earth elements of the yttrium subgroup with a molar concentration of up to 25 %.

2. Materials and methods

The starting materials were: Gd(NO3)3·6H2O (99.99 mass %, Lanhit), Y(NO3)3·6H2O (99.99 mass %, Lanhit),

Yb(NO3)3·6H2O (99.99 mass %, Lanhit), Er(NO3)3·5H2O (99.99 mass %, Lanhit), KF·2H2O (pure grade, Chemical

plant of fluorine salts, Russia), CH3CH(OH)CH3 (extra-pure grade, Chimmed) and bidistilled water. The content of crys-

talline hydrate water in rare-earth elements (REE) nitrates was determined using thermogravimetric analysis, calcining

© Zakharova A.S., Kuznetsov S.V., Alexandrov A.A., Pominova D.V., Voronov V.V., Fedorov P.P., Ivanov V.K., 2024
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the initial crystalline hydrates of nitrates of rare earth elements to 1000 ◦C. Based on the results of the analysis, the con-

tent of crystalline hydrate water in nitrates was determined: Gd(NO3)3·5.8H2O, Y(NO3)3·10.7H2O, Yb(NO3)3·5.1H2O,

Er(NO3)3·4.5H2O. A series of syntheses of a solid solution of the composition K(YxGd1−x)2F7 was carried out according

to the reaction:

2xY(NO3) · 10.7H2O+ 2(1− x)Gd(NO3)3 · 5.8H2O+ 7KF → K(YxGd1−x)2F7 ↓ +6KNO3 + (9.8x+ 11.6)H2O.

REE nitrates were dissolved in 280 ml of bidistilled water to a concentration of 0.08 M and placed in one 500 ml

polypropylene reactor. In the second reactor, potassium fluoride was dissolved in 40 ml of bidistilled water, taken with

a 25 % excess in comparison with stoichiometry and a molar concentration of 16.4 M, which was added dropwise to the

solutions of rare earth nitrates. The resulting suspension was stirred at room temperature on a magnetic stirrer for 2 hours,

followed by decantation of the mother liquor. The precipitate was washed twice to remove unreacted salts with a 9:1

mixture of isopropyl alcohol and bidistilled water. The absence of nitrate ions was confirmed by a qualitative reaction

with a 1 % solution of diphenylamine in concentrated sulfuric acid. The precipitate was dried at 45 ◦C. The mass yield of

the reaction was 89 %.

The KGd2F7:Yb(20.0 mol.%),Er (4.0 mol.%) phosphors were obtained according to the reaction:

1.52Gd(NO3)3 · 5.8H2O+ 0.40Yb(NO3)3 · 5.1H2O+ 0.08Er(NO3)3 · 4.5H2O+ 7KF →

KGd1.52Yb0.40Er0.08F7 ↓ +6KNO3 + 11.216H2O.

The synthesis technique is similar to the technique used to synthesize K(YxGd1−x)2F7 solid solutions.

3. Experimental section

The X-ray diffraction patterns were carried out on a Bruker D8 Advance diffractometer with CuKα radiation. The

lattice parameters were calculated using the Topas 4.2 software. The sizes of coherent scattering regions were calculated

using the DIFFRAC.EVA V2.1 software. Microphotographs were taken on an Amber GMH scanning electron microscope

(Tescan, Czech Republic) at an accelerating voltage of 1 kV using a secondary electron detector. To determine the

chemical composition of the samples, an Oxford Instruments X-MAX detector with an accelerating voltage of 20 kV was

used. The average diameter of the agglomerates was determined in the ImageJ 1.52a program based on 100 particles. Heat

treatment temperatures were selected based on differential scanning calorimetry (Netzsch STA 449 F3 Jupiter, Germany)

and thermogravimetric analysis (MOM Q-1500 D). The energy yield (EY, %) of anti-Stokes luminescence was determined

using a LESA-01 fiber-optic spectrometer (BIOSPEC, Russia) using an integrating sphere (Avantes, the Netherlands). The

error in determining the energy yield of anti-Stokes luminescence was 0.02 %.

4. Results and discussion

When producing phosphors, the practically important concentration of the dopant is the doping of rare earth elements

up to 25 mol.%, since a further increase leads to concentration quenching and to the multiphase nature of the sample.

The use of yttrium makes it possible to simulate any doping of rare earth elements with the yttrium subgroup. In order

to confirm the possibility of doping the KGd2F7 matrix with ytterbium and erbium ions with concentrations of 20 and 4

mol.%, respectively, a solid solution was synthesized with the nominal composition KGd1.5Y0.5F7. The X-ray diffraction

pattern of the synthesized sample is presented in Fig. 1, the results of calculation of the lattice parameters are given in

Table 1. When using a stoichiometric amount of KF for the synthesis of a solid solution (Fig. 1a), two-phase samples are

formed: a phase based on KGd1.5Y0.5F7 and GdF3. The formation of GdF3 is associated with the leaching of potassium

by water [38]. The lattice parameters are close to the data on the JCPDS card #00-057-0574 for KGd2F7. To prevent

potassium leaching, a 25 mol.% excess of KF was used in subsequent syntheses (Fig. 1b), resulting in single-phase

samples.

Micrographs of KY0.5Gd1.5F7 sample show spherical agglomerates (Fig. 2a) with an average particle size of 152 nm

(Fig. 2b). According to EDX, the sample contains a slightly elevated content of gadolinium (KY0.47Gd1.53F7), which,

however, is within the error limits of the chosen method for determining the chemical composition.

As a result, a procedure was determined for the synthesis of single-phase solid solutions KYxGd1−xF7, in which the

concentration of the doping component was 25 mol.%, which proves the possibility of doping the matrix with ytterbium

(20 mol.%) and erbium (4 mol.%) ions.

After confirming the possibility of doping the KGd2F7 matrix with yttrium ions with a concentration of 25 mol.%,

the single-phase anti-Stokes KGd2F7:Yb (20.0 mol.%), Er (4.0 mol.%) phosphors were synthesized. Since the synthesis

was carried out from the aqueous phase, special attention was paid to determining the heat treatment regimes that ensure

the removal of physically and chemically bound water. The presence of water and hydroxyl ions leads to quenching

of luminescence [43, 44]. According to differential scanning calorimetry and thermogravimetry, smooth weight loss

(∆ = 0.09 wt.%) occurs in steps and ends at a temperature of 340 ◦C (Fig. 3). An exothermic peak is observed on the

DSC curve at a temperature of 600 ◦C, probably corresponding to a phase transition.
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FIG. 1. X-ray diffraction patterns of samples of KGd1.5Y0.5F7 solid solutions: a – KY0.5Gd1.5F7 with

a stoichiometric amount of KF; b – KY0.5Gd1.5F7 with a 25 % excess of KF; c – card JCPDS#00-057-

0574, corresponding to the KGd2F7 phase. The red dot marks the reflections of the GdF3 phase

TABLE 1. Crystal lattice parameters of KY0.5Gd1.5F7 samples prepared at different potassium fluoride concentrations

Sample

code in

Fig. 1

Composition
Lattice parameters, Å

Amount of KF

K(YxGd1−x)2F7 GdF3

a KY0.5Gd1.5F7 a = 5.7366(2)
a = 6.6513(91)
b = 6.9696(51)
c = 4.3790(37)

Stoichiometric amount of KF

b KY0.5Gd1.5F7 a = 5.7337(1) 25 % Excess of KF

c
KGd2F7

JCPDS #00-057-0574
a = 5.762(2)

FIG. 2. SEM micrographs (a) and particle size distribution (b) for the sample of KY0.5Gd1.5F7
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FIG. 3. DSC-TG data for the KGd2F7:Yb,Er sample

To identify the nature of the exothermic effect at 600 ◦C and determine the heat treatment temperature that ensures

the production of the most effective phosphors of the composition KGd2F7:Yb(20 mol.%), Er(4 mol.%), and taking into

account papers [33, 38], we selected the temperatures 500 and 600 ◦C. The heat treatment of anti-Stokes phosphors was

carried out using two methods. In the first case, when the specified temperature was reached, the sample was immediately

removed from the oven. In the second case, it was kept at this temperature for 4 hours.

X-ray diffraction patterns of KGd2F7:Yb(20 mol.%),Er(4 mol.%) samples after heat treatment at temperatures of 500

and 600 ◦C with exposure for 0 hours and 4 hours are shown in Fig. 4.

For the samples annealed at 500 ◦C (0 h) (Fig. 4a) and 500 ◦C (4 h) (Fig. 4b), the X-ray diffraction patterns

correspond to the cubic structure of KGd2F7 (JCPDS #00-057-0574) with a slight shift in the X-ray reflections compared

to JCPDS #00-057-0574 due to the substitution of gadolinium ions by ytterbium and erbium ions [34], which have smaller

radii. After heat treatment at 600 ◦C (0 h) (Fig. 4d), a change in the crystal structure from cubic to tetragonal is observed,

which is completed by heat treatment for 4 h (Fig. 4e). This process is explained by the ordering of the structure according

to the Ostwald step rule [40]. Calculations of lattice parameters and coherent scattering regions (CSR) are presented in

Table 2.

FIG. 4. X-ray diffraction patterns of KGd2F7:Yb(20 mol.%),Er(4 mol.%) powders prepared under dif-

ferent heat treatment conditions: a – 500 ◦C, 0 h; b – 500 ◦C, 4 h; c – JCPDS #00-057-0754; d – 600 ◦C,

0 h; e – 600 ◦C, 4 h; f – X-ray diffraction pattern of sample K0.33Gd0.67F2.33 with a tetragonal crystal

lattice from the article [39]
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TABLE 2. Crystal lattice parameters of KGd2F7:Yb (20 mol.%), Er (4 mol.%), samples prepared under

different heat treatment conditions

Heat

treatment

T , ◦C

Heat

treatment

duration, h

Sp. group Lattice parameters, Å
CSR,

nm

Composition according

to EDX
EY*, %

500 0 Fm-3m a = 5.7341(2) 47 KGd1.49Yb0.39Er0.07F6.85 0.40

500 4 Fm-3m a = 5.7382(2) 56 KGd1.48Yb0.38Er0.07F6.79 0.54

600 0 P4/mmm a = 4.0630(4), c = 5.7250(6) 67 KGd1.48Yb0.38Er0.07F6.79 1.10

600 4 P4/mmm a = 4.0242(1), c = 5.8253(3) 79 KGd1.48Yb0.38Er0.07F6.79 3.80

JCPDS #00-057-0574 Fm-3m a = 5.762(2)

* [39] P4/mmm a = 4.061, c = 5.853

With increasing temperature and time of heat treatment, a slight increase in lattice parameters and CSR values was

revealed. DSC-TG and X-ray diffraction data allow us to conclude that the detected exo-effect at 600 ◦C corresponds to a

change in structure from cubic to tetragonal. The X-ray diffraction pattern retains the main X-ray reflections corresponding

to the cubic structure, but additional peaks with lower intensity appear which corresponds to the ordering of the crystal

lattice. Note that the equilibrium modification KGd2F7 is characterized by a tetragonal system, the crystal lattice of which

is derived from the fluorite structure [41].

Scanning electron microscopy data for samples subjected to heat treatment under various conditions confirm the

results of DSC-TG and XRD. Rounded agglomerates with an average diameter of about 145 nm are visible in the images

of samples annealed at a temperature of 500 ◦C (Fig. 5a,b). In samples that were annealed at 600 ◦C a change in

morphology is observed with simultaneous sintering of agglomerates to micron size.

According to the results of energy dispersive analysis (Table 2), an overestimation (by 3 %) of the potassium content

in all samples was revealed compared to the stoichiometric one. The content of ytterbium and erbium, within the error of

the determination method, corresponds to the nominal.

For the KGd2F7:Yb (20.0 mol.%), Er (4.0 mol.%) samples, anti-Stokes luminescence spectra were recorded (Fig. 6)

and the energy yield was estimated using an integrating sphere (Table 1). In the luminescence spectra, characteris-

tic luminescence bands of erbium are observed in the red and green regions of the spectrum, which correspond to the
4F9/2 →4I15/2 and 2H11/2,

4S3/2 →4I15/2 transitions of erbium, respectively. The most intense band was recorded at

670 nm.

The data obtained indicate a significant increase in the efficiency of anti-Stokes luminescence with increasing temper-

ature and time of heat treatment due to an increase in both particle size and ordering of the crystal structure. The highest

value of the energy yield of anti-Stokes luminescence (3.80± 0.02 %) was recorded for a sample with a tetragonal crystal

lattice after annealing for 4 hours at 600 ◦C. The achieved energy yield of anti-Stokes luminescence is 2.25 times higher

than that presented in the literature [33], which is due to the ordering of the crystal structure of the phosphor.

Note that both cubic and tetragonal modifications of KGd2F7 should contain clusters of the Gd6F37 type [42] with

a size of about 1.5 nm. The close arrangement of Yb/Er cations in these clusters ensures efficient energy transfer and

contributes to obtaining a high light output of anti-Stokes luminescence.

5. Conclusion

A single-phase solid solution with a fluorite structural type of composition KY0.5Gd1.5F7 was synthesized by us-

ing the co-precipitation from aqueous solutions technique while varying various synthesis parameters. An optimized

procedure for the synthesis of a solid solution of the specified composition involves a dropwise addition of 25 % ex-

cess potassium fluoride to a solution of rare earth nitrates, followed by washing with a 9:1 mixture of isopropyl alcohol

and bidistilled water. Using the proposed method anti-Stokes phosphor powders of KGd2F7:Yb(20 mol.%),Er(4 mol.%)

were synthesized for which an increase in the sizes of coherent scattering regions, lattice parameters, and energy yield

of up-conversion luminescence is observed with increasing duration and temperature heat treatment. The heat treatment

temperature (600 ◦C) has been determined at which ordering of the KGd2F7:Yb(20 mol.%),Er(4 mol.%) structure occurs,

which consists in a change in the structural type from cubic to tetragonal. The highest energy yield of up-conversion

luminescence (3.80 %) was recorded for a sample with a tetragonal crystal lattice (P4/mmm, a = 4.024 Å, c = 5.825 Å).



Highly dispersed anti-Stokes phosphors based on KGd2F7:Yb,Er single-phase solid solutions 707

FIG. 5. SEM micrographs of a KGd2F7:Yb (20 mol.%),Er(4 mol.%) sample after heat treatment under

various conditions: a – 500 ◦C, 0 h; b – 500 ◦C, 4 h; c – 600 ◦C, 0 h; d – 600 ◦C, 4 h

FIG. 6. Luminescence spectra of KGd2F7:Yb(20 mol.%),Er(4 mol.%) samples after heat treatment
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ABSTRACT Synthesis of CdSTe nanoparticles using CdCl2, Na2S2O3 and TeO2 solutions under the action of

laser radiation was experimentally studied. The radiation source was a pulsed Nd:YAG laser with built-in gen-

erators of the 2nd and 3rd harmonics, designed to generate radiation with a wavelength of 1064, 532, and 335

nm. The laser pulse duration was 10 ns with an energy of 135 mJ per pulse. In a colloidal solution, the forma-

tion of nanoparticles with a diameter of 10 to 50 nm was observed. X-ray diffraction analysis established that

the crystal structure of the nanoparticles is the same as that of the bulk material (hexagonal). It is shown that

the photoluminescence emission of the obtained nanoparticles has a green color (∼560 nm) and is associated

with the radiative recombination of free excitons.

KEYWORDS CdSTe nanoparticles, laser ablation, photoluminescence.
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1. Introduction

Among the most common semiconductor nanoparticles of groups II–VI, CdSTe nanocrystals are of great interest for

applications in optoelectronics, solar cells, LEDs, and biology [1–5]. Due to the developed surface (in a 1 nm particle,

almost all atoms are surface atoms) and the manifestation of the quantum confinement effect [6], nanosized semiconduc-

tors have unique optical, electronic, catalytic, and other properties that are attractive to researchers. For example, solar

cells based on nanosized cadmium telluride demonstrate a record efficiency of solar energy conversion and are currently

considered more promising for mass application compared to traditional silicon batteries [7,8]. To obtain nanoclusters and

nanostructured materials, various methods are used: gas-dynamic, chemical, plasma, beam [9–18]. CdSTe nanocrystals in

solution are most often obtained by chemical synthesis using organometallic “precursors”. These methods provide nearly

monodisperse nanocrystals that exhibit narrow photoluminescence emission (up to ∼30 nm) as well as high quantum

yields. However, in general they require the use of expensive, pyrophoric, hazardous chemical precursors, as well as high

temperatures and long reaction times.

One of the most promising methods for the synthesis of clusters is pulsed laser ablation (PLA) [1, 4]. Its main

advantage is the ability to exclude the presence of foreign impurities in synthesized nanostructures, which is especially

important for applications (one foreign atom in a 2 nm particle corresponds to a defect concentration of ∼1021 cm−3 and

can significantly change its properties). The advantages of the PLA method also include its flexibility and the ability to

control the process of cluster growth. The formation of nanoclusters during PLA can occur according to two different

scenarios: aggregation of the initial ablation products (atoms, molecules) in an expanding laser plasma and direct emission

from the irradiated surface. Recently, significant progress has been made in the PLA synthesis of single-component

semiconductor nanoclusters with controlled size, shape, and optical properties [19, 20], as well as in the understanding

and quantitative description of the cluster formation process [21–23]. Laser ablation of nanoparticles in a liquid has

attracted great interest due to its simplicity, the absence of the need for surfactants, and good control of the size and shape

of synthesized nanoparticles [24,25]. In this method, many parameters, such as laser radiation flux density, laser radiation

wavelength, pulse duration, and type of colloidal solution, can affect the characteristics of synthesized nanoparticles.

It should be noted that in all the above works devoted to laser ablation, bulk CdSTe crystals grown by the Bridgman

method were used as target materials. Laser ablation was carried out either in a vacuum or by immersing the target in

various liquids, using ultrashort nano and femtosecond laser pulses. Indeed, the synthesis of CdSTe nanoparticles by laser

ablation, as noted, has great advantages over other methods. However, it should be taken into account that this method

requires the growth of undoped CdSTe crystals, which is by no means a simple technological problem. In this work,

we propose a new method for obtaining nanoparticles, direct interaction of laser radiation with solutions that make up

the components of CdSTe nanoparticles. As shown by our experimental studies, the structural characteristics and optical

properties of CdSTe nanoparticles are significantly superior to those of nanoparticles obtained using a solid target.

© Jafarov M.A., Salmanov V.M., Mamedov R.M., Nasirov E.F., Mammadova T.A., 2024
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2. Experimental technique

CdSTe nanoparticles were synthesized in solution using the reactive laser ablation method. Highly pure CdCl2
(99.9 % pure from Sigma Aldrich), Na2S2O3 (99.95 % pure from Sigma Aldrich) and TeO2 (99.99 % pure from Sigma

Aldrich) powders mixed with distilled water were used as initial raw materials. The reaction proceeded according to the

following formula:

2CdCl2 + 2TeO2 + Na2S2O3 + H2 = 2CdSTe + 2NaCl + 2HCl + 4O2 (1)

Immediately after irradiation with a laser pulse, CdSTe nanoparticles were formed. The ablation process was per-

formed by laser radiation with a wavelength of λ = 1064 nm, with a pulse energy of 135 mJ and an ablation time of

∼ 10 min. The radiation source was pulsed Nd:YAG laser with built-in generators of the 2nd and 3rd harmonics, de-

signed to generate radiation with a wavelength of 1064, 532, and 335 nm. The laser pulse duration was 10 ns with a

maximum power of ∼ 12 MW/cm2. The radiation intensity was varied using calibrated neutral light filters. The optical

absorption and luminescence spectra of CdSTe nanoparticles were studied using an automatic M833 double dispersion

monochromator (spectral resolution ∼ 0.024 nm at a wavelength of 600 nm), with computer control and a detector that

records radiation in the wavelength range of 350–2000 nm. The scheme of the experimental setup for ablation of CdSTe

nanoparticles is shown in Fig. 1.

FIG. 1. Scheme of the experimental setup

Fig. 2 shows the diffraction pattern (XRD) of nanoparticles from drops of a colloidal solution of CdSTe dried on a

clean glass substrate. CuKα, λ=1.544178 Å SSFOM: F17-610.0.5.10.60 were used as the radiation source. It is shown

that the diffraction planes (111), (200), (220), (311), (222), (400), (331), (422), and (511) at 2θ diffraction angles 23.620,

27.890, 38.970, 45.280, 49.340, 56.750, 63.600, 73.220, and 76.840, respectively, correspond to the cubic (zinc blende)

structure of the bulk CdSTe crystal [24], which confirms the crystal structure of the synthesized nanoparticles, which is

the same as that of the bulk material. Based on the X-ray diffraction patterns, using the Debye–Scherer formula [21], the

sizes of the obtained nanoparticles were calculated:

D =
kλ

β cos θ
(2)

where D is the sizes of nanoparticles, k = 0.9 is the line shape factor (shape factor), β = 0.035 Å is the intensity

maximum half-width (FWHM- Full Width at Half Maximum), λ is the X-ray wavelength, λ = 1.54 Å, θ-Bragg angle,

cos θ = 0.727.

Estimates show that the average size of CdSTe crystallites is 27.434 nm (see Table 1).

Morphologists. The surfaces of the synthesized CdSTe nanoparticles were studied using AFM analysis. Fig. 3 shows

a 3D AFM image of CdSTe nanoparticles on a glass substrate. As can be seen from the figure, a homogeneous distribution

of particles in the presented figure is not observed.

The histogram of particle size distribution is shown in Fig. 4. The average particle size estimated using the software

was about 40–50 nm. The particle size value is higher than calculated by X-ray diffraction analysis. This is due to the

fact that XRD depends on the free volume of dimensional defects, while AFM directly visualizes the grain without taking

into account the degree of defectiveness of the crystal.

The absorption curve from a colloidal solution of CdSTe nanoparticles is shown in Fig. 5a. The onset of absorption

at ∼ 500 nm is consistent with the absorption of an ensemble of nanoparticles whose maximum diameter is ∼ 50 nm.

Taking into account that CdSTe is a semiconductor with a direct band gap, from the dependence , the band gap of the



712 M. A. Jafarov, V. M. Salmanov, R. M. Mamedov, E. F. Nasirov, T. A. Mammadova

FIG. 2. Diffraction pattern (XRD) of CdSTe nanoparticles on a glass substrate

TABLE 1. Crystallite size

2 theta Crystallite size

23.62(3) 111 28.27 nm

27.891(9) 200 34.91 nm

38.97(3) 220 16.31 nm

45.28(5) 311 23.66 nm

49.347(14) 222 39.72 nm

56.75(8) 400 47.17 nm

63.60(5) 331 20.78 nm

73.2(1) 422 10.87 nm

76.84(3) 511 25.22 nm

average crystallite size: 27.434 nm

studied samples was determined, which turned out to be equal to Eg = 2.46 eV (Fig. 5b). This value is 0.97 eV larger than

the band gap of a bulk undoped CdSTe crystal, (eV (∼827 nm) [1]. It should be noted that the shift of the red absorption

band of nanoparticles to the short-wavelength region of the spectrum compared to a bulk crystal is a characteristic feature

of semiconductor nanoparticles, which is related to the quantum size effect.

FIG. 3. AFM image of CdSTe nanoparticles on a glass substrate
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FIG. 4. Histogram of particle size distribution

FIG. 5. Optical absorption spectrum (a) and dependence α2
∼ f(hν) (b) of CdSTe nanoparticles

obtained in a colloidal solution

FIG. 6. Photoluminescence spectra of CdSTe nanoparticles at two different excitation powers, the sec-

ond harmonic of a neodymium laser (eV): 1–1 MW/cm2; 2–10 MW/cm2



714 M. A. Jafarov, V. M. Salmanov, R. M. Mamedov, E. F. Nasirov, T. A. Mammadova

Fig. 6 shows the photoluminescence spectra of CdSTe nanoparticles excited by the second harmonic of the Nd:YAG

laser (eV). As can be seen from the figure, the emission maximum of nanoparticles corresponds to wavelengths ∼ 510 nm

(2.43 eV). An increase in the laser light power by 1.2 times does not affect the position of the spectra, but leads to an

increase in the radiation intensity by ∼ 2.1 times. As regards the nature of the observed radiations, in our opinion they

are due to the radiative recombination of free excitons.

Knowing the energy of free excitons in CdSTe (∼ 29 meV), it is possible to determine the band gap of nanoparticles,

which is equal to 2.46 eV, which is in satisfactory agreement with the value determined from the absorption spectrum.

3. Conclusion

A new method for synthesizing CdSTe nanoparticles by laser radiation is proposed. Highly pure CdCl2 , Na2S2O3

and TeO2 powders mixed with distilled water were used as initial raw materials. The ablation process was performed by

laser radiation with a wavelength of 1064 nm, with a pulse energy of 135 mJ and an ablation time of ∼ 10 min. Under

these ablation conditions in a colloidal solution, the formation of nanoparticles with diameters from ∼ 10 to ∼ 50 nm

was observed. It is shown that the synthesized nanoparticles retain the crystalline structure of the bulk material and emit

photoluminescence at 560 nm associated with the radiative recombination of free excitons.
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ABSTRACT Small angle X-ray scattering optical and Mössbauer spectroscopy has been used to study ionic

channels in perfluorinated Nafion®-type membranes. X-ray scattering data have revealed the ordering of ionic

groups of polymer chains at nanoscales into extended fine channels for proton conductivity. Then the mem-
branes were saturated with Fe3+ ions to probe their interaction with sulfonic groups. This remarkably changed

electron properties of copolymer in which the energy of optical gap has decreased. The Mössbauer spectra
have confirmed that even at ambient temperature in membrane, Fe3+ ions are assembled into antiferromag-
netic dimers with water shells and associated with sulfonic groups at the channel surfaces. The applied com-
plementary methods allowed us to examine a short-range order of ionic groups forming a network of channels
in membranes that provide their functional properties in hydrogen fuel cells.

KEYWORDS ion, channel, membrane, structure, gamma-spectroscopy

ACKNOWLEDGEMENTS The work was supported by the Russian Science Foundation under Grant No. 23-

23-00129. The authors thank Professor V. G. Semenov for methodological help, Engineers I. N. Ivanova,
L. I. Lisovskaya for technical assistance.

FOR CITATION Lebedev V.T., Kozlov V.S., Remizov M.V., Kulvelis Yu.V., Primachenko O.N., Marinenko E.A.,

Peters G.S. Ionic channel structure in perfluorinated membranes studied by small angle X-ray scattering,
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1. Introduction

The crucial problem of hydrogen power industry is related to the creation of solid polyelectrolytes serving as ion-

exchange membranes for proton transport in fuel cells [1–3]. Presently these key materials are mainly based on Nafion®

and Aquvion® perfluorinated copolymers which provide necessary functional characteristics of membranes (proton con-

ductivity, strength, mechanical and thermal stability, low fuel crossover) [4–7]. The ways of the following improvement

of these materials cannot be found without a detail analysis of their complicated nanostructure [8–11] which is formed

as a result of the segregation of nonpolar chain fragments (partially crystallized) from ionic groups forming narrow pores

and channels for water and proton transport [12–18].

Despite of various studies [8–18] of membranes based of perfluorinated copolymers, the present knowledge of self-

assembly regularities of ionic groups still remains not satisfactory and various models of their package into channel

networks are discussed [11]. Mostly these models propose a formation of nano-sized pores (few nanometers) covered

with ionic groups and connected via fine channels (∼ 1 nm in diameter) occluded by nonpolar chain fragments and

partially ordered in polymer matrices [8–11].

To understand the subtle features of molecular ordering in membranes, the X-ray and neutron small angle scattering

methods (SAXS, SANS) [9–11] along with electron and atomic force microscopy (TEM, SEM, AFM) are used [19–23].

In addition, the Mössbauer (gamma-resonance) spectroscopy (MS) has been applied [24–26] to examine ion-exchange

membranes and search for their channel structure, charge states of ions, local symmetry and nearest environment of ions,

their magnetic interactions with neighboring atoms, local mobility when ions are bound to hydrophilic polymer fragments.

The MS data makes it possible to judge the local heterogeneity of functional groups distribution, in particular, sulfonic

© Lebedev V.T., Kozlov V.S., Remizov M.V., Kulvelis Yu.V., Primachenko O.N., Marinenko E.A., Peters G.S., 2024
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acid groups, which ensure ion exchange in membrane channels. MS in combination with electron microscopy and X-

ray diffraction are indispensable methods for studying the relationship between the structure and functional properties of

ionomers as the main materials of proton-conducting membranes – key elements of hydrogen fuel cells. [27–29].

The authors [30] analyzed the chemical state and microstructure of Nafion® membranes using EXAFS and MS

methods when replacing protons in ionic groups with iron ions by saturating the membranes with iron salts and further

drying the samples. The introduction of iron ions (∼ 1 wt.%) into membrane films made it possible to perform the MS

experiments at low temperatures (80 and 4.2 K) for measuring isomeric shifts and quadrupole splitting of absorption

lines showed the oxidation degree of iron cations in membrane channels. The analysis of the spectral profile for the

X-ray absorption near edge spectroscopy (XANES) confirmed a local ordering of iron ions surrounded by oxygen shells

at the distance of 0.2 nm due to the formation of Fe(H2O)2+6 and Fe(H2O)3+6 complexes when the membranes were

saturated with FeSO4 or FeCl3 salts. In perfluorinated ionomers with iron additive the MS has revealed the specificity

of aggregation of ionogenic groups that led to the formation of conducting channels in membranes and determined their

functional properties.

The ionomers in perfluorinated membranes [31] have a complex morphology, since their sulfonic acid groups, to-

gether with counterions, form nanoscale aggregates that ensure physical cross-linking of polymer chains [32,33]. For this

reason, a cation exchange may significantly modulate chemical, physical and functional properties of ionomers, change

their glass transition temperature, Young’s modulus, chain mobility [32–38], permeability, transport and gas separation

efficiency [39] due to the influence of cations on pristine material [40].

A modification of Nafion® membranes by exchanging H+ ions for Fe3+ cations was undertaken [40] to limit the

mobility of chain segments with cationic crosslinks, increase its resistance to unwanted plasticization by gas mixtures,

and increase the rigidity of chains through ionic interactions between Fe3+ cations and sulfonate anions, and ultimately,

to improve a diffusion selectivity of material. The MS experiments are able to give a detail information on the structure of

channels when introduced ions with Mössbauer [41] serve as tiny local probes to study membranes. Except of fundamental

interests, there are some technical reasons to analyze the interactions of polyvalent iron with ion exchange membranes,

e.g. to predict their fouling and find strategies to combat it. This motivated authors [42] to study the sorption (desorption)

of Fe(III) particles in Nafion® membranes by MS. This method is able to deliver really exceptional information on Fe2+,

Fe3+ ions localization, their environment in Nafion® [30] and other ionomer materials [26].

Indeed, there are great prospects to design new ion-exchange nanomaterials for various applications (electrical en-

gineering, electronics, information technologies, biomedicine, hydrogen power) by using a combination of structural

methods and MS to analyze charge states, localizations and atomic environments of magnetic iron atoms. This approach

allows obtaining a valuable information for targeted synthesis and achieving the desired properties of materials.

The aim of our study was first to analyze the nanostructure of the perfluorinated membranes of Nafion®-type copoly-

mer by complementary SAXS, determine the characteristics of ionic channels and their grouping into bunches. At the

second stage of work, we tried to search subtle features of membrane ionic channels when saturated them with iron ions

to examine their interactions and assembly with copolymer sulfonic groups covering the inner surface of ionic channels

in membranes by optical and gamma-resonance absorption (MS) methods which gave the information on the influence

of embedded iron ions on the energy of ionomer optical gap and shown the association of these ions with its sulfonic

groups.

2. Experimental: samples and methods

We have synthesized perfluorinated Nafion®-type copolymer by solution copolymerization of tetrafluoroethylene

(TFE) with perfluoro(3,6-dioxa-4-methyl-7-octene)sulfonyl fluoride monomer (FS-141) [43] with equivalent weight of

EW = 900 g-eq/mol (chain fragment mass per sulfonic group SO3H) [44]. We used the copolymer in –SO3Li form

to produce the membrane films by casting method [45]. The copolymer, dissolved in dimethylformamide (DMF), was

applied to a glass substrate. After the film was formed from solution by removing the solvent by heating, it was transferred

to –SO3H form by washing in 15 % nitric acid, turning it into a proton-conducting membrane [45]. Then the films (60 µm,

capable of water absorbing up to ∼ 40 wt.%) were dried and annealed at 100 ◦C to have stable (equilibrium) structure [45].

The dry membrane films were examined by small angle X-ray scattering (SAXS) using the BioMUR beamline (NRC

Kurchatov Institute, Moscow, Russia) [46]. The SAXS intensities distributions I(q) were measured in the range of scatter-

ing vector modulus q = (4π/λp) sin(θ) = 0.04 – 4.0 nm−1 for photons with wavelength λp = 0.1445 nm and scattering

angle 2θ. The data corrected for background were interpreted in terms of the methodology of SAXS experiments [47].

To perform optical absorption and MS studies we saturated the films with 0.2 M FeCl3 solution of followed by

vacuum drying according to the method [30] to achieve the desirable iron concentration in membranes (2 wt.%). The

pristine and modified membranes at ambient temperature (20 ◦C) were tested in the measurements of the optical density

D(λ) at light wavelengths λ = 190 – 1100 nm by the spectrophotometer DU-8600RN(PC) (Drawell Scientific, Yuzhong

District, Chongqing, China).

The MS experiments were carried out on the modified samples to search the iron ions arrangement inside the conduc-

tive channels coated with SO3H-groups, determine the ions’ charge state and forms of their association with the groups

at the conditions which are relatively close to those in hydrogen fuel cells [48]. The MS spectra were recorded on the
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original spectrometer built at PNPI in collaboration with the Institute of Chemistry of St. Petersburg State University [49].

We have carried out the transmission measurements in fixed geometry using gamma source 57Co moves in constant ac-

celeration mode (triangular profile of Doppler velocity). We have calibrated the velocity scale against generally accepted

α-Fe standard before the experiments. To process the spectra, we used the MOSSFIT program for Lorentzian line shape

description. More details on the spectrometer performance can be found in recent publications [50, 51].

3. Results and discussions

3.1. SAXS studies

SAXS data for Nafion®-type copolymer (EW = 900 g-eq/mol) in range of scattering vector modulus q ∼ 0.04 –

4.0 nm−1 (Fig. 1) corresponding to the spatial scales 2π/q ∼ 100 – 102 nm have revealed narrow ionic channels with

transversal gyration radius Rg < 1 nm which are surrounded by the shells of skeletal chains with partially crystalline order

and locally ordered into nanoscale bundles (domains). Indeed, the scattering intensities I(q) increased at q ≤ 0.1 nm−1

displayed in membrane the presence of polymer domains of ∼ 101 – 102 nm in size (Fig. 1). At larger q we detected a local

ordering of ionic channels packed into bundles with spatial period of channel arrangement LP ∼ 2π/qm corresponding

to the position of the ionomer peak qm ∼ 2 nm−1 (Fig. 1).

FIG. 1. SAXS intensities I(q) vs. scattering vector modulus for dry Nafion® film. Ionomer peak

position at qm is indicated. Insert: ionomer peak fitting by function (1)

We used the model of thin straight ion channels being cylindrical pores with a diameter of dCH = 2
√
2Rg ∼ 1 nm

much smaller than their length L ∼ 101 – 102 nm. In the membrane, such connected linear fragments form a proton-

conducting channel network. Locally these fragments are grouped into bundles of several units. This is a generally

accepted model confirmed by structural data [10]. In our case, it was a principal interest to determine the structural

characteristics of the channels and their mutual ordering at small scales R ≪ L, comparable with the diameter of the

channels and the transverse period of their local packing (LP ), in order to compare the data with the results of Mössbauer

experiments characterizing the charge state of the iron ions in the channels when these ions interact with the surrounding

sulfonic acid groups.

So, the goal was to find from the ionomer peak parameters the channel diameter corresponding to the radius Rg ,

their packing period LP and at last the number in the bundle NCH , which determines the transverse size of the bundle.

Bundles of channels in polymer shells are elongated amorphous-crystalline polymer domains. In general, the membrane

has a complex structure with alternating crystalline and amorphous regions differing in the packing density of polymer

chains at the scales R ∼ 101 – 102 nm [10]. Accordingly, on the scattering intensity curve, in addition to the ionomer

peak a wide maximum weakly expressed presents at q ∼ 0.7 nm−1. It should be attributed to the contacts of bundles

(domains) at a characteristic distance of 2π/q ∼ 10 nm of the order of their width. The length of the domains can be

judged from the behavior of the scattering curve at low scattering vectors q ≤ 0.1 nm−1. In the Guinier approximation,

the gyration radius of these objects is RG = 36± 1 nm and their length is approximately L =
√
12RG ≈ 125 nm as for

thin rods.

The data treatment for large scattering vectors q = 1 – 4 nm−1 allowed us to evaluate the characteristics of ion

channels and their arrangement using the scattering function

I (q) =

A
q
exp

[

−(qRg)
2
/2
]

[

1 + (q − qm)
2
/Γ2

] +
B

q
exp

[

−
(qRg)

2

2

]

+Bg, (1)
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where the first term describes the ionomer peak at q = qm with the amplitude A, full width at half maximum Γ with the

factor 1/q which corresponds to the scattering from linear fragments of fine channels having small transversal gyration

radius Rg , the second term represents the contribution of the channels when there is no interference in scattering between

them and the constant Bg is the background. Note, for our dry membrane with mostly closed pores and squeezed thin

ionic channels the scattering at high scattering vectors obeys asymptotic 1/q behavior but not 1/q4 for smooth (sharp)

borders which really absent since in the ionic channels the terminal sulfonic groups of side chains of copolymer are

contacted and overlapped that makes the borders of channels very diffuse. In this case, taking into account the atomic

structure of scattering particles, using the representation of their correlation function as a sum of δ-functions, leads to the

appearance of a constant component in the scattering intensity [47].

The data (Fig. 1) obeyed the function (1) with fitting parameters: A = 125±6 nm−1 arb.un., qm = 2.25±0.02 nm−1,

Γ = 0.64±0.03 nm−1, B = 24.1±5.6 nm−1 arb.un., Rg = 0.59±0.01 nm, Bg = 1.58±0.10 arb.un. The parameter Rg

defines the diameter of channels, dCH = 2
√
2Rg = 1.67 ± 0.03 nm, that is really a characteristic size of ionic channels

in such type of membranes [52]. The channels are packed with transversal period LP = 2π/qm = 2.79± 0.03 nm which

is the outer diameter of polymer shells around them. Respectively, the difference of the parameters LC and dCH gives the

thickness of polymers shells, δS = (LP −dCH)/2 = 0.56±0.02 nm. This magnitude corresponds to the length of folded

chain fragment between neighboring ionic groups, nL1/2 ≈ 0.6 nm, where n = 4.6 is the average number of (CF2–CF2)

units and L1 ≈ 0.25 nm is their size along chain fragment. Hence, the shells around ionic channels are the assemblies of

folded chain fragments like in inverted micelles [11].

As far as the parameter A is a measure of interference in scattering from neighboring channels in bundles, and the

parameter B corresponds to individual scattering from linear channel fragments in bundles, the ratio of these character-

istics gives the number of channels in a bundle, NCH = (A/B) + 1 = 6.1 ± 0.1. So, parallel channel fragments in

membrane are locally gathered into the bundles while each bundle integrates about six channels that is in agreement with

the structural modeling [11].

Meanwhile, in the structural analysis it should be understood that in reality, the polymer matrix is an amorphous-

crystalline continuum and can only be conditionally divided into bundles (domains) scattering independently. So, the

ionomer peak includes contributions not only from channels within individual bundles, but also from the channels in

the nearest contacting bundles packed into a common polymer matrix. In view of this, it is not possible to attribute

the parameters of the scattering function (A, B) to one or another discrete model of an isolated bundle. As a result,

the average degree of channel aggregation was estimated from the found ratio A/B, and the approximate ratio Lp =
2π/qm was used to determine the average period of channel packing. The allocation of discrete structural levels in

membranes as a result of local segregation of polar and non-polar fragments of copolymers forming a structure with

nanosized amorphous-crystalline regions is conditional and does not allow developing satisfactory quantitative structural

models of perfluorinated membranes. The models presented are applicable to well-oriented, highly ordered membranes

that may be created in the future.

Since ionic channels with hydrophilic inner surface covered with SO3H groups can adsorb water, in swollen state this

copolymer may provide ionic transport via proton diffusion with water molecules, but protons diffuse also by Grotthuss

mechanism by means of short jumps (∼ 0.05 – 0.07 nm) between polarized water molecules (H3O+), that mainly provides

proton conductivity [53]. Therefore, it was important to study the ion exchange in diffusion channels of membrane. For

this purpose, we saturated it with Fe3+ ions and measured optical absorption spectra to detect their interactions with

copolymer.

3.2. Optical absorption in membranes

The absorbance spectra D(λ) have shown the greater optical density for the membrane saturated with iron ions in the

wavelength intervals 370 – 450 and 600 – 900 nm comparative to the data for pristine membrane (Fig. 2). The association

of iron ions with copolymer influenced its optical gap energy (Eg). Its original magnitude Eg0 = 3.35± 0.01 eV became

smaller by ∼ 5 %. For modified material we found the energy EgM = 3.19 ± 0.01 eV using Tauc relation [54] between

the photon energy and absorption coefficient. This relation in terms of optical density D(λ) vs. reciprocal wavelength is

as following,
[

D(λ)

λ

]2

= B

(

1

λ
−

1

λg

)

, (2)

where λg is the wavelength corresponding to the photon energy Eg , the coefficient B depends on transition probabil-

ity [55, 56]. A linear approximation of [D(λ)/λ]2 vs. 1/λ has given the wavelengths λg0 = 370.4 ± 0.1 nm and

λgM = 389.1± 0.2 nm for original and modified membrane (Fig. 3), and corresponding magnitudes of energy gap (Eg0,

EgM ) were evaluated.

The decrease in energy gap agrees with common trends in the changes of electronic properties of polyelectrolytes, e.g.

for Poly(vinyl alcohol) (PVA) doped FeCl3 [57]. Such kind polymer-metal composites are prospective semiconductive

materials for numerous applications (optoelectronic devices, solid-state batteries, solar cells) [57–59]. In these materials,

it is of crucial importance to regulate the coordination of metal atoms with ionic groups in polymer matrices. In our case,

the information on iron ion assembling with sulfonic groups at channel walls was obtained in the MS experiments.
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FIG. 2. Absorbance spectra D(λ) at wavelengths 300 – 900 nm for pristine (1) and filled with Fe3+

membranes (2)

FIG. 3. Absorption data Tauc presentation for pristine (1) and filled with Fe3+ membranes (2), data

linear approximation to find the energy of material optical gap

3.3. MS spectroscopy of membrane with iron ions

The principal feature of the experiments was a search of resonant gamma absorption in iron doped Nafion® type

membranes in dry state at ambient temperature (295 K), i.e. not so far from the exploitation conditions for fuel cells.

Previously we tested electrochemical properties of unfrozen membranes saturated with water and detected their high

proton conductivity (0.1 S/cm). Worth to note, till now the MS spectra for iron modified Nafion® were recorded only for

the samples cooled down to 80 and 4.2 K [30].

In the experiments, we performed the standard α-Fe calibration and then collected the data for membranes (4 films)

gaining high statistics and detecting weak effects of gamma resonance absorption in warm sample (Fig. 4). The sample

transmission Tr(V ) vs. source speed (V ) presented in the form ∆Tr = (Tr − 1) = F1 + F2 + F3 + F4 is the sum

Lorentzian terms (1–4) with fitting parameters (Fig. 4, Table 1),
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FIG. 4. Transmission data ∆Tr · 104 for gamma ray absorption in the sample vs. source speed (V ),

approximation by the sum of Lorentzian forms (1–4) with fitting parameters (Table 1)

TABLE 1. Spectral parameters for doublets (1,2) of gamma absorption by Fe3+ nuclei in membrane channels

No. Am, % IS, mm/s* QS, mm/s Γm, mm/s S, %

1 0.029± 0.003 0.93± 0.02 1.95± 0.03 0.31± 0.05 39± 7

2 0.020± 0.003 1.30± 0.04 0.60± 0.08 0.69± 0.14 61± 7

* Standard α-Fe calibration used

The data ∆Tr = (Tr − 1) demonstrated a doublet for Fe3+ ions but with low amplitude (∼ 0.03 %) due to iron

nuclei thermal motion (Fig. 4). Nevertheless, we definitely detected a quadrupole splitting of ∼ 2 mm/s which was close

to the magnitude ∼ 1.7 mm/s for cooled Nafion® membrane (EW = 1200 g-eq/mol) [30]. In our case, the observed

isomeric shift ∼ 1 mm/s exceeded a similar effect ∼ 0.6 mm/s at 80 and 4.2 K [30].

The results obtained for the first time at ambient temperature (295 K) confirmed the stability that Fe3+ ions ordering in

membrane channels where they organize [(H2O)5Fe–O–Fe(H2O)5]4+ dimers joint with four sulfonic acid groups (Fig. 5)

to provide electro-neutrality [30]. This type dimers possess zero spin due to antiferromagnetic ordering of iron ions’

spins [60, 61].

Along with the signal for dimers, the additional doublet presents in the spectrum (Fig. 4). Therefore, we fitted the data

∆Tr by the sum of Lorentzian forms for doublets with amplitudes A1,2, isomeric shifts IS1,2, the values of quadrupole

splitting QS1,2 and linewidths Γ1,2, which defined the integral contributions of doublets S1,2 in the total absorption (Fig. 4,

Table 1).
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FIG. 5. Hydrated Fe3+ dimer associated with sulfonic acid groups in membrane ion channel

The first component has the amplitude A1 almost one and a half times greater the A2 for the second term, and the

resonance quadrupole splitting QS1 three times larger the QS2 for the second signal. However, due to a bigger line width

Γ2 relative to Γ1, the second term dominated with the ratio of integral intensities S2/S1 ∼ 1.6 (Table 1). Such deviations

in the parameters of the doublets reflected their different structures.

The first doublet indicated the presence of ionic dimers. However, the second doublet was attributed to Fe(H2O)3+6
hydrated ions [62] with weak quadrupole splitting (∼ 0.5 mm/s) [30]. At lower temperatures a bulk of them demonstrated

paramagnetic hyperfine splitting since they are well separated from each other [30]. Regarding dimers, it should be

clarified that in water Fe3+ ions are capable to form two types of clusters [30], [(H2O)4Fe–(OH)2–Fe(H2O)4]4+ or

[(H2O)5Fe–O–Fe(H2O)5]4+, through hydroxyls [63] or oxo-bridge [64]. The MS data [63] have shown binuclear Fe(III)

oxo complex according to detected quadrupole splitting of ∼ 1.7 mm/s exceeding that for the entity with hydroxyls

(∼ 0.8 mm/s).

As the authors [30] emphasized, in Nafion®-type membranes saturated with Fe3+, their dimers have the parameters

identical to those in aqueous solutions. In accordance with this, in membranes at 80 and 4.2 K, the quadrupole splitting of

1.65 mm/s has indicated the presence of [(H2O)5Fe–O–Fe(H2O)5]4+ dimers. To ensure charge neutrality for dimers, the

structural model of their binding to four sulfonate groups, [(H2O)5Fe–O–Fe(H2O)5]4+[SO−

3 ]4, was constructed based on

MS and EXAFS data acquired at low temperatures [30]. However, at room temperatures in Nafion®, the effect was not

detected for Fe3+ ions, since they were immersed in the aqueous non solid phase [62].

In the MS experiments at 295 K, we established the assembly of Fe3+ ions into oxo dimers coordinated with sulfonic

acid groups on channel surface. We proved such a stable ionic ordering and the presence of Fe(H2O)3+6 hydrated forms in

warm membranes where it is possible proton migration and water diffusion in channels where dimers bridge the groups

on the walls of narrow channels.

4. Conclusions

The combination of the methods of X-ray small angle scattering with optical and MS spectroscopy has expanded the

experimental capabilities in perfluorinated membranes researches and allowed obtain really new unique information on

the ordering of ionic groups in Nafion® type copolymer matrix with the formation of fine proton conducting channels

gathered into bundles.

The discovered channel structures were based on the arrangement of sulfonic groups covering the inner surface of

channels examined by MS using iron ions as tiny local probes creating dimers associated with the groups. This led also to

the change in electric properties of copolymer which optical energy gap has decreased due to material modification with

iron ions.

The obtained results have revealed exclusive opportunities of applied complementary methods for the examination

structural, optical and electrical properties of polyelectrolytes are in demand for various applications including hydrogen

power and nuclear technologies in need of effective ion exchange materials for trapping and separating nuclides.
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tionic aromatic polyamides as studied by Mössbauer spectroscopy. Russian J. of Physical Chemistry, 1999, 73 (1), P. 111–116.

[27] Cui Z., Drioli E., Lee, Y.M. Recent progress in fluoropolymers for membranes. Progress in Polymer Science, 2014, 39 (1), P. 164–198.

[28] Ivanchev S.S., Myakin S.V. Polymer membranes for fuel cells: manufacture, structure, modification, properties. Russ. Chem. Rev., 2010, 79 (2),

P. 101–117.

[29] Primachenko O.N., Marinenko E.A., Odinokov A.S., Kononova S.V., Kulvelis Yu.V., Lebedev V.T. State of the art and prospects in the development

of proton?conducting perfluorinated membranes with short side chains: A review. Polymers for Advanced Technologies, 2021, 32 (4), P. 1386–

1408.

[30] Pan H.K., Yarusso D.J., Knapp G.S., Pineri M., Meagher A., Coey J.M.D., Cooper S.L. EXAFS and Mössbauer studies of iron neutralized Nafion
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