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ABSTRACT To study point groups, their irreducible characters are essential. The table of irreducible characters

of the icosahedral group A5 is usually obtained by using its duality to the dodecahedral group. It seems that

there is no literature which gives a routine computational way to complete it. In the works of Harter and Allen, a

computational method is given and the character table up to the tetrahedral group A4 using the group algebra

table and linear algebra. In this paper, we employ their method with the aid of computer programming to

complete the table. The method is applicable to any other more complicated groups.

KEYWORDS icosahedral group, irreducible representation, simple characters, regular representation, eigenval-

ues.

FOR CITATION S. Kanemitsu, Jay Mehta, Y. Sun Irreducible characters of the icosahedral group. Nanosystems:

Phys. Chem. Math., 2023, 14 (4), 405–412.

1. Introduction and irreducible characters of S3

The icosahedral group A5 also denoted C60 is important in the light of recent developments of fullerene structures,

cf. [1–4]. The character table of the icosahedral group A5 is usually obtained by using its duality to the dodecahedral

group [5](pp. 216–219). Alternatively, it is simply stated without any indication of proof, cf. e.g. [6, 7]. It seems that

there is no literature which gives a routine computational way to find it with the aid of computers. We describe the method

of Harter [8, 9] and Allen [10] and determine the character table of the icosahedral group. The method is rather a light-

hearted one and without much knowledge, one can construct character tables. The procedure is described in the following

subsections. For some algebraic preliminaries, see, e.g. [11].

1.1. Algebra table and regular representation matrices

[10](p. 27) gives one the table of irreducible characters up to the tetrahedral group Td and we shall give one for the

icosahedral group. We need to form the table of conjugate classes and their algebra table. We illustrate the procedure by

the 3rd symmetric group (Table 1).

TABLE 1. Conjugate classes of S3

label representative type cardinality

C1 (1)(2)(3) (1, 0, 0) 1

C2 (1, 2)(3) (0, 1, 0) 3

C3 (1, 2, 3) (0, 0, 1) 2

Here C−1
i is the conjugate class consisting of all the inverses of elements of Ci (Table 2).

The (right) regular representation matrix R(Cα) has the (i, j)-entry c
j
iα, which are the structure constants defined by

CiCα =

n
∑

j=1

c
j
iαCj , (1)

where n is the number of conjugate classes of G.

© S. Kanemitsu, Jay Mehta, Y. Sun, 2023
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TABLE 2. Class algebra table for S3

classes C1 C2 C3

C1 C1 C2 C3

C−1
2 = C2 C2 3C1 + 3C3 2C2

C−1
3 = C3 C3 2C2 2C1 + C3

Looking at each column in Table 2, we see immediately that

R(C2) =











0 1 0

3 0 3

0 2 0











, R(C3) =











0 0 1

0 2 0

2 0 1











. (2)

Note that we always have R(C1) = E, where E is the identity matrix.

1.2. Eigenvalues and eigenspaces of regular representations

R(C2) has eigenvalues 0,±3 with the following eigenspaces

ER(C2)(0) = R











1

0

−1











, ER(C2)(±3) = R











1

±3

2











(3)

and R(C3) has eigenvalues −1, 2, 2 with the following eigenspaces

ER(C3)(−1) = R











1

0

−1











ER(C3)(2) = R











1

0

2











⊕ R











0

1

0











= R











1

3

2











⊕ R











1

−3

2











. (4)

Remark 1. To find eigenvalues of R(Cj), j = 2, 3 Allen uses the method of raising-to-powers.

C0
2 = C1, C1

2 = C2, C2
2 = 3C1 + 3C3, C3

2 = 3C1 + 3C3 = 3C2 + 3C3C2 = 3C2 + 6C2 = 9C2, (5)

whence the Cayley-Hamilton equation resp. the characteristic equation

C3
2 − 9C2 = 0, λ3 − 9λ = 0 (6)

and the eigenvalues are 0,±3.

C0
3 = C1, C1

3 = C3, C2
3 = 2C1 + C3, C3

3 = 2C1 + 3C3, (7)

whence the Cayley-Hamilton equation C3
3 − 4C2

3 + 4C2 = 0, But we already have a lower order equation resp. the

characteristic equation

C2
3 − C3 − 2C1 = 0, λ2 − λ− 2 = 0 (8)

and the eigenvalues are 2,−1. But this is practical only for lower degree matrices. This process may be automated.

1.3. Matching the eigenvalues

This process may remain manual and depends on inspection.

A character table (CT) is in effect a collection of traces of IR’s (Irreducible representation) of the group. As such, all

of the entries in a given row of a CT belong to the same IR. Up to now the eigenvalues are arranged in sets according to

classes Ci. For a specific IR, P , say, the character χ
(α)
l assigned to class Ci is associated with a specific member of the

set {λi}. It is therefore required that for a given P(α), a single eigenvalue be picked from each of the n sets λi and that

these eigenvalues be arranged in a new set

{λ(α)} = λ
(α)
1 , · · · , λ(α)

n (9)

all of which are associated with the given P(α). This procedure is called matching the eigenvalues.

The collection of eigenvalues λ(α) has a single column vector v(α) associated with it, which has the property

R[Ci]v
(α) = λ

(α)
i v

(α), i = 1, · · · , n. (10)
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The vector v(α) is, simultaneously, an eigenvector of every R(Ci). When this property is used in conjunction with (3)

and (4), we see that λ = −1 from R(C2), and λ = 0 from R(C3) belong to the same set {λ(1)}, where the common

eigenvectors are

v
(1) =











1

0

−1











, v
(2) =











1

3

2











, v
(3) =











1

−3

2











. (11)

Here v
(2) is a common eigenvector of R(C2) and R(C3) belonging to the eigenvalue λ

(2)
2 = 3 resp. λ

(2)
3 = 2. Similarly,

v
(3) is a common eigenvector belonging to the eigenvalue λ

(2)
2 = −3 resp. λ

(3)
3 = 2. Every set {λ(α)} contains the n-fold

multiple eigenvalues λ = 1 from R(C1), so that the complete set found is represented in Table 3.

TABLE 3. Eigenvalues arranged

eigenvalue set C1 C2 C3 eigenvector

{λ(1)} λ
(1)
1 = 1 λ

(1)
2 = 0 λ

(1)
2 = −1 v

(1)

{λ(2)} λ
(2)
1 = 1 λ

(2)
2 = 3 λ

(2)
3 = 2 v

(2)

{λ(3)} λ
(3)
1 = 1 λ

(3)
2 = −3 λ

(3)
3 = 2 v

(3)

1.4. Finding values of irreducible characters

To find CT we accommodate the values of λ
(α)
l and arrange the characters in the order of increasing dimension of IR.

The following formula appears as the coefficients of (49’) in [9](p. 747, l. 2):

χ
(α)
j =

ℓ(α)

card(Cj)
λ
(α)
j , (12)

where χ
(α)
l is the character value χ(α)(ord(Cj)) of the jth class in the αth irreducible representation (IR), ℓ(α) the

dimension of the αth IR and ord(Cj) is the order of the jth class.

We appeal to the formula ( [9](p. 747))

1

|G|
∑

j

(λ
(α)
j )

2

card(Cj)
=

1

(ℓ(α))
2 . (13)

It follows that ℓ(2) = 2 and other two are 1. We rearrange Table 3 in the order of dimensions and label them as

follows (Table 4) (so as to compare with [10](p. 23)).

TABLE 4. Eigenvalues arranged

IR C1 C2 C3 dim

P(0) λ
(0)
1 = 1 λ

(0)
2 = 3 λ

(0)
3 = 2 ℓ(0) = 1

P(1) λ
(1)
1 = 1 λ

(1)
2 = −3 λ

(1)
2 = 2 ℓ(1) = 1

P(2) λ
(2)
1 = 1 λ

(2)
2 = 0 λ

(2)
3 = −1 ℓ(2) = 2

We stretch the interpretation of (12) to mean

χ
(α)
j = ℓ(α)

(

λ
(α)
j

card(Cj)

)

. (14)

Then

χ
(2)
j = 2

(

1

card(C1)
,

0

card(C2)
,

−1

card(C3)

)

=

(

2

1
,
0

3
,−2

2

)

= (2, 0,−1). (15)

Similarly,

χ
(0)
j =

(

1

card(C1)
,

3

card(C2)
,

2

card(C3)

)

= (1, 1, 1), χ
(1)
j = (1,−1, 1). (16)
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TABLE 5. Values of irreducible characters

IR C1 C2 C3

P(0) χ
(0)
1 = 1 χ

(0)
2 = 1 χ

(0)
3 = 1

P(1) χ
(1)
1 = 1 χ

(1)
2 = −1 χ

(1)
2 = 1

P(2) χ
(2)
1 = 2 χ

(2)
2 = 0 χ

(2)
3 = −1

TABLE 6. Conjugate classes of S5

label representative type cardinality

C1 (1)(2)(3)(4)(5) (5, 0, 0, 0, 0) 1

C2 (1, 2)(3)(4)(5) (3, 1, 0, 0, 0) 10

C2 (1, 2)(3, 4)(5) (1, 2, 0, 0, 0) 15

C4 (1, 2, 3)(4)(5) (2, 0, 1, 0, 0) 20

C5 (1, 2, 3)(4, 5) (0, 1, 1, 0, 0) 20

C6 (1, 2, 3, 4)(5) (1, 0, 0, 1, 0) 30

C7 (1, 2, 3, 4, 5) (0, 0, 0, 0, 1) 24

TABLE 7. Conjugacy classes of A5

class type representative kj

C1 (5, 0, 0, 0, 0) (1) 1

C2 (2, 0, 1.0, 0) (1, 2, 3) 20

C3 (1, 2, 0, 0, 0) (1, 2)(3, 4) 15

C4 (0, 0, 0, 0, 1) (1, 2, 3, 4, 5) 12

C5 (0, 0, 0, 0, 1) (2, 1, 3, 4, 5) 12

2. Irreducible characters of A5

This will be much harder. We need to prepare the class algebra table (Table 6).

The goal is to establish the following theorem.

Theorem 1. All simple characters of A5 are given by Table 8:

TABLE 8. All simple characters of A5 (τ indicates
1 +

√
5

2
– the golden ratio)

C1 C2 C3 C4 C5

χ1 1 1 1 1 1

χ2 3 0 −1 τ −τ−1

χ3 3 0 −1 −τ−1 τ

χ4 4 1 0 −1 −1

χ5 5 −1 1 0 0

2.1. Class algebra table and regular representation matrices

For this, we need the class algebra table (Table 9)
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TABLE 9. Class algebra table for A5

classes C1 C2 C3 C4 C5

C1 C1 C2 C3 C4 C5

C−1
2 =C2 C2 20C1+7C2+8C3+5C4+5C5 6C2+4C3+5C4+5C5 3C2+4C3+5C4+5C5 3C2+4C3+5C4+5C5

C−1
3 =C3 C3 6C2+4C3+5C4+5C5 15C1+3C2+2C3+5C4+5C5 3C2+4C3+5C5 3C2+4C3+5C4

C−1
4 =C4 C4 3C2+4C3+5C4+5C5 3C2+4C3+5C5 12C1+3C2+5C4+C5 3C2+4C3+C4+C5

C−1
5 =C5 C5 3C2+4C3+5C4+5C5 3C2+4C3+5C4 3C2+4C3+C4+C5 12C1+3C2+C4+5C5

R(C2) =























0 1 0 0 0

20 7 8 5 5

0 6 4 5 5

0 3 4 5 5

0 3 4 5 5























. (17)

R(C3) =























0 0 1 0 0

0 6 4 5 5

15 3 2 5 5

0 3 4 0 5

0 3 4 5 0























. (18)

R(C4) =























0 0 0 1 0

0 3 4 5 5

0 3 4 0 5

12 3 0 5 1

0 3 4 1 1























. (19)

R(C5) =























0 0 0 0 1

0 3 4 5 5

0 3 4 5 0

0 3 4 1 1

12 3 0 1 5























. (20)

2.2. Finding eigenvalues and eigenvectors by a computer

(1) The eigenvalues of the matrix R(C2) are obtained by a python program:

20, 5,−4, 0, 0

. Their corresponding eigenvectors are as follows

v1 = (0.03,−0.15,−0.196,−0.012,−0.016)

v2 = (0.661,−0.753,−0.784, 0, 0)

v3 = (0.496, 0, 0.588, 0.063, 0.849)

v4 = (0.396, 0.452, 0,−0.73,−0.437)

v5 = (0396, 0.452, 0, 0.679,−0.241)

and the polynomial is

λ5 − 21λ4 + 400λ2.
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(2) The eigenvalues of the matrix R(C3) obtained by a python program are:

15,−5, 3, 0,−5

and the their corresponding eigenvectors are

v1 = (−0.033,−0.171, 0.196, 0.15, 0.016)

v2 = (−0.661, 0,−0.784, 0.753, 0)

v3 = (−0.496, 0.857, 0.588, 0,−0.08)

v4 = (−0.396,−0.342, 0,−0.452,−0.671)

v5 = (−0.396,−0.342, 0,−0.452, 0.736)

and the polynomial is

λ5 − 8λ4 − 110λ3 + 1125λ.

(3) The eigenvalues of the matrix R(C4) obtained by a python program are:

12, 6.47, 0,−3,−2.47

and the their corresponding eigenvectors are

v1 = (0.033, 0.116,−0.196,−0.15, 0.116)

v2 = (0.661, 0, 0.784,−0.753, 0)

v3 = (0.496,−0.581,−0.588, 0,−0.581)

v4 = (0.396, 0.752, 0, 0.452,−0.287)

v5 = (0.396,−0.287, 0, 0.452, 0.752)

and the polynomial is

λ5 − 13λ4 − 16λ3 + 288λ2 + 576λ.

(4) The eigenvalues of the matrix R(C5) obtained by a python program are:

12, 6.47, 0,−3,−2.47

and the their corresponding eigenvectors are

v1 = (0.033, 0.116,−0.196, 0.15, 0.116)

v2 = (0.661, 0, 0.784, 0.753, 0)

v3 = (0.496,−0.581,−0.588, 0,−0.581)

v4 = (0.396,−0.287, 0,−0.452, 0.752)

v5 = (0.396, 0.752, 0,−0.452,−0.287)

and the polynomial is

λ5 − 13λ4 − 16λ3 + 288λ2 + 576λ = λ(λ− 12)(λ+ 3)(λ2 − 4λ− 16)

The eigenvalues of R(C5) are:

12, 4τ, 0,−3,−4τ−1.

2.3. Matched eigenvalues

This section combines §1.2 and §1.3 to give the table corresponding to Table 4.

TABLE 10. Eigenvalues arranged

C1 C2 C3 C4 C5 eigenvectors dim

{λ(1)} 1 20 15 12 12 v
(1) ℓ(1) = 1

{λ(2)} 1 0 −5 4τ −4τ−1
v
(2) ℓ(2) = 3

{λ(3)} 1 0 −5 −4τ−1 4τ v
(3) ℓ(3) = 3

{λ(4)} 1 5 0 −1 −3 v
(4) ℓ(4) = 4

{λ(2)} 1 −4 3 0 0 v
(5) ℓ(5) = 5
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Here

v
(1) =t(0.03,−0.15,−0.196,−0.012,−0.016)

v
(2) =t(0396, 0.452, 0, 0.679,−0.241)

v
(3) =t(0.661,−0.753,−0.784, 0, 0)

v
(4) =t(0.396, 0.452, 0,−0.73,−0.437)

v
(5) =t(0.496, 0, 0.588, 0.063, 0.849).

2.4. Proof of Theorem 1

Using the method in §1.4, we find the values of all ICs.

χ
(1)
j = 1

(

1

card(C1)
,

20

card(C2)
,

15

card(C3)
,

12

card(C4)
,

12

card(C5)

)

(21)

=

(

1

1
,
20

20
,
15

15
,
12

12
,
12

12

)

= (1, 1, 1, 1, 1).

χ
(2)
j = 3

(

1

card(C1)
,

0

card(C2)
,

−5

card(C3)
,

4τ

card(C4)
,

−4τ−1

card(C5)

)

(22)

= (1, 0,−1, τ,−τ−1).

χ
(3)
j = 3

(

1

card(C1)
,

0

card(C2)
,

−5

card(C3)
,

−4τ−1

card(C4)
,

4τ

card(C5)

)

(23)

= (1, 0,−1,−τ−1, τ).

χ
(4)
j = 4

(

1

card(C1)
,

5

card(C2)
,

0

card(C3)
,

−1

card(C4)
,

−3

card(C5)

)

(24)

= (4, 1, 0,−1,−1).

χ
(5)
j = 5

(

1

card(C1)
,

−4

card(C2)
,

3

card(C3)
,

0

card(C4)
,

0

card(C5)

)

(25)

= 5

(

1

1
,
−4

20
,
3

15
, 0, 0

)

= (5,−1, 1, 0, 0).

as in Table 7. This proves Theorem 1. �

3. Conclusion

The method described here of Harter and Allen may be applied to any other interesting finite groups which will be

conducted elsewhere.
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1. Introduction

Conventional electronics is based on the charge transport. However, during last decades, a new branch of electronics,

spintronics, was developing rapidly. In contrast to electronics which ignores the electron spin, spintronics deals with

spinbased electron transport. It is not the electron charge but the electron spin that carries information [1]. The new

wave of interest was inspired by the development of quantum computing and quantum computations (see, e.g., [2, 3]).

Correspondingly, one needs electronic devices which can distinguish the spin orientation and can control it. The most

popular theoretical idea for creating the background for such device is taking into account the spin-orbit interaction.

There are two types of spin-orbit coupling: the Rashba Hamiltonian [4] and the Dresselhaus Hamiltonian [5]. The Rashba

effect is a direct result of inversion symmetry breaking in the direction perpendicular to the two-dimensional plane. The

Dresselhaus Hamiltonian describes the spin-orbit coupling in a two-dimensional semiconductor thin film grown with

appropriate geometry. A number of works were devoted to spin-orbit coupling in different dimensions (see, e.g., [6–10]).

Point-like potentials are rather useful in this situation [11–14]. As for one-dimensional models, quantum graph is very

effective in this situation (see, e.g., [15–17]). Particularly, to ensure the spin filtering, spin flip, control of the spin transport

one uses, usually, systems of coupled quantum rings (see, e.g., [14,18–27]). In the present paper, we show an example of

the spin-flip in 1D system without rings for the Hamiltonian with spin-orbit interaction.

2. Model construction

We start with the Schrödinger equation for the Rashba Hamiltonian in one-dimensional case. In the case of spin-orbit

interaction, we deal with 2-vector functions ψ =





ψ1

ψ2



.











i~
∂ψ1

∂t
= −

~
2

2m

∂2ψ1

∂x2
+ αR

∂ψ2

∂x
,

i~
∂ψ2

∂t
= −

~
2

2m

∂2ψ2

∂x2
− αR

∂ψ1

∂x
,

(1)

where ~ is the Plank constant, αR is the parameter of the Rashba spin-orbit interaction, |ψ|2 = |ψ1|
2 + |ψ2|

2. Let us

separate variables x, t. It means that ψ(x, t) = eiωtψ̃(x). Correspondingly, the system (1) transforms to the following

form:










−~ωψ̃1 = −
~
2

2m

∂2ψ̃1

∂x2
+ αR

∂ψ̃2

∂x
,

−~ωψ̃2 = −
~
2

2m

∂2ψ̃2

∂x2
− αR

∂ψ̃1

∂x
,

(2)
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In the case of the Dresselhaus spin-orbit interaction, the corresponding system has the following form:










−~ωψ̃1 = −
~
2

2m

∂2ψ̃1

∂x2
− iαD

∂ψ̃2

∂x
,

−~ωψ̃2 = −
~
2

2m

∂2ψ̃2

∂x2
− iαD

∂ψ̃1

∂x
,

(3)

where αD is the parameter of the Dresselhaus spin-orbit interaction.

As for the point-like potential at point x0, it is determined by the coupling conditions at this point. There are many

variants of such conditions (see, e.g., [14]). We choose the condition which corresponds to 1D delta-potential at the point:






ψ̃(x0 + 0) = ψ̃(x0 − 0),

ψ̃′(x0 + 0)− ψ̃′(x0 − 0) = −βψ̃(x0 + 0).
(4)

Let us choose the atomic system of units with ~ = 1,m = 1/2. Consider the case of finite number of point-like

potentials at the line. Then, at each half-axis and at each segment between the potentials, one has the following system of

differential equations:






ψ̃′′

1
+ k2ψ̃1 + αRψ̃

′

2
= 0,

ψ̃′′

2
+ k2ψ̃2 − αRψ̃

′

1
= 0,

(5)

where k is the wavenumber. Taking ψ̃j = Cje
λx, j = 1, 2, one obtains the following characteristic equation

(λ2 + k2)2 + α2

Rλ
2 = 0 (6)

with the following four roots and the corresponding vectors





C1

C2



:

λ = ik̃1,





1

−i



 ; λ = −ik̃,





1

−i



 ; λ = ik̃,





1

i



 ; λ = −ik̃1,





1

i



 ,

where

k̃ =
1

2
(
√

α2

R + 4k2 − αR), k̃1 =
1

2
(
√

α2

R + 4k2 + αR).

Correspondingly, at each segment and half-axis, one has a solution in the form of linear combination of standard solutions.

Coupling conditions (4) gives one a system for determination the coefficients of the linear combination.

3. Results and discussion

Consider the scattering problem for the case of one point-like potential at point x0 = 0. System (5) has solution of

the form




ψ̃1

ψ̃2



 = eik̃x





1

i



+B1e
−ik̃x





1

−i



+D1e
−ik̃1x





1

i



 , x < 0, (7)





ψ̃1

ψ̃2



 = A2e
ik̃x





1

i



+ C2e
ik̃1x





1

−i



 , x > 0. (8)

Coupling conditions (4) at point x0 = 0 gives one the following system for coefficients of (7), (8):






























1 +B1 +D1 = A2 + C2,

1−B1 +D1 = A2 − C2,

k̃ − k̃B1 − k̃1D1 = k̃A2 + k̃1C2 − iβA2 − iβC2,

−k̃ − k̃B1 + k̃1D1 = −k̃A2 + k̃1C2 + iβA2 − iβC2.

(9)

We are interested in coefficients of the outgoing solution, which are as follows:

A2 =
k̃ + k̃1

k̃ + k̃1 − iβ
, C2 = 0,

i.e. the outgoing solution has the form:




ψ̃1

ψ̃2



 =
k̃ + k̃1

k̃ + k̃1 − iβ
eik̃x





1

i



 . (10)
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The second scattering problem with the solution of the following form




ψ̃1

ψ̃2



 = eik̃1x





1

−i



+B′

1
e−ik̃x





1

−i



+D′

1
e−ik̃1x





1

i



 , x < 0, (11)





ψ̃1

ψ̃2



 = A′

2
eik̃x





1

i



+ C ′

2
eik̃1x





1

−i



 , x > 0, (12)

is solved analogously and gives one the following outgoing solution:




ψ̃1

ψ̃2



 =
k̃ + k̃1

k̃ + k̃1 − iβ
eik̃1x





1

−i



 . (13)

Using the linearity of the problem, one can incorporate (10), (13) and obtain the solution for the general case:




ψ̃1

ψ̃2



 =





eik̃x + eik̃1x

i(eik̃x − eik̃1x)



+ (B1 +B′

1
)e−ik̃x





1

−i



+ (D1 +D′

1
)e−ik̃1x





1

i



 , x < 0, (14)





ψ̃1

ψ̃2



 =
k̃ + k̃1

k̃ + k̃1 − iβ





eik̃x + eik̃1x

i(eik̃x − eik̃1x)



 , x > 0. (15)

One can see that




eik̃x + eik̃1x

i(eik̃x − eik̃1x)



 = eik̃x





1 + eiαRx

i(1− eiαRx)



 . (16)

Here we took into account that k̃1 − k̃ = αR.

To obtain the spin flip, one should choose the proper input and output points. Namely, let the input point xin be such

that eiαRxin = 1. Then, keeping in mind (16), one obtains that the input wave function in (14) has the form





1

0



. One

can choose the output point xout in such a way that

eiαRxout = −1. (17)

We remember that αR does not depend on the electron energy (i.e. on k). It means that the relation (17) is valid for all

energies. Correspondingly, according to (15), the output state at this point has the form





0

1



. Thus, one obtains the

spin flip.

One observes the analogous situation for the case of several delta-potentials. It can be solved analytically, but the

expressions are too large. It is more convenient to solve the equations numerically. Fig. 1 shows |ψ1| and |ψ2| at x = xout
as functions of k for fixed xin = −5 and xout = 5 (dimensionless units) for cases of 1, 3, 5, 9 point-like potentials posed

at integer points symmetrically in respect to x = 0. One can see that in all cases the ratio
|ψ2|

|ψ1|
does not depend on k

as has been obtained analytically (see (15) and (16)) for the case of one point-like potential at point x = 0. We mention

that we deal with the diapason of k outside resonances induced by 1D resonators formed by several delta-potentials (see,

e.g., [14]).

The case of the Dresselhaus spin-orbit interaction (3) can be considered analogously. Particularly, one obtains the

following characteristic equation which is analogous to (6):

(λ2 + k2)2 + α2

Dλ
2 = 0 (18)

with the following four roots and the corresponding vectors





C1

C2



:

λ = ik̃1,





1

1



 ; λ = −ik̃,





1

1



 ; λ = ik̃,





1

−1



 ; λ = −ik̃1,





1

−1



 ,

where

k̃ =
1

2
(
√

α2

D + 4k2 − αD), k̃1 =
1

2
(
√

α2

D + 4k2 + αD).
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a b

c d

FIG. 1. r = |ψ1| (curve 1) and r = |ψ2| (curve 2) as functions of k: a - for one center, b- for 3 centers,

c - for 5 centers, d - for 9 centers

Using the same procedure as in the Rashba case, one comes to the solution of the scattering problem for the Dressel-

haus Hamiltonian:




ψ̃1

ψ̃2



 =
eik̃x

k̃1(k̃ + k̃1 − iβ)
×





(k̃ + k̃1)(k̃ + k̃1 − iβ − (k̃ − iβ)eiαDx) + 2k̃k̃1e
iαDx

−(k̃ + k̃1)(k̃ + k̃1 − iβ + (k̃ − iβ)eiαDx) + 2k̃k̃1e
iαDx



 , x > 0.

One can see that there is no energy independent condition for spin flip as in the case of the Rashba spin-orbit interaction.

Moreover, calculations show that the values of transmission coefficients is significantly smaller than in the Rashba case.

Correspondingly, the Dresselhaus case is not good for spin-flip applications.
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1. Introduction

The quantum Hall effect discovered at the end of the twentieth century (see, e.g., [1–5]) is intensively used in nano-

electronics. From the mathematical point of view the problem is related to the investigation of two-dimensional magnetic

Schrödinger operator HL [3–5]. The magnetic Schrödinger operator in a strip on the plane was studied in many pa-

pers [6–9]. There are papers devoted to the spectral problem for three-dimensional Hamiltonian with a magnetic field

(see, e.g., [10, 11]).

We use the results of work [12] which studied the magnetic Schrödinger operator in an infinite strip on the plane.

Last time, curved nanostructures attract a special attention. Physicists investigate the properties of nanosystems

caused by the nanostructure curvature (see, e.g., [13–18]). We can mention also a model based on quantum mechanics in

spaces of constant curvature [19,20]. Hamiltonians on curved manifolds are especially interesting. In the present paper we

deal with the Möbius strip. Recently, a work [21] appeared which considers the Dirichlet Laplacian on the Möbius strip.

The authors deal with Courant-sharp property for Dirichlet eigenfunctions on the flat Möbius strip. In the present paper

we consider the Dirichlet eigenfunctions for the magnetic Schrödinger operator (Landau operator) on the flat Möbius

strip.

Let us describe the flat Möbius strip. Usually, it was made by the following way [21]. We start with the infinite

strip S∞ = (−a, a) × (−∞,∞) with width 2a, equipped with the flat metric dx2 + dy2 of R2. Given b > 0, define the

following isometry of Sinfty:

σb : (x, y) → (−x, y + b).

Define the groups

G = {σk
b |k ∈ Z}, G2 = {σk

b |k ∈ 2Z}.

The group G2 is a subgroup of G, of index 2, generated by σ2
b . The action of G on S∞ is smooth, isometric, totally

discontinuous, without fixed points. Correspondingly, we can consider the quotient manifolds with boundary

Cb = S∞/G2, Mb = S∞/G,

equipped with the flat metric induced from the metric of S∞. Here Cb is the cylinder and Mb is the flat Möbius strip.

This construction is convenient for the authors of [21] because they deal with the Laplacian which “doesn’t feel” a

direction, i. e. it is invariant in respect to the map (x, y) → (−x, y). We will deal with the magnetic Schrödinger operator

(Landau operator) which “feels” the direction. That is why, we will use another construction of the flat Möbius strip

related to gluing of rectangles.

In the present short rapid note we present the main theorem only. Detailed proof, description of the model and

analysis of the result will be published in the next paper.

© Popov I.Y., 2023
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2. Flat Möbius strip in the magnetic field

For the case of the magnetic Schrödinger operator (Landau operator), the situation is more complicated than for the

Laplace operator. Consider four copies Ωj , j = 1, 2, 3, 4, of the rectangle Ω = (−a, a) × (−b, b). The initial operator is

the orthogonal sum of operators HM
j defined in L2(Ωj): H

M = HM
1 ⊕HM

2 ⊕HM
3 ⊕HM

4 where

HM
1,2 = −

∂2

∂x2
− (

∂

∂y
− 2iπξx)2,

HM
3,4 = −

∂2

∂x2
− (

∂

∂y
+ 2iπξx)2.

(1)

It is the Hamiltonian of free two-dimensional particle with charge e in the homogeneous magnetic field B orthogonal to

the plane of the particle confinement. Here the vector potential of the magnetic field is chosen in the Landau gauge. Let

Φ0 = 2π~c/|e| be the magnetic flux quantum playing a role of a unit for the magnetic flux in the system, ξ = |B|/Φ0

is the density of the magnetic flux, i.e. the number of the magnetic flux quanta through the unit area on the plane of the

system, x, y are the Cartesian coordinates on the plane. The system of physical units is chosen in such a way that the

charge of the particle e, the speed of light c and the Planck constant ~ equal 1, the mass of the particle is one half.

We include in the domain of HM functions (u1, u2, u3, u4) ∈

j=4
∑

j=1

⊕W 2
2 (Ωj), W

2
2 (Ωj) is the Sobolev space in Ωj ,

satisfying the following conditions:

D(HM ) :























































uj(−a, y) = uj(a, y) = 0, j = 1, 2, 3, 4

u1(x, b) = u2(−x, b),
∂u1
∂y1

(x, b) = −
∂u2
∂y2

(−x, b),

u2(x,−b) = u3(x,−b),
∂u2
∂y2

(x,−b) = −
∂u3
∂y3

(x,−b),

u3(x, b) = u4(−x, b),
∂u3
∂y3

(x, b) = −
∂u4
∂y4

(−x, b),

u4(x,−b) = u1(x,−b),
∂u4
∂y4

(x,−b) = −
∂u1
∂y1

(x,−b).

(2)

Remark. Each rectangle Ωj presents, actually, one side of the rectangular sheet. The magnetic flux is related to the

side of the surface. Correspondingly, if the sheet is turned over, then the sign of the flux (ξ) changes. That is why, there

are different signs in expressions for HM
1,2 and HM

3,4 in (1). There is no change of the sign between HM
1 and HM

2 (HM
3

and HM
4 ) because when one glues Ω1 to Ω2 (Ω3 to Ω4) in accordance with (2), there is, simultaneously, a replacement

x→ −x.

Solving equations HMΨ = EΨ at each rectangle and satisfying the gluing and boundary conditions (2), one obtains

the spectral equation and the eigenfunctions.

The spectral equation is as follows:
∣

∣

∣

∣

∣

∣

Φ1,n(−a) Φ2,n(−a)

Φ1,n(a) Φ2,n(a)

∣

∣

∣

∣

∣

∣

= 0. (3)

Here

Φ1,n(x; ξ) = e−π|ξ|(x− n
Tξ )

2

Φ

(

−
E

8π|ξ|
+

1

4
,
1

2
;

(

x−
n

Tξ

)2

2π|ξ|

)

, (4)

Φ2,n(x; ξ) = e−π|ξ|2
(

x−
n

Tξ

)

√

2π|ξ|Φ

(

−
E

8π|ξ|
+

3

4
,
3

2
;

(

x−
n

Tξ

)2

2π|ξ|

)

, (5)

where T = 8b, Φ(ã,
1

2
; z) is the Kummer function:

Φ(ã,
1

2
; z) = 1 +

∞
∑

k=1

(ã)k
(1/2)k

zk

k!
, (6)

(ã)k = ã(ã+ 1)...(ã+ k − 1), (ã)0 = 1.

Roots En,m of equation (3) gives us the eigenvalues of the operator. It is known [12] that the roots of equation (3)

can be ordered increasingly. Correspondingly, En,m is the m−th root of n−th equation (3).

The main result is the following theorem.



420 I. Y. Popov

Theorem 2.1. The eigenvalues Enm of the operator HM are the roots of equation (3) with T = 8b. The corresponding

eigenfunctions have the following form:






























Ψ(1)
n,m = An,me

i
πny
4b φn,m(x; ξ), (x, y) ∈ Ω1

Ψ(2)
n,m = inAn,me

−i
πny
4b φn,m(x; ξ), (x, y) ∈ Ω2,

Ψ(3)
n,m = (−1)nAn,me

i
πny
4b φn,m(x; ξ), (x, y) ∈ Ω3

Ψ(2)
n,m = (−i)nAn,me

−i
πny
4b φn,m(x; ξ), (x, y) ∈ Ω4,

(7)

where An,m is some constant, φn,m(x; ξ) is given by (8).

φn,m(x; ξ) = Φ2,n,m(a; ξ)Φ1,n,m(x; ξ) + Φ1,n,m(a; ξ)Φ2,n,m(x; ξ), (8)

where Φj,n,m(x; ξ) is Φj,n(x; ξ) for E = Enm.

Functions Φ1,n(x; ξ) and Φ2,n(x; ξ) are two linearly independent solutions of the following equation

ψ”(x)−

(

(2πξ)2
(

x−
n

Tξ

)2

− E

)

ψ(x) = 0. (9)

One can note that function φn,m(x; ξ) satisfies the following property:

φn,m(−x; ξ) = φn,m(x;−ξ) = φ−n,m(x; ξ). (10)
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ABSTRACT We consider the problem of fast forward evolution of the processes described in terms of the heat

equation. The matter is considered on an adiabatically expanding time-dependent box. Attention is paid to

acceleration of heat transfer processes. So called shortcuts to adiabaticity, implying fast forwarding of the

adiabatic states are studied. Heat flux and temperature profiles are analyzed for standard and fast forwarded

regimes.

KEYWORDS Heat equation, shortcuts to adiabaticity, heat transport
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1. Introduction

Controlling the evolution of physical processes is of fundamental and practical importance for modern science and

technology. Mathematically, the problem of tunable evolution of a given physical system can be solved by developing

realistic and physically acceptable models allowing manipulations in the evolution equations describing the process. Such

a task attracted special attention in quantum mechanics, where an effective prescription for acceleration (deceleration)

of a quantum evolution in the Schrödinger equation has been proposed earlier in [1]. The advantage of the prescription

proposed in [1] is caused by the fact that it allows to speed up the time evolution of a wave function by controlling

the driving potential with resultant regulation of the additional phase of the wave-function. Slightly modified version

of the prescription was applied also to acceleration of the evolution for nonlinear Schrödinger equation and quantum

tunneling dynamics [2]. Later, the method was considerably improved [3, 4] and applied for different systems (see, e.g.,

Refs. [2,5–8]). Another important aspect of fast-forward protocol proposed in [1] is the flexibility for the choice of control

parameter that allows one to apply it to the broad variety of physical systems described in terms of different evolution

equations. In particular, the prescription was quite effective for fast forwarding of the adiabatic evolution [3, 4]. In case

of the adiabatic evolution, the central problem is fast forward of the adiabatic dynamics within a given short time-scale,

so called “short-cuts” to adiabaticity. Simply, shortcuts to adiabaticity (STA) are the fast control protocols to drive the

dynamics of system, which are fast routes to the final results of slow, adiabatic changes of the controlling parameters

of a system [9, 10]. In other words, a technique which allows one to control dynamics of the adiabatic processes is

called “shortcuts to adiabaticity”. The concept of STA was introduced first in the Ref. [11]. So far, several types of

STA control protocols, such as counterdiabatic driving [12], (also known as transitionless quantum driving [13]), inverse

engineering [14], local counterdiabatic driving [15] and fast-forward [3, 4] protocols have been developed. Some other

approaches to the STA beyond the protocol proposed in [1] are discussed in detail in Ref. [10]. In this paper, we use

fast-forward approach STA from Refs. [3, 4] to develop STA protocol for the heat transport processes described in terms

of the heat equation. It is important to note that the protocol was found as successful application to the non-equilibrium

equation of states for the quantum gas under a rapidly moving piston [7]. Also, it lead to a simple protocol to accelerate

the adiabatic quantum dynamics of spin clusters [5] and adiabatic control of tunneling states [6]. The fast-forward theory

is also applicable to dynamical construction of classical adiabatic invariant [16] and to classical stochastic Carnot-like

heat engine [8]. Here, we will study temperature profile and heat current for fast forward system described in terms of

the heat equation on a finite interval with moving boundaries. This paper is organized as follows. In the next section, we

will present a brief description of the fast-forward protocol, following Ref [1]. Section 3 presents brief recall of the heat

equation on a finite interval, application of fast forward protocol to the heat equation in a time-dependent box. Finally,

section 4 presents some concluding remarks.

© Matrasulov J., Yusupov J.R., Saidov A.A., 2023
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2. Fast forward of adiabatic dynamics described in terms of parabolic evolution equations

Here, following Ref. [1], we will briefly recall description of the fast forward protocol for the Schrödinger equation,

which is a parabolic equation. We do this for 1D confined system by focusing on adiabatic dynamics. First, let us define

two systems, the so-called standard system, Ψ0, whose evolution is to be fast accelerated and the fast forwarded system,

ΨFF which is just obtained as a result of acceleration of the evolution of the standard system. Our approach can be

formulated as follows:

(1) A given confining potential V0 is assumed to vary in time adiabatically and to generate a stationary system ψ0,

which is an eigenstate of the time-independent Schrödinger equation with the instantaneous Hamiltonian. Then,

both ψ0 and V0 are regularized so that they should satisfy the time-dependent Schrödinger equation (TDSE);

(2) Taking the regularized system as a standard system (to be fast forwarded), we shall change the time scaling

with use of the scaling factor α (t), where the mean value ᾱ of the infinitely-large time scaling factor, α(t) will

be chosen to compensate the infinitesimally-small growth rate, ǫ of the quasi-adiabatic parameter and to satisfy

ᾱ× ǫ = finite.

Thus, consider the standard dynamics with a “deformable” trapping potential, whose shape is characterized by a

slowly-varying control parameter R(t) given by

R(t) = R0 + ǫt, (1)

with the growth rate ǫ≪ 1, which means that it requires a very long time T = O

(
1

ǫ

)
, to see the recognizable change of

R(t). The dynamics of a charged particle confined in the field of such potential can be described in terms of the following

time-dependent 1D Schrödinger equation (1D TDSE):

i~
∂ψ0

∂t
= − ~

2

2m
∂2xψ0 + V0(x,R(t))ψ0, (2)

where the coupling with external electromagnetic field is assumed to be absent. The stationary bound state φ0 satisfies

the time-independent counterpart given by

Eφ0 = Ĥ0φ0 ≡
[
− ~

2

2m
∂2x + V0(x,R)

]
φ0. (3)

Then, using the eigenstate φ0 = φ0(x,R), satisfying Eq.(3), one might conceive the corresponding time-dependent

system to be a product of φ0 and a dynamical factor as

ψ0 = φ0(x,R(t))e
−

i
~

∫
t

0
E(R(t′))dt′ . (4)

As it stands, however, ψ0 does not satisfy TDSE (2). Therefore, we introduce a regularized system

ψreg
0 ≡ φ0(x,R(t))e

iǫθ(x,R(t))e−
i
~

∫
t

0
E(R(t′))dt′

≡ φreg0 (x,R(t))e−
i
~

∫
t

0
E(R(t′))dt′ (5)

together with a regularized potential

V reg
0 ≡ V0(x,R(t)) + ǫṼ (x,R(t)). (6)

The unknown θ and Ṽ will be determined self-consistently, so that ψreg
0 should fulfill the TDSE given by

i~
∂ψreg

0

∂t
= − ~

2

2m
∂2xψ

reg
0 + V reg

0 ψreg
0 , (7)

up to the order of ǫ.
One can rewrite φ0(x,R(t)) using the real positive amplitude φ0(x,R(t)) and phase η(x,R(t)) as

φ0(x,R(t)) = φ̄0(x,R(t))e
iη(x,R(t)), (8)

and see that θ and Ṽ satisfy the following relations:

∂x(φ̄
2
0∂xθ) = −m

~
∂Rφ̄

2
0, (9)

Ṽ

~
= −∂Rη −

~

m
∂xη · ∂xθ. (10)

Integrating Eq. (9) over x, we have

∂xθ = −m
~

1

φ̄20

x∫
∂Rφ̄

2
0dx

′, (11)

which is the main equation of the regularization procedure. The problem of singularity due to nodes of φ̄0 in Eq. (11) can

be overcome, so long as one is concerned with the systems with scale-invariant potentials.
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We now accelerate the quasi-adiabatic dynamics of ψreg
0 in Eq.(5), by applying the external electromagnetic field. To

do this, we introduce the fast-forward version of ψreg
0 as

ψ
(0)
FF (x, t) ≡ ψreg

0 (x,R(Λ(t)))

≡ φreg0 (x,R(Λ(t)))e−
i
~

∫
t

0
E(R(Λ(t′)))dt′

(12)

with

R(Λ(t)) = R0 + ǫΛ(t), (13)

where Λ(t) is the future or advanced time

Λ(t) =

t∫

0

α(t′) dt′, (14)

and α(t) is a magnification scale factor defined by α(0) = 1, α(t) > 1 (0 < t < TFF ), α(t) = 1 (t ≥ TFF ). Suppose, T
to be a very long time to see a recognizable change of the adiabatic parameter R(t) in Eq.(1), and then the corresponding

change of R(Λ(t)) is reached in the shortened or fast-forward time TFF defined by

T =

TFF∫

0

α(t)dt. (15)

The explicit expression for α(t) in the fast-forward range (0 ≤ t ≤ TFF ) can be written as

α(t) = ᾱ− (ᾱ− 1) cos(
2π

T/ᾱ
t), (16)

where ᾱ is the mean value of α(t) and is given by ᾱ = T/TFF .

Furthermore, let us assume ψ
(0)
FF to be the solution of the TDSE for a charged particle in the presence of gauge

potentials, A
(0)
FF (x, t) and V

(0)
FF (x, t),

ı~
∂ψ

(0)
FF

∂t
= HFFψ

(0)
FF ≡

(
1

2m
(
~

i
∂x −A

(0)
FF )

2 + V
(0)
FF + V reg

0

)
ψ
(0)
FF ,

(17)

where, for simplicity, we employ the prescription of a positive unit charge (q = 1) and the unit velocity of light (c = 1).

The driving electric field is given by

EFF = −
∂A

(0)
FF

∂t
− ∂xV

(0)
FF . (18)

Substituting Eq. (12) into Eq. (17), we find φreg0 to satisfy

i~
∂φreg0

∂t
=

1

2m

(
~

i
∂x −A

(0)
FF

)2

φreg0

+ (V
(0)
FF + V reg

0 − E)φreg0 , (19)

where V reg
0 ≡ V reg(x,R(Λ(t))), i.e. the advanced-time variant of Eq. (6). The dynamical phase in Eq.(12) has led to

the energy shift in the potential in Eq. (19).

Rewriting φreg0 in terms of the amplitude φ̄0 and phases η + ǫθ as

φreg0 ≡ φ̄0(x,R(Λ(t)))e
i[η(x,R(Λ(t)))+ǫθ(x,R(Λ(t)))],

(20)

and using Eq. (20) in Eq. (19), we find A
(0)
FF of O(ǫα) and V

(0)
FF consisting of terms of O(ǫα) and O((ǫα)2).

Now, taking the limit ǫ→ 0 and ᾱ→ ∞ with ǫᾱ = v̄ being kept finite, we obtain (see Ref. [6] for details):

A
(0)
FF = −~v(t)∂xθ,

V
(0)
FF = −~

2

m
v(t)∂xθ · ∂xη

− ~
2

2m
(v(t))2(∂xθ)

2 − ~v(t)∂Rη, (21)
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where TFF

(
=
T

ᾱ
= O

(
1

ǫᾱ

))
= finite. In the same limiting case as above, ψ

(0)
FF is explicitly given by

ψ
(0)
FF = φ̄0(x,R(Λ(t)))e

iη(x,R(Λ(t)))e−
i
~

∫
t

0
E(R(Λ(t′)))dt′ .

(22)

3. Fast forwarding the heat equation based evolution

Our aim is application of fast forward protocol to the heat equation in time-varying interval, to achieve acceleration

(deceleration) of the heat transfer process. Before formulating the problem, we will briefly recall the heat equation and its

solution considering it on a finite interval, (0, l). The heat equation can be written as

∂u

∂t
= κ2

∂2u

∂x2
(23)

where u(x, t) is the temperature profile, κ is the heat conductivity. The boundary and initial conditions can be imposed as

u(0, t) = u(l, t) = 0, (24)

and

u(x, 0) = f(x). (25)

Exact solutions of the problem given by Eqs. (1)-(3) can be obtained by factorizing variables as

u(x, t) = X(x)T (t) = Cn sin
πn

l
x, (26)

Applying the principle of superposition, one obtains the general solution of Eq.(23) [17, 18]

u(x, t) =

∞∑

n=1

Cne
−

π
2
κ
2
n
2

l2
t sin

πn

l
x (27)

where Cn can be calculated by using initial temperature profile as follows [17, 18]:

Cn =
2

l

l∫

0

f(x) sin
πn

l
xdx.

In what follows we will choose Gaussian type initial temperature profile given by

f(x) =
1√
2πσ

e−
(x−x0)2

σ2

For such initial temperature profile, the coefficients, Cn are computed numerically both for standard as well as for fast-

forwarded systems.

Now, consider the fast forward evolution in the heat equation. The standard system, u(0) is given in terms of the

following evolution equation:

∂u(0)

∂t
= κ2

∂2u(0)

∂x2
(28)

where κ denotes the thermal conductivity. We consider the heat equation on a finite-interval with time-varying boundary.

The time-dependent boundary conditions are imposed as

u(0)(x = 0, t) = 0, u(0)(x = L(Λ(t)), t) = 0,

We consider the case of time-dependence of the boundary given by

L(t) = L0 + ǫt.

Furthermore, we assume that our physical process is adiabatic, i.e. ǫ→ 0. Then t can be replaced by future time given as

Λ(t) =

t∫

0

α(τ)dτ . This allows us to write L(t) as

L(t) = L0 + ǫΛ(t).

It is easy to see that wall’s position for fast-forwarded system can have arbitrary time-dependence, since the magnification

factor α can be any function of time. The velocity of the wall, whose value is finite, is given by

L̇ = ǫα = v, ǫ→ 0, α→ ∞.

General solution of the heat equation for adiabatically expanding box can be written as

u(0)(x) =

∞∑

n=1

Cn sin

[
πn

L(Λ(t))
x

]
, (29)
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Before applying fast forward protocol of Ref. [1], we will regularize the standard system as it was done in [4]. Then the

solution of the regularized standard system can be written as

u(reg)n = u(0)n (x)e
−

π
2
n
2
κ
2

L(Λ(t))2
t
, (30)

and the regularized potential is given by

V (reg)(x, t) = ǫṼ (x, L(Λ(t))). (31)

The dynamical phase θ and the potential Ṽ can be obtained from Eq. (39) and (40) of Ref. [4]. In case of the box for θ we

have:

∂xθ = − 1

u2
∂L

x∫

0

u2dx.

Now, let us consider fast-forwarding of the regularized dynamics. The heat equation for such fast-forwarded system can

be written as
∂u(FF )

∂t
= κ2

∂2u(FF )

∂x2
+ VFFu

(FF ), (32)

where the definition of the fast-forwarded system is given as follows [4]:

u(FF )
n = u(reg)n eεθ = u(0)n eεθe−

π
2
n
2
κ
2

L2 t.

Fast-forward “potential” for our case can be found in the form:

VFF = −dα
dt
ǫθ − α2ǫ2

∂θ

∂L
− 1

2
α2ǫ2(∇θ)2

Figs. 1 (a) and 1 (b) present the plots of the temperature profile for standard and fast forwarded systems, respectively.
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FIG. 1. Temperature profiles of (a) standard and (b) fast forwarded systems. The value of the heat

conductance is chosen as κ = 0.5, and parameter L0 = 10 for both plots, ε = 0.04, ᾱ = 100
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FIG. 2. Heat flux of standard and (b) fast forwarded systems. The value of the heat conductance is

chosen as κ = 0.5, and parameter L0 = 10 for both plots, ε = 0.04, ᾱ = 100
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a) b)

FIG. 3. Heat flux of standard (a) and fast forwarded (b) systems. The value of parameters are chosen

as κ = 0.5, L0 = 10 and ε = 0.04, ᾱ = 100 for both plots.

Abrupt qualitative difference between the two curves can be clearly seen. In particular, widening of the profile for fast

forwarded state can be observed. Plots of the heat flux for standard and fast forwarded systems, obtained using the explicit

solutions given by Eq.(29) and the numerical solution of Eq.(22), are presented in Figs. 2 (a) and 2(b), respectively.

Oscillations of the heat flux become more intensive for fast forwarded system. Our analysis of similar plots for much

longer (than that shown in the plot) time interval showed more rapid oscillations of fast forwarded state. Figs. 3 (a) and 3

(b) present contour plots of the heat flux for standard and fast forwarded systems vs coordinate and time for the following

values of parameters κ = 0.5, L0 = 10, ε = 0.04 and ᾱ = 100. For standard system, the flux is localized close to the

middle of the interval, between 6 and 7, while for fast forwarded system, one can observe certain blurring of the flux,

although some weak localization around the points 15 and 16. Finally, one should note that in all the plots, width of the

box for fast forwarded case is larger than that for the standard state. This is caused by the fact that for fast forwarded

system, we use positive time-magnification factor that causes faster expansion of the interval in fast forwarded case.

4. Conclusions

In this paper, we studied fast forward problem for the heat equation by considering the latter on adiabatically ex-

panding time-dependent box. Masuda-Nakamura fast-forward protocol [1, 3] is applied for acceleration of the evolution

of heat transfer process in time-dependent box with slowly moving walls. Physically important characteristics, such as

temperature profile and heat flux are computed for standard and fast forwarded regimes. Considerable differences be-

tween these characteristics for standard and fast-forwarded regimes are found. In particular, the plots of the temperature

profile for standard and fast forwarded states show clear quantitative and qualitative difference of the heat transfer for

these two regimes. Breaking of the space-periodicity in heat flux for the fast forwarded system is also found. As the

physical realization of the above model, one can consider heat transport in harmonic crystals and in graphene nanoribbon

subjected to time-periodic strain. Finally, we note that the above study can be directly extended to the cases of two- and

three-dimensional counterparts.
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ABSTRACT The validity of different analytical approximations solution is studied using the classical Poisson–

Boltzmann (PB) equation based on a mean-field description of ions as ideal point charges in combination with

the assumption of fully overlapped electrical double layers in the membrane pores. The electrical conductivity

is calculated by numerical and approximate analytical methods in order to explain the process of ion transport.

In this paper, a new analytical approximation named the extended homogeneous approximation (EH) is pre-

sented, which provides better results than the homogeneous approximation based on Donnan theory. Also,

the results show that the electrical conductivity calculated by the EH, is coherent with the numerical method

within specific limits.
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1. Introduction

Nanofiltration membranes (NF) are particularly relevant for industrial applications because of their valuable features,

such as pore diameters smaller than 2 nm [1–3]. NF has several advantages over other filtration processes, including

lower energy consumption, lower operating pressures, and the ability to selectively remove specific components. One of

the most interesting applications of these membranes is the separation of ions [4, 5]. The separation of ions in NF occurs

due to a combination of size exclusion, charge repulsion, and electrostatic attraction. The selectivity of NF membranes

can be further enhanced by adjusting the pH of the solution or using different membrane materials with specific surface

charges. However, the mechanism of transport through NF membranes is not yet well-established. To shed light on this

topic, numerous researchers have utilized different macro and mesoscopic approaches [6–10] to elucidate the physical

and chemical mechanisms underlying membrane transport. The space charge (SC) model, which is based on the Poisson–

Boltzmann (PB) equation [11], describes ions as ideal point charges and assumes fully overlapped electrical double layers

in the membrane pores. This model is well-suited for studying ion transport through charged nanopores membrane.

However, the accuracy of the SC model and other approximations, such as Donnan’s theory or the homogeneous theory

based on the electroneutrality in the pore, is challenged when applied to NF. In this paper, the SC model is applied to study

the limit of effectiveness of different areas that provide a physical idea about the behavior of the salt-nanopore system

using analytical approximations (homogeneous approximation, good exclusion of co-ions, and plane approximation) and

numerical calculations obtained from the PB equation. In this paper, a new analytical approximation solution, named

the extended homogeneous approximation (EH) is presented. This approximation allows the researchers to use only one

approximation instead of all other approximations mentioned above within specific limits. Finally, the validity of the EH

approximation is studied by calculating the electrical conductivity and depends on three main parameters: pore radius,

concentration of ions in the bulk, and surface charge density of the pore. These three parameters play a significant role

in the transport through the pores. The remainder of this paper is organized as follows. The description of the models is

given in section 2. The results and discussion are presented in section 3. The conclusions and suggestions are given in

section 4.

2. Space charge model

The space charge model was developed by Osterle and colleagues [12–14]. It is a theoretical framework used to

describe the behaviour of charged solutes near charged surfaces, such as nanofiltration membranes. It considers the

electrostatic interactions between the charged solutes and the charged membrane surface. This model considers axial

and radial variations in pressure, electric potential, and concentration. Assume a simple cylindrical pore of radius rp
and length d ≫ rp, filled with an aqueous solution with two ionic species [i = 1 (counter-ion), 2 (co-ion)]. The pore’s

© Dweik J., Farhat H., Younis J., 2023
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electrical properties are defined by an assumed uniform surface charge density that depends on the ionic concentrations

and the pore surface pH (Fig. 1).

FIG. 1. Description of the model with the important parameters

Suppose that the ionic transport is at the steady state, so that there is no time function in the governing equations. The

continuity equation for each ion can be expressed as

∇ ·~ji = 0, (1)

where ~ji is the molar flux density of ion i, described by the extended Nernst–Planck equation

~ji = −Di∇ci −
F

RT
ziDici∇Φ+ ci~u, (2)

where Di is the local diffusion coefficient of the ion i, ci is the local concentration of the species considered, zi is the ion

valence, Φ is the total local electric potential, F is the Faraday constant.

The flow velocity is obtained by the Navier–Stokes equation. Neglecting all inertial terms (“creeping flow approxi-

mation”) and the inclusion of electrical forces, the Navier–Stokes equation is expressed by

η∇2~u = ρ∇Φ+∇p, (3)

where p is the local pressure applied to the fluid, η is the dynamic viscosity of the solution, ρ is the ionic charge density,

which is defined by the following formula

ρ = F
2
∑

i=1

zici. (4)

When the density of the fluid is constant, there is, in addition, the incompressibility condition

∇~u = 0. (5)

The key of the space charge model is the Poisson–Boltzmann (PB) equation for electric potential and ionic concentration

∇2Φ =
ρ

ε
, (6)

∇2Φ =
∂2Φ

∂x2
+

1

r

∂Φ

∂r
+
∂2Φ

∂r2
, (7)

where ε = ε0εr is the absolute dielectric constant of the solution, ε0 is the dielectric constant in vacuum (ε0 =
8.85PF/m), εr is the relative dielectric constant for water (εr = 78.54).

The normal component of the molar flux density and velocity is equal to zero at the surface. Thus the boundary

condition for Eq. (6) takes the following form:

~ji,r

∣

∣

∣

r=rp
=
∂ci
∂r

∣

∣

∣

r=rp
+
ziF

RT
ci
∂Φ

∂r

∣

∣

∣

r=rp
= 0. (8)

By symmetry, another boundary condition of Eq. (6) which corresponds to the concentration and electric potential at

the pore center is fined:
∂ci
∂r

∣

∣

∣

r=0
= 0,

∂Φ

∂r

∣

∣

∣

r=0
= 0, (9)
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and so

ji,r

∣

∣

∣

r=0
= 0. (10)

The global surface charge σw is related to the gradient of the potential via the Gaussian equation:

∂Φ

∂r

∣

∣

∣

r=rp
=
σw
ε
. (11)

If the tangential component of the velocity at the pore surface is zero (no slip), then we can write the boundary

condition of the Navier–Stokes equation

ux

∣

∣

∣

r=rp
= 0. (12)

By symmetry,
∂ux
∂r

∣

∣

∣

r=0
= 0. (13)

The total local electric potential Φ(x, r) can be divided into two parts:

Φ(x, r) = ψ(r) + ϕ(x), (14)

where ψ(r) is the potential due to the electrical double layer at the surface on the radial direction and the potential ϕ(x) is

due to the bulk (outside the pore) along the x axis. Assume that the variation of ϕ(x) along x axis is negligible compared

to the variation of the radial component, then Eq. (7) becomes as follows

∇2Φ ≈
1

r

∂ψ

∂r
+
∂2ψ

∂r2
. (15)

Assuming that Eqs. (8) and (10) allow the approximation ji(r) = 0 to be used for any r, then this equation can be

integrated between 0 < r < rp to find the “radial equilibrium” approximation which gives one the concentration ci(r)
(Boltzmann distribution)

ci(r) ≈ ki(r)viC, (16)

where

ki(r) = exp

[

−
ziFψ(r)

RT

]

, (17)

C is the electrolyte concentration equivalent to the concentration of a bulk solution in equilibrium with the pore at position

x and vi (the stoichiometric coefficient) represents the number of ions coming from the dissociated electrolytes. In the

case of two ionic species i = 1, 2, the condition of electroneutrality is described by v1z1 + v2z2 = 0 or v1|z1| = v2|z2|:

(Counter-ion)ν1z1 (Co-ion)ν2z2 −→ ν1(Counter-ion)z1 + ν2(Co-ion)z2

The index (i = 1) represents the counter ions and the index (i = 2) represents the co-ions.

After substitution of Eqs. (15) and (16) in (6), the Poisson–Boltzmann equation which determines the electric poten-

tial inside the pore is obtained. It is presented in dimensionless form [14] by the following relation:

2

r̃

∂

∂r̃

(

r
∂ψ̃

∂r̃

)

≈

(

rp
λc

)2
(

e+ψ̃ − e−τψ̃
)

, (18)

where

ψ̃ = −
z1Fψ(x, r̃)

RT
≥ 0, r̃ =

r

rp
, τ =

|z2|

|z1|
, (19)

λc is the Debye length associated with the concentration C given by:

λc =

(

RTε

2v1z21F
2C

)

∝ C−1/2. (20)

The boundary conditions at the center and surface of the pore can be presented in dimensionless form [11–14]:

∂ψ̃

∂r̃

∣

∣

∣

r̃=1
= 4σ∗,

∂ψ̃

∂r̃

∣

∣

∣

r̃=0
= 0, (21)

where

σ∗ =
1

4

(

rp
λm

)2

, (22)

λm is the Debye length associated with the membrane charge density

λm =

(

2εRT

|z1|F 2|Xm|

)1/2

∝ |Xm|−1/2, (23)

and R is the constant of the ideal gas and Xm is defined by

Xm =
2σw
Frp

. (24)
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The membrane charge density |Xm| is expressed in moles per unit volume of the pore. It is proportional to |σw| and

inversely proportional to the radius of the pore rp. The average flux density in the pore can be calculated by integrating

the local flux using the formula:

j̄i,x =
2

r2p

rp
∫

0

ji,xrdr. (25)

The average electrolyte flow density is denoted by J, the volume flow density – by Jv and the current density – by Ī .

It should be noted that the volume flow rate Jv is a very good approximation to the barycentric velocity Um [13].

J =

2
∑

i=1

j̄i, Jv = ūx, (26)

with the current density given by

Ī = F

2
∑

i=1

ziji. (27)

From Eq. (3), using Eqs. (8) and (13) for ux and component x from Eq.(2) and averaging the fluxes over the pore

cross-section by Eq. (27), the following system of transport equations is obtained:

Jv = −L11

(

∂P0

∂x

)

− L12

(

∂µ

∂x

)

− L13

(

∂ϕ

∂x

)

,

J = −L21

(

∂P0

∂x

)

− L22

(

∂µ

∂x

)

− L23

(

∂ϕ

∂x

)

,

Ī = −L31

(

∂P0

∂x

)

− L32

(

∂µ

∂x

)

− L33

(

∂ϕ

∂x

)

,

(28)

where µ is the chemical potential given by

µ = RT ln(C), (29)

and P0 is the effective pressure

P0 = P −Π, (30)

with Π the osmotic pressure defined according to:

Π = RT (v1 + v2)C. (31)

The term of conductivity is given by

κ = L33 = Ī

(

∂ϕ

∂x

)

−1

, (32)

where

L33 = L′

33 + L′′

33, (33)

L33 = [diffusive conductivity] + [convective conductivity] such as

κD = L′

33 =

(

Cv1z1F
2

RT

)

[

D1z1k̄1 −D2z2k̄2
]

, (34)

κc = L′′

33 =
(

(Cv1z1Frp)
2
η−1

)

[

k1g − k2g
]

. (35)

Using the definition

y = 2

1
∫

0

yr̃dr̃, (36)

ki and kig can be calculated with the function which is defined [12, 13] by

g =

1
∫

r̃

1

r̃′′

r̃′′
∫

0

(k1 − k2) r̃
′dr̃′dr̃′′. (37)

The function defined above can be simplified by using the PB equation and Green’s theorem to find

g(r̃) = 2 (rp/λc)
−2
[

ψ̃(r̃)− ψ̃w

]

. (38)
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The conductivity can therefore be calculated from the electrostatic potential ψ̃(r̃) inside the pore. So, in this case, it

is necessary to solve the PB equation in dimensionless form to evaluate ψ̃(r̃)(ψ̃w = ψ̃(r̃p). This potential is a function of

the dimensionless parameters rp/λm and rp/λc, which are proportional, respectively, to |σw|
1/2 and C1/2

s

rp
λm

= 7.485 (z1rpσw)
1/2

,
rp
λc

= 3.288
(

ν1z
2
1Cr

2
p

)1/2
, (39)

with the surface charge density σw in C/m2, the pore radius rp in nm and the bulk concentration C in moles/l.

2.1. Homogeneous analytical approximation (H)

The homogeneous approximation is used to analyze the behaviour of ions inside a cylindrical pore. In a charged

pore, ions move through the pore driven by electrostatic forces due to the presence of a fixed charge distribution on the

pore surface. The homogeneous approximation assumes that the charge density along the length of the pore is uniformly

distributed. By making this approximation, the problem of ion transport in the cylindrical pore can be simplified. This

simplification greatly facilitates the mathematical analysis. The homogeneous theory, which assumes a uniform potential,

is valid when the pore radius is small and the surface charge density is lower, according to the space charge model [15].

Within the membrane pore, the macroscopic Donnan equilibrium theory can be used in combination with global charge

electroneutrality then

2
∑

i=1

zici +Xm = 0, (40)

with

c̄i = kiνiC, (41)

where

ki = exp

[

zi
|z1|

ψ̃0

]

. (42)

The value of the potential ψ̃0 is given by Eq. (42) which also allows one to write down:

ξ = kh − k−τh =
|Xm|

|z1|ν1C
, (43)

with

kh = eψ̃0 (44)

and ξ is the normalized membrane charge density in dimensionless form given in terms of (rp/λm) and (rp/λc) by

ξ = 4
(rp/λm)

2

(rp/λc)
2 . (45)

In the case of the symmetric salt (τ = 1), the solution of the quadratic equation k2h − ξkh − 1 = 0 is given by the

formula

kh =
1

2

(

ξ +
√

ξ2 + 4
)

. (46)

2.2. The approximate solutions of the Poisson–Boltzmann equation

2.2.1. Numerical method. The simplified Poisson–Boltzmann Eq. (18) is a non-linear partial differential equation and

a fundamental equation used to find the electrostatic potential in porous systems [14]. In this work, a numerical approach

uses the finite difference method to approximate solutions in one dimension. The proposed numerical method involves dis-

cretizing the spatial coordinate, applying suitable boundary conditions, and iteratively updating the electrostatic potential

until convergence.

2.2.2. Analytical solution. Additionally, the article explores analytical approximations solution for specific scenarios

with simplified charge distributions and boundary conditions, providing insights into the behavior of simple systems

(Good Co-Exclusion Approximation, Plane approximation, and Debye–Hüuckel approximation). By comparing the nu-

merical and analytical approaches, researchers gain valuable tools to efficiently analyze charged systems in radial direction

and better understand their electrostatic behaviour in porous system. However, the validity of the analytical approxima-

tions depends on the value of the dimensional electrostatic potential ψ̃(r̃). Therefore, the ranges of validity of different

types of analytical approximations vary in function of the parameters (rp/λm, rp/λc).
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2.2.3. Good Co-Exclusion Approximation (GCE). The concept of “Co-Exclusion” arises from the fact that ions of the

same charge have a strong tendency to repel each other, leading to an excluded volume effect. The “Good Co-Exclusion

Approximation” is an approach used to simplify the PBE solution by incorporating this excluded volume effect, partic-

ularly, for ionic solutions with concentrated charges. In the Good Co-Exclusion Approximation, the ions are treated as

hard spheres, and their excluded volume effects are taken into account by modifying the boundary conditions in the PBE.

Instead of considering the actual physical boundaries of the ions, the boundary conditions are adjusted to reflect the pres-

ence of neighboring ions and their excluded volumes. This approximation assumes that the ions cannot penetrate each

other’s excluded volumes and considers their spatial arrangement to account for the effect of ionic crowding. By using the

Good Co-Exclusion Approximation, the PBE can be simplified, and the computational cost can be significantly reduced

while still providing reasonably accurate results for systems with concentrated ionic solutions. However, it is important

to note that this approximation is most applicable to systems with relatively low ion concentration. It is valid for high

potential values ψ̃ > 1, because the second term on the right of Eq. (18) becomes negligible. In this limit, the solution of

PB equation [13, 14] between 0 ≤ r̃ ≤ 1 is given by

ψ̃(r̃) = 2 ln

(

λc
rp

)

+ f (r̃;σ∗) , (47)

with

f(r̃;σ∗) = ln

[

16σ∗(1 + σ∗)

(1 + σ∗ − σ∗r̃2)2

]

. (48)

By combining Eq. (22) and Eq. (47), the GEC approximation is valid when ψ̃ (0) ≥ 1 (minimum value of ψ̃ at the

origin)
(

rp
λc

)

≤ 2.426

(

rp
λm

)

[

4 +

(

rp
λm

)2
]

−1/2

. (49)

Staying within the range of validity of the GEC approximation, when the value of σ∗ becomes small, the function

appearing in Eq. (47) can be simplified. In this case, the homogeneous approximation for the electrostatic potential is

valid in the whole range 0 < r̃ < 1 with

eψ̃(r̃) ≈
|Xm|

|z1|v1Cf
=

16σ∗

(rp/λc)
2 . (50)

The homogeneous GEC approximation is valid when (rp/λm) < 2 and inequality (49) simplifies to

(rp/λc) < 1.21 (rp/λm).

2.2.4. Plane and Debye–Hückel approximation. Solving the Poisson–Boltzmann equation directly in three dimensions

can be challenging, especially for complex systems. In some cases, it is possible to simplify the equation and make

approximations to make the problem more tractable. One such approximation is the plane approximation or the Debye–

Hückel (DH) approximation. The plane approximation assumes that the charge distribution is confined to a single plane,

and the system’s behaviour is effectively two-dimensional. This approximation is valid for situations where the charged

species are confined to a surface. Solving this simplified one-dimensional Poisson–Boltzmann equation can provide

valuable insights into the electrostatic behaviour near the charged plane, making it easier to study systems like charged

membranes. The DH approximation is a method to simplify the PB equation under specific conditions related to dilute

solutions and weak electrostatic interactions between ions. For a solution containing a symmetric salt at a concentrationC,

the nonlinear PB equation can be solved analytically, where the potential ψ̃ is different from zero only at the pore surface.

In this case one has:
1

r̃

∂ψ̃

∂r̃
≪

∂2ψ̃

∂r̃2
. (51)

Apply the change of variable r̃ = 1 − t̃, and consider a uniform potential ψw at the surface, the variation of the

potential becomes strong near the surface of the pore, as opposed to inside the pore where its value is close to zero. In this

approximation [14], the electrostatic potential at a distance t̃ from the surface satisfies the plane approximation of the PB

equation.

∂2ψ̃

∂t̃2
∼=

(

rp
λc

)2

sinh(ψ̃). (52)

After integration, the solution of this equation can be found using the boundary condition at the pore surface:

ψ̃
(

t̃
)

= 2 ln

[

1 + u(t̃)

1− u(t̃)

]

, (53)

where

u = tanh(h)e−(rp/λc)t̃, h =
1

2
arsinh

[

(rp/λm)
2

2 (rp/λc)

]

. (54)



434 J. Dweik, H. Farhat, J. Younis

At the limit, for a low potential and dilute solution, the solution takes the form of the plane DH approximation.

ψ̃
(

t̃
)

∼=
(rp/λm)

2

(rp/λc)
e−(rp/λc)t̃. (55)

We observe that the plane approximation is valid when rp/λc > 11. It’s important to note that the plane approxima-

tion is valid only when the charged particles are distributed primarily along the x-axis and when the distance between the

charged particles and the plane is much larger than the characteristic size of the charged particles themselves. In cases

where the system deviates significantly from these conditions, the plane approximation may not be accurate.

3. Results and discussion

3.1. Extended homogeneous approximation (EH)

EH is a new analytical approximation solution based on the Donnan theory (homogeneous approximation in the pore).

It can be studied by adding a small radial variation ψ̃1(r̃) ≤ 1. The potential can be expressed as ψ̃(r̃) = ψ̃0 + αψ̃1(r̃),
an approximate analytical solution to Eq. (18) with a development parameter, α, which depends on |σw| and takes the

value 1 at the end of the calculation. The expansion of the PB equation to the first order of α according to the boundary

condition given by:

2∇2(ψ̃1)−Wψ̃1 = R, (56)

∂ψ̃1

∂r̃

∣

∣

∣

r̃=1
=

(

rp
λm

)2

, (57)

∂ψ̃1

∂r̃

∣

∣

∣

r̃=0
= 0, (58)

with

W =

(

rp
λc

)2
[

kh + τk−τh
]

, R =

(

rp
λc

)2
[

kh − k−τh
]

. (59)

For a given value of ψ̃0, the analytical solution to Eq. (73) is as follows

ψ̃1(r̃) =
(rp/λm)

2

m

[

I0(mr̃)

I1(m)

]

− 2

(

rp/λm
m

)2

, (60)

with

m = (W/2)
1/2

, (61)

I0 and I1 are the modified Bessel functions of order 0 and 1, respectively.

When the value of ψ̃0 is zero, we fall on the Debye–Hükel approximation, for which the approximation is valid if

ψ̃1(1) < 1 then

V >

(

rp
λm

)2 [
I0(V )

I1(V )

]

, (62)

with

V =

(

1 + τ

2

)1/2(
rp
λc

)

. (63)

The EH approximation can be represented in the plane (rp/λm, rp/λc) by the inequality ψ̃1(1) < 1. If this radial

function tends to 0, it moves to the domain of validity of the homogeneous approximation (rp/λm < 2). For the GEC

zone, the extended homogeneous approximation is valid for rp/λm < 2.4, while outside the GEC zone, the EH zone

includes and extends the homogeneous and the Debye–Hükel (DH) zones. Fig. 2 summaries the validity domains of

different analytical approximations solution [16].

3.2. Electrical conductivity

The electrical conductivity in charged nanopores is determined by various factors, including the size of the nanopore,

the surface charge density (Table 1), the concentration and type of ions presented in the pore (Table 2), and the properties

of the surrounding medium. However, the behaviour of electrical conductivity in charged nanopores can be complex

and dependent on many factors, and may require detailed computational studies to fully understand. The conductivity is

computed by numerical approach using equation (33) and compared to the conductivity calculated by homogeneous and

extended homogeneous analytical approximations. Using the EH approximation, the conductivity κ can be calculated

analytically and is given by:

κ = LH33 + δL33, (64)

where the homogeneous conductivity is given by

LH33 =
(

Cν1|z1|F
2/RT

) (

D1|z1|kh +D2|z2|k
−τ
h

)

+
(

(Cν1z1F )
2
L0
P

)

ξ2. (65)
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FIG. 2. Representation of the validity domains of different analytical solution approximations [16].

Representation of different zones: (1) and (2) – Validity of the Homogeneous and Debye–Hückel (DH)

zone; (1), (2) and (3) – Validity of EH zone; (5) and (6) – Validity of the Homogeneous zone and

inhomogeneous GEC; (4) – Intermediate zone; (7) – Validity of the plane approximation; (8) – Validity

of the plane Debye–Hückel approximation. The blue curve delimits the area of EH and the dashed line

delimits the H area.

The hydraulic permeability of the membrane is given by the following formula

L0
P = r2p/8η (66)

and the correction term of the homogeneous approximation of order 1 is given by

δL33 =
(Cν1z1Frp)

2
ξ2

2η

[

1

4
+

1

m

I0(m)

I1(m)
−

1

2

(

I0(m)

I1(m)

)2
]

. (67)

TABLE 1. The Parameter rp/λm, the surface charge density and membrane charge density Xm for rp = 2 nm

rp/λm σw (C/m2) Xm (mol/l)

0.18 0.0003 0.0031

4 0.15 1.55

6.4 0.37 3.83

8 0.58 6.01

10.4 0.97 10.05

TABLE 2. Parameter rp/λc and concentration in the bulk for rp = 2 nm

rp/λc C (M)

0.2 10−3

0.6 10−1

6.5 1

11.4 3
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When ξ tends to 0, then the correction term δL33 tends to 0. In this case, the conductivity in the homogeneous zone

is attained. Fig. 3 shows that at low surface charge densities, the electrical conductivity is dominated by the properties

of the electrolyte solution, and the conductivity decreases as the size of the nanopore decreases due to increased surface

effects. At higher surface charge densities, the electrical conductivity may increase due to the formation of ion transport

channels or ion hopping mechanisms. At low surface charge density, Fig. 3 shows that the conductivity in a charged pore

is proportional to the ionic concentration of the counter ions compensated by the volume charge density of the membrane

(contribution of the electrical double layer). It turns out that the SC model predicts very well the experimentally observed

conductivity in cylindrical nanopores of radius rp > 3 nm [16]. This indicates that the model captures the relevant

physical phenomena and properties of the nanopores accurately. In this context, the homogeneous approximation is

coherent with the numerical method up to rp/λm ≈ 3, while the EH remains coherent untill to rp/λm ≈ 6. Indeed,

the EH approximations can be valuable analytical methods to calculate physical quantities of certain systems, including

membranes for low and high surface charge density σw . The issue of the validity of this model for small pore radius

rp < 2 nm remains an open question.

FIG. 3. Conductivity κ as a function of parameter rp/λm in a nanopore of radius rp = 2 nm containing

KCl salt. The conductivity is calculated by numerical, Homogeneous and extended homogeneous ap-

proximation

4. Conclusion and perspective

The aim of this paper was to highlight the influence of physical parameters on the ionic transfer, especially the

concentration of the bulk and the surface charge density σw. Different analytical approximations based on the space

charge (SC) model (Homogeneous, Good Co-Ion Exclusion and Planar approximation) is described in this paper. A new

analytical approximation named the extended homogeneous approximation is presented. The behavior of the salt-porous

system depends mainly on the surface charge density and the concentration in the bulk. The calculation of the conductivity

by numerical and approximate analytical methods shows that the Extended Homogeneous approximation (EH) is coherent

with the numerical method up to a limit value of rp/λm ≈ 6, corresponding to 0.37 value of surface charge density. Then,

without going through a heavy numerical method, the EH approximations can be used as simple analytical methods to

calculate the physical quantities of the membrane such as electrical conductivity and flow potential within specific limits,

help the development of new applications in water treatment, food processing, and the recovery of valuable materials from

industrial waste streams.
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ABSTRACT In this study, we have investigated the transport properties of low bucked (LB) and high buck-
led (HB) silicene based two probe devices such as I–V characteristics, conductance, transmission spectrum
and projected device density of states. Firstly, we have opened a bandgap in both LB and HB zigzag silicene
nanoribbon (ZSiNR) by hydrogen passivation and simulated for their transport properties. Further, we have
doped the LB and HB ZSiNR structures by gallium (Ga) and arsenide (As) atoms in order to determine their
changes in the transport properties. The results show that 4 atom width silicene nanoribbon shows a maximum
band gap of 2.76 and 2.72 Å for LB-ZSiNR and HB-ZSiNR, respectively. The 2 atom doped ZSiNR shows good
transport characteristics in the voltage range of 0.5 to 1.5 V in comparison with 4 and 6 atom doped models.
The obtained results were validated by calculating the transmission spectrum and projected device density
of states. It is believed that the modelled devices will find number of futuristic applications in the electronic
industry.
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1. Introduction

The silicene, a honeycomb (hexagonal) structured 2D material exfoliated from silicon monolayer atoms, is excep-

tionally expedient over graphene due to its sp3 hybridization. Silicene does not exist in nature and tends to generate larger

silicone crystals and silicone compounds [1]. The effective synthesis of this element on metal substrates [2–4] has spurred

interest in both theoretical [5, 6] and experimental investigations [7, 8]. The buckled structure of 2D silicene result either

from the weak π double bonds due to the parted Si atoms or through the pseudo-Jahn–Teller distortions (PJT) [9]. Due to

the zero band gap semimetal character with linearly crossing bands at the Fermi level (EF), the charge carriers move like

massless fermions at around 106 m/s at the Dirac point. This could be fixed by directing various modulation techniques for

recognition of tunable band gaps. A number of such formulations include modeling silicene into nanoribbon (NR) bands

of atomic layer width and chemical functionalization [10–13]. In addition, the implementation of strain, the application

of an external electrical field [14], vacancy creation [15], surface adsorption, substitution, nano-mesh creation (creating

nanoholes on the silicene sheet), etc. could also yield band gap efficiently [16]. There have been some reports proposed

by Yao, et al. [17] showing the distinct properties of large spin–orbit coupling (SOC) effect as a result of buckling and the

Quantum Spin Hall effect (QSHE) [18], and a valley-polarized metallic phase by Ezawa [19]. Due to such articulations in

the silicene material, it finds several device implementations as field effect transistor (FET), tunnel field effect transistor

(TFET), spintronics, valleytronics, bandgap engineering, gas sensors etc [16].

© Naqash A.N., Shah K.A., Sheikh J., Kumbhani B., Andrabi S.M.A., 2023
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The atomic structure of silicene could be perceived into three phases based on the buckling done. The Planar

structure (PL) (pristine version), as per the binding energy computations of silicene, has a greater energy than its Low-

buckled (LB) and High-buckled (HB) complements. There exist fictitious phonon frequencies in the PL structure for the

majority of the Brillouin zone [20] that renders it unstable. The fictitious phonon frequencies are moreover evident in

silicene HB structures with significant buckling heights of 2 Å. As a result, HB structures are not consistent to actual local

minima over the Born–Oppenheimer surface [21]. Silicene’s LB structures, on the other hand, exhibit phonon dispersion

curves with positive coefficients over the whole Brillouin zone, making them dynamically stable [21].

Though the lack of a band gap restricts the material for both electronic and device applications, but optimistically

functionalization, strain, or the application of an external electrical field, nano-mesh creation, defect creation, etc. can be

implemented to yield a band gap. Another way of solving band gap problem is by slicing silicene into silicene nanoribbons

(SiNRs). SiNRs are of two forms viz., Armchair Silicene Nanoribbons (ASiNRs) and Zigzag Silicene Nanoribbons

(ZSiNRs) [3]. In the past, several elements like Al, Ga, In, Th, P, As, Sb and Bi have been investigated for various

electronic (band structure, density of states (DOS)) and transport properties (transmission spectra and I–V characteristics)

of silicene NRs [20]. Likewise, dopants containing Gallium and Arsenic have been implemented for the semiconductor

simulation [22, 23].

Gallium belongs to group-III with valency three and arsenic belongs to group-V with valency five in the periodic

table. Thus, Gallium atoms are often replaced for doping in p-type semiconductors with majority of the charge carriers

as holes and contrast to this arsenic atoms are replaced to dope in n-type semiconductors. Ga and As are mostly used

for optoelectronic applications because of their optical properties [24, 25]. Further, the lattice constants of Ga and As are

identical [3]. Gallium arsenide is formed by coupling Group III and V elements for implementation as photo detectors,

LEDs etc. [26].

The ZSiNRs have been used for various applications such as giant magnetoresistance [27], high hydrogen storage

capacity [28], lithium storage [29], spin-filtering [30, 31], magnetic random access memory and digital logic [32], spin

polarization [33], etc. In this study, for the first time, we have studied the transport characteristics of GaAs co-doped

hydrogen passivated low-buckled (LB) and high-buckled (HB) ZSiNR at various GaAs doping levels. The device is

distinctly doped with 2, 4 and 6 GaAs atoms and their transport characteristics are investigated. The studies revealed that

doped LB and HB ZSiNR devices have distinct I-V and conductance curves, transmission spectra and device density of

states.

2. Models and methods

The current study has been carried out utilizing the density functional theory (DFT) and non-equilibrium Green’s

Function (NEGF) operations [2], based on the software Atomistic Tool Kit (ATK) software version P-2019.03 and its

graphical user interface Virtual Nanolab (VNL) [34]. We project a two-probe device with three zones, the left electrode,

the middle scattering region, and the right electrode in order to compute the transport properties. The device is represented

in Fig. 1. Electrodes are assimilated into the ZSiNR structure to eliminate the current quantization effects induced by

contact regions. The Silicon–Silicon bond length is set at 2.28 Å. The buckling height for the low buckled and the high

buckled structures are taken as 0.44 and 0.54 Å, respectively.

Electron density expansion is treated with double zeta polarised basis set that interprets the electron wave function.

Also density mesh cut-off is set at 75 Hartee (150 Ry). With a 15 Å vacuum separation along the zigzag silicene nanorib-

bons (ZSiNR)’s width, the interlayer interactions are circumvented. The Local Density Approximation (LDA) is used

to account for the exchange-correlation interactions, which is a basic approximation, whereas Generalized Gradient Ap-

proximation (GGA) is an advanced version of LDA and the LDA approximation has been used for the band structure

calculations in various structures [2, 38, 39]. The atomic locations and asymmetric lattice constants are relaxed up to

a maximum force of 0.01 eV. For sampling during the structure optimization, the Brillouin zone has been sampled at

1× 1× 21 k-points and for the computation of band structure, device density of states and electron transport calculations,

a 1 × 1 × 125 Monkhorst-Pack K-points grid is selected along the ZSiNR growth direction (z-direction). The “limited-

memory Broyden–Fletcher–Goldfarb–Shanno” (LBFGS) algorithm has been employed for structure optimization [35].

The electrode temperature of the models has been set to 300K for operation. The current across the electrodes is analyzed

by voltage bias of 0 to 2 V. Table 1 below depicts the simulation parameters implemented in the modulation of the two

probe device.

3. Results and discussions

In order to investigate silicene for device applications, it is important to open the bandgap in the material. In this

study, we have H-passivated the ZSiNR and varied its width to investigate the change in band gap in the material as shown

in Fig. 2. From the curves, it is clear that for both LB and HB ZSiNR the increase in the width of the nanoribbon results

in the decrease of the energy gap which is in agreement with the literature [16, 36] and the 4 atom width LB–H–ZSiNR

and HB–H–ZSiNR shows a maximum band gap of 2.76 and 2.72 Å, respectively.

Silicene is a two-dimensional material composed of a single layer of silicon atoms arranged in a honeycomb lattice,

similar to graphene. Its atomic structure could be perceived into three phases based on the buckling done. The Planar
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(a)

(b)

(c)

FIG. 1. H-passivated zigzag silicene nanoribbon (ZSiNR) two probe modeled device: (a) – top-view;

(b) – side-view; (c) – GaAs co-doped

TABLE 1. The simulation parameters implemented in the modeled two probe devices

Parameter Value

Calculator Linear Combination of Atomic Orbitals (LCAO)

Formalism DFT

Pseudopotential FHI (Martins–Troullier Type)

Exchange-correlation functional LDA

Density mesh cut-off Energy 75 Hartee

k-point sampling 1, 1, 125

Basis set Double-ζ polarization (DZP)

Electrode Temperature 300 K

Device Algorithm Formalism Non-equilibrium Green’s Function (NEGF)

Poisson Solver FFT2D

structure (PL) (pristine version), as per the binding energy computations of silicene, has a greater energy than its Low-

buckled (LB) and High-buckled (HB) complements. In planar silicene there is no bandgap while the high buckled silicene

with buckling height of 2 Å is unstable [16]. The rise in buckling height suggests that silicene’s atomic orbitals have a

higher concentration of the more stable sp3 hybridization than sp2 hybridization. We have inspected two stable buckling

heights of 0.44 and 0.54 Å in the middle range of the low buckled silicene, as illustrated in Fig. 2. Consequently, we have

labeled them as Low buckle (LB) for 0.44 Å and High buckled (HB) for 0.54 Å, respectively.

In the low buckled (i.e., 0.44 Å) silicene nanoribbon, the silicon atoms are arranged in a planar configuration with

minimal vertical displacement (buckling) from the plane of the nanoribbon. This arrangement leads to a relatively large

inter-atomic spacing and weaker silicon-silicon bonds. The weak bonding results in a smaller bandgap since the energy

required to promote electrons from the valence band to the conduction band is lower. As the width of the low buckled
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FIG. 2. Variation of bandgap of H-passivated low-buckled (LB) and high-buckled (HB) ZSiNRs with

the change in width of the silicene nanoribbon

nanoribbon decreases, the distance between silicon atoms decreases, resulting in strengthening of bonds, and consequently

increasing the bandgap. In other words, as the width increases the band gap decreases.

On the other hand, in the high buckled (0.54 Å) silicene nanoribbon, the silicon atoms exhibit a more pronounced

vertical displacement or buckling from the nanoribbon plane. This buckling causes the atoms to be closer together,

leading to stronger silicon-silicon bonds. The stronger bonding results in a larger bandgap since more energy is required

to promote electrons across the wider bandgap (wider than the low LB counterpart). As the width of the high buckled

nanoribbon decreases, the interatomic spacing remains relatively constant due to the buckling pattern, which keeps the

bandgap more stable or possibly even increasing slightly. It’s important to note that the exact behavior of the bandgap with

respect to decreasing width may also be influenced by the nanoribbon’s specific edge configuration, strain effects, and

other environmental factors and the quantum confinement effects can play a role in modifying the electronic properties of

narrow nanoribbons [16]. Therefore, detailed theoretical calculations or simulations may be necessary to precisely predict

the bandgap changes in low and high buckled silicene nanoribbons as their width varies.

The transport characteristics and the impact of various doping levels on the current and conductance of the ZSiNR

two-probe systems have been explored. The remaining forces on each atom were reduced to less than 0.05 eV/A by

relaxing each of the structures completely. We have obtained the I–V curves, conductance curves, transmission spectra and

projected device density of states (PDDoS) of the LB–ZSiNR and HB–ZSiNR modeled devices. These curves (Figs. 4–6)

depict the transport mechanism of the models in the similar manner as does the IV curves [40–43].

The variation in I–V curves of low-buckled and high-buckled ZSiNR modeled devices with different doping levels

are shown in Fig. 3(a) and Fig. 3(b) respectively.

From Fig. 3(a) and Fig. 3(b), it is clear that the 2 atoms doped GaAs LB and HB ZSiNR modeled device conducts

more as compared to 4 atoms doped GaAs LB and HB ZSiNR devices and the change is significant in the bias range of

0.5 to 1.5 V. However, in LB and HB pristine ZSiNR devices the increase in current is significant in 1.5 to 2 V voltage

range which is in agreement with the result reported in the literature [30]. The conductance curves of the modeled devices

are depicted in Fig. 4(a) and Fig. 4(b). The conductance of the 2 atoms doped GaAs LB–ZSiNR and HB–ZSiNR modeled

devices is higher than the corresponding 4 atoms doped structures particularly in the bias window of 0.5 to 1.5 V which

is in agreement with the above observed I–V characteristics.

We further inspected the transmission spectra of the modeled structures to better comprehend the I–V curves at 0.2 V.

Fig. 5 and Fig. 6 show the transmission spectra of LB and HB ZSiNR for different doping concentrations. The probability

of the occupancy of the states is represented by black, red and green lines for pristine, 2 atoms doped, 4 atoms doped

ZSiNRs, respectively. It can be observed from Fig. 5 and Fig. 6 that the transmission peaks with reference to the pristine

model are larger than the corresponding peaks of doped models at the applied voltage of 0.2 V. Thus supporting the

statement for reduced current in the doped models as compared to the pristine silicene devices. Furthermore, from Fig. 5

and Fig. 6, it is clear that the 2 atoms doped model shows better transmission peaks as compared to the highly doped

models. In addition, the transmission is good in the bias range of 0.5 to 1.5 V that is also in agreement with the obtained

I–V and conductance curves (refer Fig. 3 and Fig. 4).
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(a) (b)

FIG. 3. I–V curves of H-passivated (a) low-buckled (LB) ZSiNR (b) high-buckled (HB) ZSiNR two

probe devices

(a) (b)

FIG. 4. Conductance curves of H-passivated (a) LB–ZSiNR (b) HB–ZSiNR two probe devices

The PDDoS numerically depicts the density distribution of states. The PDDoS specifies the number of states the

quantum carriers are permitted to occupy at a specific energy level.

The ATK software implements the spectral density matrix tool for its computation:

ρ (E) = ρL (E) + ρR (E) . (1)

Here, L and R stand for the corresponding contributions of the left and right electrodes.

The relation for local density of states (LDoS) is given by

D (E, r) =
∑
ij

ρij (E) ∅i(r)∅j(r), (2)

where the basis set orbitals ∅i(r) are real functions in ATK obtained by using the solid harmonics.

Integrating the LDoS over the whole space, PDDoS can be computed as follows;

D (E) =

∫
drD (E, r) =

∑
ij

ρij (E)Sij , (3)
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FIG. 5. Transmission spectra of H-passivated LB–ZSiNR for different doping concentrations

FIG. 6. Transmission spectra of H-passivated HB–ZSiNR for different doping concentrations

where Sij =

∫
∅i (r) ∅j (r) dr is the overlap matrix.

The PDDoS of LB and HB H-passivated ZSiNR at different doping levels is shown in Fig. 7. From Fig. 7, it is clear

that very small peaks occur below the Fermi level in the pristine and doped ZSiNRs which means that a fewer number of

available energy states are presented in the valence band. Furthermore, peaks are also observed above the Fermi level in

the conduction band of the both the pristine and the doped ZSiNR models. Thus, the results depict that conductivity is

possible for the proposed devices as the occupancy level is sufficient at both the valence and the conduction bands [37].
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(a) (b)

(c) (d)

(e) (f)

FIG. 7. PDDoS at different doping levels of LB and HB (a) pristine LB, (b) pristine HB, (c) 2 atom

doped LB, (d) 2 atom doped HB, (e) 4 atom doped LB, and (f) 4 atom doped HBH-passivated ZSiNR
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4. Conclusions

In this study, we have modelled and simulated both pristine and doped low buckled (LB) and high buckled (LB)

ZSiNR two probe devices using DFT in combination with NEGF formalism and calculated their I–V characteristics,

conductance, transmission spectrum and project device density of states (PDDoS). The results show that the level of

buckling in the silicene structures changes the characteristics of the devices which are further dependent on the magnitude

of the applied voltage. The doping by gallium and arsenide atoms shows a profound effect on the I–V characteristics

and conductance of modelled two probe devices, particularly, in the middle applied voltage range and it is sensitive to

the level of doping. The low level doping shows higher magnitude of current than the high level doping. Furthermore,

the transmission spectrum and PDDoS completely agree with the I–V and conductance curves. The results are important

from both basic and applied points of view.
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[7] Cahangirov S., Topsakal M., Aktürk E., Şahin H., Ciraci S. Two- and one-dimensional honeycomb structures of silicon and germanium. Physical

Review Letters, 2009, 102 (23), 236804.

[8] Chen Lan, Liu C.C., Feng B., He X., Cheng P., Ding Z., Meng S., Yao Y., Wu K. Evidence for Dirac fermions in a honeycomb lattice based on

silicon. Physical Review Letters, 2012, 109 (5), 056804.

[9] Guzmán-Verri G.G., Lew Yan Voon L.C. Electronic structure of silicon-based nanostructures. Physical Review B, 2007, 76 (7), 075131.

[10] Deepthi Jose, Ayan Datta. Understanding of the buckling distortions in silicene. J. of Physical Chemistry C, 2012, 116 (46), P. 24639–24648.

[11] Ding Yi, Jun Ni. Electronic structures of silicon nanoribbons. Applied Physics Letters, 2009, 95 (8), 083115.

[12] Ding Yi, Yanli Wang. Density functional theory study of the silicene-like SiX and XSi3 (X= B, C, N, Al, P) honeycomb lattices: the various

buckled structures and versatile electronic properties. J. of Physical Chemistry C, 2013, 117 (35), P. 18266–18278.

[13] Ni Zeyuan, Qihang Liu, Kechao Tang, Jiaxin Zheng, Jing Zhou, Rui Qin, Zhengxiang Gao, Dapeng Yu, Jing Lu. Tunable bandgap in silicene and

germanene. Nano Letters, 2012, 12 (1), P. 113–118.

[14] Sahin H., Cahangirov S., Topsakal M., Bekaroglu E., Akturk E., Senger R.T., Ciraci S. Monolayer honeycomb structures of group-IV elements

and III-V binary compounds: First-principles calculations. Physical Review B, 2009, 80 (15), 155453.

[15] Iordanidou K., Houssa M., van den Broek B., Pourtois G., Afanas’ev V.V., Stesmans A. Impact of point defects on the electronic and transport

properties of silicenenanoribbons. J. of Physics: Condensed Matter, 2016, 28 (3), 035302.

[16] Kharadi M.A., Malik G.F.A., Khanday F.A., Shah K.A., Mittal S., Kaushik B.K. Review – Silicene: From material to device applications. ECS J.

of Solid State Science and Technology, 2020, 9 (11), 115031.

[17] Liu C.C., Hua Jiang, Yugui Yao. Low-energy effective Hamiltonian involving spin-orbit coupling in silicene and two-dimensional germanium and

tin. Physical Review B, 2011, 84 (19), 195430.

[18] Liu C.C., Wanxiang Feng, Yugui Yao. Quantum spin Hall effect in silicene and two-dimensional germanium. Physical Review Letters, 2011,

107 (7), 076802.

[19] Motohiko E. Valley-polarized metals and quantum anomalous Hall effect in silicene. Physical Review Letters, 2012, 109 (5), 055502.

[20] Das R., Chowdhury S., Majumdar A., Jana D. Optical properties of P and Al doped silicene: a first principles study. RSC Advances, 2015, 5 (1),

P. 41–50.

[21] Saleh Bahaa E.A., Malvin Carl Teich. Fundamentals of Photonics. John Wiley & Sons. Inc., Hoboken N.J., 1991.

[22] Chen Xuanhu, Fangfang Ren, Shulin Gu, Jiandong Ye. Review of gallium-oxide-based solar-blind ultraviolet photodetectors. Photonics Research,

2019, 7 (4), P. 381–415.

[23] Edelman P. Environmental and workplace contamination in the semiconductor industry: implications for future health of the workforce and

community. Environmental Health Perspectives, 1990, 86, P. 291–295.

[24] Shinde S.S., Shinde P.S., Oh Y.W., Haranath D., Bhosale C.H., Rajpure K.Y. Structural, optoelectronic, luminescence and thermal properties of

Ga-doped zinc oxide thin films. Applied Surface Science, 2012, 258 (24), P. 9969–9976.

[25] Brodsky M.H. Progress in gallium arsenide semiconductors. Scientific American, 1990, 262 (2), P. 68–75.

[26] Ding He, Hao Hong, Dali Cheng, Zhao Shi, Kaihui Liu, Xing Sheng. Power-and spectral-dependent photon-recycling effects in a double-junction

gallium arsenide photodiode. ACS Photonics, 2019, 6 (1), P. 59–65.

[27] Xu Chengyong, Guangfu Luo, Qihang Liu, Jiaxin Zheng, Zhimeng Zhang, Shigeru Nagase, Zhengxiang Gao, Jing Lu. Giant magnetoresistance in

silicene nanoribbons. Nanoscale, 2012, 4 (10), P. 3111–3117.

[28] Li Feng, Changwen Zhang, Wei-Xiao Ji, Mingwen Zhao. High hydrogen storage capacity in calcium-decorated silicene nanostructures. Physica

Status Solidi B, 2015, 252 (9), P. 2072–2078.

[29] Guo Gang, Yuliang Mao, Jianxin Zhong, Jianmei Yuan, Hongquan Zhao. Design lithium storage materials by lithium adatoms adsorption at the

edges of zigzag silicenenanoribbon: a first principle study. Applied Surface Science, 2017, 406, P. 161–169.

[30] Kharadi M.A., Malik G.F.A., Khanday F.A., Shah K.A. Hydrogenated silicene based magnetic junction with improved tunneling magnetoresistance

and spin-filtering efficiency. Physics Letters A, 2020, 384 (32), 126826.

[31] Kharadi M.A., Malik G.F.A., Khanday F.A., Mittal S. Silicene-based spin filter with high spin-polarization. IEEE Transactions on Electron Devices,

2021, 68 (10), P. 5095–5100.



446 Asma N. Naqash, Khurshed A. Shah, J. Sheikh, B. Kumbhani, S. M. A. Andrabi

[32] Gani Muzafar, Khurshed Ahmad Shah, Shabir A. Parah. Realization of a sub 10-nm silicene magnetic tunnel junction and its application for

magnetic random access memory and digital logic. IEEE Transactions on Nanotechnology, 2021, 20, P. 466–473.

[33] Kharadi M.A., Malik G.F.A., Mittal S. Electric field tunable spin polarization in functionalized silicene. Physics Letters A, 2022, 429, 127952.

[34] Quantum ATK version P-2019.03, synopsis quantum ATK. URL: https://www.synopsys.com/silicon/quantumatk.html.

[35] Saputro Dewi Retno Sari, Purnami Widyaningsih. Limited memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method for the parameter esti-

mation on geographically weighted ordinal logistic regression model (GWOLR). AIP Conference Proceedings, 2017, 1868 (1), 040009.

[36] Ding Yi, Jun Ni. Electronic structures of silicon nanoribbons. Applied Physics Letters, 2009, 95 (8), 083115.

[37] Parvaiz Shunaid M., Shah K.A., Dar G.N., Farooq Ahmad Khanday. Electrical doping in single walled carbon nanotube systems: A new technique.

Computational Condensed Matter, 2020, 25, e00507.

[38] Drummond N.D., Zolyomi V., Fal’ko V.I. Electrically tunable band gap in silicene. Physical Review B, 2012, 85 (7), 075423.

[39] Nigam S., Gupta S.K., Majumder C., Pandey R. Modulation of band gap by an applied electric field in silicene-based hetero-bilayers. Physical

Chemistry Chemical Physics, 2015, 17, P. 11324–11328.

[40] Jun K., Wu F., Li J. Symmetry-dependent transport properties and magnetoresistance in zigzag silicene nanoribbons. Applied Physics Letters,

2012, 100, 233122.

[41] Kaur H., Kaur J., Kumar R. A Comparative Study on Electronic Transport Behavior of Silicene and B40-Nano Onions. Silicon, 2022, 14 (15),

P. 9479–9487.

[42] Krishna S.M., Singh S., Kaushik B.K. Edge Modified Stanene Nanoribbons for Potential Nanointerconnects. IEEE Transactions on Nanotechnol-

ogy, 2022, 22, P. 1–8.

[43] Showket S., Shah K.A., Dar G.N. Pristine and Modified Silicene based Volatile Organic Compound Toxic Gas Sensor: A First Principles Study.

Physica Scripta, 2023, 98, 085937.

Submitted 12 June 2023; revised 18 August 2023; accepted 19 August 2023

Information about the authors:

Asma N. Naqash – Department of Nanotechnology and Department of Electronics and Instrumentation Technology, Uni-

versity of Kashmir, Srinagar, Jammu and Kashmir – 190006, India; asma.naqash@gmail.com

Khurshed A. Shah – Department of Nanotechnology, University of Kashmir, Srinagar, Jammu and Kashmir – 190006,

India; Postgraduate Department of Physics, S. P. College, Cluster University Srinagar, Jammu and Kashmir – 190001,

India; ORCID 0000-0002-2694-4515; drkhursheda@gmail.com

Javid Ahmad Sheikh – Department of Electronics and Instrumentation Technology, University of Kashmir, Srinagar,

Jammu and Kashmir – 190006, India; ORCID 0000-0003-3113-3802; sheikhjavaid@uok.edu.in

Brijesh Kumbhani – Department of Electrical Engineering, Indian Institute of Technology Ropar, Punjab – 140001, India;

brijesh@iitrpr.ac.in

Syed Muzaffar Ali Andrabi – Department of Applied Sciences, Institute of Technology, Zakura Campus, University of

Kashmir, Srinagar, Jammu and Kashmir – 190006, India; muzaffar2000@gmail.com

Conflict of interest: the authors declare no conflict of interest.



NANOSYSTEMS:

PHYSICS, CHEMISTRY, MATHEMATICS

Original article

Dorosheva I.B., et al. Nanosystems:

Phys. Chem. Math., 2023, 14 (4), 447–453.

http://nanojournal.ifmo.ru

DOI 10.17586/2220-8054-2023-14-4-447-453

Induced surface photovoltage in TiO2 sol-gel nanoparticles

Irina B. Dorosheva1,2,a, Alexander S. Vokhmintsev1,b, Ilya A. Weinstein1,2,c, Andrey A. Rempel1,2,d

1Ural Federal University, Yekaterinburg, Russia
2Institute of Metallurgy of the Ural Branch of the Russian Academy of Sciences, Yekaterinburg, Russia

ai.b.dorosheva@urfu.ru, ba.s.vokhmintsev@urfu.ru, ci.a.weinstein@urfu.ru, drempel.imet@mail.ru

Corresponding author: I. B. Dorosheva, i.b.dorosheva@urfu.ru

ABSTRACT TiO2 nanoparticles synthesized by the sol-gel method and modified by annealing in air and hydro-

gen atmospheres were studied by surface photovoltage spectroscopy (SPS). SPS measurements showed that

the modified in air TiO2 nanoparticles have a more intense signal than those treated in hydrogen. A linear

correlation was found between the SPS and the diffuse reflectance spectra of the samples.
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1. Introduction

Titanium dioxide has attracted the attention of scientists around the world for many years, because it is a chemically

stable, non-toxic, and inexpensive material that has functional properties for use as photocatalysts in the decomposition of

toxicants [1–4], photosorbents of rare earth elements [5–7], renewable energy sources [8–10], resistive memory elements

[11–13], new organic compounds synthesis for medicine [14–16], etc. There are also various ways for the nanosized

titanium dioxide synthesis: solvothermal [17–19], hydrothermal [20–22], anodic oxidation [2, 23, 24], chemical vapor

deposition [25–27], electrodeposition [28–31], sonochemical [32–35], and microwave methods [36–39]. However, TiO2

has a wide bandgap of 3.0–3.3 eV [40, 41], which makes it difficult to apply it as a photosorbent and photocatalyst under

visible light irradiation. In this regard, the material is modified in various ways: by creating a heterostructure, doping

with metal ions, annealing in atmospheres of air, hydrogen, argon, nitrogen, etc. [42–49] to create atomic defects and

surface states capable to capture photons with lower energy. One of the instruments for study such states is the surface

photovoltage spectroscopy (SPS), which allows a non-contact, non-destructive and highly sensitive way to determine the

electronic features in surface of solids and can be used to analyze charges separation and transfer in the mechanisms

of photocatalysis, dye sensitization, etc. [50–55]. The method is based on the generation of voltage by a capacitor

structure with a sample under study between electrodes upon excitation by light [52] and is a suitable tool for study

photophysical processes in nanoscale semiconductors for several reasons. First, the SPS is generated as a result of band-

to-band transitions, which makes it possible to estimate the semiconductor bandgap [52]. Second, the method is sensitive

to band-to-band transitions due to the surface states of a material, which, as a rule, arise due to impurities or point defects

in its structure. Therefore, the aim of this work is to study the titanium dioxide nanoparticles, synthesized by the sol-gel

method, via surface photovoltage spectroscopy.

2. Samples and experiment

TiO2 nanoparticles were obtained by the sol-gel method at the initial solution pH of 2, 6, and 8, followed by annealing

in air in an SNOL 6.7/1300 muffle furnace at a temperature of 350◦C for 4 hours [15,43,56,57]. Also, the sample obtained

at pH = 6 was annealed in an MPT-2MR tube furnace in a hydrogen atmosphere at temperatures of 200, 400 and 600◦C

for 60 minutes [43]. The synthesized TiO2 nanoparticles were previously studied using X-ray phase analysis, diffuse

reflectance spectroscopy, and the Brunauer-Emmett-Teller (BET) method [15, 43, 56, 57] (see Table 1).

The surface photovoltage (SPV) spectra were investigated using the measuring installation based on an LS 55 lu-

minescent spectrometer (Perkin-Elmer, USA) with the developed electroluminescent cell [58] and a PXI-4071 digital

multimeter (National Instruments, USA). The SPS measurements were controlled by the original virtual device developed

in the LabVIEW programming environment. The studied TiO2 samples were placed between the transparent ITO glass

electrode and the Sn0.61Cu0.39 electrode (Fig. 1).

The distance between the electrodes was d ≈ 20 µm. To generate photovoltage, the sample was excited by monochro-

matic light from a pulsed Xe lamp in the range of 290–450 nm at a monochromator exit slit of 10 nm and a scanning rate

© Dorosheva I.B., Vokhmintsev A.S., Weinstein I.A., Rempel A.A., 2023
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TABLE 1. Characteristics of titanium dioxide powders [15,43,56,57]

Sample
pH of sol Annealing temperature in H2 Degussa

Hombifine
2 6 8 200◦C 400◦C 600◦C P25

Phase composition Anatase Amorphous Anatase Anatase, rutile Anatase

Coherent scattering region ±10 %, nm 8 9 20 – 46 36 25 15

SBET ± 2 %, m2/g 140 140 90 310 120 40 55 70

Eg ± 0.1, eV 3.0 3.2 3.2 3.3 3.2 3.2 3.0 3.3

FIG. 1. Image and scheme of a cell for measuring SPV

of 1 nm/s. The SPS signal was recorded by a digital multimeter with a period of 250 ms. Since electrodes with different

materials were used, differing in the work function Aout ≈ 4.8 eV (ITO) and 4.4 eV (Cu, Sn), under the conditions of

the induced internal electric field, the background SPS signal was recorded in the dark. Taking into account the emerging

contact potential difference of 0.4 eV and the sample thickness d, the induced electric field was E = 2 · 10
6 V/cm. In this

regard, the indicated background SPS signal was subtracted when processing the initial experimental data. The resulting

SPS curves were normalized to the ITO transmission spectrum (Fig. 2).

FIG. 2. ITO transmission spectrum

3. Results and discussion

The SPS of the studied samples are shown in Figs. 3-4. Hombifine powder was measured for the first time (Fig. 3),

there are no data in the literature on measuring its properties by this method. The absolute changes in induced photovoltage

∆Umax (Fig. 4) depending on the excitation wavelength for samples annealed in air (∆Umax ≈ 150 mV) are almost two

times higher than for samples annealed in hydrogen (∆Umax ≈ 60÷ 80 mV).
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FIG. 3. SPV spectra of Degussa P25 and Hombifine powders

FIG. 4. SPV spectra of TiO2 samples obtained by the sol-gel method

FIG. 5. Normalized surface photovoltage spectra for Degussa P25 and Hombifine powders
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FIG. 6. Normalized surface photovoltage spectra of TiO2 samples obtained by the sol-gel method

FIG. 7. The dependence of the SPS signal ∆Umax on the reflectance R at a 430 nm wavelength
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After annealing TiO2 nanoparticles in air, the SPS spectra have a similar shape, regardless of the sol pH during

their synthesis. Comparing the studied samples, it can be noted that the highest value of ∆Umax appears after annealing

in air. This is due to the complete crystallization of the samples to anatase symmetry and a decrease of the vacancies

concentration upon annealing in air. Upon annealing in a reducing hydrogen atmosphere, both with partial and complete

crystallization, the oxygen vacancies concentration remains high in the sample structure. Charge carriers are localized

on these defects, reducing the ∆Umax value. The highest ∆Umax among those annealed in hydrogen is demonstrated

by the sample treated at 600◦C. It is probably due to more efficient separation of electron-hole pairs due to complete

crystallization to the anatase phase. A low ∆Uλ value indicates inefficient separation of photoinduced electron-hole pairs

or their capture by defect states. Upon annealing at 200◦C, the amorphous structure is saved and ∆Umax ≈ 60 mV.

When the temperature rises to 400◦C – ∆Umax ≈ 40 mV incomplete crystallization of TiO2 to anatase occurs at this

temperature. As a result of the presence of boundaries in such a two-phase structure, the migration of charge carriers

to the surface is hindered; therefore, ∆Umax is smaller than in amorphous TiO2. Annealing at 600◦C leads to increase

∆Umax ≈ 80 mV. This value is higher than that of amorphous TiO2 obtained at 200◦C. Complete crystallization of

the sample to anatase at 600◦C leads to the vacancy defects concentration decrease, a more efficient separation of the

electron-hole pair and, consequently, a change in the surface charge.

It was found (Fig. 5) that Degussa P25 powder has a maximum photoinduced response in the region of 310 nm, which

corresponds to band-to-band optical transitions [59, 60]. The Degussa P25 SPS spectra measured in this work and in [61]

differ in the peak position (see Fig. 5). In the cited work, the maximum is shifted to the long wavelength region of 340 nm.

This is due to the difference in the materials used for the photovoltaic cell electrodes: two ITO glasses in [61]; in our work,

one of the cell electrodes is ITO glass, and the second one is Sn0.61Cu0.39 alloy. The work function of these materials

differs by ≈ 0.4 eV. Therefore, in our case, additional energy is required to separate the electron-hole pair and release

the charge to the surface for signal registration. The corresponding shift in the SPS spectra (Fig. 5) clearly demonstrates

this fact. It was also found that Hombifine powder has a maximum photoinduced response in the excitation region of

340 nm. It means that for the separation of electron-hole pairs and the release of charge carriers to the surface, less energy

is required than for Degussa P25. This is probably due to the single-phase anatase structure of the sample, i.e. there is no

charge carriers scattering at the interphase boundaries of rutile and anatase, which can be characteristic for Degussa P25.

The arrows in Figs. 5-6 indicate the bandgap energies of the samples. In addition, a linear relationship was found between

the SPS signal and the diffuse reflectance at a wavelength of 430 nm (see Fig. 7) with a Pearson’s correlation coefficient

of r = 0.88.

Thus, the structural and phase features of stoichiometric TiO2 nanoparticles, which are characterized by a single-

phase composition, as well as a low concentration of vacancy and surface defects, significantly affect the efficiency of

charge carrier separation processes during band-to-band optical excitation and the formation of SPV. Note that a controlled

change in the nanostructures surface charge is great importance for optimizing their photovoltaic properties.

4. Conclusions

In this work, we study the photovoltaic properties of titanium dioxide nanoparticles synthesized by the sol-gel method

and modified by annealing in air and in hydrogen atmospheres. According to the increment SPV spectra ∆Uλ, it was found

that the nanoparticles modified in air have a more intense signal compared to those treated in hydrogen. Due to the high

concentration of oxygen vacancies formed as a result of annealing in a reducing atmosphere, defect states appeared, on

which excited electrons are localized, which 2 times weakens the SPV signal. A linear correlation of the SPS data with

the diffuse reflection spectra (Pearson’s correlation coefficient r = 0.88) was found, which also confirms the efficiency of

electron-hole pairs separation and changes in the surface charge, provided that the structure is stoichiometric and with the

least number of defects.
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ABSTRACT Nano-sized indium incorporated silver sulphide (Ag–In–S) nanocomposites were synthesized by

simple wet chemical method as an electron transport layer in zinc oxide (ZnO) for high efficient photovoltaic

(PV) cell. The inclusion of high conductivity indium ions in Ag2S will improve the facile electron transfer and the

assembled hetero-structure features the solar light harvesting in PV cell. The powder X-ray diffraction (XRD)

studies confirmed the formation of indium incorporated Ag2S (AIS) nanocomposites and ZnO/AIS (ZAIS) com-

pound nanocomposites crystallizing in pure monoclinic phase and mixed wurtzite hexagonal, monoclinic and

tertiary phases respectively. The wide particle size distributions in ZAIS clearly revealed the adherence of

AIS nanocomposites in ZnO lattice thus, promoting the light adsorption property. In addition, the tuning of the

optical bandgap covering the entire solar spectrum (UV, visible, and infra-red regions), multiple-band electron

transitions and hence, promoting the fast electron transportation are effectively achieved in ZAIS compound

nanocomposites. With this simple positive approach, the PV cell efficiency is pushed forward with the In3+

metal ion incorporation however; enhanced, enriched solar cell efficiency can be later tuned up with the de-

tailed optimization studies.

KEYWORDS Electron transport layer, nanocomposites, hetero-structure, nano-confinement, light adsorption.
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1. Introduction

Nanocrystals are increasingly gaining importance in modern technological advances due to their unique properties

as well as the efforts to miniaturize the systems [1, 2]. In order to explore the novel physical properties and to realize the

potential applications of these nanocrystals, the ability to fabricate and process nanocrystals are the first corner stone in

nanotechnology [3, 4]. Silver sulphide (Ag2S) is an important I-VI inorganic semiconductor material which finds diverse

applications in energy devices [5,6]. Ag2S easily crystallizes in monoclinic phase and exhibits an anisotropic growth with

controlled particle size. The Ag2S in nano-sized structure appears to be a promising candidate in the conversion of the

solar energy to the electrical energy as it has a narrow optical bandgap which can be tuned in the range of 1 eV to 2 eV.

Tuning the bandgap and aligning the bandgap with the lattice matched hetero-structures play an important role in sensing

and adsorbing the maximum available light energy (visible region and infra-red region) of the solar spectrum [7,8]. Thus,

the influence of above two parameters (nano-size confinement and optical bandgap engineering) on light harvesting is

effectively investigated with the incorporation of high conductivity indium (In) metal ion by conventional wet chemical

precipitation method into Ag2S lattice. The major advantages of wet chemical method are relatively economical, large

scale production, low energy consumption, and wide ranges of metals, metal oxides, metal sulphide, and nanocomposites

are synthesized with peculiar morphology [9, 10]. The choice of In3+ metal ion, promotes more electron injections and

with high ionic conductivity of σ = 107Ω−1m−1 enhances the electron transfer process and hence, reduces the electron-

hole recombination process.

Mingxia J., et. al. reported the strong emitting photoluminescence properties of silver indium sulphide AgInS2

quantum dots towards the power conversion efficiency (PCE) and long stability bio-imaging [11]. Highly luminescent

AgInS nanoparticles are synthesized by Watcharaporn H., et. al. through two-step injection process [12]. Here, the AgInS

© Abinaya K., Sharvanti P., N. Rajeswari Yogamalar, 2023
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TABLE 1. The photovoltaic performance of Ag2S, In2S3, and silver indium sulphide AgInS2 as an

adsorber and buffer layer in solar cell

Sample Solar cell Synthesis method
Photovoltaic Performance

Ref. No.
VOC(V) JSC(mAcm−2) η %

Ag2S as absorber layer
Inverted organic Spray pyrolysis

0.52 16.50 5.15 [15]
polymer solar cell Nano-particles

In2S3 as buffer layer CIGS PVD Thin film 0.51 30.83 2.88 [16]

In2S3 as electron Perovskite solar Solvent-thermal method
1.06 21.56 15.88 [17]

transport layer cell Nanosheets

Cu diffused AgInS2

Heterojunction Solution method
0.54 6.74 1.13 [18]

solar cell Nano-powder

AgInS2 as electron Perovskite solar Solution method
1.12 22.20 13.8 [19]

transport layer cell Nano-powder

core is coated with the gallium sulphide (GaSx) shell and enhanced the photoluminescence quantum efficiency yield.

The systematic characterization studies of graphene (Gr) incorporated indium sulphide nano film exhibited significant

modifications in structural and opto-electronic properties especially in PV and photocatalyst applications [13]. A review

article on tailored indium sulphide based solar materials for solar energy conversion and utilization is systematically

summarized and its advancements are highlighted in detailed [14]. Mohammed Hamed S.G. employed silver sulphide

nanoparticles as light trapping layer in an inverted solar cell [15]. The literary surveys on silver sulphide and indium

sulphide for light harvesting are many in numbers. Despite these improvements, in this paper, an approach is made to

integrate the properties of indium sulphide and silver sulphide into indium incorporated silver sulphide as light sensitizers

/ adsorbers in stable metal oxide ZnO based pn junction PV cell. To differentiate and to characterize the significance of

the present work, Table 1 is tabulated to show the PV performance of individual chemical compounds Ag2S, In2S3 and

silver indium sulphide AgInS2 acting as an adsorber or buffer layer in solar cell [15–19].

Here, a wet chemically synthesized Ag2S and In incorporated Ag2S are individually added with the ZnO nanorods to

form the compound nanocomposites. The so-formed compound nanocomposites are deposited as n-type layer in hetero-

junction PVl and the efficiency of the assembled devices are compared, measured and evaluated by current density –

voltage (J-V ) characterization.

2. Experimental

2.1. Synthesis

The following reagents – silver nitrate AgNO3, sulphur powder, sodium hydroxide pellets (NaOH), indium acetate

In(CH3COO)3, poly-ethylene glycol (PEG), zinc nitrate ZnNO3, cetrimide (CTAB), ammonia solution NH3OH, were

purchased from Merck with high purity and were used without further purifications.

In a typical synthesis of ZnO nanorods, 0.1 M of zinc nitrate was dissolved in 80 mL of deionized water (DW). To

establish a controlled and anisotropic growth, 0.1 mM of capping agent namely PEG was added and stirred continuously

for 30 min. A clear transparent solution was obtained implying the complete dissolution of crystal. Further, to initiate

the precipitation process, 0.2 M of NaOH pellets were added and the transparent solution turned to milky white. Then,

the solution mixture was transferred to hot air oven maintained at 90◦C for 6 h and finally, the obtained solution was

centrifuged repeatedly and vacuum dried at 60◦C for 4 h to get crystallized white ZnO nanopowders (“Z”).

The pure and indium incorporated silver sulphide nanocomposites were prepared similarly. For Ag2S synthesis,

0.2 M of silver nitrate and 0.2 mM of CTAB were dissolved in 50 mL of EG and pre-heated at 120◦C for 30 min. Then a

solution mixture of 0.6 M of sulphur powder and 1 M of NaOH pellets were dissolved in another 50 mL of EG and stirred

for 30 min. Now, both the solutions were mixed and maintained at 120◦C for 8 h in hot air oven. A black precipitate was

obtained after centrifugation, vacuum dried at 60◦C for 4 h and the sample was named as “AS”. The same methodology

was adopted to synthesize indium incorporated Ag2S nanocomposites, where 40 mM of indium acetate was added along

with the silver precursor and the resulted sample powder was referred as “AIS”.

In the synthesis of compound nanocomposites by in-situ chemical precipitation method, the host material compound

“Z” and the light sensitizer were taken in the ratio of 4:1 and were grown simultaneously. The as-synthesized “Z” was

dispersed in 30 mL of EG, 10 mL of DW and 10 mL of methanol. The above solvent composition was mainly to promote
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the adhesion of light sensitizer to the host compound and further, to establish controlled growth kinetics. Now, the as-

synthesized “AS” and “AIS” were individually dispersed in the above solution mixture and maintained at 120◦C for 8 h in

hot air oven. The obtained precipitates were washed, centrifuged and vacuum dried. The as-synthesized nanocomposites

were referred as “ZAS” and “ZAIS”.

The entire procedures involved in the nanocomposites synthesis and the photograph of Z, AS, AIS, ZAS, and ZAIS

were shown in the Fig. 1 and Fig. 2 respectively. In Fig. 2, the addition of In3+ metal ion precursor and the formation

of nanocomposites resulted in a wide color variations from dirty white (Z) and black (AS) to dark grey (ZAS) and orange

brown (AIS and ZAIS) solutions. The color variations might be due to the formation of different crystal structures or

unusual optical properties which would be evaluated in the subsequent material characterizations.

FIG. 1. The entire synthesis procedures of ZnO based compound nanocomposites by wet chemical method

2.2. Characterizations

The crystalline phases were verified with Mini Flex II Rigaku X-ray diffractometer (XRD) at a scanning rate of

0.2◦/min in the range of 20◦ to 60◦ with Cu Kα1 radiation (1.5406Å) operated at 40 kV and 35 mA. The morphological

study was carried out using TESCAN Vega III scanning electron microscopy (SEM) at an accelerating voltage of 5 kV

to 10 kV. Room temperature UV-visible diffusion reflectance spectroscopy (DRS) data was acquired using T90+ UV/Vis

spectrophotometer. Here, BaSO4 powder was used as reference and the spectrum was recorded at room temperature in the

wavelength range of 200 nm to 900 nm with the speed of 0.5 nm/s. The J–V measurements for the device were measured

using a Keithley sourcemeter with 100 mW/cm2 AM 1.5G of solar spectrum illumination.

FIG. 2. Photographic view of the as-synthesized samples Z, AS, AIS, ZAS and ZAIS nanocomposites

3. Results and discussions

3.1. Phase analysis

The Fig. 3 shows the typical XRD pattern of as-synthesized ZnO nanostructures (Z). All the diffraction peaks were

referred with standard JCPDS database of 89-1397 and indexed as hexagonal phase wurtzite structure of ZnO. The absence

of other secondary diffraction peaks indicates the phase purity of the as-synthesized ZnO nanostructure. The diffraction

pattern consists of very narrow and sharp peaks, revealing the improved crystalline with ordered orientation of atoms in the
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FIG. 3. The XRD pattern of PEG capped ZnO nanostructures (Z)

crystal lattice. For crystallite size analysis, the high intense (101) reflection of the hexagonal phase ZnO was employed.

The average crystallite size davg was calculated from the instrumental corrected full width half maximum using Scherrer

equation davg =

(

0.9λ

β cos θ

)

and was found to be 47 nm for Z synthesized by the chemical precipitation method [20].

The XRD patterns of silver sulphide (AS) and transition metal indium incorporated silver sulphide (AIS) nanostruc-

tures were shown in the Fig. 4(a) and Fig. 4(b), respectively. All the diffraction peaks of AS were referred, matched

FIG. 4. The XRD patterns of (a) pure, (b) indium incorporated silver sulphide nanoparticles and (c) the

peak shift
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and indexed with the standard JCPDS data number 89-3840. Here, the sample crystallizes in monoclinic phase and the

preferred growth orientation was along the (121) plane at 34◦. The AIS sample as shown in Fig. 4(b) also exhibits the

similar diffraction pattern with increased intensity and slightly broadened in comparison to AS. The peaks are matched and

indicated by the symbol “o” in the Fig. 4(b). Here, the dominant diffraction peak was slightly shifted towards the higher

scattering angle implying the presence of tensile strain originating from the incorporation of In3+ metal ion in the lattice

site of Ag+ ion. As the ionic radius of In3+ (81 pm) was smaller than the Ag+ ion (126 pm), the diffraction peak shift was

towards the greater angle from 34.34◦ to 34.40◦. The In3+ ions were well incorporated in the parent lattice and forming a

solid solution with no clear demarcation of secondary phase. The secondary phase of InS2 might be hidden as they share

the common diffraction angle like 26◦–27◦, 38◦–39◦ and 52◦–54◦. The calculated davg using Scherrer equation for AS

and AIS samples were 38 nm and 34 nm, respectively.

However, in the preparation of the compound nanocomposites (ZAS and ZAIS) by in-situ chemical precipitation

method, few variations were cited in comparison to the pure sample. In ZAS sample, the diffraction peaks corresponding

to both the hexagonal phase ZnO and monoclinic phase Ag2S were noticed and represented by the symbol “#” and “o”,

respectively, in Fig. 5(a). Here, the Ag2S nanoparticles formed a compound with the parent matrix material ZnO and,

hence, a ZAS nanocomposite was formed with the second phase (monoclinic). As the composition of ZnO and Ag2S was

maintained as 4:1, the growth of ZnO nanostructures was predominant. In ZAS compound nanocomposites, the XRD peak

intensity of (002) at θ = 34◦ was amplified and heightened than (100) plane in comparison to the pure Z nanostructure.

The observation might be attributed to the superposition of (002) plane of ZnO and (121) plane of Ag2S nanostructures or

due to the inclusion of Ag2S nanoparticles the ZnO preferred to grow along the c-axis orientation which can be evaluated

from SEM study.

FIG. 5. The XRD patterns of (a) ZAS and (b) ZAIS compound nanocomposites synthesized by in-situ

precipitation method

In ZAIS sample (Ref. Fig. 5(b)), apart from the crystal phases of ZnO and Ag2S, a tertiary impurity peaks represented

by the “$” symbol, correspond to the indium hydroxide (In(OH)3) peaks (200) centered at 22.4◦ and (400) centered at

45.5◦ were referred and matched from the standard JCPDS data file number 73-1810 [21, 22]. Fig. 5(b) reflects that the

diffraction peak intensities of hexagonal ZnO phase were highly suppressed and the growth was well pronounced along

(100) plane due to the large distribution of small sized tertiary phase particles on ZnO lattice. The above reflections might

be ascertained to the rapid nucleation and increased growth rate of tertiary phase in the prescribed synthesis condition.

The tertiary phase particles were chemically well-reacted with the host material and strained their lattices to a greater

extent. Moreover, the activation energy required for the growth of metal hydroxides In(OH)3 (≈840 meV) was usually

lower than the metal oxide formation ZnO (≈1 eV) particles and hence, the impurity formation. The SEM studies might

support the above establishments.

In both the compound nanocomposites ZAS and ZAIS, the ZnO was strained tensile due to the occupation of other

phase materials. From Scherrer equation, a reduced davg was obtained for ZAS (22 nm) and ZAIS (16 nm) compound

nanocomposites due to the pure and In3+ metal ion incorporated Ag2S light sensitizers.

3.2. Particle size distribution

The particle size distribution was collected by MALVERN Zetasizer version 6 and for the measurement, the powder

samples were suspended in the water solvent. Here, the Z, AS, AIS, ZAS, and ZAIS particles exhibited a wide size dis-

tribution as depicted in Fig. 6 ranging from 400 nm to 1.2 µm. The wide particle size distributions were ascertained to

the inclusion of nano-sized In(OH)3, Ag2S and indium incorporated Ag2S on the high crystalline ZnO nanostructures.

Approximately 3% of InS2 secondary phase is seen in the AIS sample which was not identified in the XRD (Ref. Fig. 4(b))
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TABLE 2. The Z-average and particle size/phase distribution of Z, AS, AIS, ZAS, and ZAIS nanocomposites

Sample Z-Average Peak 1 – ZnO Phase Peak 2 – Ag2S Phase Peak 3 – Impurity Phase

Z 1967 992 – 100%

AS 582 367 – 100%

AIS 466 522 – 97.10% 5049 – 2.90% (InS2)

ZAS 1144 2117 – 100% Hump at 400 nm

ZAIS 1202 1343 – 89.70% 5376 – 3.30% (InS2)

196 – 7.00% (In(OH)3)

due to the peak overlapping. In ZAIS compound nanocomposites, the particle distributions were referred in three differ-

ent segments implying the formation of small percentage of tertiary phase impurities with reduced crystallite size. The

Z-average, particle size and phase distribution of all samples are tabulated in Table 2.

FIG. 6. The particle size distribution of Z, AS, AIS, ZAS, and ZAIS nanocomposites

3.3. Heat transfer mechanism

To evaluate the formation of secondary and tertiary phase impurities in the synthesized nanocomposites, the thermal

decomposition study was performed by TG/DTA analysis where the samples were heated from room temperature to 800◦

at constant heating rate of 10◦C/min in air and depicted in Fig. 7. All the samples exhibit similarity with host atom and

dopant atom decomposition and the weight reduction is found to be low. While the maximum weight reduction of 29%

is observed for the ZAIS due to the existence of residual phase materials present in the sample. Further, the occurrence

of multistage decomposition beyond 400◦C implies the process of crystallization and chemisorptions of intermediate

molecules as inferred from the DTG curve. The DTG curve of ZAIS shows multiple sharp exothermic peaks revealing the

thermal instability of as-synthesized samples.
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FIG. 7. The TG/DTG plot of (a) Z, (b) AS, (c) AIS, (d) ZAS, and (e) ZAIS nanocomposites

3.4. Morphological analysis

The typical SEM images of the ZnO nanoparticles were shown in Fig. 8(a) and Fig. 8(b). From the low and high

magnified SEM micrographs, one can visualize the flower-like arrangement of ZnO nanostructures. Each petal of varying

dimensions was assembled and architecture to form a flower-like arrangement. In high magnified SEM image shown in

Fig. 8(b), the dimension of each petal was measured and was in the range of 400 nm to 720 nm. Few of the petals were

immature and unable to form a complete flower-like structure. Here, the capping molecule PEG confine the growth and

promote an anisotropic growth and, thus, resulting in unique morphology. The as-synthesized AS and AIS samples were

nano-sized and non-homogeneous particle in nature and were displayed in Fig. 9 and Fig. 10. In Fig. 10(a-b), the nano-

sized AS come closer to each other due to large surface area and forms an uneven oval, spherical and irregular structure.

However, in Fig. 11(a-b), the degree of aggregation and agglomeration of AIS particles were higher than AS and, hence,

distinct particle size and definite morphology cannot be assigned.

The SEM micrographs of ZAS and ZAIS compound nanocomposites synthesized by in-situ chemical precipitation

method were portrayed in the Fig. 11 and Fig. 12, respectively. The image in Fig. 11(a) and in Fig. 12(a) clearly pictures
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FIG. 8. (a) Low and (b) high magnified SEM micrographs of Z nanostructures

that the samples were composed of both particle and rod like structures implying the formation of blender mixtures. The

rods were evolved from the ZnO nanostructures and particles were grown from the AS and AIS nanoparticles. A long solid

ZnO nanorods were developed from flower-like ZnO nanostructure (Ref. Fig. 8(b)) and re-crystallized in c-axis as inferred

from the XRD characterization depicted in the Fig. 5(a). The light sensitizer nano-sized AS particles occupy the ZnO

surface, they hinder the multi-dimensional growth and promotes the 1D rod like structure. The AS particles were randomly

distributed and aggregated certainly. However, the ZnO nanorods so formed in the ZAIS compound nanocomposites were

shortened, flat and broken due to the Oswald ripening process and re-crystallization (Ref. Fig. 12(b)) [23]. As the

activation energy of tertiary phase particles were dominant, the growth and formation of solid 1D ZnO nanorod were

highly inhibited and, hence, broken, immature, crushed rods with reduced crystallite size davg were produced. The

promptly nucleated nano-sized AIS particles densely adhere to the broken surface and get adsorb to the rod surface firmly

and evenly than AS particles. Thus, an ordered flower-like arrangement was distorted during the formation of compound

nanocomposites.

FIG. 9. (a) Low and (b) high magnified SEM micrographs of AS nanostructures

3.5. Diffuse Reflectance Spectroscopy

In adsorption study, room temperature UV-visible DRS spectra were recorded for the as-synthesized samples and

were shown in Fig. 13. The ZnO nanostructures open a broad reflectance edge around 330 nm of wavelength. The nano-

sized AS and AIS samples exhibit a narrowed reflectance with the onset of reflectance was found around 1220 nm. While
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FIG. 10. (a) Low and (b) high magnified SEM micrographs of AIS nanostructures

FIG. 11. (a) Low and (b) high magnified SEM micrographs of ZAS compound nanocomposites

FIG. 12. (a) Low and (b) high magnified SEM micrographs of ZAIS compound nanocomposites
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the compound nanocomposites, ZAS and ZAIS shows a reflectance commencing from 1100 nm. The sharp rise in the

spectrum reveals the electronic band gap transition between the valence band and the conduction band.

FIG. 13. The DRS spectra of Z, AS, AIS, ZAS and ZAIS nanocomposites

The optical band gap of the samples was derived from the Kubelka-Munk (K-M) function given by the equation

F (R∞) =
(1−R∞)

2

2R∞

=
k(λ)

s(λ)
= α =

(hυ − Eg)
1/2

hυ
. Here, F (R∞) is the K-M function, R∞ is the diffuse re-

flectance of an infinitely thick sample, k(λ) is the absorption coefficient, s(λ) is the scattering coefficient, and hυ is the

photon energy. The optical band gap Eg was obtained by extrapolating the linear portion of the curve plotted between

[F (R∞) (hυ)]
2

and energy in eV [24]. For pure zinc oxide, the line is extrapolated and intersects at 3.16 eV as seen from

Fig. 14(a). While AS and AIS samples exhibit an almost similar optical band gap of 0.82 eV implying that the dopant

indium was properly substituted in the host lattice site silver sulphide (Ref. Fig. 14(b)). However, in ZAS and ZAIS, a

linear extrapolation appears at 0.91 eV and further, an elemental rise appears around 2.5 to 3 eV involving the convoluted

band gap of ZnO. Thus, in the compound nanocomposites, the optical bandgap occupies the intermediate position of Z

and light sensitizers and, thus, covering the UV, visible and infra-red regions of solar spectrum. As a result, an optical

bandgap tuning required for the photo-excitation of electrons can be accomplished with the ZAS and ZAIS sensitized by

AS and AIS light sensitizers for solar cell applications.

4. Photovoltaic cell

The influence of light sensitizers AS and AIS in ZnO and the device performance were evaluated by the density-

voltage (J-V) characteristics obtained using Keithley sourcemeter with 100 mW cm−2 AM 1.5 G solar illumination. The

FIG. 14. Energy bandgap of as-synthesized (a) Z, ZAS, ZAIS nanocomposites and (b) AS, AIS samples
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PV cell parameters of the devices, including the Jsc, Voc, and FF values were calculated. In assembling the PV cell,

sol-gel processed spin coating and successive ionic layer adsorption and reaction (SILAR) method were adopted for the

film growth as prescribed in our earlier work [25]. To evaluate the role of light sensitizers and the In3+ metal ion, two

different combinations of pn-junction based PV cells were designed. The first device composed of ZAS and the second

with the ZAIS as n-type layer and Rose Bengal (RB) as p-type layer. Both the layers were successively spin coated on the

ITO coated glass substrate. Finally, a proper Ohmic contact was established on the n-type material and p-type material by

the selective etching of ITO substrate and DC sputtering of Au electrode respectively. The schematic model of PV device

architecture and the device performance for ZAIS was illustrated in Fig. 15. An interface is formed between the RB and

ZnO based nanocomposites. When solar light energy was absorbed by the junction, free charge carriers were generated

and transported by means of driving force due to in-built electric field. The presence of nano-sized light sensitizers and

the energy band matching of RB and nanocomposites, promoted more photons adsorption and transportation and thereby,

inducing more current flows.

FIG. 15. The schematic model of photovoltaic device and working of ZAIS composed pn junction PV cell

The coating thickness of the hetero-layer (p-layer and n-layer) was visualized and measured from the cross-section

SEM images of the ITO coated glass substrate as portrayed in Fig. 16(a) and Fig. 16(b). The chemical coating process

resulted in dense overlapped coating with the thickness approaching 120 µm and the individual layer was not recognized.

FIG. 16. The (a) cross-sectional images and (b) the approximate thickness measurement of assembled

PV cell

4.1. J-V characteristics

The PV cell composed of ZAIS exhibited a higher efficiency of 1.2% evaluated against ZAS of 0.76% as revealed

from Fig. 17(a) and Fig. 17(b). For the PV device applications, the pn-junction should promote facile charge transport

which can be achieved by the incorporation of transition metal dopant In3+ ions.

In comparison with ZAS, the obtained results in ZAIS nanocomposites can be addressed by the following causes. In

ZAIS, the structure of ZnO was strained and modified by the inclusion of indium incorporated Ag2S nanoparticles which
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FIG. 17. Current density and voltage characteristics and power calculation of PV cells composed of (a)

ZAS and (b) ZAIS compound nanocomposites

TABLE 3. Solar cell parameters of ZAS and ZAIS composed pn junction PV devices

PV devices VOC(V ) JSC (mA/cm2) FF % η(no unit)

RB / ZAS 0.56 2.70 50.00 0.76

RB / ZAIS 0.62 4.00 50.00 1.20

resides either at the lattice sites or on the surface of ZnO and, therefore, leads to the formation of defects (tertiary phase

impurities).The strained region of ZnO lattice exhibits higher chemical reactivity and consequently easy displacement of

electron density from the lattice plane. This surface alteration and intact adherence of nano-sized indium incorporated

Ag2S nanoparticles on the ZnO surface render facile and rapid charge transfer within the device. In addition, the size

quantized AIS nanoparticles with optical band gap of 0.91 eV was included to absorb wide range of the solar spectrum

and the nanoscale mixing of AIS nanoparticles into the ZnO matrix increased the interfacial area and promoted large

number of excitons per incident photon. The above factors, thus, simultaneously control the Jsc, Voc, and η parameters of

the PV device.

Table 3 summarizes the PV cell parameters obtained for the two devices. From the table, the high VOC and JSC

values were mainly due to the incorporation of In3+ metal ion with excess electrons and high conductivity respectively.

The In3+ ions occupy beneath the conduction band of Ag2S, donating the free electrons with low energy absorption

and simultaneously transferring the excited electrons to the stable metal oxide ZnO due to its high conductivity. By this

process, long lived more number of free electrons are transferred between the material compounds and, thus, increasing

the current density J value from 2.7 mA/cm2 in ZAS to 4.0 mA/cm2 in ZAIS nanocomposites.

Though the choice of materials adopted for PV cell designing were preferable, the calculated efficiency was still

not appreciable and the cause might be due to the tertiary phase impurities resulting in higher series resistance existing

in the junction. The current-voltage I-V equation for the pn junction is given by VOC =
kBT

e
ln

Iph

IsO
[26]. In single

junction ZAIS PV cell, the low efficiency was attributed to the defect induced recombination loss due to the existence of

tertiary phase material. In addition, the thermalization loss further suppress the efficiency as residual intermediate phase

materials were present which was evident from the TGA/DTA curve. In future work, an optimized synthesis method will

be followed to furnish the higher efficiency.

5. Conclusions

In summary, we have established a simple wet chemical process nano-sized Ag2S and In3+ metal ion incorporated

Ag2S method to enhance the light adsorption and light energy conversion for PV application. The improvement was

attributed to the maximum light absorption in the visible and infra-red regions of the solar spectrum offered by the

low optical bandgap Ag2S and facile charge transport which arises from the high conductive indium metal ion in Ag2S

nanoparticles along with the 1D ZnO nanorods. The present work initiates the advantage of nano-sized AS and AIS

inclusion in ZnO for PV application and with the proper device organization it would paves the way towards the high

efficient PV cell.
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ABSTRACT The BaZrO3 ceramics were prepared via sol-gel auto-combustion technique with three Fuel to

Oxidant (F/O) ratios (ϕ = 0.5, 1.0 and 1.5) and annealed at 1200 ◦C for 2 hours. X-ray diffraction (XRD) and

Rietveld refinement data confirmed the cubic perovskite phase with the Pm3m (221) space group. These three

samples are well indexed in JCPDS no: 06-0399. The ratio F/O = 1.0 gives one a small crystallite size and

very high surface area. The ratio F/O = 1.5 provides a very high crystallite size and very low dislocation

density. The oxygen vacancies in the samples were analyzed using Raman spectroscopy. The optical band

gap energy value increases from 2.02 to 3.09 eV with increasing F/O ratio. Using of impedance spectroscopy

for BaZrO3 at room temperature allows us to reveal decreasing Ionic conductivity with an increasing F/O ratio.

The Nyquist plot for all samples exhibits a circular arc in the high-frequency zone and nearly a straight line in

the low-frequency region. Due to the presence of low grain boundary with high ionic conductivity the BaZrO3

electrolyte material is used for energy storage in devices.

KEYWORDS nanoparticle, combustion synthesis, X-ray diffraction technique, Rietveld refinement analysis, FT-

Raman spectroscopy, UV-vis absorption spectrum, impedance
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1. Introduction

BaZrO3 is a cubic perovskite with a structure ABO3. Because of its unusual physical properties, BaZrO3 is attractive

for usage in electro-ceramics [1]. BaZrO3 (BZO) is an ideal model for a wide range of ABO3 perovskite. They have

different technical applications, including high-temperature materials, electronic ceramics, nonlinear optics, catalysis,

superconductors, etc. [2–7]. Barium Zirconate is an alkaline earth perovskite with significant electro-ceramic potential [8–

10]. High proton conductivity and green-blue emission are the advantages of a structurally disordered vacancy in the

BaZrO3 semiconductor [8, 11].

The perovskite materials are used for capacitors, nonvolatile memory, actuators, sensors, piezoelectric, ultrasonic,

underwater devices, high-temperature heating applications, frequency filters for wireless communications, and other ap-

plications [12–15]. Barium zirconate (BaZrO3) has significant economic and technological importance because of its

properties such as a “high melting point (2920 ◦C), poor thermal conductivity, remarkable mechanical and structural in-

tegrity under intense heat conditions, strong protonic conductivity, etc. [12–17]”. BaZrO3 is a photoluminescence (PL)

material with low cost and good environmental performance that emits light in the visible spectrum [18]. BaZrO3 ceramics

also have exceptional dielectric characteristics, making them a good choice for microwave and wireless communication

applications [9, 10]. BaZrO3 can be formed by several methods: hydrothermal [20], ceramic [21], co-precipitation [22],

etc.

Advanced ceramics, catalysts, and nanomaterials are prepared by a simple and practical combustion synthesis pro-

cess [23]. Based on the propellant chemistry concepts used in this technique [24], a redox reaction involves the in-

teraction of an oxidant and a fuel. Various types of combustion synthesis differ mainly in the reactants or burning

method [23, 25–29]. For comparison, conventional techniques like solid-state synthesis and combustion-based meth-

ods, nitrate methods may generate monophasic nanopowders with homogeneous microstructure at lower temperatures or

faster reaction times [30–33]. A commonly used solution combustion process is called citrate-nitrate auto-combustion

synthesis (CNA) [34–36]. Metal nitrates are used as oxidants, and citric acid as fuel. The well-known Pechini approach

and the CNA method are similar in many ways [37, 38]. “Sol-gel combustion method” is more efficient [39]. However,

the CNA approach varies from the Pechini process in which the nitrates are not first removed as NOx but remain with the

metal citrates that ignite the auto-combustion.

© Abimalar J., Anslin Ferby V., 2023
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BaZrO3 nanoparticles obey good electrical properties and high ionic conductivity. Nowadays researchers are mainly

focused on developing energy storage devices. To enhance the efficiency of materials, researchers are working on combin-

ing transition metal oxides (TMOs) with other transition metals, metal oxides, ABO3 or BO2-type materials, etc. These

materials can modify the surface area, pore characteristics, ion intercalation/ deintercalation, conductivity etc. TMO is

an efficient electrode material, especially in supercapacitors and solar cell applications. Peng-Jian Wang et al. worked

with BaTiO3–Bi(Li0.5Nb0.5)O3 nanocomposites. From the result, the maximum energy density obtained is 14.2 J/cm3 at

497 mv/m. This simple filler preparation method provides a universal and best technical approach for high energy density

capacitors. It is the successful application of universal nanocomposites [40]. Recently, hexaferrites reported to possess a

spontaneous electrical polarization at room temperature [41].

In this research work, citric acid is chosen as fuel, because it has good complexing ability, low ignition temperature

(200 – 250 ◦C) and controlled combustion reaction with nitrates. In this paper, the synthesis and characterization of

BaZrO3 nanoparticles with various F/O ratios through the “sol-gel auto-combustion method” was reported.

2. Experimental procedure

2.1. Synthesis of BaZrO3 nanoparticles

Citric acid (C6H8O7) was chosen as the fuel, and Ba(NO3)2 (barium nitrate) and ZrO(NO3)2 ·xH2O (zirconium (IV)

oxynitrate hydrate) were used as sources of cations and oxidants [42]. Gravimetric analysis revealed that

ZrO(NO3)2 · xH2O has a hydration level (x) of 1. Metal–Nitrate solution prepared by dissolving stoichiometric weighed

Ba(NO3)2 and ZrO(NO3)2 · xH2O separately in deionized water. This stage gave rise to a clear solution indicating total

dissolution. NH4OH was added drop by drop and adjusted the pH 7 using a pH meter. After heating the combination of

ammonia and the neutralized solution to 80 ◦C on a hot plate and continuously stirring, the two components evaporated to

dryness. The solution became more viscous as the water evaporated, forming the extremely viscous gel. The gel ignited

temperature raised to 100 – 120 ◦C. The dried gel burned to create a soft powder. The following equation represents the

combustion reaction:

9Ba(NO3)2 + 9ZrO(NO3)2 · xH2O+ 10C6H8O7 −→ 9BaZrO3 + 49H2O+ 60CO2 + 18N2. (1)

For the formation of phase pure Barium Zirconate nanoparticles, the following procedure is used. The resultant ash

powder is dried and crushed for annealing purposes. ‘Indfurr furnaces’ were used for annealing. Time profile controllers

will allow the feed to a set 1200 ◦C temperature and hold for two hours at the particular setting temperature. The heating

and cooling rate is 10 ◦C/min and the annealing temperature is 1200 ◦C. It helps us to reduce the secondary phase of

BaCO3.

Lattice constant is obtained by the following equation

1

dhkl
2
=

h2 + k2 + l2

a2
. (2)

The average lattice constant, determined using the previously mentioned calculation, is a = 4.17 Å. This estimated

lattice constant value agrees well with the reference data, a = 4.19 Å [43].

Applying Scherer’s formula, the full width at half maximum (FWHM) of the high-intensity peak (110) is used to

calculate the crystallite size:

D =
kλ

β cos θ
, (3)

where D denotes the crystallite size in nanometres, k (k = 0.83) is the instrumental constant, λ denotes the wavelength

of X-ray radiation in nanometres, θ denotes the Bragg angle in radians and β denotes the FWHM in radians. The most

fundamental feature of the solid-state structure is the unit cell volume (V).

The density of the prepared nanoparticles (ρx) is calculated using the relation

ρx =
ZM

NAV
g/cm3, (4)

where Z is the number of formula units in the unit cell (Z = 1), M is the molecular mass of the sample and NA is

Avogadro’s number.

The microstrain of the prepared nanoparticles (ε) is calculated from the equation,

ε =
1

sin θ

[

λ

D
− β cos θ

]

, (5)

where β is the full-width at half-maximum of the (110) peak and D is the average grain size.

The length of the dislocation lines per unit volume of the crystal is called the dislocation density [44]. Dislocations are

defects in crystals caused by incorrect lattice registration in the surface area of the crystal. Dislocations are not equilibrium
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defects to explain their presence in the measured dislocation densities, unlike vacancies and interstitial atoms [45–47]. In

this case, dislocation density (δ) is calculated using the relation [48].

δ =
1

D2
, (6)

where, δ is the dislocation density and D is the particle size (nm).

The following formula is used to determine the surface area of the nanoparticles [49]:

S =
6

ρ ·D cm2/g, (7)

where S is the surface area, ρ is the density and D is the grain or crystallite size. All the calculated lattice parameters of

the BaZrO3 nanoparticles prepared for three F/O ratios were listed in Table 1.

TABLE 1. Calculated lattice parameters of BaZrO3 nanoparticles

Parameters/sample F/O = 0.5 F/O = 1.0 F/O = 1.5 Standard Values

Lattice constant (Å) 4.1778 4.1642 4.1757 4.19

Unit cell volume V (Å3) 72.92 72.21 72.81 73.72

Crystallite size D (nm) 49 47 72 —

Density (ρ) g/cm3 6.296 6.357 6.304 6.22

Dislocation Density (×1014)

Lines/metre

4.21 4.5 1.9 —

Surface area (S) ×106 cm2/g 19.56 20.02 13.16 —

Micro strain (ε) ×10−3 2.0 2.1 1.3 —

3. Results and discussion

3.1. X-ray diffraction (XRD) analysis

BaZrO3 sample XRD patterns are displayed in Fig. 1. The sharp spikes indicated the crystallinity of the BaZrO3

nanoparticles prepared for three F/O ratios.

FIG. 1. The XRD pattern of BaZrO3 samples prepared for three F/O ratios

These XRD patterns displayed seven main spikes of the BaZrO3, such as (110), (111), (200), (210), (211), (220) and

(310) well matched with cubic structure (JCPDS-06-0399). Very small amount of BaCO3 (*) is presented at 2θ = 24,

28, 33, 42◦. It is due to the dissolution of CO2 from the air in the water. Mojdeh Azzizi et al. studied yttrium doped

barium zirconate using two types of fuel with three different annealing temperatures 900, 1150 and 1300 ◦C. As a result,
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citric acid fuel take lesser time for combustion and 1150 ◦C annealed sample produces an almost phase pure BAYZ

nanopowder [50].

Table 1 illustrates that the calculated average lattice constants a, b and c values of BaZrO3 nanoparticles suit the

standard value. F/O = 1.0 gives a small crystallite size, its surface area is very high. F/O = 1.5 provides a very high

crystallite size and very low dislocation density. FWHM (Full-width half maximum) value plays a major role in crystallite

size. If the FWHM value increases, crystallite size should decrease. The unit cell volume and the density depend upon the

lattice constant. The variation in the F/O ratio affects crystallite size. The release of additional gaseous products causes

the crystallite size decreases by raising the F/O ratio from 0.5 to 1.0. High surface-to-volume ratio for grains decreases

as excess heat is removed from the system [51]. The crystallite size increases from 41 to 63 with a further increase in

the F/O ratio from 1.0 to 1.5. The increase in flame temperature of combustion that increases particle growth can be

related to it [52]. The results indicated that the combustion-produced particle is nanocrystalline and has a size range of

47 – 72 nm.

3.2. Rietveld analysis

Every type of crystalline material can be fitted with patterns using the Rietveld refining method, and it is highly

efficient but not accessible for single crystals [53, 54]. The technique results in the use of the fact that the peak shape of

Bragg reflections can be mathematically defined as well as the fluctuations in their width (FWHM) with the scattering

angle 2θ. The Rietveld method enables least-squares refinement [χ2 minimization] of an atomic model (crystal structure

parameters) combined with a proper peak shape function, i.e., a simulated powder pattern, directly towards the observed

powder pattern without extracting structure factor or integrated intensities once the structure is known and a suitable start-

ing model is discovered. The Rietveld refinements for accurate structural parameters and the profile parameters start once

the structural model is complete and the background contribution contains proper starting values. The resulting profile fit

and the reliability factor or R-value values both show the refinement’s progress. Up to the fit converges the structure has

to be improved. In order to get accurately estimated standard deviations, which may be expressed quantitatively in terms

of reliability factors or R-values, all parameters (profile and structural) must be refined simultaneously [55].

To get precise standard deviation values, Chi-square (χ2) reduction was used to refine all structural parameters.

Diffraction intensity data were taken into consideration for the computation of standard deviations. The intensity values

are typically written as Io,i, where ‘o’ stands for the observed values and ‘i’ for the intensity measured at 2-theta value 2θi.
A model is fitted to the observed data in Rietveld analysis, and if the model is accurate, it will calculate the “true” intensity

levels. The model-derived intensity values will be denoted as Ic,i, where ‘c’ stands for the computed model. The Rietveld

algorithm optimizes the model function to minimize the weighted sum of squared differences between the observed and

computed intensity values, i.e., to minimize
∑

i

wi[Ic,i − Io,i]
2, where the weight, labeled as wi, is 1/σ2[Io,i] [55] and

the expected value of
∑

i

wi[Ic,i − Io,i]
2 is one. This “best possible Rwp” quantity is a very useful concept and is called

the expected R factor (Rexp):

Rwp = 100







∑

i=1,n

wi |Ii − Ic,i|2

∑

i=1,n

wiIi
2







1/2

. (8)

The actual Rwp should aim to be close to the statistically expected R value, Rexp:

Rwp = 100







n− p
∑

i=1,n

wiIi
2







1/2

, (9)

where n is the number of observations and p is the number of parameters. Rexp reflects the quality of data. Thus, the ratio

between the Rwp and Rexp gives one the result of goodness of fit,

χ2 =

[

Rwp

Rexp

]2

. (10)

The refined BaZrO3 diffraction pattern is displayed in Fig. 2. It is the result of using various F/O ratios followed

by the EXPO programme. The plots make it very clear that the fitting accuracy is excellent. The calculated patterns

are displayed in the same field as a dense line curve. The bottom field displays the variation between the calculated and

observed intensity.

The cubic structure of the BaZrO3 ceramic has a space group (Pm3m) and point-group symmetry (Oh). Furthermore,

Zirconium (Zr) atoms produce [ZrO6] clusters with six oxygen (O) atoms, whereas Barium (Ba) atoms (lattice modifiers)

make [BaO12] clusters with twelve O atoms in a Cuboctahedral shape. Zr atoms are positioned Centro-symmetrically

within the octahedron in [ZrO6] clusters [56].

Table 2 contains the results for the lattice parameter, crystallite size, S, χ2 and R-values.
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FIG. 2. Rietveld refinement output of the BaZrO3 samples for three various F/O ratios: (a) ϕ = 0.5,

(b) ϕ = 1.0, (c) ϕ = 1.5

TABLE 2. Rietveld refined data of BaZrO3 nanoparticles

BaZrO3

Lattice

Parameters
Crystallite size (nm)

Micro strain

(%) (×10−3)

Rietveld Refine

Parameters

Φ = 0.5
a = b = c = 4.18 Å

α = β = γ = 90◦
49.32 0.357

Rwp = 18.69
Rp = 12.84
Re = 14.53
S = 1.29

Φ = 1.0
A = b = c = 4.17 Å

α = β = γ = 90◦
42.73 0.547

Rwp = 16.050
Rp = 11.452
Re = 12.38
S = 1.30

Φ = 1.5
a = b = c = 4.18 Å

α = β = γ = 90◦
58.41 0.129

Rwp = 16.98
Rp = 12.57
Re = 14.92
S = 1.14
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On comparing the results of crystallite size with the XRD result, after the Rietveld refinement the crystallite size

decreases then increases and the microstrain is increased then decreased. It is happened because of the rise in temperature.

In the range of 1.14 to 1.30, the fitted pattern’s goodness of fit (GoF) values can be found.

3.3. Raman spectroscopy analysis

The Raman spectra of BaZrO3 are shown in Fig. 3. Although the perfect cubic perovskite would be expected to

exhibit, all samples showed evidence of numerous vibrational modes. Second-order scattering was responsible for the

identification of active vibrational modes in barium zirconate with oxygen vacancies [57, 58]. However, since the band at

200 cm−1 is connected to the torsional motion of the lattice, Karlsson et al. hypothesized that the spectrum comes from

lattice distortions [59].

FIG. 3. FT RAMAN spectra of BaZrO3 samples prepared for different F/O ratios

It is well known that BaZrO3 with acceptor impurities, such as trivalent ions, leads to the formation of oxygen

vacancies according to:

M2O2 −→ 2M′

zr +V••

o + 3OX
o , (11)

where M is the trivalent ion, Vrmo is the oxygen vacancy, and 3OX
o is the oxygen at oxygen site. Hereafter the Kröger-

Vink notation is used for point defects. Nominally pure BaZrO3 may still contain intrinsic acceptor impurities in the form

of Ba-vacancies which naturally occur during sintering at high temperatures due to loss of Ba. When exposed to humid

atmosphere, the incorporation of protons occurs in the form of hydroxyl group (OH−) that fills up the oxygen vacancies

according to [60, 61]:

H2O+OX
o +V••

o ←→ 2OH•

o. (12)

From Eq. (12), the two OH− groups form after the reaction between water molecules and an oxygen vacancy.

Slodczyk et al. proposed that the active BZ Raman spectra are indicative of nano-domains with local symmetry that

differs from that of the cubic structure, given the reality that the spectra include large bands and these distortions are

supposed to be very minor [62, 63]. In simple terms, the majority of the bands are liked across all samples, only with

some strength shifts or differences depending on composition. The translation oscillation modes from 50 to 250 cm−1 are

produced by the motions of the Ba2+ network, which are dominated by the Coulomb interactions [62, 63].

While the peaks at higher frequencies indicate the modes of more covalently bonded oxygen octahedra, the peaks

between 600 and 900 cm−1 are explained by the symmetric stretching (V ) of oxygen bonds [62–64]. Furthermore, the

BaCO3 vibrational peak with the Raman shift of 1060 cm−1 indicates the creation of carbonate (CO3) species [65].

3.4. UV-vis spectroscopy analysis

The UV-Vis absorbance spectrum of BaZrO3 ceramics is shown in Fig. 4. The peak around 220 nm can be attributed

to ban edge absorption of BaZrO3. According to the method outlined by Wood and Tauc [66], the optical band gap energy

(Egap) was calculated using the following equation:

(αhν) = B (hν − Egap)
n
, (13)

where B is a band tailoring constant, n is a constant related to the various types of electronic transitions (n = 1/2, 2,

3/2 or 3) for direct allowed, indirect allowed, direct forbidden, and indirect forbidden transitions, respectively [67], h is

the Plank constant, ν is the frequency, Egap is the optical band gap, and α is absorbance. In this instance, the indirect

acceptable transition one is taken to be n = 2.

The Tauc plot of BaZrO3 is shown in Fig. 5. for three F/O ratios (ϕ = 0.5, 1.0 and 1.5). The band gap of the

material, if it is a direct transition, as shown by the Tauc plots [68], is obtained by extrapolating the linear component of
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FIG. 4. UV-Vis absorbance spectra of BaZrO3 samples prepared for different F/O ratios

(αhν)2 versus (hc/λ), to obtain the Egap values. For the respective F/O ratios of 0.5, 1.0, and 1.5, the band gap of pure

BaZrO3 at room temperature is determined to be 2.02, 2.96, and 3.09 eV. The excitation wavelength is 220 nm. As the

fuel content rises, the bandgap of BaZrO3 increases.

FIG. 5. Tauc plot of BaZrO3 samples prepared for different F/O ratios

3.5. Impedance spectroscopy analysis

The electrical and dielectric properties of a polycrystalline BaZrO3 ceramic and their interfaces with electronically

conducting electrodes have been examined in a wide range of frequencies (100 Hz – 1 MHz) at room temperature using the

complex impedance spectroscopy method [69]. The complex dielectric permittivity, abbreviated ε∗, complex impedance,

abbreviated Z∗, and electric modulus, abbreviated M∗, which are connected to one another as follows:

Z∗ = Z ′ + jZ ′′, (14)

M∗ =
1

ε∗ω
, (15)

1

ε∗ω
= j (ωC0)Z

∗, (16)

j(ωC0)Z
∗ = M ′ + jM ′′, (17)

where (Z ′,M ′) and (Z ′′,M ′′) are the real and imaginary compounds of impedance and modulus, respectively, j =
√
−1

is the imaginary factor and ω is the angular frequency,

ω = 2πf. (18)
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There are two parts to the impedance expression: a real part and an imaginary part. A “Nyquist Plot” is created when

the real part (Zreal) is plotted on the X-axis and the imaginary part (Zimag) is plotted on the Y-axis (see Fig. 6). The

Zimag is negative, whereas each point on the Nyquist plot represents an impedance value at a certain frequency point.

Low frequency impedance is applied to the right side of the plot along the X-axis, and higher frequency impedances are

applied to the left. Additionally, impedance can be shown as a vector (arrow) with a length of |Z| on a Nyquist plot.

The “phase angle” is the angle formed by this arrow and the X-axis [70]. A Bode plot is widely used in the engineering

community compared to the Nyquist plot. It consists of two different logarithmic plots: frequency vs magnitude and

frequency vs phase (Fig. 7). It is another technique to describe the impedance results.

FIG. 6. Nyquist plot with impedance vector

FIG. 7. (a) Nyquist plot for BaZrO3 with ϕ = 0.5, 1.0 and 1.5 at room temperature; (b) frequency vs

magnitude (Bode plot); (c) frequency vs phase angle (Bode plot) for BaZrO3 with ϕ = 0.5, 1.0 and 1.5
at room temperature
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Impedance is really measured by introducing a potential wave to the working electrode and monitoring the ensuing

current wave Z. Zreal, and Zimag are taken from these two waves and sketched. These parameters are measured for

potential waves with various frequencies to produce the spectrum. In a three-electrode system, an EIS experiment is

carried out by fixing an applied voltage [71], according to the initial report on electrochemical impedance spectroscopy

that was published in 1975 [72]. The generated Warburg impedance (W ), charge transfer resistance (Rct), and solution

resistance (Rs) are gathered and shown in the Nyquist plots.

The Warburg impedance (W ) is an extra resistance that can be produced by the diffusion of molecules or redox

species. Frequency affects the manner in which this impedance behaves. In fact, the diffusing reactants do not have to go

very far. The Warburg impedance is minimal at high frequencies. The force to diffuse the redox molecules increases the

Warburg resistance at low frequencies. The Nyquist plot shows the infinite Warburg impedance as a tilted line with a 45◦

slope. On the Bode plot, however, the Warburg effect appears as a 45◦ phase shift.

The Nyquist curve of BaZrO3 with ϕ = 0.5, 1.0, and 1.5 at room temperature is shown in Fig. 7(a). Warburg resis-

tance, which is induced by the frequency dependence of ion diffusion from the electrolyte to the surface, is a phenomenon

as all samples exhibit a circular arc in the high-frequency zone and nearly a straight line in the low-frequency region. As

the F/O ratio increases, the semicircle’s diameter gradually changes. A Bode curve of the impedance Z(Ω) for BaZrO3

is shown in Fig. 7(b). A Bode plot of the phase angle for BaZrO3 is shown in Fig. 7(c). For ϕ = 0.5, 1.0, and 1.5 ratios,

the impedance magnitude |Z| reduces with increasing F/O ratio at low frequency and decreases at high frequency. For

observing phase margins where the system becomes unstable (violent phase or magnitude changes), the Bode plot offers

many advantages. The study of sensors, filters, and transistors in electronic devices can benefit from it as a result [73].

Real and imaginary part of impedance increases with increasing F/O ratio.

Ionic conductivity is reduced by 4.833 × 10−3 to 3.327 × 10−3. It introduces significant structural defects to the

BaZrO3 crystal, as evidence by large lattice microstrain. In general, the Oxygen vacancy assisted high ionic conductiv-

ity [74].

Bulk resistance of the three various F/O ratio value, the calculated value of ionic conductivity were listed in Table 3.

TABLE 3. Ionic conductivity data of BaZrO3 electrolyte

Sample
Sample

thickness (cm)

Bulk resistance

(Ω)

Area of the

sample (cm)

Ionic

conductivity

S/cm

ϕ = 0.5 0.1901 25.54 1.54 4.833× 10−3

ϕ = 1.0 0.1762 25.91 1.54 4.416× 10−3

ϕ = 1.5 0.1661 32.42 1.54 3.327× 10−3

The ionic conductivity was found to be

σ =
L

R∗

bA
, (19)

where L is the thickness (cm), A is the contact area (cm2), and Rb (Ω) is the bulk resistance of the BaZrO3 electrolyte, σ
is the ionic conductivity (S·cm−1). The Nyquist plot of the complex impedance readings was used to calculate Rb. The

Ionic conductivity result shows the BaZrO3 electrolyte material can be used as semiconducting device application.

The EIS approach, a non-destructive investigation tool, can be used to efficiently characterize physical and chemical

processes in fuel cells as well as energy storage devices. In order to monitor these materials’ and devices’ performance

and stability, as well as their charge transport characteristics, the EIS can be used [75].

Figure 8 displays the impedances of BaZrO3 at room temperature. For ϕ = 0.5, 1.0, and 1.5 ratios, the real com-

ponent Z ′(f) of impedance decreases with increasing frequency (Fig. 8(a)). The imaginary portion Z ′′(f) of BaZrO3 is

shown in Fig. 8(b), and it increases to a maximum value before it starts to decrease at high frequencies, demonstrating the

presence of a relaxation process in the system. The relaxation period for the dielectric-relaxation process is provided by

the Z ′′ peak.

4. Conclusion

The sol-gel auto-combusted method was used to successfully synthesise perovskite Barium Zirconate nanoparticles

with various F/O ratios. XRD was used to examine the crystalline size. The Rietveld refinement verified that the BaZrO3

phase was unique and clear. Raman spectroscopy was used to confirm the existence of various modes. With an increasing

F/O ratio, it was discovered that the optical band gap increases from 2.02 to 3.09 eV. As the F/O ratio increased, the

impedance and relaxation time of a BaZrO3 pellet for impedance spectroscopy decreased. For various F/O ratios (for

ϕ = 0.5, 1.0, and 1.5), the BaZrO3 electrolyte’s ionic conductivity ranged from 3.327× 10−3 to 4.833× 10−3. BaZrO3

nanoparticles can be used for the development of energy storage devices due to good electrical properties and high ionic

conductivity.
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FIG. 8. (a) Real part and (b) imaginary part of impedance as a function of frequency (Bode plot) for

BaZrO3 with ϕ = 0.5, 1.0 and 1.5 at room temperature
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ABSTRACT This paper reports a modified version of hot injection method for the synthesis of CdSe quantum

dots and CdSe–ZnSe nano–tetrapod structures. In the present method, certain synthesis parameters such as

injection temperature, growth temperature and precursor ratio were tuned to influence the growth kinetics and

thereby the optical properties of the prepared CdSe QDs were enhanced. The influences of these parameters

were studied and suitable conditions were optimized. Using the optimized parameters, CdSe–ZnSe nanostruc-

tures were synthesized with tetrapod morphology and their structural and optical properties were studied. The

adopted modified version of synthesis is a facile method without stringent conditions such as inert atmosphere

and therefore adaptable for the large-scale synthesis in industry.
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1. Introduction

Quantum dots (QDs) have attracted a great research interest around the globe for the last few decades due to their

excellent tunability, versatility and chemical processibility [1–3]. Among II-VI QDs, cadmium selenide (CdSe) is a widely

explored material for various applications [4,5]. The quality of CdSe QDs is greatly influenced by the precursor chemicals

as well as the capping ligand used in the synthesis and other various synthesis parameters such as precursor ratio, ligand

ratio, injection temperature, growth temperature, etc. By understanding the role of these parameters on the growth kinetics

of the QDs, it can be optimized to yield highly monodisperse, emissive and smaller QDs suitable for various applications

such as fluorescence labelling, light emitting devices, etc.

In the early ‘90s Murray et. al., reported the synthesis of good quality CdSe QDs using dimethyl cadmium as cadmium

(Cd) precursor and trioctylphosphine oxide (TOPO) as capping ligand [5, 6]. But the chemicals used in these syntheses

such as dimethyl cadmium were pyrophoric, extremely toxic, explosive and unstable at room temperature. Stringent

conditions such as inert atmosphere and equipment such as glove box, Schlenk lines etc., were mandatory to conduct

these syntheses as the dimethyl cadmium releases a large amount of toxic and explosive gas at high temperatures [7, 8].

To overcome this problem, Peng et. al., introduced a “greener” synthesis for CdSe QDs, using less toxic cadmium oxide

(CdO) as a precursor of Cd [8]. This synthesis involves heating of Cd precursor upto a temperature around 300 ◦C

under inert atmosphere followed by the injection of selenium (Se) precursor, termed as hot injection method. It is also

called as kinetic growth method since the particle size increases with the progress in reaction time. Through this method,

CdSe QDs were prepared in various solvents such as fatty acids, phosphonic acids, amines, phosphine oxides, and certain

compositions of these solvents [7–10]. Nordell et. al., modified this method to an easier, safe and facile synthesis of

CdSe QDs dispensing inert atmosphere [11,12]. This facile method was further modified by our group, in which the large

scale synthesis of a particular size of QDs was achieved [13]. This simple, large scale production method combined with

the large scale purification process proposed by Lim et.al, can be adopted for industrial and R&D applications of CdSe

QDs [13, 14].

Various morphologies of nanostructures such as dot, rod, tetrapod, etc., facilitate researchers to further manipulate

the optical and electronic properties of nanomaterials. Wang et al. reported the synthesis of CdSe nano-tetrapods by

incorporating HCl, MnCl2, FeCl2 and H2SO4 separately into a system of spherical CdSe QDs under inert atmosphere.

Wang suggested that the protonic acidity in the precursor medium influences the yield of tetrapods [15]. Synthesis of

© Boni Samuel, Adarsh K.J., Nampoori V.P.N., Mujeeb A., 2023



480 Boni Samuel, K. J. Adarsh, V. P. N. Nampoori, A. Mujeeb

CdSe tetrapods were also reported through the addition of halides during the reaction [16]. Alivisatos et. al., synthesized

rod, arrow, tetrapod and teardrop shaped CdSe nanocrystals using alkylphosphonic acid as a shape controlling factor [17].

The influence of oleic acid concentration as well as injection temperature on the growth kinetics was studied by

Mulvaney et. al., and reported that decrease in oleic acid concentration result smaller dots. The synthesis was carried

out under inert atmosphere with two injection temperatures, 275 and 265 ◦C, out of which smaller initial dot size was

obtained at 275 ◦C [18]. The present work is the detailed study on the role of injection temperature, precursor ratio and

growth temperature on the growth kinetics of CdSe QDs synthesized in ambient conditions. The effect of these parameters

was studied to optimize the same and to tune the desirable optical properties with good repeatability. With the optimized

conditions, CdSe quantum dots and CdSe-ZnSe nano-tetrapods of improved quality were synthesized through the facile

hot injection method. In the synthesis of CdSe-ZnSe nano-tetrapods any additional chemicals were not used for shape

controlling. This modified and optimized synthesis is a one-pot method excluding inert atmosphere and complex facilities

so that the technique is adaptable to industry for the large scale synthesis of nanostructures.

2. Experimental

2.1. CdSe QDS

Cadmium precursor was prepared by adding CdO powder and oleic acid (OA) into octadecene (ODE). The Cd

precursor was heated to a temperature higher than 150 ◦C to dissolve the brown Cd powder in ODE and to form a

clear solution. The Se precursor, prepared by mixing Se powder and trioctylphosphine (TOP) in ODE was then swiftly

injected into the Cd precursor at a specific temperature, called injection temperature. Immediately after the Se injection,

CdSe QDs nucleate and begin to grow. As the Se precursor was injected, the temperature of the mixture decreases from

the injection temperature. The resultant temperature, called growth temperature was maintained at a particular level for

each synthesis of QD sample. Aliquots of samples collected at different intervals of time such as 5 s, 20 s, 60 s, and

120 s after the Se injection and it was found that the particle size increased as time progresses. The experiment was

repeated under different conditions such as injection temperature, molar precursor ratio and growth temperature in order

to optimize and yield good quality CdSe QDs.

2.2. CdSe–ZnSe nano-tetrapods

The synthesis of CdSe-ZnSe nano-tetrapods, the same hot injection method was adopted with ZnSe grown over the

CdSe core through a single step-continuous chemical reaction. Thus, the extra step for the formation of ZnSe layer was

skipped and the complexity of the synthesis was significantly reduced [3]. The only difference in the synthesis was the

addition of Zn precursor in continuation to the nucleation of CdSe. The method can be extended to grow different shell

layers one over the other to yield core-multishell system [19,20]. The values of parameters such as injection temperature,

molar precursor ratio and growth temperature optimized for the synthesis of CdSe QDs were also used in the synthesis

of CdSe-ZnSe nano-tetrapods. For this, Zn acetate (1 mmol) is mixed with 3 ml of OA and 6 ml of ODE to form the

Zn precursor. For the synthesis of CdSe, the optimum identified value of Cd and Se precursors were selected. Selenium

precursor was prepared by mixing 5 mmol Se powder, 4 ml of TOPO and 5 ml of ODE. For the Cd precursor, CdO powder

(0.5 mmol), OA (3 ml), and ODE (10 ml) were stirred thoroughly and heated up to 225 ◦C to obtain a clear solution. At

this temperature, the Se precursor was swiftly injected to initiate the nucleation of the CdSe QDs. After 5s of Se precursor

injection, drops of Zn precursor were added at a rate of 2 ml per minute up to 4.5 min. In order to restrict the nucleation

of ZnSe QDs, the precursor concentration was controlled during the injection process and the reaction was maintained in

the kinetic growth regime. CdSe-ZnSe nano-tetrapods of different sizes were synthesized and samples were collected at

10 s, 1 min, 2 min, 5 min, and 8 min after the injection of Se.

For the particle size and morphological studies, TEM images were obtained from the JEOL/JEM 2100 transmission

electron microscope. Absorption spectra were recorded using Jasco V-570 UV/Vis/IR spectrophotometer. It consists of

two light sources, a Deuterium lamp of wavelength ranges from 190 nm to 350 nm and a Halogen lamp of wavelength

ranges between 330 nm to 2500 nm. The monochromator contains two plane gratings of 1200 lines/mm for the UV-Vis

region and 300 lines/mm for the NIR region. A Photomulitiplier tube and a PbS photocell are the detectors. Fluorescence

spectra were recorded using Varian-Cary Eclipse fluorimeter in which a xenon lamp was used as an excitation source. The

emission from the sample was collected by a PMT detector.

3. Results and discussion

3.1. Optimization of injection temperature

The injection temperature was varied from 160 to 240 ◦C at selected intervals. The temperatures above 240 ◦C were

not considered since the optically clear Cd oleate solution becomes darker due to the high reaction of chemicals with

atmospheric oxygen at elevated temperatures. Moreover, at these high temperatures, excess evaporation of the solvent

leads to the drying of Cd oleate solute for which inert atmosphere is preferred.

Absorption and fluorescence spectra of the synthesized CdSe QDs at various injection temperatures at 160, 200, 215,

225 and 240 ◦C were recorded. The molar precursor ratio of Cd:Se was selected as 1:1 and the growth temperatures
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were maintained 15 ◦C lower to the corresponding injection temperatures. The excitation wavelength for recording the

fluorescence spectra used was 400 nm in all the experiments.

The CdSe QDs synthesized at injection temperatures of 160 and 200 ◦C show similar absorption and fluorescence

spectra as that of 215 ◦C represented in Fig. 1(a). In the hot injection method, in general, the particle size increases as

the reaction time progresses and results in a redshift in both absorption and fluorescence spectra. But for these samples

excitonic absorption peak and spectral redshift with an increase in time are not observed in the absorption spectra. Since

at these injection temperatures, the amount of nucleated QDs is found to be low, giving a low concentration of samples.

Also, the redshift is not presented in the fluorescence spectra, in which the peak wavelengths for all the samples are

around 480 nm, depicts that the particles do not grow as reaction time progresses. Moreover, the fluorescence spectra are

very broad with an FWHM around 100 nm, which clearly indicates the low quality of the QDs prepared at these injection

temperatures.

FIG. 1. Normalized absorption and fluorescence spectra of CdSe QDs synthesized at injection tem-

peratures, a) 215 ◦C and b) 225 ◦C and c) 240 ◦C. Excitation wavelength used to record fluorescence

emission was 400 nm

In the absorption spectra of QDs synthesized at 225 ◦C injection temperature, given in Fig. 1(b), prominent excitonic

peaks are observed with gradual redshift from 510 nm to 540 nm, with increase in reaction time. This clearly shows

that several QDs are nucleated and result a sample of high concentration. Also, the size of the particle increases with

reaction time. The fluorescence spectra are narrow with an FWHM in the range of 40 nm to 60 nm in the as-prepared

QDs without post-synthesis purifications. Therefore, in this facile hot injection method an injection temperature around

225 ◦C is suitable for the synthesis of good quality QDs of different sizes.

The synthesis was repeated for the injection temperature of 240 ◦C and a large amount of QD nucleation and initial

growth of particle size were observed similar to the synthesis at 225 ◦C. But the colour of the QD solution was found

to shift from green to red and then back to greenish-yellow as time progresses. The absorption and fluorescence spectra

shown in Fig. 1(c) agrees with the observations. The injection temperature at 240 ◦C results in the nucleation at different

time and cause a growth of QDs of two different sizes, which is evident in the fluorescence spectra as two narrow peaks.

For the sample at reaction time of 7s, the emission peak at 470 nm has an FWHM of about 60 nm and that at 540 nm has

an FWHM of about 45 nm, which clearly shows that these are not a defect induced emission. Generally, in a defect driven

emission, the spectrum will be as broad as 100 s of nm [13, 21]. In the case of the sample at reaction time of 3.5 min, the

two peaks merge to form a single emission peak around 480 nm. These QDs require severe post-synthesis purification

processes and need refinement in their size to obtain narrow fluorescence emission. By analyzing the absorption and

fluorescence spectra it was clear that the quality of QDs deteriorated as the temperature increased beyond 225 ◦C. The

sample prepared at 240 ◦C was compared with that of 225 ◦C and found that the former is of poor quality with that of

the lower temperature and hence it was concluded to maintain facile hot injection method at 225 ◦C. Thus, good quality

QDs having narrow FWHM in the emission spectra even without stringent condition of purification and refinement were

obtained.

3.2. Optimization of precursor ratio

The influence of Cd:Se molar ratio on the growth kinetics of the CdSe QDs was also studied by synthesizing the QDs

at an injection temperature of 225 ◦C and a growth temperature of 210 ◦C. The precursor ratio was varied as 2:1, 1:1, 1:5,

and 1:10. The absorption spectra of the synthesized samples using these precursor ratios are given in Fig. 2.
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FIG. 2. Absorption spectra of CdSe QDs synthesized using different precursor ratio

FIG. 3. Variation of excitonic absorption wavelength with increase in reaction time for different pre-

cursor molar ratios
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The variation of excitonic absorption wavelength with increase in reaction time is presented in Fig. 3. As the reaction

progresses, the particle size increases and the excitonic emission undergoes a redshift. In the sample with precursor ratio

2:1, the peak shifts from 510 nm to 540 nm and in samples 1:1 the peak shifts from 495 nm to 535 nm in 120 s and

the particle size tends to saturate. For the sample 1:5 the particle size increases beyond 120s and the lowest excitonic

peak obtained was around 495 nm. Sample 1:10 gives excitonic absorption peak around 465 nm as the particles are small

and further grows similar to the sample 1:5, beyond 120 s. The results show that the presence of excess amount of Se

facilitates the nucleation of smaller QDs and growth of different size ranges of QDs. Considering all these facts, for

synthesis monodisperse QDs, the precursor ratio was optimized at 1:10.

3.3. Optimization of growth temperature

In order to study the influence of growth temperature on the growth kinetics, QDs were synthesized at growth tem-

peratures of 180, 210, 215 and 225 ◦C. The optimized injection temperature and the molar ratio were fixed at 225 ◦C

and 1:10, respectively, throughout the synthesis. The absorption spectra of the samples are given in Fig. 4. The plot of

excitonic absorption peak Vs reaction time is presented in Fig. 5. This graph shows that the rate of particle growth in-

creases with an increase in the growth temperature. The growth temperature below 210 ◦C the rate of growth is very slow

and the particle size tends to saturate. The growth temperature between 210 and 215 ◦C gives a moderate rate of growth

and therefore better control over the particle size. The rate of growth at 225 ◦C is very high so that the peak wavelength

reaches 590 nm in 2 minutes.

CdSe QDs synthesized at 215 ◦C of growth temperature is selected for further analysis. The absorption and fluo-

rescence spectra of these QDs are given in Fig. 6. Excitonic absorption peak varies from 480 nm to 584 nm during the

particle size growth. The three samples with reaction time 2 s, 13 s, 35 s have good quality of fluorescence emission

with FWHM of 35 nm, usually termed as colour purity. QDs having high colour purity are useful for labelling and light

emitting devices [19,22]. For the samples with reaction time 80 s and 120 s the FWHM gradually increases to 47 nm and

60 nm, respectively. For the final sample of 200 s, the FWHM is 125 nm broad and centered around 480 nm, due to the

particle size broadening effect.

FIG. 4. Absorption spectra of CdSe QDs synthesized at different growth temperature
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FIG. 5. Variation in excitonic absorption wavelength with reaction time for different growth temperatures

FIG. 6. Normalized absorption and fluorescence spectra of CdSe QDs synthesized at the growth tem-

perature of 215 ◦C. For recording fluorescence spectra, an excitation wavelength of 400 nm was used

TEM image of one of the samples, taken at 35 s is shown in Fig. 7(a). The particles are nearly monodispersed and

spherical in shape. The average particle size is measured to be 2.7 nm and the histogram of the particle size measurement

is given in Fig. 7(b). The CdSe QDs synthesized with optimized conditions of injection temperature of 225 ◦C, precursor

ratio 1:10 with growth temperature ranging from 210 to 215 ◦C have good optical properties.

3.4. CdSe–ZnSe nano-tetrapod structure

The optical properties of the CdSe-ZnSe nano-tetrapod was found to be depending significantly on the quality of the

CdSe, and hence the same optimized conditions adopted for the CdSe QDs were used for the preparation of CdSe-ZnSe

nanotetrapods [3]. With these conditions, CdSe–ZnSe nano-tetrapods of different sizes were synthesized and samples

were collected at 10 s, 1 min, 2 min, 5 min, and 8 min after the Se injection time.

TEM images of representative samples at 10 s and 2 min are given in Fig. 8 and Fig. 9. The sample at 10 s consists

of QDs with an average size of approximately 3 nm, exhibiting mostly spherical shapes. Some of the QDs exhibit a
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FIG. 7. a) TEM image b) histogram of particle size measurement of CdSe QD sample of 35 s, synthe-

sized at the growth temperature of 215 ◦C

FIG. 8. a) TEM image and b) HRTEM image of sample at 10 s

FIG. 9. a) TEM images and b) HRTEM images of sample at 2 min
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FIG. 10. HRTEM images of a) a single quantum dot from the sample at 10 s and b) a single nanotetra-

pod from the sample at 2 min

tendency of anisotropic growth. In contrast, sample at 2 min predominantly contains tetrapod structures characterized by

a branch-lengths range from 7 nm to 9 nm and widths around 4 nm. The formation of the ZnSe outer layer is evident from

the overlapping fringe patterns observed in Fig. 9b.). These patterns arise due to the difference in the d-spacing of CdSe

and ZnSe, providing evidence for the presence of the ZnSe outer layer. To facilitate a better comparison, Fig. 10 displays

images of a quantum dot from the sample at 10 s and a nanotetrapod from the sample at 2 min. The TEM images reveal a

gradual transformation from a spherical to a tetrapod shape, providing clear evidence of the growth process.

Absorption and fluorescence spectra of samples of CdSe–ZnSe nano-tetrapods are given in Fig. 11. In the absorption

spectra, second excitonic absorption peaks are clearly visible which indicate the good quality of the tetrapod structure.

Fluorescence emissions of samples with 10 s, 1 min and 2 min are in the wavelength ranges from 510 nm to 550 nm,

with an FWHM around 35 nm. These samples have colour purity similar to the CdSe QDs discussed in the previous

section. Beyond 2 min, new emission at about 470 nm is observed while that at around 550 nm is absent. The tetrapod

structures have a CdSe core of zinc blend structure with four wurtzite arms. The slow addition of Zn precursor causes

growth of wurtzite structure of CdSe–ZnSe along the four (111) planes of the zinc blend structure [3,15,23]. The addition

of zinc oleate eliminates the TOP surfactant and triggers an anisotropic growth by introducing a difference in surface

energy. Once the surface coverage of ligands is reduced, arms of wurtzite structure are grown along the four (111) faces

of the zinc blend CdSe 23. The four arms are grown through the C-axis of the wurtzite structure [15]. The synthesized

CdSe–ZnSe nano-tetrapod structure through this facile hot injection method was completed under ambient conditions

with optical properties like significant fluorescence emission.

4. Conclusion

In summary, we have investigated the facile hot injection synthesis method, excluding inert atmosphere and stringent

chemical conditions, for the synthesis of CdSe QDs. The synthesis parameters such as injection temperature, precursor

molar ratio and growth temperature suitable for the facile method were investigated and optimized. The optimized in-

jection temperature was found to be 225 ◦C, in which highly monodisperse QDs were synthesized. The molar precursor

ratio of 1:10 with excess Selenium was found to be optimum, which gives good quality of QDs in a wide range of particle

sizes. The rate of growth of QDs was found to be directly related to the growth temperature. The growth temperature in

the range from 210 to 215 ◦C gives moderate rate of growth, which gives better control over the particle size and improved

repeatability. Using these optimized values, the facile method of synthesis of CdSe QDs was employed for the synthesis

of CdSe–ZnSe nano-tetrapods of different sizes. Both the synthesized CdSe QDs and CdSe–ZnSe nano-tetrapods under

the optimized conditions are exhibiting significant optical properties useful for the applications such as labelling, light

emitting devices [19, 22, 24] etc.
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ABSTRACT Ultrahigh porosity activated carbon (AC) was made from H3PO4-impregnated waste cotton precur-

sor by carbonization in Ar and physical activation in variable CO2 flow rate with ultrahigh heating rate. The

presence of CO2 in the activation plays an important role in the formation of the porous structure of AC. The

obtained AC had outstanding physical and electrochemical properties. The specific surface area and microp-

ore volume of AC reached 4800.7 m2/g and 2.499 cm3/g, respectively. The pore size distribution was mainly in

the microporous region. The electrochemical double-layer capacitors (EDLCs) with AC-based active electrode

and an electrolyte solution of 1 M 1,1-dimethylpyrrolidinium tetrafluoroborate in acetonitrile were fabricated.

The specific capacitance of electrode material degraded less than 10 % with the highest value of 105.7 F/g at

0.05 A/g as the specific current varied from 0.05 A/g – 15 A/g. After 8000 charge-discharge cycles at 1 A/g,

the specific capacitance of the AC-base electrode material fabricated at CO2 flow rate greater than 200 ml/min

degraded less than 15 % with the highest value of 101.2 F/g. The optimal CO2 flow rate for fabricating waste

cotton-based AC is 200 ml/min.

KEYWORDS activated carbon, porous activated carbon, cellulose, waste cotton, supercapacitor.
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1. Introduction

Energy has been the crucial issue for the global economy. Currently, the main energy resources for human are fossil

resources such as coal, crude oil, and natural gas, etc. The excessive use and depletion of these resources have been

causing serious environmental pollution. Therefore, people have been looking for renewable energy sources that are

environmentally friendly and can gradually replace fossil fuels such as solar energy, wind energy, tidal energy [1–3], etc.

However, these energy sources are intermittent and vary with time of a day, seasons, and years. So, they have been required

a highly efficient energy storage and conversion system to maintain continuous operation. Batteries and supercapacitors

are main electrical energy storage and conversion devices today.

Batteries store energy in the form of chemical energy based on redox reactions occurring on the electrodes. The

stored energy of the battery is large and can meet most of the energy demands of electrical and electronic devices in daily

life [4]. The drawbacks of the batteries are low power density, short life-cycle and containing some toxic substances that

are harmful to the environment at the end of their life. Meanwhile, EDLCs store energy in the form of static electricity that

is formed on the interface of the electrochemical double layer between the electrolyte solution and the electrode material

surface [5]. Comparing to batteries, EDLCs have a much lower energy density but have higher power density, energy

conversion efficiency, long life-cycle (over 100000 charge-discharge cycles) and can operate in extreme environments
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with temperatures ranging from −40 – +75 ◦C [1, 5]. Therefore, depending on the real life applications, batteries and

supercapacitors have been used as stand-alone systems or integrated both into real devices such as lights, maintain and

protect the memory of electronic devices, cars, trains, and space devices [6,7], etc. to take benefit of their advantages and

limit their drawbacks.

Recently, high porosity AC (with specific surface area greater than 1000 m2/g) has been widely used as electrode

materials for both batteries and supercapacitors. Among the materials used to produce porous AC, biomass materials

are receiving much attention from researchers because they are available, abundant, renewable, and environmentally

friendly. They are often waste products of the agricultural and forest products processing industry such as rice husks [8],

corncob [9], olive stones [10], sugarcane bagasse [11], cotton [12–14], and cotton stalk [15], etc. To convert biomass

materials into porous AC, two main processes are used: carbonization and activation.

The carbonization process is usually carried out in an inert gas (N2 or Ar) at temperatures between 400 and 900 ◦C.

The precursors have been impregnated with substances such as ZnCl2 [16], KOH, H3PO4 [11, 17], etc. with different

ratios to increase the carbon yield of the obtained products and create favorable conditions for the growth of pore structures

during the activation process. There are two processes of carbon activation: physical activation and chemical activation.

The physical activation is carried out in a redox gaseous environment such as CO2, H2O [18], etc at a temperature of

700 – 1200 ◦C. These redox gases diffuse deep into the structure of carbon and react with carbon to form and expand

pore structures. As a result, the obtained porous AC has large surface area and good pore size distribution. Meanwhile,

chemical activation is carried out at a temperature of 500 – 800 ◦C in the presence of activating agents. The raw material

is impregnated with a given activating agent and there are many selective chemical reactions occurring during activation.

The result is AC with an amorphous material and the existence of intercalate ions in the structure.

In this study, H3PO4-impregnated waste cotton was used to fabricate porous AC because cotton is a naturally highly

porous, high content of cellulose (between 80–97% by weight [15,19,20]) and less impurities. The porous AC production

was conducted in two processes: carbonization at 600 ◦C in Ar atmosphere and activation at 900 ◦C in the absence or

presence of CO2 with variable gas flow rate.

2. Materials and methods

2.1. Fabricating porous AC

2.1.1. Preparing H3PO4-impregnated waste cotton. Waste cotton was supplied by Yartsevo Cotton Mill, LLC (Russia).

85 % H3PO4 solution according to standard GOST 6552-80 (Russia) was diluted with deionized water to form 5 %

H3PO4 solution.

20 g of cotton was immersed in 600 g of 5% H3PO4 solution. The mixture was heated to a temperature above 80 ◦C

and maintained for 30 minutes. The cotton was then squeezed out and dried at room temperature for 48 h.

2.1.2. Carbonization process. Based on our previous research results on optimizing the temperature of the carboniza-

tion process to the properties of activated carbon used as electrode materials for supercapacitors [21], we choose the

temperature of 600 ◦C to conduct the carbonization process of H3PO4-impregnated cotton.

To increase the uniformity of the torn cotton compared to our previous experiments, 5 g of H3PO4-impregnated cotton

was teared up by the tearing machine and then loaded into a horizontal reaction chamber with a length of 60 cm and a

diameter of 10 cm. Then, Ar gas was supplied at a flow rate of 800 ml/min for 10 minutes to remove air.

Initially, the furnace was heated to 600 ◦C with a heating rate of 10 ◦C/min. After reaching the temperature of 600 ◦C,

the reaction chamber was loaded into furnace and maintained with a flow rate of Ar gas of 800 ml/min. By this method,

the heating rate of 585 ◦C/min ± 10 % was achieved. The carbonization time was 1 h. After carbonization, the reaction

chamber was taken out and cooled to room temperature with an Ar flow rate of 800 ml/min and a cooling system. The

product was called black carbon fiber (BCF). The obtained products were weighed and stored in nylon bags to avoid dust.

2.1.3. Activation process. 1.5 g BCF was added into the reaction chamber. The Ar gas was supplied at a flow rate of

800 ml/min for 10 minutes to remove air.

Initially, the furnace was heated to 900◦C with a heating rate of 10◦C/min. When the furnace reached 900◦C, the reac-

tor chamber was loaded inside, and an Ar flow rate of 800 ml/min was maintained. The heating rate of 751◦C/min ± 10 %

was achieved. When the system was reached 900 ◦C again, the Ar supply was cut off and CO2 was supplied with a flow

rate varying from 100 – 800 ml/min. The activation time was 1 h. When the activation process was complete, the CO2 flow

was cut off and the reaction chamber was taken out and cooled to room temperature with an Ar flow rate of 800 ml/min

and a cooling system. The obtained AC products were labeled as CT0 to sample without CO2, and CT1, CT2, CT4, CT8

corresponding to samples with CO2 flow rate of 100, 200, 400 and 800 ml/min. With the CT0 sample, the Ar flow rate of

100 ml/min was maintained to remove volatile derivatives during activation.
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2.2. Fabricating supercapacitor

2.2.1. Fabricating carbon electrode. The AC was crushed by mortar and mixed with polytetrafluoroethylene F4D sus-

pension (Russia) used as the binder and carbon black (CABOT©VULCAN ©XC72) as the conducting agent according to

the ratio percentage by mass was 80:10:10. The mixture was then added in a glass flask containing 100 ml of deionized

water and stirred at 50 ◦C for 30 minutes. The slurry was filtered, and the obtained material was rolled on a mechanical

roller to form a thin film with a thickness of 150 µm. The films were then cut into square electrodes with dimensions of

2.5×2.5 cm and dried at 120 ◦C in drying oven for 24 h and weighed to an accuracy of 0.001 g.

2.2.2. Fabricating supercapacitor. Two carbon electrodes were selected as active electrodes of a capacitor with a mass

difference of less than 0.002 g. These carbon electrodes were pasted on the aluminum foils (OKURA-801, Japan) by

RIKON adhesive (Russia). Two complete electrodes were placed opposite and separated by separator TF-40-30 (Japan).

The electrode system was placed in an adhesive enclosure and kept under vacuum at 120 ◦C for 48 h. Next, the enclosure

was filled with 1 ml electrolyte solution of 1M 1,1-dimethylpyrrolidinium tetrafluoroborate (DMP·BF4) in acetonitrile

(ACN) solvent and packed to form a complete capacitor.

2.3. Instruments and methods for investigating physical and electrochemical properties of porous AC

The surface morphology of AC was investigated by the scanning electron microscope (SEM) TESCAN MIRA

(Czech).

The texture characteristics of AC were investigated by the N2 adsorption-desorption method at 77 K on the Quan-

tachrome LX2 machine (Quantachrome, Austria).

X-ray diffraction (XRD) spectra were investigated on XPERT-PRO (Latvia) with the emission spectrum of copper

with wavelength Kα = 1.541 Å. The X-ray scanning angle from 5 to 80 ◦ with a scan step of 0.03 ◦ and a dwelling time

of 0.5 s.

The P20-X potentiostat (Elins, Russia) was used to measure the cyclic voltammetry (CV) characteristics of the su-

percapacitors.

The galvanostatic charge-discharge (GCD) method was used to test the performance of the supercapacitors by using

ASK2.5.10.8 HIT analyzer (Russia).

3. Results and discussion

3.1. AC yield

According to K. Raveendran et al. [22], the thermal decomposition of cellulose and its derivatives takes place in-

tensely in the temperature range of 350 – 450 ◦C. By the above carbonization method, the lowest furnace average temper-

ature was reached 555 ◦C which was much greater than the thermal decomposition temperature range of cellulose. At this

temperature, the thermal decomposition of cellulose takes place intensely. The decomposition products are water, CO2,

volatile compounds that exist in the gaseous state. These substances partially penetrate the cotton fiber to dissolve and

break the structure of the cellulose crystals creating micro-swelling and the rest evaporate intensely. As a result, there is

the formation of open or sealed porous structures that exist manifold within the structure of the obtained material. The

carbon yield in our study was achieved average value of 32.3 %.

According to Peng Fu et al. [23], there are some heavy chemical compounds which exist in the solid carbon structure

after carbonization and continue thermal decomposition at temperatures range 500 – 800◦C. Therefore, there were some

derivatives of the cellulose decomposition existing in the obtained BCF after carbonization. Furthermore, there were

a certain amount of water vapor and gases which were adsorbed into BCF structure during the storage. Our carbon

activation method described above was achieved the lowest furnace average temperature of 786 ◦C. At this temperature,

the derivatives and gases adsorbed on the surface of BCF were evaporated and ejected by the Ar flow. This created

favorable conditions for the contact of CO2 with BCF surface during the activation and facilitated the formation of porous

structures. The main reaction took place in the activation according to the equation CO2 + C = 2CO. The AC yield was

shown in Fig. 1.

As shown in Fig. 1, the AC yield decreased as increasing CO2 flow rate. With sample CT0, the mass of the obtained

AC was decreased when compared with the initial mass of BCF although no CO2 was used in the activation process.

This meant that some cellulose derivatives still existed in the original BCF after carbonization. For the other samples, the

presence of CO2 reacted with the carbon and significantly reduced the mass of the AC. The AC yield decreased as the

CO2 flow rate increased. This indicated that CO2 burned most of the carbon and drastically reduced the AC yield at a

high CO2 flow rate.

When comparing the CT8 sample with the SP600 sample of the previous study [21] with the same flow rates of

Ar and CO2 for both carbonization and carbon activation processes, we found that the carbon yield after carbonization

increase insignificantly (from 31.4% to 32.3%), while the activated carbon yield decreased significantly (from 3.3% to

2.2%). This shows that increasing the uniformity of the cotton before loading into the reaction chamber has increased the

contact between the gas environment (Ar, CO2) and the surface of the bulk cotton. As a result, in the carbonization, the
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FIG. 1. Activated carbon yield after activation in the absence and presence of CO2 at different flow rates

pyrolysis products of cotton will come out easily, the BCF fibers are not sticky. This increases the diffusion ability of CO2

during activation into the BCF bulk, increasing the reaction between CO2 and carbon leading to the decreasing activated

carbon yield.

3.2. Physical properties of porous AC

The XRD spectrum of the AC samples were shown in Fig. 2. A broad (002) graphite plane peak at 2θ ∼ 23.8◦

of sample CT0 was clearer than that of the other samples. This indicated that the CT0 sample was began to graphitize

at 900 ◦C while the rest samples were not. This evidence also demonstrated that CO2 reacted with C on the pore wall,

destroying the carbon crystal structure and increasing the amorphousness of the obtained porous AC. No obvious (001)

graphite plane peak was observed at 2θ ∼ 44◦. As a result, the AC was amorphous carbon.

FIG. 2. XRD spectrum of the AC samples fabricated by activation with variable CO2 flow rate

The SEM image of the CT2 sample was shown in Fig. 3. As shown in Fig. 3a,b, the obtained AC fiber retained the

typical twisted, flattened shape of the original cotton fiber, without impurities adhering to the fiber surface and the fiber

size was less than 10 µm. Fig. 3c showed that there was uniform pore formation, well development of pore structure and

pore distribution in the microporous and mesoporous regions.

FIG. 3. SEM image of sample CT2
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TABLE 1. The surface characteristics of the AC samples

Sample SBET (m2/g) Smic (m2/g) Smes (m2/g) Vmic (cm3/g) d (nm)

CT0 651.2 – – 0.343 0.52

CT1 1904.4 1220.3 684.1 0.869 1.32

CT2 4800.7 3138.8 1661.9 2.499 1.65

CT4 3557.8 2156.8 1401.0 1.963 1.98

CT8 3863.5 2460.2 1403.3 2.127 1.87

The N2 adsorption-desorption method at the temperature of 77 K was used to investigate the surface characteristics

of the porous AC. The degas process was conducted at 250 ◦C within 4 h in vacuum. The N2 adsorption isotherms was

conducted with the relative pressure (p/p0) from 0.05 to 0.99 and obtained results as shown in Fig. 4. The N2 isotherms

of all samples had the form corresponding to Type I(b) according to the IUPAC classification [24,25]. This meant that the

pore size was mainly in the microporous region and partly in the mesoporous region with the size less than 2.5 nm. The

N2 adsorption capacity increased rapidly in the presence of CO2 during the activation process and achieved the highest

value at the CO2 flow rate of 200 ml/min.

FIG. 4. N2 adsorption-desorption isotherms of AC prepared in the absence or presence of CO2 at

different CO2 flow rates

The Brunauer, Emmet, and Teller (BET) method was used to assess the specific surface area of the AC. The specific

surface area (SBET ) was determined in the relative pressure range from 0.05 to 0.3 for the CT0 sample and 0.05 to 0.15

for the rest samples according to IUPAC recommendations for specific surface area assessment of microporous materials.

The micropore volume (Vmic) and pore size (d) were determined by the Dubinin–Radushkevich (DR) method. The surface

area of the micropore (Smic) and pore size distribution were determined by the Density functional theory (DFT) method.

The surface area of the mesopore (Smes) is the result of the subtraction between SBET and Smic. The results were shown

in Tables 1 and Fig. 5.

As shown in Table 1, specific surface area (SBET ), micropore surface area and micropore volume (Vmic) increased

rapidly when the CO2 flow rate increased from 0 to 200 ml/min and then decreased unevenly when the CO2 flow rate

increased from 200 to 800 ml/min. The highest values of SBET , Smic, and Vmic achieved at the CO2 flow rate of

200 ml/min were 4800.7 m2/g, 3138.8 m2/g, and 2.499 cm3/g, respectively. This proved that the porous structures

developed very well inside the initial BCF and facilitated the development of micropores during activation in the presence

of CO2. At low CO2 flow rates, CO2 molecules have enough time to diffuse deep into the structure of BCF and react

with the carbon on the micropore wall to open and enlarge the pores, and thus increase specific surface area, micropore

surface area and micropore volume. Meanwhile at high CO2 flow rates, the amount of CO2 is larger, the CO2 molecules

move faster and directly participates in the reaction with carbon on the micropore wall on the outer side of BCF more.

Consequently, the SBET , Smic and Vmic decrease, and pore size is larger.

As shown in Fig. 5, the pore size distribution peaks of all samples located in the microporous region less than 2 nm

and there are no peaks in the mesoporous region. The samples CT0, CT1 had low peaks and small micropore volume.

Meanwhile, samples CT2, CT4, and CT8 had three outstandingly high main peaks and were in the microporous region

with size less than 1.5 nm. Fig. 5 also showed that there was a shift of the pore size distribution peaks to a larger pore size

region as the CO2 flow rate increased from 200 to 800 ml/min.

When comparing the physical properties of sample CT8 with SP600 of the previous study [21], the obtained activated

carbon has an amorphous structure in both cases. However, the specific surface area of the CT8 increased by about 40%
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FIG. 5. Pore size distribution of AC materials was determined by the DFT method

compared with that of the SP600 while the pore size decreased from 2.62 nm to 1.87 nm. This again proves that increasing

the uniformity of the initial torn impregnated cotton has increased the contact area and increased the diffusivity of CO2

into the structure of BCF. Consequently, obtained activated carbon has outstanding physical properties.

3.3. Electrochemical properties of porous AC

There are many factors that affect the performance and capacitance of an EDLC such as electrolyte solution, carbon

electrodes, collectors, binder [26], etc. Among others, the carbon electrodes and electrolyte solution are the two main

factors affecting the performance and specific capacitance value of the EDLCs. The electrolyte adsorption capacity of

porous AC materials depends on the surface area and surface functional groups when the carbon electrodes expose to an

electrolyte solution. Besides, the matching of the pore size of AC and the electrolyte ion size plays an important role in

the diffusion of electrolyte ions deep into the porous structure of carbon electrodes. The electrolyte ions in solution exist

in a solvated state when combined with solvent molecules. In ACN solvent, the size of the [BF4]
− ion is about 1.40 nm

while the bare ion size is 0.48 nm [27], and the [DMP]+ ion has a bare size of 0.44 nm [28]. For microporous AC,

when micropore size close to electrolyte ion size, electrolyte ions partly remove the solvent molecular shell and may be

deformed during diffusion into micropores [28]. In contrast, the pores will also be deformed during the diffusion of these

ions. Consequently, the specific capacitance of the electrode material will change during the continuous operation of the

EDLCs.

Figure 6 showed the CV curves of the EDLCs at the potential scan rate of 100 mV/s with the potential varying from

0 to 2.7 V. The CV curve of CT0 was small and highly distorted, while the CV curves of CT1, CT2, CT4, CT8 were a

like-rectangular shape. This demonstrated that the surface adsorption property of CT0’s carbon electrodes are poor for

[DMP]+ and [BF4]
− ions. Meanwhile, the CT1, CT2, CT4, CT8 samples had the characteristics of the ideal capacitors,

and their carbon electrodes had good reversible electrochemical properties.

FIG. 6. The CV curves of fabricated supercapacitors at potential scan rate 100 mV/s

Figure 7 showed the dependence of the specific capacitance of electrode material of EDLCs depending on the specific

current density varying from 0.05 A/g to 15 A/g and the charge-discharge characteristic of EDLCs at current density of

1 A/g. The specific capacitance of electrode material of CT0 sample was small and decreased quickly with increasing

current density up to a value of 10 A/g. Besides, the GCD curve of the CT0 capacitor was asymmetrical and had large IR
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drop (Fig. 7b). Therefore, the electrode material of the CT0 capacitor had poor reversibility electrochemical properties

and was not suitable as an electrode material for EDLCs. In contrast, the specific capacitance of electrode material of CT1,

CT2, CT4, CT8 capacitors were high and degrade less than 10 % as the current density increased up to a value of 15 A/g,

and the GCD curves were highly symmetric, and small IR drop. The highest specific capacitance of electrode material

reached 105.7 F/g for the CT4 sample at 0.05 A/g. These proved that the obtained AC when using CO2 in activation had

high stability during the performance of the capacitors, good reversible electrolyte ions adsorption characteristics. The

AC materials can be used as electrode materials for high-performance supercapacitors.

FIG. 7. (a) The dependence of specific capacitance on the current density from 0.05 A/g to 15 A/g and

(b) the GCD curves at 1 A/g of the fabricated supercapacitors

When considering the surface area and pore size of AC (Table 1) affect the specific capacitance of electrode material,

we found that although SBET , Smic varied greatly, the capacitance of the electrode material did not change much (ca.

5%) between samples CT1, CT2, CT4 and CT8. For the CT2 sample, SBET , Smic were much larger than that of the CT1

sample, but the pore size was mainly distributed in the ultra microporous region, so the electrolyte ions cannot access the

inner surface of the pores. Thus, the specific capacitance value of CT2 and CT1 was the same value. The CT4 and CT8

samples had larger pore sizes and thus accessible electrolyte ions had a larger specific capacitance. This demonstrated

that the specific capacitance of electrode material depended mainly on the pore size distribution rather than the specific

surface area.

The GCD method was used to investigate the life-cycle of the supercapacitors with AC-based electrodes at current

density of 1 A/g with potential varied from 0 to 2.7 V and 8000 charge-discharge cycles. We did not conduct GCD testing

with the CT0 sample because it was unstable at 1 A/g. The GCD curves of the CT1, CT2, CT4 and CT8 were shown in

Fig. 8.

As shown in Fig. 8, the relative capacitance of all capacitors changed rapidly (ca. 10%) during the first 1000 cy-

cles. The CT1 sample was disconnected from the power supply after 4200 cycles. Then it was resumed operation, its

relative capacitance recovered a significant value of ca. 90 % and degraded ca. 25% after 8000 cycles. Meanwhile, the

specific capacitance of CT2, CT4 and CT8 degraded insignificantly (ca. 5%) from 1000 to 8000 cycles. The capacitance

degradation of the CT2, CT4 and CT8 after 8000 cycles were 15%, 15 %, 12 %, respectively. The maximum capacitance

value was achieved 101.2 F/g for the CT4 sample. Thus, the obtained activated carbon from activation with CO2 flow rate

greater than 200 ml/min exhibited more stability during the continuous operation of the EDLCs.

FIG. 8. The dependence of relative capacitance of supercapacitors on the number of charge-discharge

cycles at a specific current density of 1 A/g and potential varied from 0 – 2.7 V
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4. Conclusion

By carbonization method with extremely heating rate and the temperature of carbonization of H3PO4-impregnated

waste cotton much higher than that of cellulose, the BCF with abundance of sealed pores inside fiber structure was

fabricated. The presence of CO2 during the activation with extremely heating rate plays an important role in opening the

sealed pores inside BCF structure and facilitating the growth of micropores. The obtained AC was the amorphous carbon

and had ultrahigh specific surface area, micropore surface area and micropore volume of 4800.8 m2/g, 3138.8 m2/g and

2.499 cm3/g, respectively and the pore size distribution was mainly in the microporous region.

The EDLCs with carbon electrodes fabricated from AC obtained by activation in the presence of CO2 have high

stability and good reversible electrochemical properties to current density up to a value of 15 A/g, and the specific capac-

itance degradation of less than 10 %. The specific capacitance degraded less than 15% with the samples that fabricated

at CO2 flow rate higher than 200 ml/min. The specific capacitance of activated carbon depends strongly on the match-

ing of the average micropore size of AC material and the electrolyte ion size rather than the specific surface area of the

material. While the surface area varies greatly and the pore size varies slightly, the specific capacitance of the electrode

material changes insignificant. The obtained porous activated carbon material can be used as an electrode material for

high-performance supercapacitors. We recommend that the CO2 flow rate in the production of activated carbon from

H3PO4-impregnated waste cotton is 200 ml/min.
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