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ABSTRACT In the paper we consider a tensor sum Hµ,λ, µ, λ > 0 of two Friedrichs models hµ,λ with rank two
perturbation. The Hamiltonian Hµ,λ is associated with a system of three quantum particles on one-dimensional
lattice. We investigate the number and location of the eigenvalues of Hµ,λ. The existence of eigenvalues
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1. Introduction

The problem of the existence of bound states of quantum particles (from the mathematical point of view the existence
of the eigenvalues of the corresponding Hamiltonian) is very important in modern mathematical physics. Its usefulness is
demonstrated by the particle storage problem. As an example of such an application the storage of hydrogen in nanolay-
ered structures can be given. These systems can be used to produce an effective and safe fuel containers. It is well known
that a particle can be stored in disturbed (curved, deformed, etc.) nanolayers. Experiments show that after intercalation
into a nanolayered structure, hydrogen ions are concentrated near defects of the structure. In terms of mathematics, this
means that the discrete spectrum of the corresponding Hamiltonian is not empty, and the eigenfunctions are localized
near the structure defects. The problem of quantum particles storage in a nanolayered structures is considered in [1]
and the system of a few electrons in 2D quantum waveguides coupled through a window is studied. The bound states
induced by the disturbance are investigated. In [2] a number of numerical results for the bound state energies of one and
two-particle systems in two adjacent 3D layers, connected through a window is presented and the relation between the
shape of the window and the energy levels, as well as the number of eigenfunction’s nodal domains are investigated. For
mathematical models of quantum wave guides, it was shown in [3] that in some situations two interacting particles can be
trapped more easily than a single particle. In this paper, we consider the existence of an eigenvalue for the Hamiltonian
of a three-particle system on a lattice (three-particle discrete Schrödinger operator), the case where the discrete spectrum
of the considered Hamiltonian is not empty. Here, the role of the two-particle discrete Schrödinger operator is played by
the Friedrichs model.

Spectral properties of the operators known as the Friedrichs model [4] are important in the problems of analysis,
mathematical physics, and probability theory. The latter operators act in the Hilbert space L2(M, dµ), where (M, dµ) is
a manifold with measure, according to the rule

(Af)(p) = u(p)f(p)− α
∫
M

D(p, q)f(q)dµ(q), f ∈ L2(M, dµ), (1.1)

where the function u(·) is a function on the manifoldM ⊂ Rd, the function D(·, ·) is a function of two variables on the
manifoldM2, and α is a coupling constant. In [4] it was established that in the case whereM = [−1; 1] ⊂ R, u(q) = q
and α > 0 is small, the operator A up to finitely many eigenvalues has an absolutely continuous spectrum and that this
operator in its absolutely continuous subspace is unitarily equivalent to the operator A0 of the form

(A0f)(p) = u(p)f(p), f ∈ L2(M, dµ). (1.2)

Later, a more general model (in whichM is an arbitrary interval in R, the function f takes values in a Hilbert space H,
and the kernel D is replaced with a bounded operator in H) was suggested in [5], and the results in [4] were transferred
to it. This generalization essentially extended the range of application of the theory. It was shown in [6], developing the
results of [5], and already entirely completely in [7] that the requirement that the parameter α be small can be dropped
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under certain restrictions on the kernelD (namely, under the assumption that it is compact and that it belongs to the Hölder
class with an exponent µ > 1/2). In this case, the spectrum of A0 consists of an absolutely continuous part filling an
intervalM ⊂ R and possibly finitely many eigenvalues with finite multiplicity. The existence of wave operators related
to A0 was also proved in [5] and [7] (also see [8] and [9] for the Friedrichs model).

In the present paper, we consider a tensor sum Hµ,λ, µ, λ > 0 of two Friedrichs models hµ,λ with rank two per-
turbation. The Hamiltonian Hµ,λ is associated with a system of three quantum particles on one-dimensional lattice. We
investigate the number and location of the eigenvalues of Hµ,λ. The existence of eigenvalues located respectively inside,
in the gap, and below the bottom of the essential spectrum of Hµ,λ is proved.

2. Friedrichs model

We denote by T the one-dimensional torus. The operations addition and multiplication by real numbers elements
of T ⊂ R should be regarded as operations on R modulo 2πZ. For example, if x = 3π/5, y = 2π/3 ∈ T, then
x+ y = −11π/15, 10x = 0 ∈ T.

Let L2(T) be the Hilbert space of square integrable (complex) functions defined on T.
We consider the bounded and self-adjoint Friedrichs model hµ,λ acting on the Hilbert space L2(T) as

hµ,λ := h0,0 − µk1 + λk2,

where h0,0 is the multiplication operator by the function u(·) :

(h0,0g)(x) = u(x)g(x),

and kα, α = 1, 2 are non-local interaction (integral) operators:

(kαg)(x) = vα(x)

∫
T

vα(t)g(t)dt, α = 1, 2.

Here g ∈ L2(T); µ, λ > 0 are positive reals, u(·) and vα(·), α = 1, 2 are real-valued continuous functions on T.
It is remarkable that the choice of operators k1 and k2 with different signs allows to study the eigenvalues of hµ,λ

located to the left and to the right of its essential spectrum (see Theorem 2.4).
Throughout this paper, we assume the following additional assumptions.

Assumption 2.1. The function u(·) is a twice continuously differentiable function on T, has minima at the points
x1, · · · , xn ∈ T and has maxima at the points y1, · · · , ym ∈ T.

Assumption 2.2. We suppose that
mes(supp{v1(·)} ∩ supp{v2(·)}) = 0, (2.1)

where mes(·) is the Lebesgue measure on R and supp{vα(·)}) is the support of the function vα(·).

The following example shows that the class of functions u(·) and vα(·), α = 1, 2 satisfying above mentioned As-
sumptions 2.1 and 2.2 is nonempty. To prove this fact, we introduce the functions of the form:

u(x) = 1− cos(3x);

v1(x) =

 sinx, x ∈ [0;π];

0, othervice;
(2.2)

v2(x) = sinx− v1(x), x ∈ T.

Then, it is easy to check that points x1 = 0, x2 = 2π/3, x3 = −2π/3 and y1 = π, y2 = π/3, y3 = −π/3 are the
extremal points for the function u(·). Validness of the condition (2.1) follows from the constructions of vα(·), α = 1, 2.

The spectrum, the essential spectrum and the discrete spectrum of a bounded self-adjoint operator will be denoted by
σ(·), σess(·) and σdisc(·), respectively.

By the definition, the perturbation−µk1+λk2 of the operator h0,0 is a self-adjoint operator of rank two. Therefore, in
accordance with the Weyl theorem [10] about the invariance of the essential spectrum under the finite rank perturbations,
the essential spectrum of the operator hµ,λ coincides with the spectrum of h0,0:

σess(hµ,λ) = σ(h0,0) = [m;M ],

where the numbers m and M are defined by

m := min
x∈T

u(x), M := max
x∈T

u(x).

In order to study the spectral properties of the operator hµ,λ, we introduce the following bounded self-adjoint opera-
tors (Friedrichs model with rank one perturbation) h(1)µ , h(2)λ acting on L2(T) in accordance with the rule

h(1)µ := h0,0 − µk1, h
(2)
λ := h0,0 + λk2. (2.3)
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Let C be the field of complex numbers. We define the analytic functions ∆(1)
µ (·) and ∆

(2)
λ (·) (the Fredholm determi-

nant associated with the operator h(1)µ and h(2)λ , respectively) in C \ [m;M ] by

∆(1)
µ (z) := 1− µI1(z), ∆

(2)
λ (z) := 1 + λI2(z),

Ii(z) :=

∫
T

v2i (t)dt

u(t)− z
, i = 1, 2.

Then the Birman-Schwinger principle and the Fredholm theorem imply that [11, 12] the operator h(1)µ (h(2)λ ) has an

eigenvalue z ∈ C \ [m;M ] if and only if ∆(1)
µ (z) = 0 (∆(2)

λ (z) = 0). From here, it follows that for the discrete spectrum

of h(1)µ and h(2)λ the equalities

σdisc(h
(1)
µ ) = {z ∈ C \ [m;M ] : ∆(1)

µ (z) = 0}; (2.4)

σdisc(h
(2)
λ ) = {z ∈ C \ [m;M ] : ∆

(2)
λ (z) = 0} (2.5)

hold.
The following lemma establishes a relation between eigenvalues of hµ,λ and h(1)µ , h(2)λ .

Lemma 2.3. Let Assumption 2.2 be fulfilled. The number z ∈ C \ [m;M ] is an eigenvalue of hµ,λ if and only if z is an
eigenvalue one of the operators h(1)µ and h(2)λ .

Proof. Let the number z ∈ C\ [m;M ] be an eigenvalue of hµ,λ and g ∈ L2(T) be the corresponding eigenfunction. Then
g satisfies the equation

(u(x)− z)g(x)− µv1(x)

∫
T

v1(t)g(t)dt+ λv2(x)

∫
T

v2(t)g(t)dt = 0. (2.6)

It is easy to see that for any z ∈ C \ [m;M ] the relation u(x)− z 6= 0 holds for all x ∈ T. Then equation (2.6) implies

g(x) =
µv1(x)d1 − λv2(x)d2

u(x)− z
, (2.7)

where

dα :=

∫
T

vα(t)g(t)dt, α = 1, 2. (2.8)

Substituting the expression (2.7) for g into (2.8) and using Assumption 2.2, that is, the condition (2.1), we conclude
that equation (2.6) has a nonzero solution if and only if the system of equations

∆(1)
µ (z)d1 = 0,

∆
(2)
λ (z)d2 = 0

has a nonzero solution, i.e., if the condition ∆(1)
µ (z)∆

(2)
λ (z) = 0 holds. If we set v1(x) ≡ 0 (v2(x) ≡ 0), then by the

definitions of hµ,λ and h(1)µ (h(2)λ ), we obtain that hµ,λ = h(1)µ (hµ,λ = h
(2)
λ ). The last two facts complete the proof. �

By Lemma 2.3, if the Assumption 2.2 is valid, then the discrete spectrum of hµ,λ and h(1)µ , h(2)λ are related by the
equality

σdisc(hµ,λ) = σdisc(h
(1)
µ ) ∪ σdisc(h(2)λ ).

We note that the operators h(1)µ and h(2)λ have a structure simpler than that of hµ,λ, and therefore, the latter equality
plays an important role in further investigating the spectrum of hµ,λ.

In what follows, C1, C2 and C3 denote various positive constants, the values of which are not specified.

Theorem 2.4. Let Assumptions 2.1 and 2.2 be fulfilled. If v1(xα) 6= 0 for some α ∈ {1, 2, ..., n} and v2(yβ) 6= 0 for
some β ∈ {1, 2, ...,m}, then for all values of µ, λ > 0 the operator hµ,λ has two simple eigenvalues E(1)

µ ∈ (−∞;m)

and E(2)
λ ∈ (M ;∞).

Proof. By Assumption 2.1, the function u(·) is a twice continuously differentiable function on T, has minima at the points
x1, · · · , xn ∈ T. Therefore, there exist numbers C1, C2 > 0 and δ > 0 such that

C1|x− xj |2 ≤ u(x)−m ≤ C2|x− xj |2, x ∈ Uδ(xj), j = 1, n. (2.9)

If v1(xα) 6= 0 for some α ∈ {1, 2, ..., n}, then there exist numbers C1 > 0 and δ > 0 such that

v1(x) ≥ C1, x ∈ Uδ(xα). (2.10)
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FIG. 1. Spectrum of hµ,λ

Using estimates (2.9) and (2.10), we have∫
T

v21(t)dt

u(t)−m
≥

∫
Uδ(xα)

v21(t)dt

u(t)−m
≥ C1

∫
Uδ(xα)

dt

|t− xα|2
=∞.

From here, we obtain that ∆(1)
µ (m) = −∞. One can see that ∆(1)

µ (z) → 1 as z → −∞. Since the function ∆(1)
µ (·) is

decreasing on (−∞;m] for the case v1(xα) 6= 0 we obtain that the operator h(1)µ has unique eigenvalue E(1)
µ smaller than

m. By Lemma 2.3, the number E(1)
µ is an eigenvalue of hµ,λ. It is clear that ∆

(2)
λ (z) > 1 for all z < m. Therefore, the

operator h(2)λ has no eigenvalues smaller than m. Consequently, the number E(1)
µ is the unique eigenvalue of hµ,λ.

We note that u(·) is a twice continuously differentiable function on T, has maxima at the points y1, · · · , yn ∈ T.
Therefore, there exist C1, C2 > 0 and δ > 0 such that

C1|x− yj |2 ≤M − u(x) ≤ C2|x− yj |2, y ∈ Uδ(yj), j = 1, n. (2.11)

If v2(yβ) 6= 0 for some β ∈ {1, 2, ..., n} then there exist C1 > 0 and δ > 0 such that

v2(y) ≥ C1, y ∈ Uδ(yβ). (2.12)

Using estimates (2.11) and (2.12), we have∫
T

v22(t)dt

u(t)−M
≤ −

∫
Uδ(yβ)

v22(t)dt

M − u(t)
≤ −C1

∫
Uδ(yβ)

dt

|t− yβ |2
= −∞.

The latter assertion yields that ∆
(2)
λ (M) = −∞. It is easy to check that ∆

(2)
λ (z) → 1 as z → ∞. Since the function

∆
(2)
λ (·) is decreasing on [M ;∞) from the fact v2(yβ) 6= 0 we obtain that the operator h(2)λ has an eigenvalue E(2)

λ bigger
than M . By Lemma 2.3, the number E(2)

λ is an eigenvalue of hµ,λ. By the construction of ∆(1)
µ (·), we have ∆(1)

µ (z) > 1

as z > M . So, the operator h(1)µ has no eigenvalues bigger than M . Therefore, the number E(2)
λ is the unique eigenvalue

of hµ,λ. �

3. Three-particle model operator

In this section, at first, we provide an overview of the model Schrödinger operator.
We consider the discrete Schrödinger operator Â := Â0 − K̂ acting in the space l2(Z2). The kinetic energy Â0 is

given by a convolution with a function of the general form:

(Â0ψ̂)(s1, s2) =
∑

n1,n2∈Z
u0(s1 − n1, s2 − n2)ψ̂(n1, n2),

and the potential energy K̂ is defined as follows

(K̂ψ̂)(s1, s2) = (u1(s1) + u2(s2))ψ̂(s1, s2).

We assume that the functions u0(·, ·) and uα(·), α = 1, 2 satisfy the conditions

|u0(s1, s2)| ≤ C0 exp(−a(|s1|+ |s2|)), a > 0;

|uα(s1)| ≤ Cα exp(−bα|s1|), bα > 0, α = 1, 2,

where Cα, α = 0, 1, 2 are positive constants.
The operator Â is a particular case of the lattice model Hamiltonian studied in [13, 14].
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It is remarkable that in [15] the diffraction approach applications to the quantum scattering problems of three three-
dimensional charged quantum particles are considered for the construction of the Schrödinger operator eigenfunction
asymptotics in different domains of configuration space.

Let L2(Tn) be the Hilbert space of square integrable (complex) functions defined on Tn, n = 1, 2 and F : l2(Z2)→
L2(T2) be the standard Fourier transformation:

(F ψ̂)(x, y) =
1

2π

∑
n1,n2∈Z

ψ̂(n1, n2) exp(i[(x, n1) + (y, n2)]).

Then (see [14]), the operator
A := FÂF−1 : L2(T2)→ L2(T2)

can be represented as A := A0 −K1 −K2, where the operators A0 and Kα, α = 1, 2 are defined by

(A0f)(x, y) = k0(x, y)f(x, y), f ∈ L2(T2);

(K1f)(x, y) =

∫
T

k1(x− s)f(s, y)ds, (K2f)(x, y) =

∫
T

k2(y − s)f(x, s)ds, f ∈ L2(T2).

Here k0(·, ·) and kα(·) are the Fourier transforms of the functions u0(·, ·) and uα(·), α = 1, 2, respectively. Usually,
the operator A is called the momentum representation of the discrete operator Â.

Let Ls
2(T2) be the Hilbert space of square integrable symmetric (complex) functions defined on T2.

Let us consider the Hamiltonian of the form

Hµ,λ : Ls
2(T2)→ Ls

2(T2), Hµ,λ := H0,0 − µ(V11 + V12) + λ(V21 + V22), (3.1)

where H0,0 is the multiplication operator by the function u(x) + u(y) :

(H0,0f)(x, y) = (u(x) + u(y))f(x, y),

and Vαβ , α, β = 1, 2 are non-local interaction operators:

(Vα1f)(x, y) = vα(x)

∫
T

vα(t)f(t, y)dt, (Vα2f)(x, y) = vα(y)

∫
T

vα(t)f(x, t)dt, α = 1, 2.

Here f ∈ Ls
2(T2). By the definition, the operators Vij , i, j = 1, 2 are partial integral operators with degenerate kernel of

rank 1.
It is clear that the operator Hµλ is bounded and self-adjoint in Ls

2(T2).
We note that the operator Hµ,λ is related with the Schrödinger operators of a system of three particles on a three-

dimensional lattice and such type operators were studied in [11, 16–18]. In [16, 17], the sufficient conditions for the
finiteness and infiniteness of the discrete spectrum are found. In [11], the Efimov effect for model discrete Schrödinger
operator was demonstrated when the parameter function w(·, ·) has a special form. In [18], the essential spectrum and the
number of eigenvalues of the typical model were studied for the function w(·, ·) of the form w(p, q) = u(p)u(q).

Main result of the note is the following lemma.

Lemma 3.1. Let Assumption 2.1 and 2.2 be fulfilled. (i) For any µ, λ > 0, the numbers 2E(1)
µ and 2E

(2)
λ are simple

eigenvalues of Hµ,λ. Moreover,

σess(Hµ,λ) = [E(1)
µ +m ;E(1)

µ +M ] ∪ [2m ; 2M ] ∪ [E
(2)
λ +m ;E

(2)
λ +M ];

σpp(Hµ,λ) = {2E(1)
µ ;E(1)

µ + E
(2)
λ ; 2E

(2)
λ }.

(ii) For any fixed a < m and b > M , there are two numbers µ0 = µ0(a) > 0 and λ0 = λ0(b) > 0, respectively,
such that the numbers 2a, a+ b and 2b are eigenvalues of Hµ0,λ0 .

(iii) For any c ∈ [2m; 2M ], there exist two numbers µ1 > 0 and λ1 > 0 such that the number c is an eigenvalue of
Hµ1,λ1

.

Proof. From the definitions of Hµ,λ and hµ,λ, we obtain the representation

Hµ,λ = hµ,λ ⊗ I + I ⊗ hµ,λ,
where I is the identity operator on L2(T).

Therefore, by theorem on the spectrum of the tensor sum of two operators, the equality

σ(Hµ,λ) = σ(hµ,λ) + σ(hµ,λ) (3.2)

holds.
(i) By Theorem 2.4, for any µ, λ > 0, the operator hµ,λ has two eigenvalues E(1)

µ ∈ (−∞;m) and E(2)
λ ∈ (M ;∞).

Hence,
σ(hµ,λ) = {E(1)

µ } ∪ [m;M ] ∪ {E(2)
λ }.
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Then by (3.2), the numbers 2E(1)
µ and 2E

(2)
λ are simple eigenvalues of Hµ,λ. In addition,

σess(Hµ,λ) = [E(1)
µ +m;E(1)

µ +M ] ∪ [2m; 2M ] ∪ [E
(2)
λ +m;E

(2)
λ +M ];

σpp(Hµ,λ) = {2E(1)
µ ;E(1)

µ + E
(2)
λ ; 2E

(2)
λ }.

Moreover, σdisc(Hµ,λ) = σpp(Hµ,λ) if and only if E(1)
µ + E

(2)
λ ∈ (E(1)

µ +M ; 2m) ∪ (2M ;E
(2)
λ +m).

(ii) Let for any a < m, b > M , µ0 = µ0(a) = (I1(a))−1, λ0 = λ0(b) = (−I2(b))−1 the equalities ∆(1)
µ0

(a) = 0

and ∆
(2)
λ0

(a) = 0 hold. By Lemma 2.3, the numbers a and b are eigenvalues of the operator hµ0,λ0
. From equality (3.2)

we conclude that the numbers 2a, a+ b, 2b are eigenvalues of Hµ0,λ0 .
(iii) Let c ∈ [2m; 2M ] be arbitrary. Then for any b > 2M −m, we have c − b < m. Denote µ1 = (I1(c − b))−1

and λ1 = (−I2(b))−1. It is clear that ∆(1)
µ1

(c − b) = 0 and ∆
(2)
λ1

(b) = 0. By Lemma 2.3, the numbers c − b and b are
eigenvalues of hµ1,λ (λ > 0) and hµ,λ1

(µ > 0). From here, we obtain that the numbers c − b and b are eigenvalues of
hµ1,λ1

. From equality (3.2), we obtain that the number c is the eigenvalue of Hµ1,λ1
.

So, in this paper, it was shown that there are two eigenvalues lying, correspondingly, to the left and to the right
of the essential spectrum for the Friedrichs model hµ,λ. The existence of the threshold eigenvalues and virtual levels
(threshold energy resonances) for a generalized Friedrichs model have been studied in [19–21]. We recall also that the
symmetric operators of the form S := A ⊗ I + I ⊗ T , where A is symmetric and T = T ∗ is (in general) unbounded,
is considered in [22] and a boundary triplet ΠS for S∗ preserving the tensor structure is constructed. This paper presents
also an application of the result to 1D Schrödinger operators. Such operators naturally arise in problems of simulation of
quantum particle having point contact to reservoirs.
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ABSTRACT Using numerical methods, we study the fractal properties of the optical paths difference for rays
propagating in a model of a homogeneous optical fiber with periodically curved (corrugated) wall and other
wall periodically oscillating according to the sine law. Also the angle of entry of the rays into the optical fiber
and their coordinates in the exit plane is investigated.
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1. Introduction

One of the main factors limiting the range of wave propagation (for example, low-frequency sound in the ocean [1]
or optical rays in an optical fiber [2]) is the medium inhomogeneity in the direction of wave propagation. As a result of
the influence of such inhomogeneity on the propagation time of modes in an optical fiber, the intermode dispersion and
chaos appear which affect on the possibility of using the optical fiber in telecommunications and many other areas. This
requires a reduction of the dispersion effect, i.e., the propagation time of the mode. At present, there are various ways of
compensation the dispersion in optical fibers [3–5].

Interesting theoretical and experimental results concerning to the propagation of electromagnetic waves in inho-
mogeneous or corrugated optical fibers were obtained [6–10]. The problems of such type are intensively studied last
decade [11–15]. In some cases, the inhomogeneity can be described as periodic perturbation along the optical fiber axis
(analogously to internal waves in the ocean [1]). In this case, a group of waves, the length of which is in resonance
with the inhomogeneity of the medium, can be caught in the effective optical fiber channel [16]. This effect is similar to
nonlinear resonance in classical mechanics [17].

Numerical methods were used in the simplest model of homogeneously filled optical fiber, one wall of which is
periodically curved (corrugated) and absolutely reflective. Fine characteristics of the optical fiber dynamics, in particular,
the fractal properties of the propagation time and spatial frequency, were determined [18]. In the model of a cosine bent
optical fiber, a phase map and a histogram of optical fibers were obtained and the level of chaos in them was studied [19].
The dynamics of particles in this system, the change of their energy in time were studied, and their phase images were
determined using the reflection obtained during the space spreading of the stationary and non-stationary billiard plane of
the stadium [20–22].

In this work, using numerical methods, we studied the fractal properties of the difference in the optical paths of rays
propagating in the model of uniformly filled optical fiber one wall of which is periodically curved (corrugated) and the
second wall oscillates periodically according to the sinusoidal law. The walls assumed to be absolutely reflective. The
dependence of the coordinates on the optical fiber exit plane of the angle of entry of rays into the optical fiber is studied.

2. Numerical experiment

Let us consider the simplest model of an absolutely reflecting, homogeneously filled optical fiber with one wall
periodically curved (corrugated) (Fig. 1). Here a is the non-corrugated channel width, L is the spatial period of the
corrugated wall, and z is the longitudinal coordinate. The curve describing the difference between the wall and the non-
corrugated level in one period is determined by the function f(ξ), where ξ = {z/L} is the fractional part of the normalized
longitudinal coordinate z/L. Naturally, one the following inequality holds: 0 < ξ < 1. Let the non-corrugated upper wall
periodically oscillate according to the following law: y0 = a0 sin(ωt). Correspondingly, the optical fiber width equals to
a+ y0. Here a0 is the vibration amplitude for the wall, and ω is the oscillation frequency.

Let the light source be located on the upper wall of the optical fiber at the point z0 = 0 along the longitudinal
coordinate. The optical fiber path consists of straight segments that return sequentially from the walls of the optical fiber.
Let’s denote by zn the nth ray return from the oscillating upper wall, and denote the angle between the ray path and the z
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FIG. 1. The model of the optical fiber channel

axis by θn. The relationship between the values (zn, θn) and (zn+1, θn+1) for single return from the corrugated wall is
expressed by the following system of equations obtained from simple geometry:

ψn = zn + (a+ y0 + f (ψn)) cot θn,

θn+1 = θn − 2 arctan (f ′ (ψn)) ,

zn+1 = zn + (a+ y0 + f (ψn)) cot θn+1.

(1)

In this expression, ψn is the longitudinal coordinate of the point of collision of the nth time collision of the ray
coming from the vibrating upper wall with the lower corrugated wall. The phase frequency of the optical fiber is:

Ω =
2π

L
. (2)

The system of equations (1) is written with hidden function f (ξ). To write it explicitly, one needs an explicit
representation of the function f (ξ). We use the following profile at one period: f(ξ) = 4bξ(1 − ξ). The maximum
deviation of the wall from the non-corrugated level is b.

Solving the system (1), one obtains the results presented in Fig. 2(a,b). This figure shows the results of a numerical
calculation of the relationship between the optical path difference ∆S (θ0, z) = S0 (θ0, z) − z at distance z and the
initial exit angle θ0 from the light source at distance z0 = 0. In this work, when the difference in the optical paths
of the rays entering an optical fiber of length z at close angles to each other is equal to the difference ∆Sn(θ0n, z) −
∆Sn−1(θ0n−1, z) = 10−12 in the optical paths of the rays leaving the optical fiber The difference in the optical paths of
the rays ∆θ0 entering at these two angles was considered mutually equal. The difference of the input angle from each
other is the sample time. N is the number of resonant input angles (i.e., the pitch width). It is possible to exit back for
some optical fibers. Their number was set to Nr, and thus their optical path difference was taken to be zero. It should be
noted that the rays can return to the corrugated wall one or more times in one cycle [16].

It can be seen from Fig. 2 that the difference between the optical paths of the rays entering the optical fiber is the
same in a certain range of entry angles. But it is not generally. In Fig. 2(a), the optical path differences are not close to
each other in the above interval, i.e., N = 0.01 ≈ 0.6◦ From Fig. 2(b), it can be seen that the optical fiber entry angles
N = 0.46 ≈ 23◦ are close to each other in the main resonant part.

In general, the dependence of the number of resonant rays on the parameters of the oscillating wall can be seen
in the dynamic map (Fig. 3). It is not difficult to see from Fig. 3 that large values of N correspond to the interval
0.75 < ω/Ω < 0.85. If the value ω/Ω = 0.8 of the ratio a0/a increases, the value of N will also increase, and
accordingly, the value of Nr will also change (Fig. 4).

It can be seen from Fig. 5 that the resonance capture of the rays does not change after the value of the optical fiber
length z > 300L, and the stair width is maintained.

Next, we will consider the dependence of the step on the width of the stairs (Fig. 6). The purpose is to determine
whether the width of the stairs will decrease or increase if the measurement step is reduced.

If the measurement step is reduced while the non-corrugated wall is not vibrating, the length of the “stair” is divided
into smaller “stairs” corresponding to the small step [16, 18]. But if the wall is moving, the width of the stairs is kept
unchanged. We determine the width of the stairs as follows:

N(∆θ0) =

(
1

∆θ0

)D

. (3)

Here N (∆θ0) is the number of angles with equal optical path difference, ∆θ0 is the measurement step, D is the
fractal dimension. It can be seen from Fig. 6 that the value of D is equal to one, which means that the step width does not
depend on the measurement step.

If we determine the dependence of the rays entering the optical fiber with the initial angle θ0 on the coordinate of the
exit from the optical fiber, since the length of the optical fiber is chosen the same, the x coordinate of the optical fiber
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(a) (b)

FIG. 2. The dependence of the difference in the optical paths of the rays on the angle of entry: a) the
upper wall does not oscillate and oscillates in b) position. In that L/a = 3, b/a = 0.05, ω/Ω = 0.83,
a0/a = 0.072, z = 1000L, ∆θ0 = 10−2 the split image was magnified 100 times and ∆θ0 = 10−3

counted step by step.

FIG. 3. Map of the dependence of the width of the main resonance ∆θ(1, 1) on the frequency and
amplitude of the oscillating wall. Here, N is the number of initial resonance angles θ0. Here L/a = 3,
b/a = 0.05, Z = 500L, ∆θ0 = 10−2
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FIG. 4. Dependence of the value ofN on the value of the ratio a0/a. L/a = 3; b/a = 0.03, ω/Ω = 0.8,
z = 1000L, ∆θ0 = 10−2

FIG. 5. Dependence of the width of the stairs on the length of the optical fiber
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FIG. 6. Dependence of the width of the stairs on the measurement step. One has D = 1 in all three cases

at the exit is unchanged, and it is equal to the length of the optical fiber z. Therefore, we only observe the relationship
between the Y coordinate and the angle of entry (Fig. 7).

FIG. 7. Dependence of Y on θ0. b/a = 0.05, L/a = 3, ω/Ω = 0.8, a0/a = 0.1, z = 1000L, ∆θ0 = 10−2

In this case, it can be seen from Fig. 7 that the optical paths of the rays that resonate in the optical fiber are equal and
exit from the optical fiber at the same coordinate.
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3. Conclusion

When rays are scattered in an optical fiber with one wall corrugated and one wall oscillating under the influence of
external periodic noise, the optical paths of the rays entering the optical fiber are equalized in a certain interval, that is,
there is no time dispersion in the propagation of signals. It was found that these resulting optical channels strongly depend
on external noise parameters. The width of the optical channels remains unchanged at the values of the optical fiber length
z > 300L. Reducing the entrance angle does not affect the channel size. Also, it was found that the rays falling on the
resonance come out of the optical fiber at the same coordinate.
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ABSTRACT High ordered harmonic generation in a quantum graph is studied by considering quantum star
graph interacting with external monochromatic optical field. Using the numerically obtained solutions of the
time-dependent Schrödinger equation on quantum graph, main characteristics of high harmonic generation
are computed. In particular, time-dependence of the average dipole moment and high harmonic generation
spectra, determined as the generated field intensity as a function of harmonic order are analyzed. Extension
of the proposed model to the case of other graph topologies and application to the problem of tunable high
harmonic generation are discussed.
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1. Introduction

Study of the nonlinear optical phenomena occurring in quantum regime is of importance for many practically im-
portant tasks appearing in the intersection such topics as quantum optics, atom optics, and optoelectronics. From the
viewpoint of fundamental research, the importance of such studies is related to attosecond physics and the physics of
ultrafast phenomena, while the practical importance is caused by the relevance to high-power laser generation, optical
materials design and optoelectronic device fabrication. An interesting aspect of this topic is optical harmonic generation
in quantum regime, which attracted much attention recently [1, 2] in the context of atomic physics and some confined
low-dimensional quantum systems, such as quantum wells and dots. One of the main tasks in this field is achieving
slowly-decaying (as a function of harmonic order) harmonic generation intensity. Solving of such problem is complicated
due to the typical features of the harmonic emission spectra of an atom in a strong optical field, which are known as
“the plateau” and “the cutoff”. These latter are a wide frequency region with harmonics of comparable intensities, and
an abrupt intensity decrease at the end of the plateau. Physical mechanisms of such effects have been explained within
the so-called “three-step” model. Existence of such effect makes difficult generating of very high order harmonics and
ultrashort pulses, as their intensity becomes very small at high harmonic orders. Therefore, revealing of the high harmonic
generation (HHG) regime, where the intensity would slowly decay as a function of harmonic order is of importance for
different practical tasks. Study of HHG in low-dimensional quantum systems can be one of the ways providing achieving
of such a goal. In this paper, we address the problem of optical high harmonic generation in branched quantum wires.
These latter are modeled in terms of the quantum graphs, which are determined as a set of wires connected to each other
according to a rule, called topology of the graph [3–5]. Generation of the topical harmonics is assumed as to be caused by
the interaction of branched quantum wires with an external monochromatic optical field. Using the eigenfunctions of the
quantum graph, we compute numerically the average dipole moment as a function of generated frequencies. Also, as the
main characteristics of the high harmonic generation process, we compute the spectrum of the high harmonic generation
which is determined as the intensity of the field generated by the interaction of the branched quantum wire with the ex-
ternal optical field. Earlier, quantum graphs have attracted much attention in different contexts for modeling particle and
quasiparticle dynamics in branched structures (see Refs. [3–16]).
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2. Schrödinger equation on graphs

Here we briefly recall basic quantum graphs theory following Refs. [4, 10]. Graphs are the systems consisting of
vertices which are connected by edges. The edges are connected according to a rule which is called the topology of the
graph. Topology of the graph is described in terms of the adjacency matrix [4, 5]:

Cij = Cji =

 1, if i and j are connected;

0, otherwise;
i, j = 1, 2, ..., N.

Earlier, quantum graphs were extensively studied in the context of quantum chaos theory [4–6]. Strict mathematical
formulation of the boundary conditions was given by Kostrykin and Schrader [3]. Inverse problems on quantum graphs
have been studied in Refs. [7–9]. An experimental implementation of quantum graphs on (optical) microwave waveguide
networks is discussed in the Ref. [8]. Despite the fact that different issues of quantum graphs and their applications have
been discussed in the literature, the problem of driven graphs is still remaining as less-studied topic.

Quantum particle dynamics on a graph is described by one-dimensional multi-component Schrödinger equation [4,5]
(in the units ~ = 2m = 1):

−d
2φb(x)

dx2
= k2φb(x), b = (i, j), (1)

where b denotes a bond connecting i-th and j-th vertices, and for each bond b, the component φb of the total wave function
φ is a solution of Eq. (1). In Eq. (1) components are related through the boundary conditions, providing continuity and
current conservation [4]: 

• Continuity,

φi,j |x=0 = ϕi, φi,j |x=Li,j = ϕj for all i < j and Ci,j 6= 0.

• Current conservation,

−
∑
j<i

Ci,j
dφj,i(x)

dx

∣∣∣∣∣∣
x=Li,j

+
∑
j>i

Ci,j
dφi,j(x)

dx

∣∣∣∣∣∣
x=0

= λiϕi.

(2)

Here, the parameters λi are free parameters which determine the type of boundary conditions. The Dirichlet boundary
conditions correspond to the case when all the λi = ∞. Solution of Eq. (1) obeying the above boundary conditions can
be written as

φi,j =
Ci,j

sin kLi,j
(ϕi sin k(Li,j − x) + ϕj sin kx),

where the quantities ϕi are the solutions of the algebraic system following from the continuity conditions:∑
j 6=i

kCi,j

sin kLi,j
(−ϕi cos kLi,j + ϕj) = λiϕi.

The eigenvalues of Eq. (1) can be found from the spectral equation

det (hi,j(k)) = 0 (3)

where

hi,j(k) =


−
∑
m 6=i

Ci,m cot kLi,m −
λi
k
, i = j

Ci,j sin−1 kLi,j , i 6= j

Here we focus on the simplest graph topology, star graph. In this case, since the graph has only single non-boundary
vertex, unlike the notations in Eqs. (1) and (2), indices are assigned to the bonds (not to the vertices), i.e. Lj means j-th
bond. Thus, in special case of star graph, the boundary conditions can be written as [10]

φ1|y=0 = φ2|y=0 = ... = φN |y=0,

φ1|y=L1
= φ2|y=L2

= ... = φN |y=LN = 0,
N∑
j=1

∂

∂y
φj |y=0 = 0.

(4)

The eigenvalues of star graph can be found from the following spectral equation [10]
N∑
j=1

tan−1(knLj) = 0. (5)
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FIG. 1. Sketch of a metric star graph. Lj is the length of the j th bond with j=1, 2,. ..,N
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FIG. 2. Average dipole moment as a function of time on star graph at different values of α parameter
for external field’s amplitude, ε = 0.1 and frequency, ω0 = 0.01

Corresponding eigenfunctions are given as [10]

φj,n =
Bn

sin(knLj)
sin(kn(Lj − y)), (6)

where

Bn =

√
2∑

j
Lj+sin(2knLj)

sin2(knLj)

.

The functions φj,n are orthonormal, i.e., fulfill the following condition:

N∑
j=1

Lj∫
0

φ∗j,m(x)φj,n(x)dx = δmn. (7)

In the next section, we use these eigenfunctions for computing the high harmonic generation spectrum.
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FIG. 3. Average dipole moment as a function of time on star graph at different values of amplitude of
the external field for field’s frequency, ω0 = 0.01, for length of each bond, L1 = 200.31, L2 = 205.53
and L3 = 210.18

3. Driven star graph by external potential

Consider a quantum star graph (Y-junction) interacting with an external linearly polarized monochromatic electro-
magnetic field. Such system can be described by the following time-dependent (multi-component) Schrödinger equation:

i
∂Ψj(x, t)

∂t
=

[
− d2

dx2
+ εx cosω0t

]
Ψj(x, t), j = 1, 2, 3, (8)

where ε and ω0 are the amplitude and the frequency of the optical field, respectively.
The solution of Eq. (8) can be written in terms of the complete set of solutions of Eq. (1)

Ψj(x, t) =
∑
n

Cn(t)φj,n(x), (9)

where φj,n(x) are given by Eq. (6).
Substituting (9) into Eq. (8) and using the condition given by Eq. (7), we get a system of first order ordinary differen-

tial equations which has the form

iĊn(t) = εnCn(t) +
∑
m

Cm(t)Vnm, (10)

where

Vnm =
∑
j

lj∫
0

φ∗j,nV̂ (t)φj,mdx = ε cosω0t
∑
j

lj∫
0

xφ∗j,nφj,mdx

and εn are the eigenvalues of the unperturbed system.
Using numerically found solutions of Eq. (8), one can compute physically observable characteristics of the system

“quantum star graph + external optical field”.
In numerical calculations, we choose the Gaussian wave packet given on the first bond of the graph as the initial state:

Ψ1(x, 0) = Φ(x) =
1√
2πσ

e−
(x−µ)2

2σ , (11)

with σ being the width of the packet. For other bonds, the initial wave function is assumed to be zero, i.e. Ψ2(x, 0) =
Ψ3(x, 0) = 0.
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FIG. 4. Spectrum of harmonic generation on star graph at different values of α parameter for external
field’s amplitude, ε = 0.1, and frequency, ω0 = 0.01, for duration of interaction, T = 1000
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FIG. 5. Spectrum of harmonic generation on star graph at different values of amplitude of external field
for field’s frequency, ω0 = 0.01, for length of each bond, L1 = 200.31, L2 = 205.53 and L3 = 210.18,
for duration of interaction, T = 1000

For such initial conditions, the expansion coefficients at t = 0 can be written as

Cn(0) =

l1∫
0

Φ(x)φ∗1n(x)dx.
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4. High harmonic generation in star graph

Consider high harmonic generation caused by the interaction of the quantum star graph with the external monochro-
matic optical field. One of the main characteristics of such process is the average (expectation) value of the dipole moment
which is determined as [1]

〈dj(t)〉 = −〈Ψj(x, t)|x|Ψj(x, t)〉, j = 1, 2, 3.

To compute 〈dj(t)〉, one can use the solution of Eq. (8). In terms of the expansion coefficients in Eq. (9), one can write
the average dipole moment as

〈dj(t)〉 = −
∑
m,n

C∗m(t)Cn(t)Ṽjmn,

where Ṽjmn =

Lj∫
0

xφ∗j,nφj,mdx.

In the following, all the plots are produced by choosing the initial state as Gaussian wave packet determined in
Eq. (11) and coming from the first bond. Furthermore, we choose the bond lengths as Lj = αlj . The width and the initial
position of the packet are fixed as σ = 10, µ = 50, respectively. Fig. 2 presents the plots of the average dipole moment
for star graph with the bond lengths, l1 = 200.31, l2 = 205.53 and l3 = 210.18, as a function of time at different values
of α. The amplitude and the frequency of the electromagnetic field are taken as ε = 0.1 and ω0 = 0.01, respectively. As
it can be seen from this plot, 〈dj(t)〉 is quasi periodic in time and the period decreases as the parameter α increases.

In Fig. 3, plots show time-dependence of the average dipole moment of each bond at different values of amplitude
of the external field strength, ε = 0.01 (blue line), ε = 0.1 (red line) and ε = 1 (yellow line). One can see the strong
dependence on the amplitude of the electromagnetic field. Period of the quasi periodic average dipole moment decreases
as the amplitude of the electromagnetic field grows.

Another important characteristics of the high harmonic generation in quantum regime is its spectrum which is deter-
mined in terms of its intensity on each bond (as a function of frequency generated) and given as

Ij(ω) = |dj(ω)|2 =

∣∣∣∣∣∣ 1

T

T∫
0

e−iωt〈dj(t)〉dt

∣∣∣∣∣∣
2

, (12)

where T is the total duration of interaction of the quantum graph with the external optical field. The total harmonic
generation intensity is defined as the sum of those on each bond. The main practically relevant feature of the high
harmonic generation intensity is the appearance of “the plateaus” at certain values of the generated frequency. In other
words, the high harmonic generation spectrum, which is determined as the ratio of the external field frequency and the
frquency of generated one, N = ω/ω0, consists of a plateau where the harmonic intensity is nearly constant over many
orders and a sharp cutoff. As higher the number of plateaus, as attractive the harmonic generation from the viewpoint of
attosecond physics and high power laser generation [17,18]. Fig. 4 presents the plot of I(N) on each bond of the quantum
star graph for different values of α choosing the field parameters as ε = 0.1, ω0 = 0.01 and T = 1000. In Fig. 4, one
can see the decreasing of the spectrum as harmonic order increases. Moreover, for large values of the length of bonds,
the intensity of high order harmonics increases. Existence of “quasi-plateau” can be seen from the inset. Fig. 5 shows
plots of the spectrum of the harmonic generation at different values of the external field strength and field’s frequency,
ω0 = 0.01 for bond length chosen as L1 = 200.31, L2 = 205.53 and L3 = 210.18 for duration of interaction, T = 1000.
The plot shows that the HHG intensity is strongly depends on the field strength. For higher values of ε, one can observe
increasing of the intensity. The above study can be directly extended to any branching topology of a quantum graph (e.g.,
tree, hexagon, loop, H-graph, etc). Of course, complicated branching topologies should provide wider opportunity for the
HHG-process.

5. Conclusion

In this paper, we studied high harmonic generation in quantum star graph caused by its interaction with the external
monochromatic optical field. The average dipole moment as a function of time is analyzed as one of the characteristics
of HHG. The harmonic generation spectrum described in terms of the generation intensity as a function of the harmonic
order given by the ratio of the generated harmonics to that of the external field, is computed at different values of the
external field strength, as well as for different bond lengths. Appearance of narrow plateau was shown by analyzing
the plots of the HHG spectra. The model considered in this study can be implemented, e.g., in different quantum wire
networks fabricated on the basis of superconductors, semiconductors or other low-dimensional quantum materials. Some
versions of such quantum wire networks have been studied earlier in Refs. [19–22]. Extension of the above model to the
case of other branching topologies and external (e.g., bi-, or poly-chromatic, or nonlinearly polarized) fields can provide
an effective tool for tunable high harmonic generation in low-dimensional structures. In addition, the model can be
considered as a version of the quantum graph based laser concept. Such concepts have been earlier discussed in [23–43].
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ABSTRACT Physical and chemical processes that occur in nano-confined aqueous solutions, particularly the
role of “solute-interface” and “solute-solute” interactions within nanopores, are the source of filtration selectivity
and require further investigation. The goal is to clarify the validity of different approximations based on the
macroscopic mean field approach by comparing them with computational techniques such as Monte Carlo
(GCMC) and classical molecular dynamics (MD). These techniques are used to study the distribution of ions
at the water/nanopore interface. At the molecular scale, the results show that the distribution of ions depends
on their size, polarizability and the structure of water when it is explicitly added to the model, which cannot
be reproduced by the primitive model using the GCMC and the mean field approach based on the Poisson–
Boltzmann equation.
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1. Introduction

Nanoporous materials have become critical components in various fields including, nanotechnology, geology, chem-
istry and biology [1–6]. Conventional applications of nanoporous materials include: gas and liquid separation, catalysis,
energy storage, sensing, biomedical applications and environmental remediation. Understanding of ion transport provides
a design guide for synthetic nanoporous membranes used in applications such as nano-filtration. The physical mechanism
of ion partitioning has been studied through various approaches described below.

1.1. Donnan approach

The concept of this theory [7, 8] assumes, firstly, that the ion activities inside and outside the pore are equal to their
concentrations and, secondly, the electroneutrality inside and outside the pore. The model also takes into account the
presence of charged groups on the internal walls, which results is an excess of counter-ions in close proximity of the
surface and a partial exclusion of co-ions in this area. When the surface charge is weak or absent, the concentration of
solutes inside the pore is identical to the concentration of the bulk, and the distribution of ions becomes uniform.

1.2. Mean field approach

The theory of Poisson–Boltzmann (PB) equation explains the electrostatic interactions occurring within the pore by
regarding the solvent as a continual medium and the ions in the solution as point charges. However, this leads to a lack of
specificity in ion identification. The Donnan method is consistent with the mean field approach based on the PB equation
for surfaces that have weak or no charge [9].

1.3. Grand canonical Monte Carlo (GCMC) simulation technique

A study by Vlachy and coworkers [10] examined the concentration profiles using a grand canonical Monte Carlo
(GCMC) simulation technique. The GCMC approach, which used the primitive model [11], explicitly describes ions but
treats the solvent as a continuous medium. The study investigated the exclusion of solutes from uncharged cylindrical
pores using three approaches: Donnan, PBE, and GCMC using the primitive model. The concentration profiles for a
pore radius of 1 nm showed that the anion was excluded near the pore surface using the GCMC approach, while both
the Donnan and PB models showed a homogeneous distribution of solutes. However, due to thermal fluctuations and
strong ion-ion correlations, the mean field and Donnan approaches were unable to accurately describe the exclusion of
electrolytes from uncharged pores.

© Dweik J., Koabaz M., 2023
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1.4. Classical molecular dynamics

The current understanding of ionic transport across nanopores based on macroscopic (Donnan) and mesoscopic
(Primitive model using GCMC and PB) fluid physics is only partial. This paper presents a molecular simulation study [12–
17] of the ions behavior at the water/nanopore interface, focusing on the effect of a neutral atomic surface from hydropho-
bic to hydrophilic case. The behavior of ions at the interface is characterized by determining the density distribution and
the coefficient of partition.

2. Methods

2.1. Numerical method and analytical approach

We first study the ion transport for a single salt in a cylindrical nanochannel at the macroscopic mean field level, by
using both a numerical method and an analytical approach. We employ a space-charge (SC) model [18] based on the
nonlinear Poisson–Boltzmann (PB) equation for the electrostatic potential ψ̃(r̃), as well as the extended Nernst–Planck
ion flux and the Stokes equations, all as a function of two dimensionless parameters: the ratio of the pore radius rp, to the
Debye length based on the feed concentration, rp/λc, and the ratio of the pore radius to the Debye length based on the
membrane charge density, rp/λm. The Poisson–Boltzmann equation which determines the electric potential inside the
pore has the following form:

2

r̃

∂

∂r̃

(
r
∂ψ̃

∂r̃

)
≈
(
rp
λc

)2 (
e+ψ̃ − e−τψ̃

)
, (1)

where

ψ̃ = −z1Fψ(x, r̃)

RT
≥ 0, r̃ =

r

rp
, τ =

|z2|
|z1|

. (2)

Here F is the Faraday constant, zi is the ion valence, and λc is the Debye length associated with the concentration C
given by:

λc =

(
RTε

2ν1z21F
2C

)1/2

∝ C−1/2. (3)

The boundary conditions at the surface and the condition at the center and of the pore can be presented in dimensionless
form:

∂ψ̃

∂r̃

∣∣∣∣∣
r̃=1

= 4σ∗,
∂ψ̃

∂r̃

∣∣∣∣∣
r̃=0

= 0, (4)

where

σ∗ =
1

4

(
rp
λm

)2

, (5)

λm is the Debye length associated with the membrane charge density:

λm =

(
2εRT

|z1|F 2 |Xm|

)1/2

∝ |Xm|−1/2
, (6)

where Xm is defined as follows

Xm =
2σw
Frp

. (7)

The “radial equilibrium” approximation which gives one the concentration ci(r) (the Boltzmann distribution):

ci(r, x) ≈ ki(x, r)νiC(x), (8)

where

ki(x, r) = exp

[
−ziFψ(x, r)

RT

]
, (9)

with C(x) being the electrolyte concentration equivalent to the concentration of a bulk solution in equilibrium with the
pore at position x and νi (the stoichiometric coefficient) represents the number of ions coming from the dissociated
electrolytes. Here we take the case where there are two ionic species I = 1 and 2. So, the condition of electroneutrality
is described by ν1z1 + ν2z2 = 0 or ν1 |z1| = ν2 |z2|:

(Counter− ion)ν1z1 (Co− ion)ν2z2 −→ ν1(Counter− ion)z1 + ν2(Co− ion)z2 .

The index (i = 1) represents the counter ions and the index (i = 2) represents the co-ions.
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2.2. Classical molecular dynamic (MD)

In order to study the validity of both the mean field (macroscopic) theory and mesoscopic Primitive Model (implicit
water, explicit ions), we performed classical Molecular Dynamics (MD) simulations that are especially suitable for inves-
tigating phenomena occurring at the nanoscale. We used the Amber9 MD package [19] to perform NVT simulations of
water (Pol3) at 300 K containing NaI at 1 M in a 30×30×190 Å3 simulation box (in the x-, y-, z-directions, respectively)
with periodic boundary conditions in all three directions (Fig. 1). The Verlet leap frog algorithm was used to integrate
the equations of motion with a time step of 1 fs. The simulations were performed at a constant temperature of 300 K
using the weak coupling method thermostat [20] with a relaxation time step of 3 ps for the thermostat. Each simulation
consisted of an equilibration stage of 5 ns followed by a data collection stage of 2 ns and the OH bond vibrations were
frozen using the Shake algorithm [21]. The polarisable ions are described as charged soft sphere using the parameters in
Table 1. The model walls consisted of neutral Lennard–Jones spheres starting at z = 70 Å and z = 120 Å (Table 2). The
particle distribution in the nanopores and the ionic partition coefficients have been calculated from the simulation results,
with KPB = CP /CB , where CP and CB are respectively the average concentration of ions inside the pore and within
the water layer (reservoirs).

(a) (b)

FIG. 1. The left side of the figure shows a schematic representation of the model system (a), while the
right side shows a visual representation of 1 M NaI in POL3 water simulated system (b)

TABLE 1. Potential parameters for polarizable ions and polarizable rigid water POL3

Element σ (Å) ε (kcal/mol) Charge αi (Å3)

H 0.000 0.000 +0.365 0.17

O 3.210 0.156 −0.730 0.52

Na 2.341 0.1 +1 0.24

I 5.160 0.1 −1 6.90

TABLE 2. Potential parameters for surface atoms (SA), describe the characteristics of the surface atoms

Element Surface nature σ (Å) (kcal/mol) Charge

SA1 hydrophobic 2.343 0.03 0

SA2 hydrophilic 2.343 1.86 0

3. Results

3.1. Analytical approach

Figure 2 shows that the behavior of the salt-nanopore system depends critically on the location in the rp/λm vs.
rp/λc plane: Zones (1) and (2) demarcate the validity of the (weak potential) Debye–Huckel (DH) approximation;
zones (1), (2), (3), and (5) demarcate the validity of the Extended Homogeneous (EH) approximation for which the
radial variations of the potential and ionic concentrations are weak [for rp/λm < 2 the Donnan (homogeneous) theory is
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valid]; zones (5) and (6) demarcate the validity of the Good Co-ion Exclusion (GCE) approximation [22, 23] for which
the salt exclusion is high because the concentration of co-ions is negligible; Zone (4) is an intermediate zone. For suffi-
ciently high values of membrane charge, or rp/λm, and/or sufficiently low values of external salt concentration, rp/λc,
the mean field approach breaks down due to thermal fluctuations and strong ion-ion correlations. The mean field approach
thus becomes inaccurate in parts of zones (4) and (6), as has already been shown using the grand canonical Monte Carlo
simulation technique [24] applied to the Primitive Model: for fixed external salt concentration (bulk) and small values of
Xm, the simulated value for the exclusion parameter Γ = 1 − 〈cco-ion〉 /cco-ion is coherent with mean-field non-linear PB
approach (〈cco-ion〉 /cco-ion is the ratio of the average co-ion concentration in the pore to that in the external salt). Finally,
the concentration of ions inside the nanopore approaches to the concentration in the bulk (outside the nanopore) when the
surface charge of the nanopore become negligible. In this case the PB calculation and GCMC results is coherent with the
experimental data [4].

FIG. 2. Schematic Representation of the validity domain of the analytical approximations. Represen-
tation of different zones: (1) and (2): Validity of the Homogeneous and Debye–Huckel (DH), zone: (1),
(2) and (3): Validity of EH zone of order 1, (5) and (6): Validity of the Homogeneous zone and inhomo-
geneous GEC (4): Intermediate zone (7): Validity of the plane approximation (8): Validity of the plane
Debye–Huckel approximation. The blue curve delimits the area of EH. The dotted line delimits the H
area

3.2. Molecular modeling

Based on molecular dynamics computing, we determine the radial distribution of water molecules and ions within
the pore. Fig. 3 shows the concentration profile of ions (Na+ and I−) and Oxygen from water molecules (O) along the
radial direction r of the nanopore in the two cases: hydrophobic and hydrophilic nanopore surface. The nature of the
pore surface can influence the structure of water molecules within a pores. In hydrophilic pores, the water molecules are
attracted to the nanopore surface, and, as a result, water molecules tend to form structured layers close to the nanopore
surface, while it is less structured in hydrophobic pore. To further characterize the dynamics of water molecules, their
self-diffusion coefficients were calculated from the derivative of the mean square displacement (MSD) along z-axis with
respect to time:

D =
1

2t
< (z(t)− z(0))

2
. (10)

The results show that the diffusion coefficient in hydrophobic nanopore surface (1.3 × 10−5 cm2/s) is four times
larger than the coefficient observed for the hydrophilic pore (0.32 × 10−5 cm2/s). In this situation, the classical idea of
image charge, which suggests that ions are repelled from the surface, does not hold true. Instead, when considering larger
ions such as iodide, the volume fraction that these ions occupy becomes significant and results in higher free energy costs.
As a result, these ions tend to move towards the hydrophobic interface. The way large polarizable I− anions are distributed
at the water/hydrophobic nanopore interface is similar to how they are distributed at the water/vapor interface [25], where
they are found at the interface. Fig. 3(a) shows that the I− anion peak is located below the water molecule peak at r = 6 Å,
while in Fig. 3(b), it is at r = 3 Å, indicating that there is a higher concentration of I− anions towards the hydrophilic
center of the pore. In this zone, the number of the water molecules is low, whereas the Na+ cations are located at the
center of the pore, where they are hydrated by water molecules as a result of their small size and low polarizability.
As mentioned above, the size effect is a critical factor that impacts how ions are adsorbed and distributed at the interface
between water and nanopores. The reason for this size effect is due to the energy required to solvate ions, as their presence
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can interfere with hydrogen bonding. On one hand, small solutes (such as Na+) can be easily solvated by water molecules
without disrupting the hydrogen bonding network, which means that there is no exclusion of these ions. On the other
hand, large solutes (such as I−) cannot be solvated without significantly hindering the process. The partition coefficient
of I− anions to measure the effect of the pore’s surface properties (hydrophobic/hydrophilic) on the concentration of these
ions inside the pore is calculated. The partition coefficient for the hydrophilic surface (KPB = 0.60) is larger than for the
hydrophobic surface (KPB = 0.52). This result is consistent with the radial distribution obtained inside the pore (Fig. 3),
which shows more I− anions inside the pore for the hydrophilic surface compared to the hydrophobic surface.

FIG. 3. The left side shows the ratio of concentration profile, C(r)/Ci, (Ci – concentration in the
bulk phase) for polarizable sodium/iodide (NaI) ions and water molecules (a) hydrophobic pore and (b)
hydrophilic pore in radial direction. The right side of Fig. 3 shows a snapshot in the direction opposite to
the z-axis in the interval (50 Å< z < 70 Å). The color convention used is: oxygen (O) in red; hydrogen
(H) in white; sodium (Na) in blue; iodide (I) in green; and wall atom in light blue.

4. Conclusion

This paper provides a description of a MD simulation study focusing on the behavior of water and ions in nanoporous
media. The primitive model and macroscopic mean field based on PB equation, which treat the solvent as a dielectric
continuum, are unable to explain the results presented in the paper. The simulations highlight the importance of the atomic
surface in the phase behavior of electrolyte solutions in contact with the nanopore surface. Our results indicate that due to
the surface influences the distribution of water at the interface is well structured. Water structures play a significant role
in the distribution of ions in the system. In this study, the behavior of NaI aqueous electrolyte’s cations and anions was
examined in nanopore. Different behaviors were observed among the cations and anions, as some were found within the
pore center and others were adsorbed at the pore interface. In hydrophobic nanopores, small Na+ cations tended to be in
the pore center, while large polarizable I− anions tended to accumulate at the interface. On the other hand, in hydrophilic
nanopores, the anions tended to concentrate in the center of the pore. The water structure and distribution of ions in
the system were affected by surface effects. The distribution of ions in the system was mainly dependent on their size
and polarizability, particularly, to the large I− anion and the small Na+ cation. The advantages of the current simulation
and interpretation technique can easily be extended to a large class of synthetic nano-materials in the presence of various
ionic solutions. More extensive MD simulations are being conducted to better understand the behavior of the nanoporous
system under investigation and to determine the validity domains of macro- and mesoscopic approaches.
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ABSTRACT A version of an erbium doped fiber amplifier (EDFA) application scheme designed to increase the
efficiency of the simultaneous quantum key distribution session and transmission of information by classical
channels in a single optical fiber is explored. A theoretical study of the possibility to use EDFA in the explored
way was conducted by numerical simulation methods. The mathematical model is based on the EDFA dynam-
ics equations and the equations that determine the secure key generation rate in case of the subcarrier-wave
quantum key distribution. A method for determining the optimal parameters of the scheme under study is de-
scribed and the evaluation of the feasibility of using EDFA in the explored way is performed. A comparative
analysis of the subcarrier-wave quantum key distribution system performance when integrated into an optical
network is made in terms of the secure key generation rate for the cases when EDFA is either used or not. The
results obtained demonstrate high efficiency of the scheme under study, i.e., the maximum achievable distance
of the secure key distribution is increased while maintaining the efficiency of the information transmission.
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1. Introduction

Quantum key distribution (QKD) can now be recognized as one of the most promising areas of quantum commu-
nications and cryptography in general [1, 2]. One advantage QKD features over classical encryption methods is that the
security of the data transmission is based on the fundamental principles of quantum mechanics [3].

Significant interest is attracted to the possibility of introducing a QKD system into existing optical transport network
based on wavelength division multiplexing (WDM) technology, practical convenience and economical benefits being the
reason. Though it is a difficult task. The weak signal of a quantum channel is negatively affected by much more powerful
information (classical) channels. Thus, noise signals fall into the spectral band of the quantum channel. The main reasons
for their appearance include such nonlinear effects as spontaneous Raman scattering (SpRS), four-wave mixing (FWM),
and linear channel crosstalk (LCXT) [4–6]. One method to minimize power of noise generated by classical channels
corresponding to these effects is to reduce power of the classical channels. However, there is a reduction limit associated
with the receiver’s requirement for minimum classical signal power and optical signal to noise ratio (OSNR). To use
signals with a power below the limit, one can use an erbium doped fiber amplifier (EDFA) placed before a receiver. In this
case, the power level of the classical channels will be restored to the limiting value, however, the amplifier will generate
broadband amplified spontaneous emission (ASE) noise, leading to OSNR decrease. The power of the noise exceeds the
power of quantum channels significantly, making it impossible for them to propagate through the amplifier. Therefore,
the quantum channel is removed from the main fiber on the receiver side before entering the amplifier in the scheme under
study.

This work is devoted to the study of the EDFA application scheme using numerical simulation methods based on the
EDFA dynamics equations and the equations that determine the secure key generation rate in the case of subcarrier-wave
(SCW) QKD protocol [7,8]. Optimal parameters of the EDFA are evaluated, so that to achieve minimum allowable power
per channel for 40 classical channels multiplexed using WDM technology with a frequency spacing of 100 MHz. To
evaluate the efficiency of the scheme under study, we compare the maximum achievable distance of SCW QKD system in
the presence of classical channels with and without EDFA. The results obtained make it possible to draw conclusions about
the applicability of the scheme under study and to evaluate the parameters of EDFA necessary to increase the efficiency of
the QKD session, when implemented in the existing fiber optical communication line (FOCL). The evaluated parameters
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Theoretical study of the EDFA optical amplifier implementation scheme 179

provide the maximum achievable distance of SCW QKD carried out simultaneously with the transmission of information
via classical channels. By the expression “maximum achievable distance” we mean the maximum value of the fiber length
at which the generation of a secure key is still possible, i.e. secure key generation rate is non-zero.

2. EDFA application scheme

Implementation of EDFA is one of possible ways to achieve the greatest attenuation of classical channels while
maintaining the efficiency of information transmission. In order to avoid negative effect of an amplifier on the quantum
channel, it is possible to use a scheme for integrating the QKD system into FOCL shown in Fig. 1.

FIG. 1. Scheme of a QKD system integrated into a FOCL using an EDFA to restore the power of
attenuated classical channels

On the sender side, weakened classical channels are combined with quantum channels using WDM technology and
then enter the FOCL. On the receiver side, in turns, the quantum channel is diverted from the main line of the FOCL before
it enters the amplifier, and then sent to the processing unit. The classical channels remaining in the FOCL are amplified
with the help of EDFA and reach classical channel detectors after passing through the main demultiplexer. A similar
solution was used when performing the experiment on the implementation of QKD through optical transport network
in [9]. However, additionally to classical channel amplification, EDFA generates broadband noise, that is, so-called
amplified spontaneous emission (ASE). It negatively affects such an information transmission efficiency parameter as
OSNR. Therefore, it is necessary to carry out mathematical description of EDFA and numerical simulation of the explored
circuit to determine the minimum allowable power of classical signals and the optimal parameters of the amplifier.

3. Mathematical model

3.1. Mathematical model of the EDFA

To simulate the EDFA dynamics, an ordinary nonlinear differential equation describing the relationship between the
energy that enters the amplifier and the one absorbed by classical channels was used [10, 11]:

∂N2

∂t
= PP (0, t) (1 −GP ) +

λn∑
λ0

PS (0, t) (1 −GS) − N2

τ
, (1)

where N2 is the number of ions at the metastable level, PP (S) (0, t) is the pump (signal) power value at the amplifier
input, GP (S) is the pump (signal) gain value, and τ is the lifetime of the metastable level.

The signal power at the amplifier output PS (L, t) was determined by the formula [11]:

PS (L, t) = PS (0, t)GS . (2)

To calculate the channel gain GS , the expression below was utilized [11]:

GS = eBSN2−CS . (3)

In turns, the coefficients BP (S) and CP (S) used in 3 are calculated by the formula [11]:

BP (S) = ΓP (S)

αP (S) + βP (S)

4.3429ρA
, (4)

CP (S) = ΓP (S)

αP (S)L

4.3429
, (5)

where βP (S) is the absorption coefficient of the erbium-doped fiber at the pump (signal) wavelength, αP (S) is the emission
coefficient of the erbium-doped fiber for pump (signal) wavelength, ρ is the density of erbium ions,A is the cross-sectional
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area of the amplifying fiber core, L is the length of the amplifying fiber, ΓP (S) is the overlap integral of the doped core
and optical mode for pump (signal) radiation.

The overlap integrals ΓP (S) are calculated using the formulae [12]:

ΓP (S) = 1 − e
− b2

wP (S)
2
, (6)

where b is the radius of the erbium-doped core and wP (S)
2 is the radius of the effective area of the pump mode (signal).

To estimate the ASE noise power at the wavelength of the channel under study, the formula [11] can be used:

PASE = 2nsphν∆ν (GS − 1) , (7)

where nsp is the population inversion coefficient between the metastable and ground levels, h is the Planck constant, ν is
the frequency of the channel under study, ∆ν is the detector bandwidth at the channel frequency.

Finally, the population inversion coefficient can be calculated using the following formula [10, 11]:

nsp =
1

1 − βPαS

βSαP

. (8)

In the case of simultaneous propagation of several channels, the energy is distributed among them unevenly. To study
such a process, experimental values of the absorption and emission coefficients of the fiber for different wavelengths were
used (see Fig. 2).

FIG. 2. Spectrum of emission (Emiss.) and absorption (Absorp.) of erbium ions doped fiber [11]

The mathematical model presented describes the dynamics of an optical amplifier in the approximation of weak
information signals, which makes it possible to neglect the effect of gain saturation [13]. To describe the dynamics
of EDFA with the considered parameters of the amplifying fiber under this approximation, the total power of classical
channels should not exceed −2 dBm. In this work, the total power of information channels did not exceed −7 dBm, and
thus, the requirement is fulfilled.

3.2. Mathematical model of noise

3.2.1. Spontaneous Raman scattering. The noise of forward spontaneous Raman scattering was determined by the for-
mula [14]:

Pram,f = PoutL

Nch∑
c=1

ρ(λc, λq)∆λ, (9)

where Pout is the output power of the fiber for one classical channel, L is the length of the optical fiber, Nch is the number
of information channels in the WDM system, ρ(λc, λq) is the normalized scattering cross section for the wavelengths of
the information (λc) and quantum (λq) channels, ∆λ is the bandwidth of the filtering system quantum channels.
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3.2.2. Four-wave mixing. The noise power of four-wave mixing (FWM) Pijk for three pump signals featuring frequen-
cies fi, fj and fk at the new frequency fi + fj − fk was determined by the formula [14]:

Pijk = ηγ2D2p2e−ξL
(1 − e−ξL)2

9ξ2
PsPlPh, (10)

where L is the interaction distance of the signals propagating along the fiber, D is the degeneracy parameter, (D = 6,
D = 3), Pi(j,k) and fi(j,k) are the input values of the power and optical frequencies of the interacting fields, respectively,
γ is the third-order nonlinear coefficient, ξ is the loss factor, Dc and dDc/dλ are the dispersion parameters of the optical
fiber, η is phase-matching efficiency, ∆β is the FWM parameter.

3.2.3. Linear channel crosstalk. The power leakage from the filter to the quantum channel was obtained as follows [14]:

PLCXT = Pout (dBm) − ISOL (dB). (11)

where Pout is the output power of the fiber for one classical channel, ISOL is the inefficiency of the filter separating the
quantum channel from the classical one.

3.3. Mathematical model of the secure key generation rate for a SCW QKD system

The quantum bit error rate QBERSCW was calculated by the formula [14]:

QBERSCW =
2µτη(1 − ϑ) (1 − cos(δϕ)) + τϑµ0η + pdark + pnoise

4µτη(1 − ϑ) + 2τϑµ0η + 2pdark + 2pnoise
, (12)

where η ≡ ηBη(L)ηD is the value of the total optical transmission coefficient, µ = µ0m
2 is the average number of

photons at side frequencies, m is the modulation constant, µ0 is the average number of photons at the carrier frequency,
τ ≡ ∆t/T is the time parameter, ηD is the quantum detector efficiency, pdark is the probability of quantum detector dark
counts, pnoise is the probability of quantum detector noise counts, T is the time window, ∆t is the gate opening time,
η(L) = 10−0.1ξL is the loss of the quantum signal in the fiber, ξ is the attenuation factor of the fiber, ηB is the loss in the
receiver module, ϑ is the attenuation factor of the spectral filter, δφ is the phase shift caused by the imperfection of the
equipment.

The quantum key rate KSCW was calculated by the formula [14]:

KSCW = PBνS

[
1 − h(QBERSCW) − h

(
1 − e−µ0m

2

2

)]
, (13)

where νS is the modulation frequency, PB = (1 − G)/N is the probability of successful state detection if the receiver
guesses the basis, N is the number of bases, h(x) is the binary entropy function.

4. Results and discussions

The numerical simulation was performed in three stages. At the first stage, a model was developed to estimate the
minimum allowable power of each of the classical channels and the length of the amplifier for a given pump power. At
the second stage, the model obtained at the first stage was used to estimate the optimal pump power at which the lowest of
all the minimum allowable powers of classical channels is achieved. At the third stage, the simulation of the SCW QKD
session carried out simultaneously with the transmission of information via classical channels in a single optical fiber
was performed. The EDFA parameters corresponding to the real ones used in transport optical networks were chosen for
numerical simulation [11]. To evaluate the changes, we compare simulation results with the standard power of information
channels and with their power values, optimized using the scheme under study. Let us now discuss the stages mentioned
in a more detailed way.

4.1. First numerical simulation stage

The limiting value of the minimum power incident on the detector and the limiting value of the OSNR are determined
by the sensitivity of the receiver. For the simulations, we used a power limiting value of −23 dBm. The lower limit of
the OSNR was 9 dB. Such values correspond to the characteristics of detectors used in transport optical networks. To
find the minimum allowable power value per channel, the amplification of 40 classical channels entering the amplifier at
a time was simulated. The power of each information channel at the input of the amplifier varied from −15 to −25 dBm.
The upper limit of the interval is the minimum required power, at which, taking into account the losses in the receiving
module, no less than −23 dBm of power reaches the detector. The pump wavelength is 980 nm, which corresponds to the
maximum of the absorption spectrum of erbium ions. The parameters used in our numerical simulations are given in the
the Table 1

The simulation results of the gain spectrum for different signal powers are shown in Fig. 3. The simulation results of
the detected power and OSNR of amplified classical channels are shown in Fig. 4.

The simulated gain exceeds 10 dB for each channel in the power range under consideration, which allows one, taking
into account losses, to obtain a power at the receiver that significantly exceeds the threshold value (Fig. 4(a)). However,
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TABLE 1. Parameters chosen for numerical simulations [11]

Parameter Value Units

ρ 6.3 · 1024 m−3

A 4.52 µm2

βP 3.31 dB/m

αP 0 dB/m

βS Corresponds Fig. 2 dB/m

αS Corresponds Fig. 2 dB/m

FIG. 3. Simulated gain of a classical channel versus wavelength of channel at different powers per channel

FIG. 4. Numerical simulation Results of a) Power of the amplified signal when it hits the detector
versus wavelength of channel at different power per channel; b) OSNR versus wavelength of channel at
different power per channel

the obtained OSNR values exceed the limit value only for powers not less than −23 dBm (Fig. 4(b)). Therefore, power of
−23 dBm per channel is the minimum allowable for this system configuration and the amplifier performance.
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4.2. Second numerical simulation stage

The EDFA dynamics was simulated using the above described algorithm for the pump power in the range of 10 to 40
dBm to determine the optimal pump power. Fig. 5 shows the dependence of the minimum allowable power per channel
on the pump power.

FIG. 5. Evaluated lowest allowable power per channel versus the pump power

The resulting dependence has a well-pronounced minimum in the pump power range from 17 to 18 dBm, the mini-
mum value of power corresponding to −23 dBm per channel. We considered the behavior of characteristics depending
on the pump power (Fig. 6) for the channel with the lowest OSNR (as can be seen from Fig. 4(b), this is the channel
corresponding to the smallest value of the wavelength from the used range, that is 1533.7 nm) to understand the origin of
the local minimum.

FIG. 6. Numerical simulation results for the channel at 1533.7 nm a) Power of the amplified signal
when it hits the detector versus pump power at different power per channel; b) OSNR versus pump
power at different power per channel

In the range from 10 to 15 dBm, the ASE noise power is much less than the signal power entering the amplifier, so
the OSNR is high (Fig. 6(b)), and the minimum signal power is determined by the power hitting the detector (Fig. 6(a)).
Starting from 15 dBm, the signal power at the detector begins to exceed the threshold value for almost all of the pump
power values, and the minimum power value is then determined by the OSNR. Fig. 6(b) shows that in the pump power
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range from 17 to 18 dBm, there is a slight increase in OSNR for the channel with its minimum value, which allows one to
reach the minimum allowable power of −23 dBm. This phenomenon is associated with the nonlinearity of the processes
of signal amplification and ASE noise generation. At the values greater than 18 dBm, the ASE power increases. Finally,
at pump powers greater than 25 dBm, the ASE power and gain per channel reach constant value, since a doped fiber has a
limit of the absorbed energy. This limitation is related to the finite number of absorbing centers. This leads to the fact that
the excess pump power is not absorbed by the amplifier and the OSNR reaches a constant value and determines a constant
minimum allowable power of −21 dBm per information channel.

4.3. Third numerical simulation stage

To evaluate the efficiency of the scheme under study, we calculated the secure key generation rate in the case of
SCW QKD protocol, based on the equations (12,13) with standard parameters (without using EDFA) and with optimized
parameters (calculated reduced power of classical channels with optimal EDFA parameters). The parameters of the SCW
QKD system used for simulations are: Nch = 40, ∆ν = 100 GHz, RX = −23 dBm, λq = 1535 nm, δλ = 15 nm,
ISOL = 100 dB, δφ = 5◦, µ0 = 4, m = 0.319, IL = 8 dB, De = 10 %, pdark = 10−6, α = 0.18 dB/km, T = 1 ns,
L = 0 − 50 km, N = 2. The results are presented in Fig. 7.

FIG. 7. Dependence of the secure key generation rate on the propagation distance for SCWQKD in the
presence of classical channels with and without EDFA

The key generation rate axis is displayed on a logarithmic scale, the break in the graph corresponds to the key
generation rate turning to zero. From the obtained numerical results presented in Fig. 7, it is clearly seen that, depending
on whether EDFA is used or not, the distance at which successful QKD session is possible changes significantly. The
use of an amplifier according to the scheme under study allows one to increase the maximum achievable distance at a
non-zero key generation rate, as well as to increase the key generation rate at a fixed distance.

5. Conclusion

In this work, one of possible schemes for using EDFA to increase the performance of a QKD session was theoreti-
cally investigated. The presented scheme is quite simple to implement and has an extremely high efficiency, which was
confirmed by numerical simulation. The calculated optimal parameters of the EDFA amplifier made it possible to simu-
late the most effective attenuation for a given number of classical channels, provided that the detector requirements are
met. It was also shown, that for given characteristics of the amplifying fiber and given set of channels, the optimal pump
power lies in the range from 17 dBm to 18 dBm. This is explained by the fact that the ASE power depends on the pump
power and leads to the OSNR deterioration at high pump values. At lower pump powers, the OSNR is high, but there is
not enough energy in the amplifier to restore the power of classical channels to the limiting value. Additionally, it was
shown that for the discussed parameters the lowest power per channel to which classical channels can be attenuated is −23
dBm. In conclusion, the use of the considered scheme with these parameters, it was possible to increase the simulated
maximum achievable distance of the secure key distribution session by the SCW QKD system. The presented scheme
can be implemented in different ways. In the case of already existing and functioning FOCL, adding an extra amplifier
to the line may not be an easy task. However, if it is possible from an engineering point of view, such a change will not
lead to a deterioration in system performance, which is demonstrated in our work. Additionally, in most long-distance
FOCLs, EDFA amplifiers are already used to compensate for fiber losses. In such a case the task is reduced to a mere
reconfiguration of existing amplifiers, which also does not lead to a deterioration in system performance. Finally, it is
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also possible to design FOCL equipped with an amplifier. Such FOCLs will not only be inferior to the ones without an
amplifier but will outperform them in terms of the allowable range of information transmission [15].
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ABSTRACT In the paper, the thermal conductivity of rarefied gases in nanochannels and in bulk was studied.
The following gases Ar, Kr, Ne, Xe, O2, CH4 were considered. The evolution of gas molecules in phase
space was calculated by the method of the stochastic molecular modelling. It was established that the thermal
conductivity coefficient of the gas in the nanochannel is anisotropic. Anisotropy of the thermal conductivity is
caused by the interaction of gas molecules with the channel walls. This interaction is described by the specular
or diffuse laws of molecules reflection. The thermal conductivity of gases across the channel is significantly
lower than along it. The anisotropy of the thermal conductivity persists even in microchannels, but it decreases
with the increasing of the gas density. In fact, the thermal conductivity coefficient is not a gas property only, but
of a gas+channel wall system.
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1. Introduction

In the last two decades, various devices and systems where flows in nanochannels take place have been rapidly devel-
oping. First of all, we can mention various biomedical systems, NEMS systems, nanomixers, etc. [1–5]. Thermophysical
applications of nanoflows are of a great interest also, for example, thermoelectric energy conversion, thermal management
of nanoscale electronics, creation of a chip-level cooling system, etc. For obvious reasons, the experimental study of heat
transfer in nanochannels and the measurement of the thermal conductivity coefficient is extremely difficult. An alterna-
tive method for studying these properties is the molecular dynamics one. Thermal conductivity of liquid argon in plane
channels with krypton walls was studied [6]. The channel height did not exceed 6 nm. It was found that the coefficient of
thermal conductivity is slightly lower than in the bulk in small channels (2–3 nm high), but then it grows and reaches a
value in the bulk.

Thermal conductivity of liquid argon in nanochannels was calculated in a wide range of fluid densities in paper [7].
The transverse size of the nanochannel varied from 2.25 to 15 nm. It was shown that the thermal conductivity weakly
depends on the shape (square or round) of the nanochannel with the same cross-sectional area and it increases with the
growth of the transverse size of the channel. In addition, the thermal conductivity coefficient reached values in the bulk
for a certain characteristic channel size, which strongly depended on the fluid density and varied from 5 to 11 nm. Here,
however, it should be noted that the interaction of argon molecules with the walls was described by a rather rough potential
(power-law repulsion with an exponent equal to 96).

Pourali and Maghari [8] simulated the thermal conductivity of a binary mixture of methane and some n-alctanes in
a fairly narrow channel using the nonequilibrium molecular dynamics method. In order to create a temperature gradient,
the walls of a plane channel had different temperatures. It was indicated that the thermal conductivity of the mixture
increased with the decreasing of the channel height.

In the recent paper [9], a significant anisotropy of thermal conductivity along and across channel was established. This
also agrees with experimental data [10]. The presence of such anisotropy is a natural consequence, firstly, of anisotropy
of the channel geometry, and, secondly, of a great influence of fluid molecules interaction with the channel walls.

It was shown [11,12] by methods of nonequilibrium statistical mechanics that, under confined conditions, the consti-
tutive relations are transformed. In particular, a contribution appears in the transport coefficients due to the interaction of
fluid molecules with the channel walls. Thus, in particular, it was found that the fluid viscosity is a property of the entire
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fluid+channel wall system. Therefore, by varying the material of the walls, the viscosity can be controlled, it can be either
more than in the bulk or less [13].

Finally, we should mention paper [14], where the thermal conductivity of water in a plane nanochannel with graphene
walls was studied by the method of molecular dynamics. The maximum channel height was about 15 nm. Anisotropy of
thermal conductivity was also established there. The degree of this anisotropy decreased with increasing of the channel
height.

In all the papers cited above, thermal conductivity of liquids was studied by the method of molecular dynamics. How-
ever, from a practical point of view, data on the thermal conductivity of rarefied gases in nanochannels are also necessary.
In this case, the molecular dynamics method is not actually applicable, since it requires the use of a huge number of
molecules (characteristic size of the simulation cell must be greater than the mean free path of gas molecules). A special
algorithm was developed [15] called the smart wall molecular dynamics (SWMD) to reduce the required calculation time.
Later, this method was used to solve a number of problems of rarefied gas dynamics in nanochannels [16–18]. In the
last work, heat transfer of argon in a plane nanochannel 5.4 nm high was studied. The great importance of gas molecules
interaction with the channel walls was noted.

The problem of heat transfer of rarefied gas in nanochannels continuously attracts attention of many researchers and
many attempts have been made to solve it [19–21], but it has not been established yet, whether there is a difference
between the thermal conductivity coefficient of rarefied gas in nanochannels and the corresponding values in the bulk.
The study of the thermal conductivity coefficient of a rarefied gas in confined conditions is an important factor in solving
many practical problems. The influence of gas rarefaction degree on the coefficient is known, however, rigorous formulas
can be obtained in the case of small or, on the contrary, large (in free molecular limit) Knudsen numbers. In the last
case, a semi-phenomenological formula was actually obtained, where the thermal conductivity coefficient depended on
the so-called accommodation coefficients, which described the interaction of gas molecules with the channel walls. In this
connection, an attempt to calculate the accommodation coefficients of argon in channels with platinum walls using the
molecular dynamics method was made [22]. One can see that these coefficients increase with decreasing temperature and
tend to unity. Nevertheless, it should be noted that with this approach it is not possible to understand how the anisotropy
of the transport processes affects the effective coefficient of thermal conductivity.

Previously, the authors developed the method of stochastic molecular modeling (SMM) for simulation of the transport
coefficients of rarefied gases [23–26]. This method has been used to simulate the coefficients of self-diffusion, diffusion
and viscosity of various gases, including polyatomic and rarefied gas nanosuspensions with high accuracy [26] (with
the accuracy of experimental measurements). The viscosity of rarefied gases in nanochannels was also studied [27]
and its anisotropy was established. The purpose of this paper is to calculate the thermal conductivity coefficients of
rarefied gases in nanochannels using SMM method. Thermal conductivity of argon, krypton, xenon, oxygen, and methane
in nanochannels with a square cross section was studied, and the channel height varied from 8.5 to 1000 nm. The
coefficient of thermal conductivity in the bulk was also preliminarily calculated, which value was compared with the
known experimental data. The accuracy of such modeling is also discussed.

2. Algorithm of the SMM Method

In this paper, we are talking about modelling the thermal conductivity coefficient of rarefied gases in nanochannels.
Usually, the transport coefficients of rarefied gases are calculated using the kinetic theory of gases. One of the main
achievements of this theory is derivation of formulas for calculating these coefficients (see, for example [28, 29]). Their
calculation, however, in the general case is not an easy task and requires implementation of many time-consuming proce-
dures, in particular, solution of fairly complex integral equations. Nonequilibrium statistical mechanics makes it possible
to construct universal generalized constitutive relations and deduce explicit formulas for the transport coefficients [30–32].
In this case, the transport coefficients are determined by the so-called fluctuation-dissipation theorems (FDTs). In the lit-
erature they are usually called Green–Kubo formulas. According to FDTs, the transport coefficients are time integrals
of two-time correlation functions of the corresponding dynamic variables. The equivalence of the formulas for the trans-
port coefficients of the kinetic theory of gases to the Green–Kubo formulas is proved [33, 34]. In particular, the thermal
conductivity coefficient λ is determined by the formula:

λ =
k

3V T 2

τp∫
0

〈j(0) · j(t)〉dt =
k

3V T 2

τp∫
0

χ(0, t)dt, (1)

where k is Boltzmann’s constant, V is system volume, j is microscopic vector of heat flux, τp is the so-called plateau
value of the integration time. Actually, an experimentally measurable value of the transport coefficient is obtained by
reaching this value [35]. During this time, the corresponding autocorrelation function of thermal conductivity (TCACF)
χ(0, t) damps. The angle brackets in (1) mean ensemble averaging. It is important to emphasize that the averaging in (1) is
carried out over the equilibrium ensemble, and the transport coefficients and thermal conductivity coefficient, in particular,
are determined by the properties of thermal equilibrium molecular fluctuations. This also corresponds to the kinetic theory
of rarefied gases, where the transport coefficients are calculated by the Maxwell distribution function [28, 29].
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The calculation of correlation functions requires information about the dynamic variables of the system being mod-
eled at successive moments of time. In a rarefied gas, the interaction of molecules does not contribute to the transport
coefficients and to the equation of state. The corresponding contributions appear only in the so-called nonideal gas [36,37].
For this reason, to model the transport coefficients of a rarefied gas, it is sufficient to have data on its dynamic variables
only in the velocity space. Therefore, the microscopic vector of the heat flux in formula (1) depends only on the velocities
of the molecules. In confined conditions and in nanochannels, in particular, there is an intense interaction of gas molecules
with the channel walls. This leads to the fluctuation motion of the center of mass of the considered equilibrium gas (the
average velocity of the gas center of mass is equal to zero, of course). This fluctuation motion changes the energy transfer
in the system, and this contribution should be excluded to calculate the true thermal conductivity of gas. Therefore, the
microscopic vector of the heat flux of a rarefied gas in confined conditions is described by the following relation:

j(t) =

N∑
i

[vi(t)− vc(t)]ei(t), vc(t) =
1

N

N∑
i

vi(t), (2)

where vc, vi and ei are, respectively, the velocity of the mass center, the velocity of the molecule i and its kinetic energy,
and N is the number of molecules in the system.

Below, the contribution due to the energy transfer associated with fluctuations in the velocity of the center of mass of
gas will be called the fluctuation contribution. Calculating the thermal conductivity coefficient, the velocity of the center
of mass, of course, is equal to zero in the bulk.

So, in order to calculate TCACF and, consequently, the thermal conductivity coefficient, it is necessary to have data
on all molecules velocities of the simulated system at successive moments of time. In confined conditions, in addition to
the interaction of gas molecules with each other, they also interact with the channel walls. For this reason, SMM algorithm
became more complicated, since information about the coordinates of all molecules was also required at each moment
of time. The interaction of gas molecules with the channel walls is described in this work using specular or specular-
diffuse reflection law. This approach is typical for rarefied gas dynamics [38, 39]. In specular reflection, the velocity of a
molecule along surface does not change, but its normal component changes its sign. In diffuse mode, the velocity of the
reflected molecule is played out according to the Maxwell distribution function. In specular-diffuse reflection, the fraction
of molecules θ interacts with the wall diffusely, while (1−θ) interacts specularly, where θ is the so-called accommodation
coefficient. The molecules interaction is described by Lennard-Jones potential:

U(r) = 4ε

[(σ
r

)12
−
(σ
r

)6]
, (3)

where σ and ε are the effective molecular size and the potential well depth, respectively.
The simulation cell is chosen in the form of a parallelepiped with a square cross section, along its axis periodic

boundary conditions are set, which are usual for the method of molecular dynamics [40]. In accordance with the given
mass density of gas ρ (or numerical one), the molecules are distributed uniformly over the simulation volume. Their
velocities are played out according to the Maxwell distribution with a given temperature, but in such a way the total
momentum of all N molecules is equal to zero (the corresponding procedure is described in [25]), since the equilibrium
state of gas is simulated. Simulating the dynamics of gas in question begins with listing. At the initial time t, all molecules
are listed in some arbitrary order. By changing the order of the particles in the list, we will get different phase trajectories.
Thus, at time t, the particles have velocities v1, v2, ..., vN and coordinates r1, r2, ..., rN .

In order to obtain the values of dynamic variables at successive time moments, their dynamics is split into processes,
and the motion of molecules in the space of velocities and configurations is successively modeled. The phase trajectory
calculation time ts is divided into intervals of duration τα = σ/vα(t) where σ is the effective molecular diameter, and vα
is the maximum velocities of the system molecules at a given time. The formation of the list at the first-time step (t+ τ1)
begins with the consideration of molecule 1. First, the coordinate of this molecule is changed, r(t+τ1) = r1(t)+v1(t)τ1,
and its collision with the wall is checked. If the interaction with the wall has occurred, then the molecule velocity changes
depending on the law of interaction with the wall used in this calculation (specular, diffuse or specular-diffuse) and the
coordinate changes accordingly. If there is no interaction with the wall, then its collision with other gas molecules is
played out. For this purpose, a random number u is generated, uniformly distributed over the interval (0;1). If it turns out
to be less than or equal to the average collision probability [29] Pc1 = 4τ1ρσ

2
√
πRT/m, then a collision will occur. In

this case, molecule j is randomly selected from the remaining (N − 1) molecules, with which the collision is realized.
As a result, the molecules velocities 1 and j change in accordance with the conservation laws. If the played number u
turns out to be greater than the average collision probability, then molecule 1 does not collide and its velocity does not
change. This is how all molecules are sequentially processed and a complete list of dynamic variables at the moment
(t + τ1) is formed. After that, the next time interval τ2 = σ/vα(t + τ1) is selected, and the procedure is repeated. Then
the same procedure is implemented for each time step until the specified calculation time ts is over. Thus, a complete set
of dynamic variables of all simulated system’s molecules is obtained at successive time moments.
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TABLE 1. Comparison of calculation data for the thermal conductivity coefficient of rarefied gases by
SMM method λ with experimental [41] λe Wm−1K−1

Ar Kr Ne Xe O2 CH4

λ 0.0175 0.0098 0.0506 0.0055 0.0279 0.0329

λe 0.0177 0.0096 0.049 0.0057 0.0267 0.0342

∆ % 1.23 2.52 3.36 3.17 4.49 3.93

3. Thermal Conductivity of Rarefied Gas in the Bulk

Modeling gas thermal conductivity in a nanochannel requires, first of all, SMM method verification, which is used
for this purpose. On the one hand, it is necessary to verify this method, calculating the transport coefficients in the bulk,
and on the other hand, in nanochannels themselves. Previously [23–26], the efficiency and accuracy of SMM method
were demonstrated, calculating the coefficients of self-diffusion, diffusion, and viscosity of rarefied gases, including
polyatomic gases. In all cases, it is possible to achieve an accuracy of 1–2% using a relatively small number of molecules.
The accuracy grows with an increase in the number of molecules used for modeling and phase trajectories over which the
calculated data are averaged. There are no experimental data on measuring gases thermal conductivity in nanochannels.
However, it is clear from physical considerations that the coefficient of gas thermal conductivity along a sufficiently long
channel should be consistent with its value in the bulk (unless the channel is too narrow). Therefore, SMM method
verification in this case consists of two parts, the thermal conductivity coefficients of rarefied gases in the bulk and along
nanochannel are calculated.

FIG. 1. Evolution of a) TCACF and b) thermal conductivity coefficient (1)

The calculation of the thermal conductivity of rarefied gases is still a rather complex problem in the kinetic theory
of rarefied gases. If the first approximation of expansion in terms of Sonin polynomials is usually sufficient to calculate
the diffusion and viscosity coefficients, then this is not the case for thermal conductivity. Therefore, direct numerical
simulation of thermal conductivity is really relevant. Previously, such modeling was not performed by SMM method.
This has been done for the first time below. Both monatomic (Ar, Kr, Ne, Xe) and polyatomic gases (CH4, O2) were
considered. The thermal conductivity coefficient was calculated using FDT (1), but the velocity of the gas mass’ center
should be set equal to zero, calculating the correlation function (see formula (2)). Since gas is rarefied, TCACF χ should
decay exponentially, which is shown by the calculation data presented in Fig. 1a. Here the calculation of the xenon
TCACF is presented, the time is normalized to the mean free path time of the molecule. Indeed, over the time order of
several free path times of molecules, TCACF relaxes. Exponential damping of the correlation function means a rather fast
reaching of the plateau value of the corresponding transport coefficient, i.e., the thermal conductivity coefficient. Figure
1b illustrates this evolution.

Systematic data obtained for all the above gases are given in Table 1. All calculations were performed at atmospheric
pressure and a temperature of 300 K. 3200 molecules were used, averaging was carried out over 1000 independent phase
trajectories. The calculation data turn out to be quite comparable with the experimental ones. For argon, krypton, and
xenon, they were obtained within the measurement accuracy (∆ is relative error), which is usually 2–3%. For the three
remaining gases, the accuracy is slightly worse.

The accuracy of any molecular modeling, including SMM method, depends on several factors. First of all, it depends
on the choice of the molecular interaction potential used. Strictly speaking, it is impossible to formulate universal recipes
for their choice. Everything depends on the problem being solved. Situation is somewhat simplified, calculating the
integral characteristics of fluids. Here we can choose rather simple potentials. However, success is largely determined
by the choice of potential parameters. This should be treated very carefully. For example, it is difficult to expect high
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accuracy of viscosity modeling, determining the parameters of the potential from diffusion data. Nevertheless, it can be
stated that SMM method is quite conservative with respect to such a choice. High accuracy can be obtained even using
the known parameters of Lennard-Jones potential, which are obtained from a variety of experimental data.

FIG. 2. Dependence of the relative error ∆ for calculating the thermal conductivity coefficient of xenon
on a) the number of molecules used and b) the number of trajectories

The calculation accuracy is affected both by the number of molecules used and by the number of independent trajec-
tories over which the averaging is carried out. In this paper, the influence of both these factors is systematically studied.
As an example, Figure 2a shows the dependence of the calculated values of xenon thermal conductivity on the number of
molecules. 750, 1500, 3000 and 6400 molecules were used in the calculations; the calculated data in Fig. 2 correspond to
the rhombuses. The calculation error ∆ with an increase in the number of molecules systematically decreases and is well
(the correlation coefficient is 0.97) described by the dependence: ∆ = 175.17/

√
N , which corresponds to a continuous

curve in Fig. 2a. High accuracy in calculating the thermal conductivity coefficient can also be obtained for polyatomic
molecules. For example, when 6400 molecules are used in calculations, the error in determining the thermal conductivity
coefficient of oxygen is 0.93%, and that of methane is 0.67% (averaging was carried out over 1000 phase trajectories).

The second important circumstance that determines the accuracy and time of the calculation is the number of ensem-
ble members (the number of independent phase trajectories) over which the obtained data are averaged. The ensemble,
over which the averaging is carried out, is a typical Gibbs ensemble characterized by different initial phase states of
molecules for given average values of macroscopic observables. The accuracy of modeling the thermal conductivity coef-
ficient also increases with an increase in the number of ensemble members. Figure 2b shows the dependence of the relative
error obtained, calculating xenon thermal conductivity. Here, the number of molecules used was 3000, and the number
of trajectories varied from 250 to 1000 (the rhombuses). Together with an increase in the number of phase trajectories,
the relative errors decrease monotonically and are well described by the dependence: ∆1 = 91.29/

√
L (the correlation

coefficient is 0.98). It is necessary to use about 8000 trajectories to obtain accuracy of the order of a percent, using 3000
molecules.

4. Thermal Conductivity of Gas in Nanochannels

In present paper, the thermal conductivity of argon, krypton, xenon, oxygen, and methane in nanochannels with a
square cross section is studied, the channel height is varied from 8.5 to 1000 nm. The thermal conductivity coefficient
was calculated using FDT (1). As it is already mentioned, there is a significant movement of the center of mass in the gas.
In fact, some specific two-phase medium takes place. In order to calculate true gas thermal conductivity, the contribution
due to the fluctuation motion of the mass center of gas should be excluded. In what follows, the contribution associated
with energy transfer due to fluctuations in the velocity of the mass center of gas will be called the fluctuation contribution.
The calculations were performed at a pressure from one to ten atmospheres and a temperature of 300 K.

First of all, it should be noted that with both the specular and diffuse laws of interaction of gas molecules with the
walls, a significant anisotropy of thermal conductivity is recorded along and across the channel, the thermal conductivity
across the channel is extremely low. As an example, Fig. 3a shows the dependence of the thermal conductivity coefficient
along the channel with a fluctuation contribution (square marks) and without it (round marks) at atmospheric pressure in
a channel with specular walls. The dotted line corresponds to the value of the thermal conductivity coefficient in the bulk.
It should be noted that in the nanochannels presented here, the coefficient of longitudinal thermal conductivity (along the
channel) is higher than in the bulk, although this excess is small. As the channel height increases, thermal conductivity
along it tends to the thermal conductivity in the bulk. The coefficient of thermal conductivity in the bulk under these
conditions is equal [42] to 0.01767 Wm−1K−1. The difference in the thermal conductivity coefficient without fluctuation
contribution along the channel at its height equal to 35 nm from the corresponding value in the bulk is already less than
1%. Thus, SMM method quite adequately predicts its value. It should be highlighted, however, that the accuracy of
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modeling the thermal conductivity along a channel also depends on its length, despite the fact that periodic boundary
conditions are used along it. In this case, this length is 100 nm.

FIG. 3. Dependence of a) longitudinal and b) total thermal conductivity taking into account fluctuation
contribution (square marks) and without it (round marks) on the channel height

The anisotropy of the thermal conductivity in a nanochannel is very large. The thermal conductivity coefficient
across the channel (there are two such directions) in this case turns out to be three orders of magnitude smaller than the
value fixed in the bulk. As a result, the total thermal conductivity coefficient is almost three times less than in volume.
This is illustrated in Fig. 3b, which shows the dependence of the total thermal conductivity coefficient on the height of
nanochannel. Here again, round marks correspond to the total thermal conductivity without a fluctuation contribution,
and square marks correspond to a fluctuation one.

Two circumstances should be noted. First, the coefficient of thermal conductivity in the channels of minimum cross
section is only a third of the corresponding value in the bulk, and then increases. However, the total thermal conductivity
is almost two and a half times less than in the bulk even in a channel with a height of 35 nm. This means that although
anisotropy weakens with increasing channel size, thermal conductivity across the channel is still quite low. The anisotropy
is also preserved in sufficiently large channels. As a consequence, the total thermal conductivity in a nanochannel 500 nm
high is slightly more than half of the value in the bulk (see Fig. 4). However, even in a channel with a height of 1 µm,
thermal conductivity in the channel is approximately 40% lower than in the bulk (see Fig. 4).

FIG. 4. Dependence of the total thermal conductivity with fluctuation contribution (square marks) and
without it (round marks) at 300 K and atmospheric pressure from the channel height

The second aspect to note is the fluctuation component contribution, which somewhat increases with increasing
channel cross section, although this contribution barely exceeds 1% in a channel with a height of h = 35 nm. Then
it reaches maximum; at h = 500 nm, it is almost 17% here, but decreases with a further increase in the channel cross
section: at h = 750 nm, it decreases to 15.7%, and at h = 1 µm, to 5.9%. It should also be kept in mind that the
fluctuation contribution is especially large to the thermal conductivity across the channel. This contribution is especially
noticeable in channels with a small cross section. For example, in a channel with a height of 35 nm, it is 183.4%. On the
other hand, in a channel with a height of 1 µm, this contribution decreases to 13.5%.

So far, we have been talking about channels with specular walls. The character of the molecules interactions with
walls significantly affects thermal conductivity, although the main qualitative characteristics remain unchanged. The
dependence of the total thermal conductivity with fluctuation contribution λt and without it λ in a channel with diffuse
walls on the channel height is presented in Table 2. Here again, gas temperature is 300 K. The last line shows relative
difference between these two values of thermal conductivity. Thermal conductivity in a channel with diffuse walls is
less than in the bulk and increases monotonically with increasing channel height. This applies to both longitudinal and
transverse components. However, it remains 3 times less than in the bulk even in a channel with a height of 1000 nm.
Such a low value of the thermal conductivity coefficient even in a channel with a height of 1 micron is associated with
significant anisotropy of thermal conductivity. The thermal conductivity coefficient across the channel increases with
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TABLE 2. Dependence of the total thermal conductivity with fluctuation contribution λt and without it
λ in a channel with diffuse walls on the channel height

h, nm 8.5 17 34 500 750 1000

λt, W·m−1·K−1 9.22·10−5 2.54·10−4 7.56·10−4 0.00278 0.00328 0.00517

λ, W·m−1·K−1 7.97·10−5 2.32·10−4 7.16·10−4 0.00274 0.00324 0.00511

∆, % 15.68 9.58 5.68 1.38 1.35 1.10

TABLE 3. The thermal conductivity coefficient with fluctuation contribution λt and without it λ in a
channel with specular walls 500 nm high at a pressure of 10 atm

λt, W·m−1·K−1 λ, W·m−1·K−1 ∆, %

OX 0.0146 0.0139 5

OY 0.0182 0.0181 0.5

OZ 0.0146 0.0139 5

λa, W·m−1·K−1 0.0158 0.0153 3

increasing channel height. If the transverse coefficient was 800 times less than in the bulk at a channel height of 8.5 nm,
then it is only 8 times less than in the bulk at a channel height of 1000 nm.

It is important to emphasize that, thermal conductivity along the channel is close to thermal conductivity in the bulk
(even somewhat exceeds it in channels of low height) under the specular law of interaction. On the contrary, in channels
with a diffuse law of molecule interaction with walls in small channels, the longitudinal coefficient of thermal conductivity
is always lower than in volume. In a channel with a height of 8.5 nm, it is less than in the bulk by about 80 times, and in
a channel with a height of 1 µm, by 1.5 times.

In conclusion, we present the data of modeling the thermal conductivity coefficient by the SMM method at a temper-
ature of 300 K and a pressure of 10 atm. A channel with specular walls 500 nm high was considered. This corresponds
to Knudsen number Kn = 0.014. The thermal conductivity coefficient in the bulk in this case is [42] 0.01809. Simulation
data are given in Table 3. Here, the longitudinal coefficient of thermal conductivity corresponds to OY axis, the other two
are transverse. The bottom line shows the total coefficient of thermal conductivity, which is, in fact, the average in all
three directions. In the last column, one can see the relative difference between thermal conductivity with and without
the fluctuation contribution. The analysis of the table shows that the anisotropy of thermal conductivity is also preserved
here, although it is significantly lower than at atmospheric pressure. The total thermal conductivity is only 3% lower
than in bulk. In this case, the longitudinal coefficient of thermal conductivity practically coincides with the bulk value.
Contribution of heat transfer caused by fluctuations in the velocity of the mass center of the system is almost absent in
longitudinal direction and only 5% in transverse one.

5. Conclusion

In present paper, the thermal conductivity of rarefied gas in nanochannels has been studied. First, it is necessary to
note its anisotropy. Previously, such anisotropy has already been observed in nanochannels with liquid [6–10]. In the case
of rarefied gas, this anisotropy is much higher. As it is shown above, the thermal conductivity coefficients along and across
the channel can differ by three orders of magnitude. As the channel height increases, the degree of anisotropy decreases,
but it turns out to be significant even in microchannels. On the other hand, the rarefied gas thermal conductivity along the
channel is consistent with the corresponding values in the bulk (if the channel is long enough). Finally, it should be noted
that with an increase in gas density (pressure), the degree of anisotropy of thermal conductivity decreases.

The total (average) thermal conductivity value of a fluid in a nanochannel depends significantly on the interaction
of its molecules with the channel walls. In fact, the thermal conductivity coefficient is not a gas property only, but of
gas+channel wall system. For this reason, it is possible to change the effective coefficient of thermal conductivity by
varying the walls’ material, and hence heat transfer in nano and microchannels.

There is another important aspect. Fluid in nanochannels is some specific two-phase system. There is a fluctuation
contribution to the thermal conductivity coefficient due to the presence of fluctuations in the velocity of the center of mass
in equilibrium gas. It is clear that this contribution decreases with increasing channel height. This is confirmed by the
performed calculations. However, this contribution still takes place even in microchannels. It should be understood that
in real nanodevices, heat transfer will be determined by the total thermal conductivity coefficient, taking into account
the fluctuation component. In this sense, fluctuation contribution in nanochannels is somewhat analogous to convective
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heat conduction. Therefore, if there is a flow in the nanochannel, then along with the fluctuation component of thermal
conductivity, there is also a convective one. Moreover, the convective component can be much larger than the fluctuation
one.
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ABSTRACT In this work, the rheological properties of niosomal dispersions of various concentrations in the
temperature range of 30 – 60 ◦C is investigated. The viscosity coefficient and the values of the activation
energy were determined experimentally. It is found that the flow of niosomal dispersions exhibits the properties
of Newtonian fluids in the studied range of temperatures and shear rates. Conditions were determined for
obtaining stable homogeneous niosomal dispersions with an average vesicle size of 80 – 150 nm.
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1. Introduction

The creation of new pharmaceuticals using nanotechnology seems to be an urgent task. The direction of scientific
research in this area is determined by the needs for modern medicine in highly active and safe pharmaceutical preparations.

Vesicular systems have attracted great attention in drug delivery because of their amphiphilic nature, biodegradability,
non-toxicity, an increase in the duration of exposure and potential for increasing drug bioavailability. Furthermore, their
structure can be manipulated in terms of shape, size, and rheological properties, in order to enhance their performance [1–
4].

Modified release dosage forms are a group of drugs characterized by an altered release mechanism and pattern. Such
dosage forms really affect the pharmacokinetics of drugs, leading to changes in the parameters of efficacy and tolerability
in accordance with clinical needs [5–7]. Drug delivery systems using colloidal particulate carrier such as niosomes,
ethosomes or liposomes have distinct advantages over conventional dosage forms.

Niosomes are thought to be better candidate’s drug delivery system due to the various factor like cost, stability and
less toxic. In contemporary times, niosomes have been extensively studied for their potential to serve as carrier for delivery
of drugs, hormone, antigen and other bioactive agents [8–14].

Niosomal vesicles can be used to deliver a wide range of drugs due to the ability to retain hydro- lipo- and amphiphilic
substances [15–17]. Further advantages provided by vesicular carriers include protection of the active agents against
enzymatic and chemical degradation, and possibility minimization of side effects.

Investigation of the rheological properties of niosomal dispersions is necessary in designing targeted drug delivery
systems because it allows one to substantiate and optimize effective technologies for increasing their bioavailability,
stability and biodistribution in the body [18–24].

As known, the relation of viscosity with the structure of colloidal systems was revealed long ago and was well
described in a literature [25–28]. However, many of the proposed rheological equations for description of the dispersed
systems indicate the absence of unified approach. There are some rheological equations that describe disperse systems of
different physical and chemical nature, and, conversely, one disperse system can be described by fundamentally different
rheological equations.

In general case, the rheological equation can be presented in the form:

τm = τm0 + ηnυn, (1)
where τ is the shear stress, τ0 is the ultimate shear stress, η is the dynamic viscosity coefficient, m and n are exponents,
v is the shear rate. Such equations make it possible to achieve the most accurate calculations of the flow of the dispersed
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systems. But they are not informative for fundamental research, since there are no parameters characterizing colloidal
systems at the level of intermolecular interactions. Nowadays, the universal equation that allows one to study the viscosity
of dispersed systems taking into account intermolecular interactions is the Eyring–Frenkel equation:

η = A exp (E/RT ) , (2)

whereA is a constant which has units of viscosity,R is the universal gas constant, T is the temperature, E is the activation
energy of a viscous flow, which characterizes intermolecular and interparticle interactions, as well as the microstructural
ordering and the stability of the dispersed systems. It can be concluded that the rheological behavior of niosomal disper-
sions is determined not only by the temperature and the volume concentrations of the dispersed phase, but also by the
stress and the shear rate at which the flow occurs.

This study is aimed to the main structural and mechanical (rheological) properties of niosomal dispersions based on
PEG-12 Dimethicone and to identification of factors that affect the rheological stability during their storage.

2. Material and methods

Structural and mechanical properties were evaluated for the samples of niosomal dispersions by using of rotational
viscometer Rheotest RN 4.1, (“RHEOTEST Messgerate Medingen Gmbh”, Germany). To obtain the flow curves of the
samples study, the cylindrical system was used, which made it possible to achieve greater accuracy in measuring the
viscosity. The temperature system operates in the temperature range (−10 ◦C; +180 ◦C). It allows one to quickly set and
control the temperature of the test sample with an accuracy higher than 0.1 ◦C.

The niosomes were prepared by an original technology [29]. Niosomes vesicles consisted of PEG-12 Dimethicone
(“Dow Corning”, USA), which possesses amphiphilic properties. Its allow the water-soluble part (polyethylene glycol) to
orient itself into water, and the fat-soluble part (dimethicone) into lipids (Fig. 1).

FIG. 1. Structure of a silicone-based niosome

In the hydrophilic part of dimethicone, there are functional groups of silicon oxide. The length of the Si–O bond
is 1.6 Å, which is much longer than the C–C bond of 1.4 Å. The Si–O–Si bond angle is 130 degrees, in contrast to the
109 degrees of C–C–C bond. It leads to increase of the elasticity and the stability (Fig. 2). Due to this, the functional
groups of the molecules are able to rotate with respect to each other. This gives one niosomes with greater elasticity than
liposomes made up of phospholipids.

FIG. 2. Chemical structural PEG-12 Dimethicone

Using of PEG-12 Dimethicone led to the formation of vesicles without significant energy efforts. Stage of formation
of vesicles occurred with intensive mechanical mixing using an automatic reclosure homogeniser. Dispersion was placed
in a vessel for ultrasonic treatment. Ultrasonic sounding was carried out at frequency of 20 kHz, power of 200 W, the
exposure time of 10 min. Monolamellar niosomes with 80 – 150 nm in size were formed. Then samples were diluted
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with ultrapure water to the required concentrations. All the reagents and chemical used in present study were of the
highest purity available and were used as received. For a degree estimation heterogeneous niosomal dispersions used the
microphotos received by means of scanning electronic microscopy (Tescan Mira 3 Im). The particle size, determined by
Image J, MS Excel statistical package program, was used to perform the analysis [30, 31].

3. Results and discussion

Niosomal dispersions with volumetric concentrations of 1, 5 or 10 % were selected for the research. It is clear that
the rheological features of the behavior of niosomal dispersions with a change in temperature may indicate a change in
indicators of both sedimentation and aggregative stability. Dependences of the viscosity on the temperature of niosomal
vesicles of various concentrations were studied (Fig. 3). The viscosity at different temperatures was determined by
changing the shear stress in the direction of increasing the shear rate.

FIG. 3. Change in viscosity with rise in temperature for 1 % (circles), 5 % (squares) and 10 % (trian-
gles) concentration

These curves illustrate a typical decrease in viscosity with increasing temperature for various concentrations, but
with different degrees of intensity. This can be explained by a decrease in the forces of interaction between the niosomes
vesicles with increasing temperature. As the volume concentration increases, a more pronounced dependence of the
viscosity on temperature was observed. It can be assumed that further increase concentration of the dispersed phase will
lead to the interaction of its particles, similar to the association of molecules and ions in true solutions up to the onset of
coagulation.

To characterize the intensity of intervesicular interaction, it is necessary to estimate the value of the activation energy.
In this connection, for the investigation of the behavior of niosomal dispersions of various concentrations, graphical
dependences of the effective viscosity on the absolute temperature were plotted in coordinates ln η − 1/T (Fig. 4).

The energy of activation of the viscous flow was calculated based on the Arrhenius law. It can be presented of the
form:

∆E = R · d (ln η)

d (1/T )
, (3)

where T is temperature, K; R = 8.3144, J/(mole·K) is the universal gas constant; E is the energy of activation of the
viscous flow (J/mole) required for the transition of particle (flow unit) from one equilibrium position to another.

A typical electron micrograph of niosomes vesicles with an average size of 100 nm is shown in Fig. 5. The mi-
crophotograph shows that niosomes, for the most part, are spherical particles. Niosomal dispersion is heterogenous in
volume [26, 27], but may be considered as a system consisting of separate particles each of which can move on free
volume not occupied by other vesicles, but influencing it. In this case, we can consider the niosomal dispersion like a
pseudohomogeneous system.
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FIG. 4. Dependences of the logarithm of viscosity of niosomal dispersion on the inverse absolute tem-
perature for different concentration: 1 % (circles), 5 % (squares) and 10 % (triangles)

FIG. 5. Micrograph of niosomes obtained by Scanning Electron Microscopy (SEM)

The obtained dependencies are linear. In this case, the activation energy of the viscous flow of niosomal dispersions
can be calculated from the slope of the plot of the logarithm of viscosity against the reciprocal temperature:

a = tanα =

(
ln η0

)
1
−
(
ln η0

)
2(

103

T

)
1
−
(

103

T

)
2

. (4)

Increase in the energy of activation of the viscous flow of niosomal dispersions in the concentration range of 1 –
10 % (Table 1) may indicate a decrease in the adsorption interaction and the transition of the system to a more struc-
tured (ordered) state. The obtained values of the energy of activation of the viscous flow can be used as a comparative
characteristic of their stability during the long-term storage: the higher this indicator, the higher the stability.

To investigate the rheological behavior of niosomal dispersions in terms of stress and shear rate, the flow curves were
studied (Fig. 6(a, b, c)).
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TABLE 1. The energy of activation of the viscous flow of the niosomal dispersions for various volu-
metric concentrations

No. ϕ, % a E, kJ/(mole ·K)

1 1.0 1.33 11.05

2 5.0 1.97 16.37

3 10.0 2.00 16.62

(a)

(b)

(c)

FIG. 6. Flow curves of the niosomal dispersions for different values of volumetric concentration:
ϕ = 1 % (a), ϕ = 5 % (b), ϕ = 10 % (c)
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As can be seen from the graphs, in the studied range of temperatures and shear rates, niosomal dispersions exhibit
the properties of Newtonian fluids. It means that we can assume that in the studied colloidal system, there are no large
aggregates of particles. The existing aggregates are smaller than the critical size in the given interval of velocities and
they are not destroyed in the shear flow. Furthermore, with an increase in the shear rate, the viscosity does not change,
which also indicates the constancy of the size of niosomal vesicles. However, the process of formation of some aggregates
during interaction of individual vesicles and their subsequent rapid destruction cannot be excluding.

In order to study the stability of niosomal dispersions during their storage, experiments were repeated after 72 hours
and the values of viscosity were determined at the same shear rates. Results obtained showed the absence of significant
changes in the rheological parameters of the niosomal dispersions of the considered concentrations.

4. Conclusions

The use of niosomes based on PEG-12 Dimethicone as a targeted Drug Delivery System is expected to increase in
foreseeable future. Silicon-based niosomes are promising drug carriers for the future with greater physical and chemical
stability. Study of the rheological properties of niosomal dispersions based on PEG-12 Dimethicone and the ability to
control the processes occurring in them are important for achieving optimal conditions for the development and storage
of these nanocontainers.

The primary conclusions of this investigation are as follows:
(1) The niosomal dispersion of various concentrations shows a waiting decrease in viscosity with increasing temper-

ature. This dependence was more significant if the volume concentration increases.
(2) The increases of the energy of activation of the viscous flow of niosomal dispersions with the growth of concen-

tration indicates the pass into a more structured state.
(3) The flow of niosomal dispersions in the investigated temperature range obeys Newton’s law.
(4) There are no significant changes in the rheological parameters of the niosomal dispersions with time in range up

to 72 hours.
The results can give a better understanding of the mechanism of viscous flow of the niosomal dispersions.
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1. Introduction

Inorganic-polymer composites have recently been increasingly used in various fields of technology. One such ap-
plication is the use of nanocomposites containing the Nafion proton-conducting polymer and a carbon material (usually
carbon black) with catalyst nanoparticles on the surface for electrochemical energy conversion devices such as fuel cells,
electrolyzers, etc. This is a fairly wide range of products, including various low-temperature fuel cells and water elec-
trolyzers [1]. The reduction in cost and increase in the competitiveness of such devices is largely due to the solution of the
problem of their durability. The related new knowledge about degradation mechanisms should serve both as a theoretical
and practical basis for further development of membrane electrode assemblies (MEA).

A significant number of works have been devoted to the study of degradation processes in the MEA. Note that, despite
the fact that the historical depth of publications is estimated at an impressive period of more than 10 years, the service
life of modern MEAs is still not long enough and is about 5000 hours with a voltage loss of about 10% of the original
one. Aging is associated with common electrochemical processes, such as electrochemical and chemical oxidation of the
carbon and metal components of the electrode, recrystallization of metals, ingrowth of metal dendrites into the proton-
conducting membrane, violation of the integrity of the membrane due to chemical and electrochemical oxidation-reduction
processes [2–9].

One of the reasons for the deterioration of the characteristics of a fuel cell with a proton-conducting membrane is
the migration of Nafion in the electrode, as a result of which inhomogeneity appears and the resistance to proton transfer
increases [10]. The creation of new methods for extending the service life of electrochemical devices based on MEA
containing Nafion is an urgent task.

Another promising field of application of inorganic-polymer composites is the elaboration of anti-radar coatings. In
addition to the requirements associated with their functional properties, some of them are related to the microstructure
and also physical and operational characteristics. For example, review [11] notes that an ideal shielding material should
demonstrate high attenuation over a wide frequency range, low density, good thermal stability, and low cost. An important
feature is the presence of good characteristics in high temperature conditions, which result from aerodynamic heating.
Various carbon-based structures, having these properties and, in particular, the ability to strongly absorb electromagnetic
waves, have attracted much attention as possible coatings of this kind. The use of substances such as carbon black [12],
carbon nanotubes [13], carbon fibers [14], biomass carbon [15], graphite [16], and graphene-like materials [17, 18] has
been considered. A possible way to create anti-radar coatings is utilizing of conducting polymers as matrices for the
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embedded carbon nanoobjects [19, 20]. For example, in [19], a single-layer absorber based on a phenol resin reinforced
with a polyaniline/expanded graphite composite, synthesized by in situ polymerization of aniline in an acidic medium,
was studied. It was shown that attenuation in such a medium increases in the microwave range.

A negative factor in the synthesis of inorganic-polymer composites degrading their absorbing characteristics is the
agglomeration of nanoparticles of the embedded material, which not only violates microhomogeneity, but also reduces
the surface area of the dispersed component.

Composites based on the proton-conducting polymer Nafion and nanostructured carbon materials are relatively poorly
studied [20], but they seem perspective both in terms of providing a stable homogeneous microstructure (since Nafion has
pronounced surface-active properties and stabilizes nanosized carbon structural elements, preventing their agglomeration)
and also because of their anti-corrosion performance [21]. In addition, the intercalation of carbon materials into the
composite enhances the thermal stability of Nafion [22].

Thus, inorganic-polymer composites have great potential for practical application in various fields, although there
is a problem of their stability. Due to the combination of ionic conductivity, surface active properties, and the ability to
inhibit corrosion, Nafion is of particular interest for use in composites with carbon materials. Carbon nanomaterials have
different formation at the micro level, which determines many of their structure-dependent properties. So, graphene is
often considered as a pseudo-two-dimensional material, while carbon black is a conventional three-dimensional material.
Due to this, different influence of these materials on the characteristics of the composite is expected.

The goal of this work is to study the causes and features of the stabilizing effect in a composite containing a dispersed
phase of carbon nanostructured materials of various morphologies: pseudo-two-dimensional low-layer graphene and
three-dimensional carbon black in the Nafion polymer medium.

2. Materials and experimental technique

In the work, thermally expanded graphite (TEG) obtained by the technology described in [23] (NP Tomsk Atomic
Center) and commercial carbon black of the Vulcan XC-72 type were used as a carbon filler. The polymer matrix was
obtained from a solution of Nafion brand DE1021 (DuPont). For the thermogravimetric study of Nafion, an aqueous
isopropanol solution was prepared - isopropanol (99.80%, special purity, EKOS-1 JSC) with a content of 2 wt. % Nafion;
the solution was dried on glass under normal conditions to an air-dry state (relative humidity ∼40–50%), and then the dry
residue was removed with a spatula.

Nafion/TEG and Nafion/Vulcan two-component composites were made by mixing precise weights of the components
in isopropanol/watermixture, taken in 1:1 volume ratio, followed by mechanical stirring and ultrasonic homogenization.
The ratio of solid and liquid phases in the dispersion was maintained within (1:40)–(1:80) depending on the content of the
carbon component. The higher the content of the latter, the more the liquid phase was added to ensure complete wetting
of the solid components. The treatment was carried out in a Branson 3510 bath at an ultrasound operating frequency of
40 kHz and a power of 130 W for about 30–50 h until a visually homogeneous dispersion was obtained. The dispersion
was dried on glass under normal conditions to an air-dry state (∼40–50% relative humidity) with subsequent removal of
dry residue.

The carbon materials used in the work were characterized by electron microscopy and adsorption-structural analysis
by low-temperature nitrogen adsorption.

Microscopic studies were carried out using electron microscopes Quanta 200 and JEM-2100F and at the Engineering
Center of St. Petersburg State Institute of Technology on TESCAN and VEGA 3 SBH.

The morphology of carbon materials was studied using the ASAP 2020 specific surface analyzer. The specific surface
area of the sample (Ssp), specific volume (Vsp) of pores, size, and pore size distribution were calculated using the BET
method. Bulk density and specific pore volume were determined independently by gravimetric technique.

NMR experiments were performed on the equipment of the resource Center for Magnetic Resonance of St. Petersburg
State University as follows. On a Bruker AVANCE III WB 400 spectrometer (magnetic field strength 9.4 T), the responses
of 1H, 19F, and 13C nuclei were recorded, the operating frequencies for which are 400, 376, and 104 MHz, respectively.
The sample was placed in a probe - zirconium oxide rotor with an outer diameter of 4 mm, rotating at a magic angle
with different frequencies (usually 12.5 kHz, although in some cases it was not possible to achieve this value due to the
high conductivity of the substance). For the spectra of fluorine, several frequencies were used to determine the isotopic
components of the spectrum. Tetramethylsilane was taken as an external reference for the 1H and 13C nuclei, and a one-
molar aqueous solution of lithium fluoride was used for the 19F nuclei. To excite the resonance, a single-pulse sequence
with a pulse duration and a relaxation delay of 2.5 µs and 30 s for 1H, 1.2 µs and 30 s for 13C, and 2.9 µs and 2 s for 19F,
respectively, was used.

The thermal stability of the composites was studied on a Mettler-ToledoTGA/DSC 1 derivatograph with STAReSys-
tem software. A sample of the material (2–3 mg) was placed in alundum crucible located in the instrument chamber.
Registration of thermogravimetric curves (TG) was performed with air blowing through the chamber at a flow rate of
30 cm3 min−1 in the mode of monotonic temperature rise at a rate of 5 K min−1 in the range of 35–1000◦C.
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TABLE 1. Structural characteristics of the investigated carbon materials

Material
Bulk density,

g/cm3 Porosity, %

Specific pore volume
over the entire size range
(including macropores),

cm3·g−1

Specific surface
area, m3/g

TEG 0.002 99.9 500 143

Vulcan XC-72 0.26 88.0 1.7 200 – 250

3. Results and discussion

Micrographs of the studied carbon materials are shown in Fig. 1, from which it can be seen that they have a signifi-
cantly different structure. Fig. 1a demonstrates the flakes of the initial TEG. It should be noted that this material has a very
small bulk density (see Table 1), and after dispersion in isopropanol-water-Nafion medium, a homogeneous dispersion
consisting of smaller graphene structures forms, up to graphene containing 1–3 layers [24]. The TEG (Fig. 1a, Fig. 1b) is
built from graphene planes, while Vulcan (Fig. 1c, Fig. 1d) consists of spherical globules with a size in the range of about
60–100 nm.

Some structural characteristics of the carbon materials are given in Table 1. As follows from it, in the initial state both
of them have a fairly close specific surface area, however, the porosity of TEG is significantly higher, which is explained
by the peculiarities of its microcomposition: a system of flakes in the form of fused petals.

FIG. 1. Micrographs of the carbon materials: (a) SEM image of thermally expanded graphite flakes,
(b) SEM image of the structure of thermally expanded graphite, (c) SEM image of Vulcan, (d) TEM
image of Vulcan

The 1H NMR spectra of the samples under study are shown in Fig. 2 (for Nafion/TEG, Nafion/Vulcan, and for pure
Nafion in Figs. 2a, b and c respectively). Note that the signal-to-noise ratio for composites with carbon materials is much
lower than for pure Nafion, which is owing to the presence of a conductive carbon phase and, consequently, a decrease
in the Q-factor of the resonant circuit. It can be seen that the pure polymer Nafion has narrow intense inhomogeneously
broadened spectral line with a chemical shift of 7.3 ppm (Fig. 2c), typical for water molecules in ionized pores of Nafion.
This line is not observed in composites. Nafion/TEG exhibits a broad unresolved line with a maximum of about 1.7 ppm
(Fig. 2a), which may be associated with a fast relaxation rate due to the presence of a highly conductive phase in the
sample. The Nafion/Vulcan spectrum contains three broadened components with shifts of about 5.7, 1.3, and - 6.5 ppm,
as well as a low-intensity peak of about 4.5 ppm (Fig. 2b). The narrow line is characteristic for free water, which could be
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released from the sample mass under the influence of the rotation. The line of about 5.7 ppm most likely corresponds to
the signal of water in the pores of Nafion with a lower degree of their intrapore ionization. A shift of the proton response
to the negative region of the spectrum (as in the resonance near - 6.5 ppm) can be observed in cases when the hydrogen
atom is additionally shielded (for example, it is located in a metal or other conductive matrix).

FIG. 2. Solid-state NMR spectra on the nuclei of 1H of composite Nafion/carbon materials (wt. : wt.):
a) Nafion/TEG 1 : 4; b) Nafion/Vulcan 1 : 4; c) Nafion 1 : 0

NMR spectra on 13C nuclei have a wide unresolved line of about 111 ppm for pure Nafion and a broadened line in
the region of the same chemical shift for the composition of Nafion/Vulcan. For the Nafion/TEG sample, the 13C NMR
spectrum could not be registered.

In all samples, the signals of 19F were registered with a set of spectral components characteristic of Nafion. For
Nafion and Nafion/Vulcan, the components – 80 ppm (OCF2 and CF3), – 117 ppm (SCF2), – 122 ppm ((CF2)n), –
138 ppm(CF(b)) and – 144 ppm (CF(s)) were resolved [25]. In Nafion/TEG, one unresolved broadened line was observed
with a maximum of about – 122 ppm.

A significant broadening of the NMR lines from the 1H and 19F nuclei, as well as the impossibility of registering
the 13C spectrum for the Nafion/TEG sample, is associated with the high conductivity of TEG, which leads to a decrease
in the Q-factor of the resonant circuit and/or to acceleration of relaxation processes. On the other hand, the presence of
Vulcan particles in the Nafion/Vulcan sample does not cause a similar cardinal suppression of the spectrum, which seems
to be due to the lower conductivity of this composite.

The absence of 1H lines in the region of 7.3 ppm for composites with TEG and Vulcan may indicate the disappearance
of a large number of pores inside the Nafion matrix because of their filling with particles of modifying materials, or
monomolecular enveloping of these particles with Nafion polymer fibers [26].

Fig. 3 shows the results of thermogravimetric analysis of composites. It can be seen that the thermal destruction of
Nafion for the Nafion/TEG composite occurs in one stage – there is one stage of mass loss on the TG dependence, which
corresponds to one pronounced peak on the differential termogravimetric curve (DTG). In the case of the Nafion/Vulcan
composite, three areas of mass loss can be noted on the TG with three resolved peaks on the DTG (Peak temperatures
are summarized in Table 2). This behavior may indicate the formation of a part of Nafion in the composite without the
formation of spherical clusters containing sulfogroups on the inner surface, which is also confirmed by NMR data. Such
structural features may be the reason for the increase in thermal stability.

The data in Fig. 3 and Table 2 demonstrate higher thermal stability of the Nafion/TEG composite compared to
Nafion/Vulcan. The temperatures of the destruction peaks of these composites are still quite close, which is consistent
with the proximity of the resonance frequencies in the NMR spectra.

4. Conclusion

Thus, the NMR studies of Nafion/carbon composites supplemented with thermogravimetry showed a strong influence
of the carbon filler on the polymer. The presence of TEG and Vulcan leads to a change in the structural and physico-
chemical characteristics of Nafion and increases its thermal stability due to the possible disappearance of a large number
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FIG. 3. Thermogravimetric and differential thermogravimetric destruction curves of Nafion when
heated of composites Nafion/carbon material (wt. : wt.): 1 – Nafion/TEG 1:4; 2 – Nafion/Vulcan
1:4

TABLE 2. Nafion thermal destruction peak temperatures in Nafion/carbon composites (wt. : wt.): 1:4

Composite Peak number T, ◦C

Nafion/TEG 1 412

1 348

Nafion/Vulcan 2 374

3 402

of pores inside the Nafion matrix from - with particles of modifying materials or monomolecular coverage of these
particles by polymer fibers Nafion. Besides, it was found that different carbon materials have different influence on the
properties of Nafion.
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ABSTRACT Based on the symmetry related concept of the group theory we predict two structures with enan-
tiomorphic space groups PI43 and PI41. These phases arise as a result of spin ordering on 16d Wyckoff
position in crystals with space group Fd3m. It is shown that PI43 and PI41 hypothetical magnetic structures
are multiferroics of type II. The ferroelectric polarization emerges through a mechanism of the hybrid improper
ferroelectricity allowing trilinear coupling of polarization and two other antiferromagnetic order parameters. In
addition to improper ferroelectricity, the symmetry analysis proves the possible coexistence of other improper
ferroic orders including orbital, ferroelastic, ferroelastoelectric, ferrobielastic, optical, ferroaxial, ferrotoroidic,
gyrotropic and other crystal freedom degrees.
KEYWORDS spin order, multiferroics, improper ferroelectrics, trilinear coupling, multi-order state, secondary
ferroics.
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1. Introduction

Magnetoelectric multiferroics demonstrate both magnetic and ferroelectric order with the mutual influence of the cor-
responding properties on each other. Thus, the electric field control of magnetization or vice versa magnetic field tunable
electric polarization are possible that opens up a wide range of practical applications including magnetic field sensors,
electrically tunable microwave resonators, random access multi-state memories and many others [1]. The classification
by Khomskii distinguishes two types of multiferroics [2]. In a type-I multiferroics, ferroelectricity and magnetism appear
independently and, most often, different subsystems and ions are responsible for them. Classical examples are oxides with
the perovskite structure BiFeO3 and BiMnO3, in which ferroelectricity is due to Bi3+ ions with a lone pair of electrons
in the A sublattice, and magnetism is associated with ions with a partially filled d shell in the B sublattice [3–5]. The
magnetic and ferroelectric degrees of freedom in these systems are coupled, but the magnetoelectric coefficients are rather
low that hinders many applications. In a type-II multiferroics, ferroelectric polarization arises due to magnetic ordering,
which usually leads to a stronger magnetoelectric interaction. Typical examples are TbMnO3 [6], Tb2Mn2O5 [7] and
many other structures, where spin order induces electrical polarization [8].

Approaches to the design of magnetoelectric materials and corresponding nanosystems differ significantly for type
-I and type-II multiferroics. For a long time, it was believed that magnetism and ferroelectricity in one substance should
not coexist due to the so-called “dn–d0 separation” [9]. The meaning of this rule is very simple: substances containing
partially filled d-shells are magnetic, while substances with an unfilled d0-configuration will be non-magnetic but may turn
out to be ferroelectric as a result of the pseudo Jahn-Teller effect (similar to BaTiO3) [10]. Thus, there is a contradictory
requirement for the electronic structure of the single ions responsible for ferroelectricity and magnetism.

One of the main directions in solving the problem of “dn–d0 separation” was the design of materials in which different
sublattices were “responsible” for magnetic or ferroelectric properties. Such materials are type-I multiferroics or ferro-
magnetics [11]. In addition to the already mentioned BiFeO3 and BiMnO3, type-I multiferroics include PbFe2/3W1/3O3,
PbFe1/2Nb1/2O3, various solid solutions based on them, as well as many other complex perovskites of the Pb(B’B”)O3

type. In these cases, magnetic and ferroactive ions occupy different sublattices of the perovskite structure and/or are
randomly mixed in one of the sublattices [3–5].

Another approach to the creation of magnetoelectric materials are composites (two-phase multiferroics) based on
piezoelectric and magnetostrictive components, which often belong to different structural types, as, for example, in the
case of widely studied nano- and bulk composites based on PbZr0.5Ti0.5O3 (perovskite) and NiFe2O4 (spinel) and many

© Talanov V.M., Talanov M.V., Shirokov V.B., 2023
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others [12]. Under the action of a magnetic field, the ferrite is deformed due to magnetostriction. This deformation, in
turn, induces the appearance of an electric charge at the boundaries of the ferroelectric phase as a result of the direct
piezoelectric effect. Thus, the magnetoelectric interaction is carried out due to the magnetic subsystem, which has been
confirmed in various forms of connectivity of the mechanical and ferroelectric components of composites: mixed, layered,
etc. [12].

In recent years, a new line of research has appeared in the field of creating the multiferroics. This line is associated
with the discovery of a hybrid mechanism of improper ferroelectricity in the superlattices of various perovskites, for
example, PbTiO3/SrTiO3 [13–16]. The polarization is possible due to the interaction of several nonferroelectric order
parameters (in the case of the above superlattices, these are different types of oxygen octahedra tilts), which are described
by a trilinear term of the η1η2P form (where η1, η2 are nonpolar distortions, and P is polarization) in the thermodynamic
potential [17]. Later, hybrid improper ferroelectricity was also discovered in single-phase materials, including ordered
perovskites [17–20], Ruddlesden–Popper phases [16, 19–27], molecular perovskites [28, 29], metal-organic frameworks
[23] and other materials, including multiferroics (for example, [16,30]). Thus, the problem of “dn–d0 separation” can also
be solved by creating artificial nanosystems - superlattices consisting of magnetic nonpolar layers, in which polarization
occurs as an integral effect.

In the case of type-II multiferroics, the occurrence of ferroelectric polarization is due to magnetic ordering, which
leads to the loss of the inversion center. In this case, the problem of “dn–d0 separation” is not relevant. To date, the
main microscopic mechanisms of violation of the inversion center because of the specific geometry of both collinear and
noncollinear spin-ordered structures have been identified [3,31]. Thus, in collinear magnetic structures with different types
of magnetic ions (for example, chains of nonequivalent spins directed alternately downward - upward), the occurrence
of polarization is caused by the mechanism of exchange striction [33]. In noncollinear magnets, magnetically induced
ferroelectricity is possible due to the spin-current mechanism or reverse Dzyaloshinsky-Moriya model for canted spins or
spiral magnetic structures [34] including cycloid and transverse conical ones [32].

One of the promising atomic architectures for the implementation of various magnetic orders and, as a result, mag-
netically induced ferroelectricity is the pyrochlore lattice [35,36], which is a part of the structures of pyrochlores, spinels,
and C15 Laves phases (Fig. 1).

FIG. 1. Main structural types of materials with pyrochlore sublattice. Pyrochlore sublattice in Laves
phases (C15) AB2 (a), normal spinel AB2X4 (c), A2B2X6Y pyrochlore (c). In all figures, this sublattice
is shown in red

To date, a huge number of various magnetic materials with a pyrochlore lattice are known, which are characterized
by a diversity of spin-ordered structures [32, 35]. This lattice is a platform for the implementation of various types of
competing and coexisting interactions, which is due to strong geometric frustration. Materials with pyrochlore lattices tend
to exhibit a very complex relationship of interacting structural, orbital, charge, and spin degrees of freedom. The nature
of such multi-order determining the unique physical properties of this class of materials cannot be understood without
profound knowledge of group-theoretical symmetry principles. The aim of this work is to make a group-theoretical
prediction of some types of the complex multi-orders, similar to improper ferroelectricity in type II multiferroics, and
generated by ordering the spins of magnetic cations on the pyrochlore lattice.

2. Methods

We will consider the case of the formation of spin-ordered structures that is not accompanied by the splitting of the 16d
Wyckoff positions of the Fd3m space group. If we take this limitation, within the framework of Landau phase transition
theory, it is sufficient only to consider the magnetic order parameters (OPs) with two propagation vectors k = (0, 0, 0) and
k = (0, 0, 1). For irreducible representations (irreps) of these wave vectors, the magnetic representations are as follow:

Tmag =
(
mΓ+

2

)
⊕
(
mΓ+

3

)
⊕
(
mΓ+

5

)
⊕ 2(mΓ+

4 ) for k = (0, 0, 0), (1)
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TABLE 1. Theoretically predicted structures of the type-II multiferroics derived from cubic pyrochlore
lattice without splitting of the initial 16d Wyckoff crystallographic positions of Fd3m space group

Primary OPs Secondary OPs Magnetic space group Basis vectors Origin Size

Γ+
1 (a)

Γ−1 (a) P143

mX3 (0, 0; 0, 0; a, 0) Γ−3 (0, a) (No. 78.24) (1/2,1/2,0)

mX4 (0, 0; 0, 0; a, 0) Γ−4 (0, 0, a) UNI: (-1/2,1/2,0) (-3/8,3/8,0) 2

Γ+
3 (a, 0) P43.1

′
I [I41] (0,0,1)

Γ+
4 (0, 0, a)

Γ+
1 (a)

Γ−1 (a) P141

mX3 (0, 0; 0, 0; 0, a) Γ−3 (0, a) (No. 76.12) (1/2,1/2,0)

mX4 (0, 0; 0, 0; 0, a) Γ−4 (0, 0, a) UNI: (-1/2,1/2,0) (-1/8,1/8,0) 2

Γ+
3 (a, 0) P41.1

′
I [I41] (0,0,1)

Γ+
4 (0, 0, a)

FIG. 2. Symmetric ways of formation of enantiomorphic structures with space groups PI43 and PI41

from the initial symmetry group Fd3m. The OPs that generate transformations of structures are marked
in red. Enantiomorphic pairs of structures are connected by green dotted arrows
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FIG. 3. Mechanism of the spin-induced polarization formation via trilinear coupling on the examples
of an improper ferroelectric phases with space groups PI43 (No. 78.24) and PI41 (No. 76.12)

Tmag = (mX3)⊕ 2 (mX4)⊕ (mX1)⊕ 2(mX2) for k = (0, 0, 1), (2)
The compositions of the magnetic representations (1 and 2) determine the variety of magnetically ordered phases,

possible types of phase diagrams and physical properties.
At present, some group-theoretical tasks of the magnetic phase transitions theory can be solved using computer

programs (ISOTROPY Software Suite [37] and Bilbao Crystallographic Server [38]). In our work, we used ISODISTORT
[37], k-Subgroupsmag/Get mirreps [38], MAGMODELIZE programs [38]. Magnetic structure visualization was made
by VESTA [39].

3. Results and discussion

According to our calculations, the magnetic representations (1 and 2) determine the possibility of the existence of 25
phases [32]. In the context of possible multiferroic phases, we underline two structures PI43 (No. 78.24) and PI41 (No.
76.12) which are induced by two OPs transformed by irreps mX3 and mX4 (with different OPs direction for these
phases). Table 1 shows the sets of OPs that determine the magnetic structure, magnetic space group (Belov–Neronova–
Smirnova [40] and new unified (UNI) [41] designation), secondary OPs, basis vectors of the primitive cell and the change
in the volume of a primitive cell (column “size”). Note that the sets of secondary OPs in the formation of PI43 and
PI41 structures are the same. Symmetry analysis makes it possible to establish the physical realization of the secondary
OPs: ferroelastic (irrep Γ+

3 ) and nonferroelastic (irreps Γ−3 and Γ−4 ) displacements of atoms [36, 42], as well as ordering
(irreps Γ+

3 and Γ+
4 ) of d-orbitals [43].

The symmetry of predicted spin-ordered structures allows physical properties described by tensors of different orders
(secondary ferroics) [32]. Table 2 lists some of these simple tensor properties, the irreducible representations by which
they are converted, as well as the secondary order parameters from Table 1. Therefore, the predicted crystals are improper
ferroics or type-II multiferroic materials. The analysis of the secondary OP (Table 1 and Table 2) shows that the improper
ferroelectrics with the PI43 and PI41 structure can also be ferroelastic, ferroelastoelectric, ferrobielastic, ferrotoroidic
and gyrotropic phases [44–47].

Spin ordering led to the formation of enantiomorphic (chiral) structures with PI43 – and PI41 – symmetries. They
form an enantiomorphic pair. We see (Fig. 2) that the final PI43 – and PI41 – phases can be obtained in various symmetry
ways from the initial phase. This conclusion corresponds to the so-called variable principle, which was first established
in work [48]. From the initial structure with the Fd3m space group, this enantiomorphic pair is obtained through inter-
mediate structures (Fig. 2). The intermediate structures, in turn, form two enantiomorphic pairs: P4122 – P4322 and
P41212 – P43212. Enantiomorphic crystals modify one into another in mirror reflection. One of these modifications is
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TABLE 2. Predicted improper physical properties of the crystals with PI43 and PI41 space group

Examples of physical
properties or phenomena

Macro-
parameters

Decomposition
of reducible presentation

Secondary OPs
from Table 1

Ferroelectric, polarization Γ−4 Γ−4 Γ−4 (0, 0, a)

Ferroelastic, strain, stress,
[(

Γ−4
)2]

Γ+
1 + Γ+

3 + Γ+
5 Γ+

3 (a, 0)

permitivity

Longitudinal piezoelectric
[(

Γ−4
)3]

Γ−2 + 2Γ−4 + Γ−5 Γ−4 (0, 0, a)

effect tensor

Symmetric in all indices

fourth-rank tensor, cubic
[(

Γ−4
)4]

2Γ+
1 + 2Γ+

3 + 2Γ+
5 + Γ+

4 Γ+
3 (a, 0)

susceptibility tensor Γ+
4 (0, 0, a)

neglecting dispersion

Ferroelastoelectric, Γ−3 (0, a)

piezoelectric tensor,
[(

Γ−4
)2] (

Γ−4
)

Γ−2 + Γ−3 + 3Γ−4 + 2Γ−5 Γ−4 (0, 0, a)

electro-optic coefficient

Ferrobielastic, Γ+
3 (a, 0)

electrostriction, elastooptic
[(

Γ−4
)2]2

3Γ+
1 + Γ+

2 + 4Γ+
3 + 3Γ+

4 + 5Γ+
5 Γ+

4 (0, 0, a)

or piezooptic tensor

Axial crystal A Γ+
4 Γ+

4 (0, 0, a)

Ferrotoroidic A
(
Γ+

4

)
Γ+

4 Γ+
4 (0, 0, a)

Optical activity, gyration ε
[(

Γ−4
)2]

Γ−1 + Γ−3 + Γ−5 Γ−1 (a)

tensor Γ−3 (0, a)

Enanthiomorphism, ε Γ−1 Γ−1 (a)

Pure gyrotropic phase

Gyrotropic ferroelastic Γ−3 Γ−3 Γ−3 (0, a)

Gyrotropic ferroelectric Γ−4 Γ−4 Γ−4 (0, 0, a)

Explanations for Table 2. Γ−
4 – the vector representation of the Fd3m symmetry group, A – the axial

representation of the Fd3m symmetry group, ε– pseudo scalar. Secondary OPs from Table 1 for primary OPs:

mX3(0, 0; 0, 0; a, 0) + mX4(0, 0; 0, 0; a, 0) and mX3(0, 0; 0, 0; 0, a) +mX4(0, 0; 0, 0; 0, a) are the same.

conventionally called “right”, and the other - “left”. Enanthiomorphic objects are described by a point symmetry group
containing only symmetry axes. Both forms of enantiomorphic crystals have optical activity (gyrotropes), but the crystal
rotates the plane of polarization of light propagating along the optical axis, either along the left screw for one modification
or the right screw for the other modification to the same angle.

However, the conditions for the existence of enaniomorphism do not completely coincide with the those for the
existence of the optical activity. A novel functionality of enantiomorphic (chiral) materials is discovered in spintronics,
which is known as “Chirality Induced Spin Selectivity” effect [49–52]. In our study, we established the opposite effect -
the emergence of enantiomorphic (chiral) structures as a result of spin ordering associated with the lattice deformations
and orbital ordering.

The symmetry allows trilinear coupling through mixed invariant γMmX3
MmX4PΓ−

4
in the thermodynamic potential,

where γ is a coefficient characterizing the strength of the magnetoelectric coupling (by this invariant); MmX3
, MmX4

and
PΓ−

4
are antiferromagnetic (MmX3

and MmX4
) and ferroelectric (PΓ−

4
) OPs transformed according irreps mX3, mX4
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and Γ−4 , respectively. Thus, space-inversion symmetry breaking the emergence of the spontaneous polarization results
from the interaction between two antiferromagnetic orders, which do not separately lead to the ferroelectric distortion
(Fig. 3). From the symmetry consideration, the emergence of spin-induced polarization in these phases is similar to
the mechanism of the hybrid improper ferroelectricity in artificial superlattices (PbTiO3/SrTiO3 [13]) and Ruddlesden–
Popper perovskite-like phases (Ca3Mn2O7 [16]). But in these examples the linear polarization is the product of interaction
between two types of the octahedron rotational modes (instead of the two types of antiferromagnetic OPs) through trilinear
coupling term in the Landau thermodynamic potential. Thus, these theoretically predicted phases can be attributed to the
multiferroics of type-II according to the Khomskii classification [2].

Considering a variety of spin-ordered pyrochlore-like compounds, we expect that they may be a potential arena for
ferroaxial materials. Ferroaxial order is discussed as a new class of ferroic states in recent years [46, 53–55]. The so-
called ferroaxial transitions (a transition from nonferroaxial to ferroaxial phases) are characterized by rotational structural
distortions that break the mirror symmetry. Among the 32 crystallographic point groups, there are 13 ferroaxial (or
pyroaxial) groups (1, 1, 2, m, 2/m, 3, 3, 4, 4, 4/m, 6, 6, and 6/m [56], among which there is a point group 4. In the
ferroaxial state, clockwise and counterclockwise rotational distortions are energetically equivalent and form domain states
whose spatial distributions have been reported recently [54–59]. However, transition m3m → 4 is not pure ferroaxial
species because it accompanies ferroelectric, ferroelastic, gyrotropic transitions. Only a few ferroaxial materials that show
a pure ferroaxial transition are reported to date [e.g., RbFe(MoO4)2 (3m → 3 at 190 K [60]) and NiTiO3 (3m → 3 at
1560 K [61])].

We consider also gyrotropic phase transitions in which the initial phase is optically inactive or non-gyrotropic; There-
fore, the ferroic optically active phase will be called the gyrotropic phase. The appearance of a spontaneous gyrotropic
phase, which is not accompanied by either ferroelectricity or ferroelasticity, corresponds to the formation of so-called
pure gyrotropic phase [47]. If the formation of a gyrotropic phase is accompanied by the appearance of polarization
or deformation in the ferroic phase, then the optically active phase will be called gyrotropic ferroelectric or gyrotropic
ferroelastic, respectively.

Thus, the predicted pyrochlore-like phases with PI43 and PI41 space symmetry are characterized by a complex
and multi-order, including the structural, orbital, spin, optical, ferroaxial, ferrotoroidic, ferroelastoelectric, ferrobielastic,
gyrotropic, electrical and other crystal freedom degrees.

4. Conclusions

In our work, we predict the possibility of the existence of two enantiomorphic multiferroics of type II with PI43- and
PI41- symmetries, whose ferroelectrical properties appear as a result of magnetic ordering on the 16d Wyckoff positions
in the initial Fd3m phase with pyrochlore sublattice(s). These multiferroics are objects to be searched and studied, since
they can have not only magnetic and electrical properties, but, at the same time, they can have other above mentioned
physical properties. This complex multi-order may result in unusual physical properties of the above materials.
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ABSTRACT The dependence of the lifetimes and rates of spontaneous nucleation of topological magnetic soli-
tons on the external magnetic field is calculated within the framework of the harmonic transition state theory
for magnetic degrees of freedom. For two-dimensional magnetic skyrmions, the influence of the magnetic field
on the collapse rate was found to be greater than on the nucleation rate. This is explained by the weaker
dependence of the energy of the transition state on the external field compared to the energy of the metastable
skyrmion. The balance of the nucleation and collapse of skyrmion rates makes it possible to determine the
average equilibrium concentration of skyrmions in a thin film as a function of the external field and temperature.
It is shown that skyrmion and antiskyrmion states can exist simultaneously in quasi-two-dimensional thin films
in tilted external magnetic field. The minimum energy paths for the collapse of these topological solitons and
magnetic configurations in the vicinity of saddle point have been found and compared.
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1. Introduction

Magnetic skyrmions, antiskyrmions and other structures with a topological charge are currently considered as promis-
ing elements for creating a new generation of magnetic racetrack memory [1]. This technology assumes that information
is encoded in localized magnetic structures that can move at speeds of up to several kilometers per second along magnetic
tracks. Devices for writing and reading information do not move, which increases the performance and energy efficiency
of magnetic memory. The small size of the information carriers makes it possible to achieve high density of information
storage [2–4].

The fundamental issues of using topological solitons as bits of magnetic memory are their stability with respect to
thermal fluctuations and the ability to write, read, delete and move information contained in a sequence of magnetic
structures.

The problem of stability becomes especially relevant as the size of magnetic elements, which determine the density of
information storage, decreases. From a theoretical point of view, the quantitative estimate of the stability and calculation
of the lifetime of magnetic states are complex problems associated with the fundamental problem of “rare events”. The
rate of magnetic transitions associated with the nucleation and collapse of localized topological magnetic structures as
a whole is 10–12 orders of magnitude lower than the frequency of oscillations of individual magnetic moments in the
system. Therefore, stochastic modeling can be carried out in a very limited range of high temperatures, and standard
stochastic methods do not allow one to determine quantitative characteristics of stability, such as the lifetimes of long-
lived topological magnetic states. However, due to the difference in the time scales of the collective and individual motion
of magnetic moments, statistical approaches such as the transition state theory (TST) [5] or the Kramers-Langer method
can be used to analyze the rates of magnetic transitions [6].

These approaches are based on the analysis of the multidimensional energy surface of the system, the search for
minimal energy paths (MEP) between states corresponding to certain magnetic configurations, the calculation of energy
barriers between such states and the rates of overcoming these barriers [7]. Methods of statistical physics have shown their
effectiveness for describing the thermal stability of a wide class of magnetic systems from clusters of several atoms [8]
to micromagnetic structures [9]. The TST was used to estimate the activation barriers for the decay of skyrmions in
thin chiral films under conditions of restricted sample geometry, in an external magnetic field, and in the presence of
impurities [10–12]. This theory has also been used to evaluate the lifetime of three-dimensional hopfions [13], as well as
quasi-two-dimensional skyrmions in antiferromagnets [14] and synthetic antiferromagnets [15].

The task and technology of recording information by creating specific topological magnetic configurations is even
more difficult, since it is necessary to take into account both thermal fluctuations and certain external impacts that should
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cause the transition [16]. The process of nucleation of topological structures can be induced by an additional magnetic field
[17], polarized spin current [18] or electric field impulses [19]. Furthermore, for any practical application of topological
solitons, it is necessary to take into account thermal fluctuations, the presence of impurities and structural defects [20].
Therefore, TST for magnetic degrees of freedom, which was used to quantify the lifetime of magnetic states at an arbitrary
temperature, is an adequate method for describing such effects.

The problem of nucleation of topological structures under the influence of thermal fluctuations has much in common
with the TST-estimation of the stability of such structures. In this case, the topologically trivial ground state of the system
should be chosen as the initial state, and the metastable state with a magnetic skyrmion should be considered as the
final state. After finding the MEP, the activation barrier is determined by the energy difference between the transition
and ground states of the system. If a skyrmion is metastable, the activation barrier for nucleation is higher than for its
collapse. The pre-exponential factor in the Arrhenius law for the nucleation of skyrmions can be computed in harmonic
approximation to TST if the energy surface near the initial ferromagnetic (FM) state and near the saddle point (SP) on the
energy surface corresponding to the transition state is approximated by a quadratic expansions.

Of particular interest are the effects associated with a change in the topological charge during the nucleation of
localized topological solitons. As in the case of collapse, topological protection on a discrete lattice should manifest
itself through the magnitude of the energy barrier separating a spatially homogeneous state and a state with a nonzero
topological charge. A decrease in the lattice constant with respect to the size of a topological soliton, while maintaining
its shape, corresponds to the transition to a continuous distribution of magnetization and should shed light on the nature
of topological effects in such systems. For magnetic skyrmions, such a transition gives the energy of the transition
state corresponding to the minimum energy (8πA) of the topological soliton in the σ-model with the exchange stiffness
A [21], regardless of other magnetic parameters – anisotropy, magnetization, and Dzyaloshinskii-Moriya interaction
(DMI) [22]. Therefore, the barrier for the nucleation of a skyrmion must be the same in the continuous limit, regardless
of all interactions, except for the symmetric exchange.

For skyrmions with sizes on the order of several lattice constants, the nucleation barriers depend on the entire set of
magnetic parameters. The size of a skyrmion and, consequently, the processes of nucleation can be controlled by applying
an external magnetic field [23, 24]. In thin films in an inclined magnetic field, solitons of different types with different
topological charges can be nucleated. In particular, skyrmions and anti-skyrmions were simultaneously observed in quasi-
two-dimensional films of Heusler alloys, and transitions between these states were stimulated by changing the magnetic
field in the film plane [25, 26].

In the present work, we study the dependence of the nucleation rate of topological magnetic solitons on an external
magnetic field, taking into account thermal fluctuations. The next section describes the model and method for calculating
the intensity of the nucleation process at a given temperature and external magnetic field. Next, we present the results of
calculations of the rate of spontaneous generation of magnetic skyrmions and their equilibrium concentration in magnetic
fields perpendicular to the film, and study the stability of coexisting skyrmions and anti-skyrmions in an inclined field.

2. Methodology of calculations and simulated system

We consider quasi-two-dimensional topological solitons in the system described by the generalized Heisenberg model
with the energy

E = −J
∑
〈i,j 〉

Si · Sj −
∑
〈i,j 〉

Dij · (Si × Sj )− µ
∑
i

B · Si − K
∑
i

(Szi )
2, (1)

where Si is a three-dimensional vector of unit length in the direction of the magnetic moment at site i of a two-dimensional
lattice. The first term describes the Heisenberg exchange with the parameter J for the magnetic moments of the nearest
neighbors, the second term takes into account the DMI with the Dzyaloshinskii-Moriya vector Dij lying in the plane of
the sample perpendicular to the vector connecting the nodes of atoms i and j. The third and fourth terms correspond
to the interaction with the magnetic field and the contribution of magnetic anisotropy with an easy axis along the z-axis
perpendicular to the film plane. The magnetic moments µ, external field B and anisotropy parameters K are assumed to
be the same for all lattice sites. The summation 〈i, j〉 in (1) runs over all pairs of nearest neighbor sites.

We will use two sets of parameters: the first of them corresponds to the experimentally observed skyrmions in the
Pd/Fe bilayer on the Ir(111) [27] substrate: µB = 0.093J , K = 0.07J , D=|Dij | = 0.32J , J = 7 meV. Skyrmions
are placed on a two-dimensional triangular lattice and have a size of the order of several nanometers. The second set
describes stable at room temperature antiskyrmions 150 nm in diameter in Mn-Pt-Pd-Sn Heusler alloys [28, 29]. The
numerical values of the parameters are µB = 2.2× 10−4J , K=0, D=0.016 J , J = 1.83 eV.

Note that the value of the exchange parameter J is proportional to the film thickness, which was several tens of nm.
Calculations with these parameters were carried out for magnetic moments at the nodes of a two-dimensional square
lattice. To reduce computational costs, we used the scaling method, which allowed us to reduce the size of the system
while maintaining the shape and energy of topological solitons [29]. The system under consideration was taken N = 20
times less dense and the model parameters were changed accordingly (D′ = ND,µ′ = µN2) [22].

The multidimensional energy surface of the system is a functional of variables that uniquely determine the magnetic
configuration. As such variables for model (1), one can use the angles that specify the directions of the magnetic moments.
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Then, the “geodesic nudged elastic band method” [30] can be used to find a MEP between locally stable states. Instead
we will use here the Cartesian coordinates for the vectors of magnetic moments, and the condition of the constancy of
the magnitude of the magnetic moments at each site will be taken into account by introducing Lagrange multipliers. This
approach allows to avoid singularities and simplifies computations of Hessians of energy [7,31]. For the rate of nucleation
processes knuc in the harmonic approximation of TST, one can obtain an expression corresponding to the Arrhenius law

knuc = k0 exp

(
−ESP

kBT

)
. (2)

The activation energy of the skyrmion nucleation process is equal to the energy of the SP on the MEP ESP relative to the
FM state.

The pre-exponential factor, as in the case of collapse, can be written as the product of the dynamic and entropy parts:

k0 =
1

2π
kdynkent. (3)

The dynamic prefactor kdyn depends only on the shape of the energy surface near the transition state. In the framework
of TST, this contribution arises from the calculation of the rate of crossing the transition state from FM to the skyrmion
state. Within the harmonic approximation, the dynamic prefactor for nucleation and collapse of skyrmion is the same.
This factor can be calculated as follows [13]:

kdyn =

√
b · HSP b

|ζ1s |
, bi =

γ

µ
ζ1s S

SP
i × ei . (4)

Here SSP
i is the spin configuration at the SP, HSP is the Hessian of energy in this point, and e is the unit eigenvector

corresponding to the only negative eigenvalue ζ1s of the operatorHSP . The constant γ is the gyromagnetic ratio. The en-
tropy prefactor is the square root of the ratio of the modulus of determinants of HessiansHFM andHSP at homogeneous
FM state and the SP respectively.

kent =

√
detHFM

|detHSP |
. (5)

If the harmonic expansion of energy near the saddle point contains zero modes corresponding to degrees of freedom
for which the energy does not change significantly, then the entropy prefactor contains an additional factor kZM depending
on temperature:

kZM =
VSP

(2πkBT )
PSP

2

, (6)

where VSP give the volume corresponding to zero modes while PSP the number of such modes. The dimensionality
of HSP in this case decreases by Psk. It is worth noting that for the reverse process corresponding to the collapse of a
topological soliton into a FM state, zero modes can also exist in the initial state. In this case, a factor similar to (6) will
appear in the denominator of the expression for the entropy factor (5).

Knowing the rate of collapse kcol and nucleation knuc of skyrmion states makes it possible to estimate the equilib-
rium concentration of skyrmions n at arbitrary temperatures. In the equilibrium, the number of generated and decayed
skyrmions per unit time should be the same. A skyrmion can be nucleated at any site of the lattice, and can be destroyed
only where it was. The concentration is governed by the balance equation:

nkcol = nsknuc. (7)

where ns is the density of sites in the lattice. Substituting the values of the rates and taking into account that the dynamic
prefactor for decay and nucleation are the same, we obtain

n = ns
VSK

(2πkBT )
PSK

2

exp

(
−ESK

kBT

)
·
√

detHFM

detHSK
, (8)

where ESK is the energy of the skyrmion state relative to the FM state. By PSK and VSK we have denoted, respectively,
the number of zero modes and their volume for the equilibrium skyrmion state. The equilibrium concentration does not
depend on the shape of the surface near the SP and the height of the energy barrier between the states. Only the time of
equilibrium establishment depends on these quantities.

3. Results

Let us first consider the possibility of controlling the process of skyrmion nucleation due to thermal fluctuations in
the PdFe bilayer on the Ir(111) surface. Tunneling microscopy methods have shown that in this system the equilibrium
size of skyrmions and their lifetime depend on the strength of the external magnetic field. At a temperature of 4.2 K,
the skyrmion structure remains stable up to fields of 5–6 T [27] . This means that skyrmions do not appear or disappear
during the observation time if the current from the tip of the tunneling microscope used to observe the skyrmions is small
enough [17]. As the temperature rises, the nucleation and collapse of skyrmions occur more and more often, and then the
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system passes into a fluctuation-disordered state, in which, along with skyrmions, there are also high-energy non-collinear
localized and delocalized magnetic states [32].

Fig. 1 shows the temperature dependence of the average lifetime of skyrmion states, the average waiting time for the
nucleation of a skyrmion at a selected lattice site, and the equilibrium concentration of skyrmions after the establishment
of thermodynamic equilibrium. Circles and squares correspond to external magnetic fields B = 3.75 T and B = 4.6 T,
respectively.

FIG. 1. Temperature dependence of the average waiting time for the collapse of a skyrmion τcol (a), its
nucleation τnuc (b) and the equilibrium number of skyrmions per lattice site (c) for two values of the
external magnetic field B = 3.75 T (circles) and B = 4.6 T (squares)

At low temperatures up to 10 K, the spontaneous nucleation of skyrmions due to thermal fluctuations is practically
impossible. The lifetime of already existing skyrmions ranges from a few seconds at a field of 3.75 T to several years at
4.6 T, as seen in Fig. 1a. In this case, the equilibrium concentration of skyrmions is negligible. As the temperature rises,
the probability of collapse and nucleation also increases, but for nucleation it occurs faster in accordance with Fig. 1b.
As a result, the equilibrium concentration of skyrmions increases, and in the region of 1000×1000 lattice sites, one can
expect the appearance of several skyrmions in moderate magnetic fields and temperature 15–20 K, as follows from Fig. 1c.

FIG. 2. The pre-exponential factor knuc for the rate of skyrmion nucleation on the magnetic track (a)
and the average waiting time τnuc for nucleation at a particular lattice site (b) depending on the track
widthW . Filled red circles and empty blue rhombuses correspond to nucleation in the middle and at the
border of the track, respectively. Equilibrium skyrmion concentration inside the track n/ns as function
of track width (c). T=15 K, B =4.6 T

The increase in concentration with temperature is associated with both energy and entropy effects. Note that the
skyrmion and the transition state for collapse (nucleation) are metastable. As the temperature increases, the exponential
factor in the Arrhenius law for the lifetime decreases, and the entropy factor 1/kent plays an increasingly important role.
The entropy of the skyrmion state is greater than that of the transition state, and in the transition state it is greater than
that of the ground state. This leads to the relation knuc � kcol. Therefore, with an increase in temperature, the rate of
nucleation processes rapidly increases and can be comparable with the rate of skyrmion collapses and even exceed it. In
which state it is more likely to detect a system at a fixed temperature depends on the magnitude of the external magnetic
field. This has been done to write and delete single magnetic skyrmions using current injection from the tip of tunnel
microscope [17].

In the practical development of technologies based on the use of topological solitons, it is necessary to take into
account structural defects and the influence of boundaries on the stability, collapse, and nucleation of localized topological
states [10, 12]. The nucleation of skyrmions under the action of the current from the tip of tunneling microscope occurs
usually near local defects [17]. Such defects and the proximity of the sample boundary reduce the energy of the transition
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FIG. 3. Energy of antiskyrmion and skyrmion states as a function of the angle θ of inclination of the
magnetic field. Configurations (1), (2), (3), (4) and (5) correspond to the marked points on the graph
and show the evolution of the skyrmion and antiskyrmion states with an increase in angle θ

FIG. 4. MEPs for the collapse of a skyrmion (solid red circles) and an antiskyrmion (empty blue circles)
in an inclined magnetic field (angle of inclination 60◦). The insets show the magnetic configurations
corresponding to equilibrium skyrmion (1), transition state during the decay of a skyrmion (2), equilib-
rium antiskyrmion (3), and the transition state during the decay of the antiskyrmion
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state and, consequently, the activation barrier for collapse and nucleation of skyrmions. In addition, another way for
the creation (annihilation) of skyrmions at the border has appeared [7, 22]. Therefore, nucleation processes, taking into
account the finite size of the system, such as magnetic track of finite width, are of particular interest.

Fig. 2a shows the dependence of the pre-exponential factor for skyrmion nucleation inside the magnetic track and
at its boundary on the track width W . It can be seen that the prefactor for nucleation at the boundary is significantly
lower than for such a process inside the sample, and the characteristic waiting time for nucleation at the boundary is much
longer, as can be seen in Fig. 2b. Besides, there are fewer atoms at the border of the track than inside it. Therefore,
when calculating the average concentration, nucleation at the boundary can be neglected. Fig. 2c shows the equilibrium
concentration of skyrmions localized in the magnetic track. It is negligibly small for narrow layers, but with increasing
width it reaches a value corresponding to the concentration in an unlimited sample.

Let us now turn to the behavior of topological solitons in an inclined magnetic field. Here, we study the antiskyrmion
state in magnetic field tilted with respect to the normal of the sample surface of Heusler alloy [28]. Plot in Fig. 3 (top left)
shows the energy of antiskyrmion state as a function of slope angle θ (blue curve). When θ reaches a value of about 57◦,
the coexistence of the skyrmion state with the antiskyrmion state is observed (red curve). Fig. 3 (1)-(5) show the evolution
of skyrmion and antiskyrmion state with an increase in the angle of inclination of the magnetic field. Coexisting particles
with opposite topological charges were discovered in experimental works [25, 26]. There, counterpart state was obtained
from antiskyrmion by tilting the magnetic field, which is in agreement with our simulation.

Fig. 4 shows the MEPs for the collapse of an antiskyrmion and a skyrmion into a homogenious FM ground state.
These topological solitons simultaneously exist in a tilted magnetic field with inclination angle θ = 60◦ but the energy of a
skyrmion is greater than that of an antiskyrmion, and the barrier for the collapse of the skyrmion is much lower. However,
increasing θ to 90◦ which correspond to an in-plane magnetic field leads to the identic MEPs and barriers. In the inserts
of Fig. 4 the magnetic configurations in the initial states and at saddle points are shown. It is worth to note that the size of
a noncollinear structure in the saddle point in an inclined magnetic field does not decrease significantly, in contrast to the
case of a field perpendicular to the surface. This may be important for the value of entropy prefactor in Arrhenius law for
lifetime and therefore affect the stability of the states [33].

4. Conclusion

The possibility of controlling the processes of spontaneous nucleation and collapse of topological magnetic solitons
can be implemented by choosing the temperature regime and the external magnetic field. This allows writing and deleting
information encoded in a sequence of topological magnetic structures. In an inclined magnetic field, localized magnetic
configurations with different topological charges can simultaneously exist. Their stability and the activation energy of the
nucleation and collapse can be operated by changing the angle of inclination of the magnetic field.
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[26] Jena J., Göbel B., Ma T., Kumar V., Saha R., Mertig I., Felser C., Parkin, S.S.P. Elliptical Bloch skyrmion chiral twins in an antiskyrmion system.

Nat. Commun., 2020, 11, P. 1115.
[27] Hagemeister J., Romming N., von Bergmann K., Vedmedenko E.Y., Wiesendanger R. Stability of single skyrmionic bits. Nat. Commun., 2015, 6,

P. 8455.
[28] Nayak A.K., Kumar V., Ma T., Werner P., Pippel E., Sahoo R., Damay F., Rößler U.K., Felser C., Parkin, S.S.P. Magnetic antiskyrmions above
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ABSTRACT Nanocrystalline cerium dioxide is a promising inorganic UV filter for sunscreen applications due
to its high UV absorbance and non-toxicity to normal cells. Nanoscale CeO2 also showed selective cytotoxi-
city to cancer cells, thus ceria-containing materials are now regarded for the creation of both preventive and
therapeutic compositions. At the same time, the interaction of ceria nanoparticles with cell membranes and
phosphate-rich components of sunscreen compositions arise the interest to biocompatibility of ceric phos-
phates. Crystalline cerium(IV) phosphates can be a promising alternative for nanoscale CeO2 due to their
low solubility, high redox stability and UV protective property. However, to date, there is no information on
their toxicity to cancer cells. In this work, using the MTT, Live/Dead and MMP assays, we demonstrated for
the first time that the inhibitory impact of ceric phosphates Ce(PO4)(HPO4)0.5(H2O)0.5 and NH4Ce2(PO4)3 on
murine melanoma B16/F10 cell line in vitro is comparable to that of nanoscale CeO2, at high (500–1000 µg/ml)
concentrations.
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1. Introduction

Cerium is one of the most common elements among rare earth metals, and, unlike most representatives of this group,
is stable in two oxidation states, +3 and +4 [1,2]. Among the inorganic cerium compounds, ceria (CeO2) is regarded as the
most promising for practical uses [3]. In particular, cerium dioxide is a part of automotive three-way catalysts, it is used
as the main component of polishing mixtures and abrasives, solid oxide fuel cells and protective anticorrosion coatings, it
possesses high activity in a wide range of catalytic applications [4–7].

In the nanodispersed state, CeO2 exhibits unique redox activity, acts as an inorganic antioxidant capable of protecting
living systems from oxidative stress, and can perform the functions of certain enzymes – oxidoreductases, phosphatases,
etc. [8–10].

In addition to outstanding biological activity, nanodispersed CeO2 shows high light absorption in the UV range,
which allows one to consider it as a promising component of sunscreen cosmetics instead of photocatalytically active
nanocrystalline TiO2 and ZnO [11–14]. Excessive exposure to sunlight, especially ultraviolet light, has been found to be
harmful to the skin and can lead to photosensitivity, erythema and burns, premature aging, and even cancer [15]. A number
of studies have shown that nanosized cerium dioxide exhibits selective cytotoxicity with respect to cancer cells [16–18],
including skin cancer cells (e.g. melanoma) [19–21], which makes it attractive not only as a prophylactic agent, but also
as a therapeutic. However, the use of nanodispersed CeO2 in sunscreens has certain disadvantages. At a natural skin pH
(∼5), CeO2 can act as prooxidant [22,23], negatively affecting the skin health. Moreover, even if the beneficial antioxidant
properties of nanodispersed cerium dioxide are retained on skin surface, they can be lost due to the interaction of CeO2

with phosphate groups presented in sunscreen components or in cell membranes [24–26]. Cerium dioxide is extremely
prone to catalytic oxidation of organic compounds [27–29].

In turn, due to their low solubility and high redox stability, cerium phosphates are not expected to interact with organic
compounds presented in sunscreens, thus allowing to obtain highly stable formulations with long shelf life [30, 31]. High
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biocompatibility of the phosphate matrix, along with high ultraviolet absorption and low photocatalytic activity of cerium
phosphates, provide interest in these compounds as promising inorganic UV filters [32–38].

In our previous report [39], a comprehensive study of the sun protection characteristics and cytotoxicity of amorphous
and crystalline cerium(IV) phosphates Ce(PO4)(HPO4)0.5(H2O)0.5 and NH4Ce2(PO4)3 was performed for the first time.
It was shown that NH4Ce2(PO4)3 is characterised by SPF (2.7) and UVAPF (2.5) values close to the corresponding
characteristics of the well-known inorganic UV filters, nanocrystalline CeO2 and TiO2. Moreover, in a wide range of
concentrations, crystalline cerium (IV) phosphates were found to be not toxic to NCTC L929 mouse fibroblast cells and
human mesenchymal stem cells, and even enhanced the proliferative activity of the latter.

In this work, we studied the effect of the same crystalline cerium(IV) phosphates, Ce(PO4)(HPO4)0.5(H2O)0.5 and
NH4Ce2(PO4)3, on skin cancer cells (melanoma) in order to detect their possible selective cytotoxicity with respect to
transformed cells. The toxicity evaluation of ceric phosphates to the cells is of primary importance for understanding the
cytotoxicity mechanisms of CeO2 nanoparticles, especially in biological phosphate-rich media.

2. Experimental Section

The following materials were used as received, without further purification: Ce(NO3)3 · 6H2O (pure grade, Lanhit
Russia), phosphoric acid (85 wt.% aq, ρ = 1.689 g/cm3, extra-pure grade, Komponent-Reaktiv Russia), aqueous ammonia
(25 wt.%, extra-pure grade, Khimmed Russia), isopropanol (extra-pure grade, Khimmed Russia), distilled water.

First, nanocrystalline CeO2, which was also further used for the synthesis of cerium(IV) phosphates, was obtained in
accordance with previously published procedure [40]. Briefly, 0.08 M cerium(III) nitrate solution in aqueous isopropanol
(water : isopropanol = 1 : 1 v/v) was mixed with 3 M aqueous ammonia. The obtained yellow precipitate was washed
with distilled water to a neutral pH and dried at 60◦C.

To obtain crystalline ceric phosphates, 0.1 g of nanocrystalline cerium dioxide was dissolved in concentrated phos-
phoric acid (5 ml) at 80◦C. For the synthesis of Ce(PO4)(HPO4)0.5(H2O)0.5 or NH4Ce2(PO4)3, to the cooled solution,
35 ml of distilled water or 1.5 M aqueous ammonia was added under vigorous stirring. The resulting gel-like precipitates
(∼40 ml) were placed in 100 ml Teflon autoclave and subjected to hydrothermal treatment at 180◦C for 24 h. After
cooling the autoclave, the precipitates were repeatedly washed using distilled water and dried at 60◦C in air.

Powder X-ray diffraction (PXRD) patterns were acquired on a Bruker D8 Advance diffractometer, using Cu Kα1,2
radiation in the 2θ range of 5◦–80◦ with 0.02◦ 2θ step and a signal accumulation time of no less than 0.2 s per point.

Scanning electron microscopy (SEM) images were obtained using a Carl Zeiss NVision 40 high-resolution electron
microscope equipped with an Oxford Instruments X-MAX detector (80 mm2) at an accelerating voltage of 1–2 kV.

Transmission electron microscopy (TEM) images were collected using a Leo912 AB Omega microscope. The images
were obtained at an accelerating voltage of 100 kV in a bright field mode with magnifications up to ×500 000.

The cytotoxicity of nanoscale ceria and crystalline cerium(IV) phosphates were assessed in vitro using a murine
melanoma B16/F10 cell line. The cells were seeded in 96-well plates at a density of 30 000 cells per cm2 in a DMEM/F12
nutrient (culture) medium containing 10% fetal bovine serum. After 12 h of cultivation, the culture medium was com-
pletely replaced with an identical medium containing the suspension of cerium(IV) phosphates or CeO2 prepared under
intense magnetic stirring for 30 min. The concentration of the solid particles in DMEM/F12 medium was fairly high, 500
or 1000 µg/ml to test their acute toxicity and to be close to the concentrations of inorganic UV filters used in sunscreen
formulations. In a control experiment, the culture medium was replaced with a fresh medium that did not contain either
cerium(IV) phosphates or ceria. After 24, 48 or 72 h of incubation, the nutrient medium with the test substances was re-
placed with a serium-free culture medium DMEM/F12 containing 3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyltetrazolium
bromide (MTT) at a concentration of 500 µg/ml. After 3 h, the medium with MTT was removed and dimethyl sulfoxide
(DMSO) was added. The plates were shaken at room temperature for 10 min to dissolve formazan crystals. The opti-
cal density of the formazan was measured on a BIO-RAD 680 photometer at 540 nm. The optical density values were
recalculated as percentages of the control group. Statistical data processing was performed using GraphPad Prism soft-
ware. Statistically significant differences were determined in accordance with the Welch’s t-test at 0.01 < p < 0.05 (*),
0.001 < p < 0.01 (**), 0.0001 < p < 0.001 (***) and p < 0.0001 (****). The IC50 value (half maximal inhibitory
concentration) was used as the boundary for determining the cytotoxicity of the samples.

To assess the proportion of dead cells after incubation with the tested substances, Live/Dead assay was conducted.
After 24, 48 or 72 h culture medium containing ceric phosphates or ceria was replaced with Hanks’ balanced salt solution
containing a mixture of fluorescent dyes Hoechst 33342 (binds to the DNA of all cells, λex = 350 nm, λem = 460 nm) and
propidium iodide (binds to the DNA of dead cells, λex = 535 nm, λem = 615 nm). After 15 min, the cells were washed
with Hanks’ balanced salt solution and then analysed using a BioRad Zoe fluorescence microscope. The micrographs
were further processed with ImageJ software.

To analyze the level of membrane mitochondrial potential (MMP), mitochondria were stained using a voltage-
sensitive dye tetramethylrhodamine (TMRE; Lumiprobe, Russia). After 24, 48 or 72 h, the culture medium containing the
tested substances was replaced with TMRE solution at 500 nM concentration (λex = 552 nm, λem = 574 nm), then the
cells were twice washed by Hanks’ balanced salt solution. The analysis of the cells was performed using a BioRad Zoe
fluorescence microscope and micrographs were further processed with ImageJ software. The fluorescence intensity values
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were recalculated as percentages of the control group. Statistically significant differences were determined in accordance
with the Welch’s t-test at 0.01 < p < 0.05 (*), 0.001 < p < 0.01 (**), 0.0001 < p < 0.001 (***) and p < 0.0001 (****)
using GraphPad Prism software.

FIG. 1. Diffraction patterns for a) Ce(PO4)(HPO4)0.5(H2O)0.5, b) NH4Ce2(PO4)3, c) CeO2

FIG. 2. SEM images for a) Ce(PO4)(HPO4)0.5(H2O)0.5, b) NH4Ce2(PO4)3, and TEM image for c) CeO2

3. Results and discussion

The diffraction patterns of the obtained crystalline cerium(IV) phosphates show the sets of reflections corresponding
to single-phase Ce(PO4)(HPO4)0.5(H2O)0.5 or NH4Ce2(PO4)3 (Fig. 1a,b) [41, 42]. The diffraction pattern of cerium
oxide is typical to this compound in a nanocrystalline state and shows phase purity of the material (Fig. 1c). According
to SEM data, Ce(PO4)(HPO4)0.5(H2O)0.5 phase consisted of lamellar thin (∼100 nm) aggregates, while NH4Ce2(PO4)3
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FIG. 3. The metabolic activity of B16/F10 murine melanoma cell line after 24–72 h of cultivation with
cerium(IV) phosphates and ceria in concentrations of 500 or 1000 µg/ml. The data are presented as
mean ± standard deviation, 0.001 < p < 0.01 (**), 0.0001 < p < 0.001 (***) and p < 0.0001 (****)
via Welch’s t-test

FIG. 4. Live/Dead assay of B16/F10 murine melanoma cells in the presence of ceria or cerium(IV)
phosphates. Hoechst 33342 (blue) and propidium iodide (red) staining. Scale bar – 100 µm

phase consisted of elongated microparticles (Fig. 2a,b). The TEM images of CeO2 show nanoparticles with a size of
about 5 nm (Fig. 2c), which is in a good agreement with the estimates made from the results of PXRD data.

The study of the metabolic activity of B16/F10 murine melanoma cells using the MTT assay showed that the activity
of NADPH-dependent oxidoreductases after 24 h of co-incubation with ceria nanoparticles decreased to 70–80% in com-
parison with the control group, while co-incubation of the cells with Ce(PO4)(HPO4)0.5(H2O)0.5 and NH4Ce2(PO4)3
reduced in to 60% (Fig. 3). After 48 h co-incubation of melanoma cells with nanocrystalline cerium dioxide, their
viability level reached 60% relatively to the control group, while in the case of cerium(IV) phosphates, there was no
additional decrease in metabolic activity compared to the 24 h experiment. After 72 h, the metabolic activity of B16/F10
murine melanoma cells decreased to the IC50 value for all the test samples. Thus, Ce(PO4)(HPO4)0.5(H2O)0.5 and
NH4Ce2(PO4)3, along with cerium dioxide, significantly inhibit the viability of B16/F10 cancer cells. At the same time,
the inhibitory effect of both of the cerium(IV) phosphates is almost identical, which indirectly indicates that their cyto-
toxicity is not due to the microstructure and microenvironment of Ce(IV) in crystal lattice.

The results of the Live/Dead assay (Fig. 4) demonstrate that co-incubation of B16/F10 murine melanoma cells with
nanocrystalline CeO2 or cerium(IV) phosphates at concentrations of 500 or 1000 µg/ml for 24–72 h does not cause a
significant increase in the proportion of dead cells. This indicates that the studied samples have a toxic, but not lethal
effect on the cells.
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FIG. 5. Quantitative (top) and qualitative (bottom) analysis of the mitochondrial membrane potential
level of B16/F10 murine melanoma cells in vitro. The assay was carried out after 24, 48 or 72 h of co-
incubation of the cells with CeO2 or cerium(IV) phosphates at concentrations of 500 and 1000 µg/ml.
Scale bar – 100 µm

Cerium-containing nanobiomaterials are redox-active and can actively participate in redox reactions, exhibiting pro-
or antioxidant properties depending on their microenvironment [43]. To establish the possible mechanism of the cy-
totoxic effect of cerium(IV) phosphates and nanocrystalline cerium dioxide on B16/F10 murine melanoma cells, we
studied the mitochondrial membrane potential using the voltage-sensitive dye tetramethylrhodamine. The MMP level
is inversely connected with the level of intracellular reactive oxygen species and oxidative stress state of the cells [44].
The data obtained indicate that the co-incubation of nanocrystalline ceria or cerium(IV) phosphates at concentrations
of 500 and 1000 µg/ml with B16/F10 murine melanoma cells did not resulted in a significant decrease in the MMP
level of the cells (Fig. 5a). At the same time, a qualitative assessment (Fig. 5b) shows that in the presence of CeO2,
Ce(PO4)(HPO4)0.5(H2O)0.5 or NH4Ce2(PO4)3 crystalline particles, the appearance of the cells changed. The increase in
the size of the cells, changes in the number of outgrowths, and hypervascularization was observed. Such morphological
changes are characteristic of apoptotic or senescent cells [45], being the markers of the toxicity.

Thus, within the framework of this work, the selective cytotoxicity of cerium(IV) phosphates to melanoma cells was
assessed for the first time. It should be noted that, to date, selective cytotoxicity of nanocrystalline cerium dioxide to
various types of cancer cells along with its protective action to normal cells was abundantly exemplified [46], but the
mechanisms of such an effect are still under debates. Lysosomal injury [47], oxidative stress induction [48], interference
with the nutrient transport functions of the membrane [49], and mechanical membrane disruption [50] are considered
as the most probable reasons for the suppression of cancer cells viability by cerium dioxide. At the same time, there
is no consensus on the factors initiating the cytotoxic effect, it can be associated with both the unique redox properties
of nanosized CeO2 [51] and redox-independent mechanisms involving the effect of free cerium ions in the cells mi-
croenvironment [52, 53]. In the latter case, the problem of solubility of ceric compounds in biological media is of high
importance, but it is poorly discussed. In particular, Schwabe et al. [54] found that ceria nanoparticles release free cerium
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species at pH below 4.6 and, in the presence of strong chelating agents, even at pH 8. Dahle et al. [55] showed that CeO2

dissolution effect is significant at pH < 5 and is inversely proportional to surface area of the nanoparticles. Plakhova et
al. [56] calculated the solubility product constant for ceria nanoparticles (logKsp = −59.3± 0.3 in 0.01 M NaClO4) and
demonstrated that solubility behavior of CeO2 in neutral and alkaline media is mostly pH independent, Ce(OH)4(aq) being
a predominant cerium form in aqueous solutions. Avramescu et al. [57] detected that solubility of CeO2 nanoparticles at
the 10 mg/l concentration in DMEM cell culture medium is significantly higher than in water.

Note that, for cerium(IV) phosphates, the data is even more scarce, the solubility of Ce(PO4)(HPO4)0.5(H2O)0.5
was reported to be lower than 1 mg/l in an aqueous medium at pH 1.3 [58], while in 1 M alkaline aqueous solution,
the structure of this compound was reported to degrade completely due to the hydrolysis and the formation of Ce–O–Ce
bonds [59].

Thus, it is obvious that in order to find the reasons for the selective cytotoxicity of different cerium(IV) phosphates,
it is necessary to conduct comprehensive and detailed studies, including analysis of the chemical stability of cerium(IV)
phosphates in biological media at various pH levels. However, the results obtained in this work can become a starting
point for further studies of cerium(IV) phosphates, their possible inorganic UV filter applications, as well as their ability
to counteract the negative delayed effects of ultraviolet irradiation associated with skin melanoma.

4. Conclusions

In this paper, we compared the cytotoxicity of nanoscale ceria and crystalline cerium(IV) phosphates
Ce(PO4)(HPO4)0.5(H2O)0.5 or NH4Ce2(PO4)3 to B16/F10 murine melanoma cells in vitro. The toxicity was assessed
at high concentrations of the solid particles, relevant to the content of inorganic components in sunscreen compositions.
The MTT assay showed that the metabolic activity of B16/F10 murine melanoma cells decreases by about 40% after their
contact with cerium(IV) phosphates, being even higher than for the CeO2 nanoparticles. The IC50 value was reached
after 72 h of co-incubation of B16/F10 murine melanoma cells with ceria or ceric phosphates. The co-incubation of
Ce(PO4)(HPO4)0.5(H2O)0.5, NH4Ce2(PO4)3 or CeO2 with cancer cells resulted in the changes in their morphology sup-
porting the toxic effect of cerium-based materials to cancer cells. We believe that our results can also contribute to the
understanding of the cytotoxicity of nanoscale CeO2 in phosphate-rich biological media.
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ABSTRACT Thermodynamic and experimental studies of Zn(OH)2/ZnO particle formation conditions in the
model of closed system Zn2+–NH3,aq–NH3,gas–H+–OH−–H2O–N2,gas (1), which often occurs in the process of
synthesis of zinc oxide nanoparticles and films by chemical bath deposition (CBD) methods, were carried out.
It was shown that the driving force for the formation and growth of Zn(OH)2/ZnO particles in the initially homo-
geneous system (1) at 25 ◦C is the difference in the chemical potential of particles at the initial temperature
(unsaturated system) and the synthesis temperature (supersaturated system). Using vibrational spectroscopy,
X-ray phase and chemical analysis, diffuse light scattering and electrophoresis methods, it was found that the
phase transformation of Zn(OH)2 into ZnO takes place in the region of 85 – 90 ◦C. The colloid-chemical trans-
formation of Zn(NH3)2+4 ionic particles into colloidal polycrystals of Zn(OH)2/ZnO composition was established
for the first time to be a staged process. The first stage of the process in the solution volume is localized at the
gas nanobubble-solution interface as a result of rapid formation, growth and removal of gas nanobubbles from
the solution. The interaction of positively charged Zn(OH)2 nanoparticles with the surface of larger negatively
charged gas nanobubbles creates colloidal aggregates “bubble||surface film of hydroxide nanoparticles”. Their
adhesion forms an openwork foam-like structure of the colloid in the solution and in the film on the interfaces at
the first stage of synthesis. After degassing of the electrolyte solution, the second stage develops, consisting
of the nucleation and ionic-molecular growth of Zn(OH)2/ZnO particles from the supersaturated solution, their
distribution between the solution and the electrolyte – reactor wall – air interfaces. The film growth at this stage
is regulated by the difference in surface charges of the double electric layer of the interface and polycrystalline
colloidal particles. In the solution and on the interface, columnar Zn(OH)2/ZnO structures grow as volumetric
stars with conical hexagonal spikes.
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1. Introduction

Colloidal-chemical synthesis of laminar systems (films, layers, coatings) from liquid phase, the systematic study of
which began in the last century [1], has been developed in the last decade under the name of “chemical bath deposition”
(CBD) methods [2–5]. Compared to physical methods, this is one of simple and relatively economical methods of cre-
ating films, layers, coatings on substrates, because it does not require expensive and special equipment, the use of high
temperatures and high pressures, and is convenient for deposition on large-area substrates. This method can be used for
producing thin films with controlled structure and morphology, such as nanocrystalline layers, nanowires and nanorib-
bons. CBD is used to make a variety of flat, spherical, porous films. The disadvantage of colloidal-chemical synthesis
of films is its relatively low reproducibility compared to physical deposition methods. This limitation is eliminated by
optimizing the growth parameters [6]. Among various chemical objects of film synthesis by CBD methods, the first place
belongs to chalcogenide films [5, 7]. Along with them, of particular interest over the past decades was the production of
1D coatings, metallic nano-sized compounds, and semiconductors such as ZnO. Their synthesis makes it possible to cre-
ate ultradisperse wires, wires and rods on inorganic and polymeric substrates for elements of solar converters, electronic
circuits, radiation shields, and light concentrators [8–12].

In the general scheme of application of this method [2, 3] for obtaining Zn(II) oxide films, two groups can be distin-
guished. One of them is based on the spontaneous decomposition reactions of homogeneous alkaline solutions of zinc
hydroxo-complexes [13,14]. The other group assumes the use of alkaline ammonia solutions and additionally introduced
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precursors based on organic ammonia derivatives (urea, hexamethylantetramine, mono-, di-, triethanolamine, dimethy-
lamine, tetramethylammonium, etc.), the thermal decomposition of which at elevated temperatures and pressures leads to
the release of ammonia into the solution and the formation of ammonia zinc complexes [15–17]. The use of organic am-
monia derivatives and other organic components for the synthesis of oxide films associated with the release of ammonia
gas into the air creates an additional load on the environment in the production of such functional materials [18].

The canonical method for the estimation of film synthesis parameters from an initially homogeneous solution at el-
evated temperatures is the thermodynamic analysis of the considered chemical system [4, 5]. The distribution diagrams
of complex ions and calculation of solubility curves at different temperatures for predicting the region of ZnO film pro-
duction in the system “ZnCl2–NH3–OH–H2O – temperature” showed [19] that ZnO films can be obtained at solution pH
above 7. The morphology of such films depends on the pH of the solution, the polycrystals of nanoparticles in the form of
flowers or columnar structures growing in the area where Zn(NH3)2+4 complexes predominate. In the region of pH>12,
where Zn(OH)2−n

n ions dominate, nano-sized oxide flakes are formed. Solution temperature plays an important role in
the morphology and equilibrium composition of oxide films. ZnO films deposited at high temperature (90 ◦C) have an
oriented hexagonal structure (zincite) and [Zn]/[O] ≈ 1 stoichiometry, while at lower temperatures (70 ◦C) flaky amor-
phous films are formed. The main reaction that accompanies film growth is heterogeneous decomposition of ammonia or
zinc hydroxo-complex in alkaline medium [19–21]. The cited papers note the thermodynamic probability of formation of
ammonia molecules during decomposition of ammonia zinc complexes in an initially homogeneous solution, but the role
of the gas phase in the growth mechanism of colloidal particles in solution and in the film is not considered. The presence
of sulfide ions in the reaction bath does not exclude the formation of zinc oxide nanoparticles of a more complex compo-
sition [22]. According to X-ray photoelectron spectroscopy data, the oxide films grown in the region dominated by the
ammonia complex are enriched with Zn(II) ions. The oxide growing in the region dominated by hydroxocomplexes con-
tains Zn(II) vacancies in the metal sublattice [19]. The synthesis temperature also affects the ratio of the Zn(OH)2/ZnO
phases in the films and the optical bandgap of the solid phase. Luminescence intensity decreases when passing from
Zn(OH)2 to ZnO [23].

The application of thermodynamic modeling methods allows one to reveal the equilibrium characteristics and prob-
able conditions of zinc oxide phase formation, but they do not establish the reasons for predominant phase release in the
solution volume or in the interface region, the stages and mechanisms of colloidal-chemical transformations accompany-
ing the processes of zinc complexes thermochemical decay in solution and the influence of system temperature on these
processes.

Since numerous descriptions of conditions for producing chalcogenide and oxide films by the CBD method contain
ammonia and ammonia zinc complexes as obligatory components, it was of interest to determine the general elements
of the colloidal-chemical mechanism of formation and growth of nano-, microparticles of Zn(OH)2/ZnO phases in the
solution volume and on the “solution/reactor wall” interface during thermal action on the simplest in chemical respect
model system

Zn2+ −NH3,aq −NH3,gas −H+ −OH− −H2O−N2,gas (1)

as well as to find out the role of dissolved gas nano/micro-bubbles liberated in the solution volume in the mechanism of
zinc oxide and zinc hydroxide formation depending on the temperature during the thermal action on (1).

2. Experimental

In order to establish the effect of chemical composition and temperature on the phase composition of products in a
closed multiphase system (1), we used in this work the technique of thermodynamic analysis to quantify the chemical com-
position taking into account the following basic chemical components: NH3(g), NH3(a), O2(g), N2(g), H2O(g), H2O(a),
H2O(g), Zn(0), Zn(+2a), OH(–a), H(+a), Zn(OH)2(ia), ZnNH3(+2a), Zn(NH3)2(+2a), Zn(NH3)3(+2a), Zn(NH3)4(+2a),
ZnOH(+a), Zn(OH)2(0a), Zn(OH)3(–a), Zn(OH)4(–2a), ZnO, Zn(OH)2. The dependences of the phase composition
of system (1) were analyzed in pH–Eh, composition-temperature and composition-pressure coordinates using the HSC
Chemistry 8 program. The “g” sign in the formulas refers to the gas phase, “a” – to the hydrated ions in solution, and the
rest – to the liquid and solid phases.

Elemental analysis by inductively coupled plasma mass spectrometry (Elan 9000, [24]) was used to experimentally
determine the kinetics of Zn(II) mass transfer during the transformation of a homogeneous zinc ammine solution into a
colloidal Zn(OH)2/ZnO solution in the aqueous phase and on the solution-glass substrate interface. The zinc salt solution
for the kinetic experiment was prepared by dissolving 4.39 g of chemically pure zinc acetate Zn(CH3COO)2 · 2H2O in
60 – 70 ml of deionized water (Millipore Simplicity system, solution resistance 18 MΩ·cm). Then 10 ml of concentrated
ammonia was added to the solution and the pH of this solution was adjusted up to pH = 10.2 – 10.3 using a NaOH
solution with a concentration of 0.05 M. After that the volume of the solution was brought up to 100 ml. In the kinetics
experiments, 5 ml aliquots of the prepared solution were transferred sequentially with a glass pipette into glass test tubes.
The test tubes were preliminarily chemically cleaned of traces of impurities by washing with concentrated hydrochloric
acid and deionized water and then they were dried.
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The experiments on the kinetics of spontaneous decomposition of a homogeneous ammonium solution of zinc am-
mine with isolation of Zn(OH)2/ZnO established the regularities of changing of the concentration of Zn(II) in the form
of colloid, filtrate and oxide/hydroxide film on a substrate depending on the isothermal heating time of the examined
system (1) at a given temperature.

The colloidal part was separated by ultrafiltration through a double cellulose filter with a pore size of less than
100 nm under vacuum. The precipitate on the filter was dried at room temperature and dissolved in 2 mol/l hydrochloric
acid (chemically pure grade) of a specified volume. Then we determined the mass of Zn in the volume and recalculated
it in the mass (mol) of the metal in the form of colloid in (1) at a given time of synthesis. We also determined the mass
of Zn in the filtrate after it was acidified to a concentration of 1.8 – 2.0 mol/l with hydrochloric acid directly in the test
tube. The content of zinc, which formed a film on the walls of the quartz glass reactor, was determined after dissolving
a layer with 2 mol/l hydrochloric acid with a volume equal to the volume of the studied solution, 5 ml. Along with
chemical elemental analysis of Zn(OH)2/ZnO formation in (1), layer formation was studied by Dynamic Light Scattering
(DLS) and Laser Doppler Electrophoresis measurements carried out on a Zetasizer Nano ZS particle analyzer (Malvern
Panalytical Ltd.) [24, 25].

The Raman spectral analysis of the samples was performed at room temperature using a Via Reflex Renishaw spec-
trometer (λ = 532 nm, P = 25 mW). The phase analysis of the products was fulfilled on a STADI-P X-ray powder
automatic diffractometer (STOE) with CuKα1 radiation using the library of X-ray diffraction data PDF-2 (ICDD Release
2009). The morphology of the layers on the substrate was studied using the scanning electron microscopy (SEM) and
EDX elemental analysis on a JSM JEOL 6390LA facility. The UV-visible absorption spectroscopy was performed using
a Shimadzu UV-3101PC UV/Vis/Near-IR Spectrophotometer. The diffuse reflectance spectra of the layers were recorded
in the interval of 220 – 800 nm by means of a Shimadzu UV-3600 UV-vis-NIR spectrophotometer using BaSO4 crystals
as a reference.

The measurement of the size and electrophoretic mobility of colloidal particles in dynamic light scattering and laser
Doppler electrophoresis experiments had some special features. Since the transfer of the studied solution from the ther-
mostat to the device cell did not make it possible to perform measurements in real time and temperature, the particle
size was determined by heating and holding the examined system (1) directly in the Zetasizer Nano ZS cuvette. The
result of the analysis of fluctuations of the Brownian motion velocity of particles was presented as the size of solvated
particles (D, nm) by the Stokes–Einstein formula. The radiation source was a helium-neon laser with a wavelength of
633 nm. Measurements were taken in a glass cuvette at temperatures in the range of 25 – 60 ◦C at a scattering angle of
173 ◦ (backscattering), Fig. 1. In addition to the diffusion parameters, the device measured the electrical conductivity
of the solution (Q) and the intensity of the backscattered photon flux. This made it possible to obtain D values taking
into account the attenuation of the light flux as it passes through the cuvette wall and the constantly changing colloidal
solution. The changes in the relative concentration of Zn(II) in the form of colloid (precipitate), filtrate (solute) and film
of oxide/hydroxide on the substrate, as well as in the average hydrodynamic diameter of colloid particles D, their zeta
potential and solution conductivity Q with the time of synthesis are shown as an example in Fig. 2.

FIG. 1. Signal intensity (violet points) and mean hydrodynamic diameter (D, black points) of
Zn(OH)2/ZnO particles formed at 45 ◦C according to direct measurements. Confidence intervals char-
acterize the scattering in the size distribution of the hydrodynamic diameter of growing particles at each
time point
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FIG. 2. Example of changes in the relative concentration of Zn(II), C/C(0) in the form of colloid,
film and ions, in NH3–Zn(II) solution; changes in colloid particle size, D/Dmax, according to light
scattering data (Dmax = 400 nm); changes in the relative conductivity Q/Qmax and the particle zeta
potential ξ/ξmax with the synthesis time t. C, C(0) are the current and initial concentration of Zn(II)
in the phase. The maximal zeta potential, ξmax = +21.6 mV; Q is the electrical conductivity; Qmax =
27.1 mS/sm; temperature 55 ◦C, pH = 10.3

3. Experiment results

The thermodynamic study of the elements of the growth mechanism of Zn(OH)2 – ZnO layers on the glass surface was
performed in the model system Zn2+ – NH3,aq – NH3(g) – OH− – H2O – N(g) (1). Here, hydrated ammonia molecules
NH3,aq in the selected pH range simultaneously acted as a ligand and a film-forming agent. The fields of predominance
of ionic particles and Zn(OH)2 – ZnO – Zn(0) phases in Eh–pH coordinates, where Eh(B) is the electrochemical potential
(1) relative to the hydrogen electrode for temperatures 25 and 85 ◦C, are shown in Fig. 3. From the data of thermodynamic
calculation it is evident that the appearance of the solid phase in (1) when the temperature changes from 25 to 85 ◦C in
the pH range 8.6 – 10.8 is caused by the formation of oversaturated solution relative to zinc hydroxide (< 35 ◦C) or oxide
(> 40 ◦C) due to the system exit from the Zn(NH3)+2

4 complex stability field in this pH region. The simultaneous effect of
pH and temperature of system (1) on the chemical and phase composition of zinc compounds according to the calculation
data is illustrated in Fig. 4. It is seen that at 25 – 35 ◦C and pH < 10.3 the ammonia solution of Zn(II) is not saturated
relative to the oxide or hydroxide. The main chemical form of ions in the solution is the Zn(NH3)+2

4 complex. Note that
Zn(NH3)+2

4 is a cationic component of the complex whose stability is determined in the HSC Chemistry 8 database. It is
obvious that in the examined pH region, ammonia complexes can exist in the form of ionic pairs with hydroxyl ions or
mixed ligand hydroxo-complexes. There is no information in the thermodynamic literature on the existence and stability
of mixed hydroxo-ammonium zinc complexes. It is known that for mixed ligand metal complexes MX, MY, the logarithm

of the stability constant is log(βMXY ) ≈ 1

2
(log(βMX) + log(βMY )) [26]. For Zn(NH3)4(OH)+, this estimation gives

one log(βMXY ) ≈ 6.9, which is 2 log units less than log(βMY ) of Zn(NH3)2+4 complex [27]. This estimate shows
that ammonia complexes are most likely to exist in alkaline solution mainly in the form of ionic pairs with OH-ions.
From Figs. 4 and 5, it follows that the temperature increase in the equilibrium model system (1) at the zinc concentration
0.06 mol/l keeps it homogeneous in the pH interval 10.0 – 10.5 up to a temperature of 35 ◦C. With a further increase in pH
in this temperature range, system (1) transits to a supersaturated solution state with a release of a mixture of ε-Zn(OH)2 –
ZnO phases. Simultaneously, the partial pressure of ammonia in the gas phase NH3(g) increases, but the concentration of
dissolved ammonia changes little if at all, Fig. 3. The transfer of NH3(g) into the gas phase takes place from the electrolyte
surface, as well as by the formation, growth in the electrolyte volume, and removal to the electrolyte surface of nano- and
micro-bubbles of dissolved gases, primarily H2O(g) and NH3(g) [28].

According to the X-ray phase analysis of precipitates and films on the reactor surface, the observed picture of phase
transformations in system (1) is different from the data of thermodynamic calculations in that the phase transition takes
place in the region of higher temperatures, Figs. 6, 7(a).

The appearance of the ZnO phase (wurtzite) is observed at 95 – 99 ◦C. Independent results of Raman spectroscopy
of films in the region of deformation vibration bands of hydroxide OH-groups (3190 and 3266 1/cm [29]) obtained at
different temperatures of system (1) illustrate the gradual disappearance of the zinc hydroxide phase, Fig. 7(a). The
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FIG. 3. Pourbaix diagram calculated for system (1) using the HSC Chemistry 8 program. The concen-
tration of Zn(II) is 0.06 mol/l, the concentration of ammonia in solution is 1 mol/l, the total pressure of
N2–O2–H2O(g) gas mixture in the system is 1 atm, 22 ◦C. Eh is the electrochemical potential in the
system relative to the hydrogen electrode, B. The dark blue area shows the field of predominance of the
Zn(NH3)+2

4 complex. The inset in the blue frame shows the field of predominance (orange color) of the
Zn(NH3)+2

4 complex at 85 ◦C in the same pH range.

(a) (b)

FIG. 4. Changes in the chemical and phase composition in system (1) as a function of pH and temper-
ature; the concentration of Zn(II) is 0.06 mol/l, the concentration of ammonia in solution is 1 mol/l, the
total pressure of N2–O2–H2O(g) gas mixture in the system is 1 atm.
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FIG. 5. The calculation results of the changes in the chemical and phase composition of the solution
during synthesis as a function of temperature. The concentration of Zn = 0.06 mol/kg, NH3 = 1 mol/kg,
pH = 10.0 – 10.3. HSC Chemistry 8 program. (s) denotes the belonging to solid phase.

(a) (b)

FIG. 6. X-ray diffraction pattern of ε-Zn(OH)2 (a) and ZnO (b) films deposited from the zinc ammonia
solution on the glass surface. The film composition at (a) 80 ◦C – ε-Zn(OH)2, (wulfingite) space group
P 2 1 2 1 2 1, CSR (coherent scattering region) – 64 nm, at (b) 99 ◦C – ZnO, (wurtzite) space group P
6 3 m c, CSR – 71 nm. Dark blue line is the experimental data (1); yellow line is the result of description
by the Rietveld method (2); red line is the tabulated values of phase intensities (3); light blue line is the
difference between (1) and (2). Solution composition – Zn(II) = 0.12 mol/l, NH3 = 1 mol/l, pH = 10.3.

change in the phase composition of the films, Figs. 6, 7, agrees with the literature data on the variation of the optical
bandgap of the films obtained under the same conditions at different temperatures [20].

Measurements of the average hydrodynamic diameter of colloidal particles during synthesis at different temperatures
showed that the precipitation of the solid phase in the form of a film on the electrolyte/reactor wall interface prevents
the application of the dynamic light scattering method at temperatures above 55 ◦C. Typical dependence of the flux of
detector-recorded photons backscattered on colloidal particles (Fig. 1) shows that the signal intensity passes through a
maximum as the colloid forms, whereupon it decreases to background values due to their absorption by the Zn(OH)2 film
growing on the cuvette walls. At a temperature of 60 ◦C or higher, the film on the cuvette wall completely absorbs the
photon flux already in the first minutes of the measurement. Therefore, we limited the temperature range of the study of
colloidal properties of system (1) to 25 – 55 ◦C.



Colloidal-chemical mechanism of Zn(OH)2–ZnO layer formation... 237

(a) (b)

FIG. 7. (a) Changes in the phase composition of the ZnO/Zn(OH)2 film depending on the synthesis
temperature. Dots – experiment, lines – thermodynamic calculation of the equilibrium composition. (b)
Variation of the intensity (S) of deformation vibration bands of -OH groups in ε-Zn(OH)2 (wulfingite)
films on the glass surface with the synthesis temperature according to Raman spectroscopy data. S is
the integrated intensity of signal in the absorption band (ν) region of the Raman spectrum. The line is
the correlation curve “log(S)–temperature”.

According to the diffusion scattering measurements as a function of synthesis time, colloidal particles with an average
size of 200 – 1000 nm, Fig. 8, and a positive value of ζ-potential, Fig. 9, are observed in system (1) at 25 ◦C and
at elevated temperatures immediately after the preparation of the initial solution. At the same time, the solution looks
optically transparent. The size of fixed particles (D) changes with synthesis time, regression line (D/Dmax), Fig. 2. Their
ζ-potential first increases to the maximum value, then it decreases and further increases following the trend in the relative
concentration C/C(0) of zinc in the form of a film, Fig. 2.

FIG. 8. Variation in the relative size D/D(0) of ZnO/Zn(OH)2 microcrystals in the film at synthesis
temperatures 45, 50 and 55 ◦C with contact time. D(0) is the value of the coherent scattering region
of crystals calculated from phase analysis data (Debye–Scherrer equation). D(0) = 29 ± 5 nm. The
concentration of Zn(II) = 0.12 mol/l, NH3 = 1 mol/l, pH = 10.3.

Two stages can be distinguished in the character of changes in the particle size D, Fig. 8, and ζ-potential, Fig. 9,
with time at different synthesis temperatures. At the first stage, the main factor of the change (1) is the growth of
conductivity (Q) of electrolyte solution, which is determined by thermal decay of Zn(NH3)2+4 complex and hydrolysis of
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FIG. 9. Changes of ζ-potential of Zn(OH)2/ZnO microcrystals with synthesis time during their growth
from ammonia solution at different temperatures. The graph of behavior of ζ-potential of gas nanobub-
bles in ammonia solution without Zn(II) at 25 and 50 ◦C is given for comparison. Solution composition:
Zn(II) = 0.12 mol/l, NH3 = 1 mol/l, pH = 10.3.

ammonia molecules in solution according to the following reactions

Zn(NH3)4(OH)2 → Zn2+
aq + 4NH3,aq + 2OH−,

Zn2+
aq + 2OH− → Zn(OH)2,colloid,

NH3,aq + OH− → NH4OH→ NH+
4 + OH−.

(2)

Destruction of Zn(NH3)4(OH)2 ion pair leads to supersaturation with isolation of Zn(II) in the form of Zn(OH)2
colloid and increases the concentration of ammonium ions in solution by reaction (2) and conductivity Q(t), Fig. 10(a).
The empirical relationshipQ(t) – t is described by the first order irreversible reaction equation throughout the temperature
range 45 – 55 ◦C, Fig. 10(a):

Q(t) = a+ b(1− exp(−ct)), P (t) = (1− (Q(t)− a)/b), (3)

where a, b, c are equation parameters and P (t) is an auxiliary function. Comparison of the conductivity in (1) with that
of the ammonia solution at pH 10.3, Fig. 10(a), shows that ionic reactions (2) are completed by the accumulation of
ammonium ions in solution during the first 10 to 15 minutes of synthesis. At the first stage, colloidal particles Zn(OH)2
have a ζ-potential of approximately +(20 – 25) mV, which is typical of aqueous colloidal solutions of Zn(OH)2, ZnO in the
pH range 10 – 11 [6, 30]. The relatively large positive ζ-potential prevents the aggregation (increase in size) of particles
and their attachment to interfaces, which explains the appearance of the induction period of film growth in C/C(0) − t
coordinates, Fig. 2. Even before the process of colloid formation in (1) begins, the appearance of nanoparticles identical
to gas nanobubbles is noted in the homogeneous solution at 25 ◦C, Fig. 9 [28, 31, 32]. Their ζ-potential at pH 10.3 and
25 ◦C is negative, −40 mV, and increases to −(15 – 20) mV when the temperature rises to 50 ◦C. This sign of the charge
is characteristic of the gas nanobubbles in alkaline environment and is opposite to the sign of the ζ-potential of hydroxide
colloid, Fig. 9. The presence of nano- (< 200 nm) and microbubbles (10 – 50 µm) of gas with negative zeta potential is
typical for aqueous solutions of urea, ethanol, ammonia solutions, etc. Gas bubbles evolve over time, increasing in size
and collapsing to form high-pressure microzones near the electrolyte-gas interface [32, 33].

The joint formation of colloidal particles and nanobubbles of gas in system (1) leads to their electrostatic attraction
with a change in charge, size and morphology [34]. The interaction of gas nanobubbles and colloidal particles explains
the stabilization and relatively large size of the observed colloidal particles due to adsorption of smaller positively charged
Zn(OH)2 nanoparticles on the surface of larger negatively charged gas nanobubbles and formation of colloidal aggregates
“bubble||surface film of hydroxide nanoparticles” [34, 35]. Their further cohesion forms an openwork foamy colloid
structure of solution and film on the solution/wall interface at the first stage of synthesis, Figs. 8, 11(a). The interaction of
nanobubbles of gas and colloidal particles explains the large size of the observed colloidal particles, which is reflected in
the morphology of films obtained under similar conditions, but annealed at 400 ◦C [36], Fig. 11(a).

At higher temperatures, the growth rate of the number and size of gas bubbles in (1) increases leading to their
mass-transfer to the solute/gas interface and final removal from the solution [32, 33]. This allows us to suggest the
following explanation for the change in the position of the maximum of the peak of the observed colloidal particle size
distribution with temperature, Fig. 8. As the temperature increases, the time necessary to reach a maximum in the size
distribution of the observed colloidal particles decreases, and at 55 ◦C the formation and then disappearance of large
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(a) (b)

FIG. 10. (a) Variation of the conductivity (Q) of colloidal solution Zn(OH)2 (triangles) in system (1)
and ammonia solution without addition of Zn(II) ions (circles) with time, 50 ◦C, pH 10.3. (b) Variation
of the conductivity of solutions as a function of Zn(OH)2 synthesis temperature, coordinates of eq. (3).

(a) (b)

FIG. 11. Microphotographs of films (a) – Zn(OH)2, (b) – ZnO obtained after 5 minutes of synthesis at
temperatures 50 ◦C (a), 90 ◦C (b)

colloidal particles and degassing of the solution occur in the first 1 – 2 minutes, Fig. 8. At the final stage of degassing
of the solution, the colloidal aggregates of hydroxide nanoparticles on the surface of growing gas bubbles disintegrate,
hydroxide nanoparticles that were formerly on their surface again pass to a state of bulk colloid, and the observed size of
colloidal particles and their charge decrease, Fig. 9. Due to the removal of gas nanobubbles, the formation of openwork
colloidal structures in the degassed solution (at elevated temperatures) becomes impossible. The same result should
be achieved when the total pressure in the system increases, preventing the formation of gas bubbles in the electrolyte
solution.

As the temperature rises, the second stage of the colloid formation process, which is a sequence of nucleation and
ion-molecular growth reactions of Zn(OH)2/ZnO nanoparticles in a degassed supersaturated solution volume and their
heterogeneous distribution on the interfaces, becomes the main one, Fig. 2. The morphology of growing Zn(OH)2 – ZnO
crystallites at the second stage is determined by the conditions of their spontaneous crystallization and therefore differs
greatly from the morphology of particles growing at the first stage on the surface of nanobubbles, Fig. 11(a,b). The driving
force of the Zn(OH)2/ZnO film growth on the reactor wall surfaces and the solution/air boundary is the difference in the
electrochemical potentials of the double electric layer surface of the interfaces and nano-microcrystals. The morphology
of crystallites at the second stage represents columnar structures and volumetric stars with spikes of hexagonal section
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and conical shape, which is connected with their growth on lateral hexagonal faces of primary particles in conditions of
gradual diminution of supersaturation [13–21].

4. Conclusion

The performed study of the equilibrium and dynamic conditions of Zn(OH)2/ZnO nanoparticle formation in the
model closed system Zn2+ – NH3,aq – NH3(g) – OH− – H2O – N2(g) (1) revealed that the driving force for the for-
mation and growth of nanoparticles in the initially homogeneous system (1) at 25 ◦C is the difference in the chemical
potential of particles at 25 ◦C (unsaturated system relative to Zn(OH)2/ZnO formation) and a given synthesis temperature
(supersaturated system). Using vibrational spectroscopy, X-ray phase and chemical analysis, diffuse light scattering and
electrophoresis methods, it was found that the phase transformation of Zn(OH)2 into ZnO occurs in the region of 85 –
90 ◦C, in contrast to the temperature of 35 – 40 ◦C according to thermodynamic simulation data. Changes in the relative
concentration of Zn(II) in the form of colloid, the film and the ions in electrolyte solution and the electrical conductivity
of the electrolyte solution with the time of synthesis corresponds to the first order reaction for ions Zn(II).

It has been shown for the first time that the colloidal-chemical transformation of Zn(NH3)2+4 ionic particles into
colloidal microcrystals of Zn(OH)2 /ZnO composition is a staged process. The first stage of the process takes place in the
solution volume mainly on the gas nanobubble-solution interfaces as a result of rapid formation, growth, and removal of
gas nanobubbles from the solution. The driving force of the process at the first stage is the difference in the sign of the
surface charges of nanobubbles and Zn(II) colloidal particles in the electrolyte volume. The interaction of small positively
charged Zn(OH)2 nanoparticles with the surface of larger negatively charged gas nanobubbles creates colloidal aggregates
“surface film of hydroxide nanoparticles ||gas bubble”. Their further cohesion leads to the formation of an openwork
foamy structure of the colloid in solution and films on the interfaces at the first stage of synthesis. After degassing of the
electrolyte solution, the second stage develops, which consists in nucleation and ionic-molecular growth of Zn(OH)2/ZnO
particles in the volume of the degassed supersaturated solution and in their distribution between the colloidal solution and
“electrolyte – reactor wall – air” interfaces. In the absence of gas nanobubbles, columnar structures grow in the solution
and at the interface in the form of volumetric stars with spikes of conical shape and hexagonal cross-section.
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ABSTRACT The present paper investigates features of a (Bi, Fe, �)2(Fe, W)2O6O′δ cubic pyrochlore-structured
phase (hereinafter BFWO) formation in the Bi2O3–Fe2O3–WO3–(H2O) system under the hydrothermal syn-
thesis conditions at T < 200 ◦C and in the range of pH < 1. It was found that the BFWO phase is formed
even when the amorphous precursor suspension is less than 100 ◦C. The BFWO phase particles have a con-
ditionally spherical morphology and are polycrystalline. The dependency of the average particle size on the
synthesis temperature correlates well with the dependency of the average crystallite size on this parameter:
both values increase abruptly with an increase in the amorphous precursor suspension treatment temperature
from 90 to 110 ◦C (from ∼140 and 70 nm to ∼180 and 90 nm, respectively), and with a further increase in
the hydrothermal treatment temperature to 190 ◦C, they increase more smoothly (up to ∼210 and 110 nm,
respectively). It was found that the average number of crystallites in a particle is ∼9 units regardless of the
synthesis temperature, i.e. an increase in the BFWO phase particle size with the increasing temperature (in
the considered temperature range) occurs mainly due to an increase in the size of their constituent crystallites.
KEYWORDS pyrochlore-structured phase, hydrothermal synthesis, phase formation, nanocrystals.
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1. Introduction

The pyrochlore-structured complex oxide phases with variable composition are the objects of active researches in
modern materials science [1–5]. Currently, there is an increased interest in ternary and more multicomponent pyrochlores
containing d-elements, since this class of complex oxides has a set of promising physicochemical properties, among which
are magnetic [6–8], electrophysical [9, 10], catalytic [11, 12] and optical [13–15] ones. In most of the presented works,
the pyrochlore phase is obtained by the solid-state synthesis [6–11, 13], and only in some works, chemistry methods are
used to obtain the pyrochlore phase, in particular, by the hydrothermal method [12,14–16] or by co-precipitation followed
by annealing [17, 18]. Important advantages of the hydrothermal method are the possibility of obtaining nanocrystalline
materials and synthesizing oxide phases that are unstable at elevated temperatures [19,20]. It should be noted that in most
papers devoted to the hydrothermal synthesis of oxide nanomaterials, of hydrothermal treatment temperature is in the 100
to 250 ◦C range [21–24].

The hydrothermal treatment temperature and the pH value of the hydrothermal fluid are among the most important
parameters of synthesis, since they affect the kinetics of the processes occurring under hydrothermal conditions, determin-
ing the crystalline phase precursor solubility and the reacting components diffusion rate. In this regard, the dimensional
and morphological characteristics, as well as the chemical composition of the crystalline product, as a rule, strictly depend
on these parameters [25–29].

In the Bi2O3–Fe2O3–WO3–(H2O) system, the cubic pyrochlore-structured phase (BFWO) was obtained by hy-
drothermal synthesis only at T = 200 ◦C [14, 16, 28] and 180 ◦C [15], while other isothermal regions of the phase
diagram were not studied. In this work, the BFWO phase was obtained at lower temperatures of the amorphous precursor
suspension treatment (90–190 ◦C).
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The effect of the hydrothermal fluid pH on the chemical composition and size parameters of particles and crystallites
of the BFWO phase was studied in [28]. It was shown that in the Bi2O3–Fe2O3–WO3–(H2O) system, the composition
of the pyrochlore phase formed under hydrothermal conditions will coincide well with the nominal composition specified
for the synthesis when the hydrothermal fluid pH is in the ∼2 to ∼5 range. The average particle and crystallite sizes in
this pH range pass through an extremal value at pH ∼4–5, taking the smallest values at pH < 1. In other words, certain
synthetic problems are inevitable when it is required to obtain the BFWO phase with the smallest possible particle and
crystallite sizes and the composition specified for the synthesis at the same time. In this paper, a solution to this synthetic
problem is proposed.

The aim of this work is to study features of the cubic pyrochlore-structured phase formation in the Bi2O3–Fe2O3–
WO3–(H2O) system under the hydrothermal synthesis conditions at T < 200 ◦C and in the range of pH < 1.

2. Materials and Methods

2.1. Synthesis section

The synthesis procedure, which is the same for all samples, is described below, and Table 1 shows the values of the
variable synthesis parameters (nominal composition specified for the synthesis and hydrothermal treatment temperature).
To obtain one sample, x mmol of crystalline hydrate of bismuth (III) nitrate, Bi(NO3)3·5H2O (puriss. spec.), and y mmol
of crystalline hydrate of iron (III) nitrate, Fe(NO3)3·9H2O (pur.), were dissolved in 8.3 ml of 6 M HNO3 (puriss. spec.),
after which 41.7 ml of distilled water was added to the resulting solution. Next, z mmol of sodium tungstate (VI) crys-
talline hydrate, Na2WO4·2H2O (puriss. spec.), was dissolved in 50 ml of distilled water and the resulting solution was
added dropwise into the acidic solution of bismuth and iron nitrates stirred with a magnetic stirrer at 800 rpm (∼30 mL of
distilled water was then added there and used to rinse the beaker that had contained the sodium tungstate solution). After
additional stirring at 1000 rpm for ∼1 h, the amorphous precursor suspension (pH < 1) obtained this way was transferred
into Teflon chambers (∼80% filling) and placed in steel autoclaves, which were then put in a furnace heated up to T◦C.
After 24 h, the autoclaves were removed from the furnace and cooled in air. The resulting precipitates were separated
from the mother liquor (it was poured out), rinsed with distilled water several times by decantation and dried at 70 ◦C for
24 h.

According to the synthesis procedure described above, four series of samples were obtained (series 1 is the main one,
series 2, 3 and 4 are additional), the synthetic parameters of which are presented in Table. 1. When obtaining samples
of series 1, the amorphous precursor suspension treatment temperature was varied, and the remaining series of samples
were obtained in order to conduct additional studies. Series 2 was obtained in order to determine the effect of the amount
of iron (III) in the nominal composition on the phase composition of the hydrothermal synthesis products; series 3 was
produced for determining the phase composition of the precursor suspension dispersed phase before the hydrothermal
treatment; while series 4 was produced for determining the phase composition of the hydrothermal synthesis products in
the absence of some component in the nominal composition.

Samples of series 3 were obtained by the following procedure: when synthesizing samples of series 2: the suspensions
remaining after autoclaves filling were centrifuged, the liquid phase poured out, and the resulting wet precipitate dried at
70 ◦C for 24 h. When obtaining samples of series 4, the volumes of mixed solutions remained constant, only the presence
or absence of some component in the solutions varied. Rinsing of these samples after hydrothermal synthesis was carried
out in isopropyl alcohol. The W+H+ HTS 150 ◦C sample was synthesized by adding sodium tungstate (VI) solution to
the nitric acid solution. The Bi+W HTS 150 ◦C sample was synthesized by adding sodium tungstate (VI) solution to the
acidic bismuth (III) nitrate solution. The Fe+W HTS 150 ◦C sample was synthesized by adding sodium tungstate (VI)
solution to the acidic iron (III) nitrate solution. The Bi+Fe HTS 150 ◦C sample was synthesized by adding 50 ml of
distilled water to the acidic solution of bismuth (III) and iron (III) nitrates.

2.2. Characterization

The crystal structure of the obtained samples was analyzed by X-ray diffraction (XRD) using a Rigaku SmartLab 3
Powder X-ray Diffractometer (Rigaku Corporation, Japan). X-ray diffraction patterns (Co-Kα radiation (series 1 sam-
ples), Cu-Kα radiation (series 2, 3 and 4 samples),Kβ filter) were recorded in the Bragg-Brentano geometry at room tem-
perature. The observed peak parameters (the absolute intensity (Iabs), Bragg angle (2θobs), full width at half maximum
(FWHMobs), and the integral width (βobs)) were determined using the Rigaku SmartLab Studio II software package.
The same software package employed the method of fundamental parameters for plotting curves of the volume lognormal
crystallite size distribution. The instrumental broadening (FWHMinstr) was corrected by using a standard recorded
under similar conditions. The used standard was a single-crystal SrTiO3 plate with a polished side perpendicular to the
crystallographic direction [100]. According to the criterion that determines the type of peak profile [30], peaks in all sam-
ples were pseudo-Voigt, therefore, the calculation of the corrected value of the full width at half-height (FWHMcorr)
was carried out taking into account the pseudo-Voigt peak shape (equation (1), [30]). The average crystallite size (D)
and microstresses (εs) were calculated by the Williamson-Hall method for the case of pseudo-Voigt peaks observed in
diffraction patterns (equation (8), [31]). The calculation was performed using the peaks with Miller indices of 311, 222,
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TABLE 1. Obtained samples, nominal composition specified for the synthesis and synthesis temperature

Sample
Nominal n(Bi) (x), n(Fe) (y), n(W) (z),

T, ◦C
composition mmol mmol mmol

Fe1.5 HTS 90 ◦C 90

Fe1.5 HTS 110 ◦C 110

Series 1
Fe1.5 HTS 130 ◦C Bi0.5Fe1.5WO6 3.5 10.5 7.0 130

Fe1.5 HTS 150 ◦C 150

Fe1.5 HTS 170 ◦C 170

Fe1.5 HTS 190 ◦C 190

Fe0.5 HTS 150 ◦C Bi0.5Fe0.5WO4.50 3.5 3.5 7.0

Series 2 Fe1.5 HTS 150 ◦C Bi0.5Fe1.5WO6 3.5 10.5 7.0 150

Fe3.0 HTS 150 ◦C Bi0.5Fe3.0WO8.25 3.5 21.0 7.0

Fe0.5 no HTS no rinsing Bi0.5Fe0.5WO4.50 3.5 3.5 7.0 –

Series 3 Fe1.5 no HTS no rinsing Bi0.5Fe1.5WO6 3.5 10.5 7.0 –

Fe3.0 no HTS no rinsing Bi0.5Fe3.0WO8.25 3.5 21.0 7.0 –

W+H+ HTS 150 ◦C WO3 – – 7.0

Series 4
Bi+W HTS 150 ◦C Bi0.5WO3.75 3.5 – 7.0

150
Fe+W HTS 150 ◦C Fe1.5WO5.25 – 10.5 7.0

Bi+Fe HTS 150 ◦C Bi0.5Fe1.5O3 3.5 10.5 –

Note 1: Sample Fe1.5 HTS 150 ◦C is included in both Series 1 and 2

400, 511, 440, 531, 622, 444, and 711, assuming λ(CoKα1) = 1.789001 Å, KScherrer = 0.94, and Kstrain = 4. The use
of the Williamson-Hall method for calculating the average crystallite size was justified by the presence of microstresses
in all the samples, and the illegitimacy of using the traditional Scherrer’s formula in this case.

Scanning electron microscopy (SEM) images and bulk elemental composition of the samples were obtained on a
Tescan Vega 3 SBH scanning electron microscope (Tescan Orsay Holding, Czech Republic) with an Oxford Instruments
Energy Dispersive X-ray Microanalysis (EDXMA) attachment. The relative number of elements was calculated using
the AZtec software, and only such series of electronic transitions as Fe (K-series), Bi and W (L-series) were taken into
account in the calculation. The characteristic emission spectra of each sample were accumulated from three sites with
a total area of ∼9 mm2, with a set of statistics for at least 2.5 million pulses at each site. The readings from each site
were averaged, and the measurement error was determined at a confidence level of 0.95. The histograms of the volume
particle size distribution were constructed on the basis of random 500-particle samples for each synthesized sample from
series 1. The normal distribution curves describing the constructed histograms were plotted using the Origin 2018 software
package.

3. Results and discussions

3.1. Chemical composition

The EDXMA data on the bulk chemical composition of the obtained samples are presented in Table 2. In all samples
of series 1 and 2, the bismuth and tungsten atomic ratio generally corresponds to the nominal composition (except for
the Fe3.0 HTS 150 ◦C sample, in which there is a lack of tungsten), while the quantity of iron atoms in relation to these
elements is much less, than in the nominal composition. The depletion of the bulk composition of these samples in iron
(III) is apparently due to the fact that a significant part of this component remains in the cooled hydrothermal fluid, and
therefore is removed during sediment rinsing. It should be noted that in the case of the Fe1.5 HTS 190 ◦C sample, a certain
excess of iron in its bulk composition relative to other samples of series 1 is due to the presence of another iron-containing
phase in this sample (see 3.2. XRD analysis).

In addition, from the obtained data on the bulk composition of samples of series 3, it follows that, the distribution of
components between the dispersed phase and the dispersion medium of the precursor suspension is very uneven: tungsten
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TABLE 2. Bulk chemical composition of the obtained samples, in rel. at. units, according to the
EDXMA data

Sample
Nominal Bulk chemical composition

composition Bi/W±∆ Fe/W±∆ Bi/Fe±∆

Fe1.5 HTS 90 ◦C 0.50±0.02 0.40±0.01 1.26±0.06

Fe1.5 HTS 110 ◦C 0.54±0.04 0.35±0.02 1.57±0.03

Series 1
Fe1.5 HTS 130 ◦C

Bi0.5Fe1.5WO6
0.56±0.03 0.36±0.01 1.53±0.12

Fe1.5 HTS 150 ◦C 0.53±0.05 0.37±0.03 1.41±0.06

Fe1.5 HTS 170 ◦C 0.54±0.02 0.39±0.01 1.38±0.05

Fe1.5 HTS 190 ◦C 0.54±0.02 0.57±0.06 0.96±0.08

Fe0.5 HTS 150 ◦C Bi0.5Fe0.5WO4.50 0.54±0.03 0.31±0.01 1.78±0.04

Series 2 Fe1.5 HTS 150 ◦C Bi0.5Fe1.5WO6 0.53±0.05 0.37±0.03 1.41±0.06

Fe3.0 HTS 150 ◦C Bi0.5Fe3.0WO8.25 0.58±0.04 0.51±0.01 1.13±0.07

Fe0.5 no HTS no rinsing Bi0.5Fe0.5W4.50 0.37±0.02 0.06±0.01 6.12±1.13

Series 3 Fe1.5 no HTS no rinsing Bi0.5Fe1.5WO6 0.32±0.02 0.15±0.01 2.08±0.12

Fe3.0 no HTS no rinsing Bi0.5Fe3.0WO8.25 0.29±0.01 0.28±0.01 1.03±0.06

W+H+ HTS 150 ◦C WO3 – – –

Series 4
Bi+W HTS 150 ◦C Bi0.5WO3.75 0.53±0.05 – –

Fe+W HTS 150 ◦C Fe1.5WO5.25 – 0.54±0.01 –

Bi+Fe HTS 150 ◦C Bi0.5Fe1.5O3 no solid phase formed

(VI) is located predominantly in the solid phase, iron (III) – in the liquid phase, and bismuth (III) is distributed over these
phases approximately equally. In the bulk composition of all samples of series 3, impurity amounts of sodium are also
found, since the sediment was not rinsed during their preparation.

3.2. XRD analysis

Powder X-ray diffraction patterns of samples of series 1 are presented in Fig. 1. All the observed peaks refer to the
cubic pyrochlore-structured BFWO phase (CSD 1961005, [16]), the only exception is the Fe1.5 HTS 190 ◦C sample, the
diffraction pattern of which demonstrates weak peaks from the α-Fe2O3 phase, in addition to peaks from the BFWO
phase. The results of phase composition analysis of this sample indicate that the phase diagram of the Bi2O3–Fe2O3–
WO3–(H2O) system has a two-phase region in which the BFWO phase coexists with the hematite phase in the region of
compositions enriched in iron (III) oxide. The obtained experimental data can be useful for determining the boundary
of the homogeneity region of the BFWO phase from the side iron oxide (III) – under hydrothermal conditions at low
T (from 100 to ∼ 200◦C). An increase in the hydrothermal fluid pH, according to the data on phase equilibria in the
Fe2O3-H2O system [32], will lead to an increase in the FeOOH→ α-Fe2O3 transition temperature, which must be taken
into account when studying the BFWO – α-Fe2O3 phase equilibrium region. It should be noted that the hematite phase
may turn out to be nanocrystalline in the obtained samples, and a part of iron (III) may also be present in the amorphous
phase located, for example, along the BFWO grain boundaries [33, 34]. In both described cases, X-ray diffraction does
not make it possible to identify the iron-containing impurity phase in the presence of a complex oxide, in which the main
scattering centers are “heavy” bismuth and tungsten atoms.

The unit cell parameter a of the BFWO phase is, within the error, the same for all samples of series 1 and is 10.33(1) Å,
which indicates the absence of a noticeable change in the BFWO phase composition in these samples. It should be noted
that the amorphous halo is not found on the presented diffraction patterns, from which it can be qualitatively concluded
that the degree of the amorphous phase transformation into the crystalline BFWO phase is close to 1.

Fig. 2a shows the dependencies of the average crystallite size of the BFWO phase on the synthesis temperature,
and Fig. 2b shows the curves of the volume lognormal crystallite size distribution based on peak 222 depending on
the synthesis temperature (series 1 samples). The average crystallite size of the BFWO phase was estimated in two
ways: (1) by the Williamson–Hall graphical method (Fig. 3), where the peaks corresponding to different crystallographic
directions were included in the calculations, and (2) as a weighted average of the volume lognormal crystallite size
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FIG. 1. XRD patterns (series 1 samples)

FIG. 2. (a) dependencies of the average crystallite size of the BFWO phase on the synthesis temperature
and (b) curves of the volume lognormal crystallite size distribution based on peak 222 depending on the
synthesis temperature (RSD – relative standard deviation) (series 1 samples)
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FIG. 3. Williamson-Hall plots for samples obtained at different synthesis temperatures (a (90 ◦C),
b (110 ◦C), c (130 ◦C), d (150 ◦C), e (170 ◦C), f (190 ◦C)) (series 1 samples)

distribution based on peak 222. The average crystallite size calculated by method (1) turns out to be larger for each
temperature taken than that calculated by method (2), however, both presented correlate well with each other. With an
increase in the precursor suspension treatment temperature from 90 to 110 ◦C, the average in all crystallographic directions
crystallite size increases abruptly from ∼70 to 90 nm, and the average in the [111] direction crystallite size from ∼55 to
70 nm; with a further increase in the hydrothermal treatment temperature to 190 ◦C, the average crystallite size increases
more smoothly to ∼110 nm in the first case and to ∼80 nm in the second. It can be assumed that the differences in the
average crystallite sizes calculated by the two methods are due either to some anisotropy of the crystallites or to the fact
that the instrumental broadening of the device is taken into account in the first case using an external standard, while in
the second case it is calculated based on the optical configuration of the device.

Powder X-ray diffraction patterns of samples of series 2, 3, and 4 are shown in Figs. 4,5,6, respectively. In the Fe0.5
HTS 150 ◦C sample, in addition to peaks belonging to the BFWO phase (a = 10.33(1) Å), broad peaks are observed
at 2θ angles (Cu-Kα radiation): 22.6, 28.1 (possibly Bi2WO6 (PDF no. 73-1126)), 36.4 and 55.3◦, which indicate the
presence of impurity amounts of an unidentifiable phase. The appearance of an impurity crystalline phase indicates that
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FIG. 4. XRD patterns (series 2 samples)

FIG. 5. XRD patterns (series 3 samples)

FIG. 6. XRD patterns (series 4 samples)
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FIG. 7. (a (90 ◦C), b (110 ◦C), c (190 ◦C)) SEM data and (d) dependency of the BFWO phase average
particle size on the synthesis temperature (series 1 samples)

the bulk composition of this sample, apparently is in the region of the phase diagram, which is more depleted in iron
oxide, in comparison with the boundaries of the BFWO phase homogeneity region. In the Fe1.5 HTS 150 ◦C and Fe3.0
HTS 150 ◦C samples, the only crystalline phase is the BFWO phase (a = 10.33(1) Å and 10.35(1) Å, respectively), whose
peaks in the second case turn out to be more broadened. The presented values of the BFWO phase unit cell parameter a
indicate that the composition of this phase in the Fe3.0 HTS 150 ◦C sample is more enriched in bismuth (III) than in other
samples.

Thus, based on the data on the chemical and phase composition of the samples of series 1 and 2, it can be concluded
that when the nominal composition of a sample contains a 2–4 times excess of iron (III) (relative to the stoichiometry of
the BFWO phase homogeneity region) and the temperature of the precursor suspension hydrothermal treatment does not
exceed ∼170 ◦C, there occurs the formation of the BFWO phase without impurities of other crystalline phases and with
the Bi/W atomic ratio specified for the synthesis. In the case when the excess of iron (III) is ∼8 times, the composition
of the forming BFWO phase turns out to be somewhat depleted in tungsten (VI) relative to the nominal composition
specified for the synthesis. Otherwise, in the absence of an excess of iron (III), the bulk composition of the crystalline
product formed as a result of hydrothermal synthesis (at pH < 1) is beyond the BFWO phase homogeneity region.

Powder X-ray diffraction patterns of samples of series 3 (Fig. 5) do not show any peaks from crystalline phases,
which suggests that the dispersed phase of the precursor suspension is X-ray amorphous.

According to phase composition data (Fig. 6), no peaks characteristic of the pyrochlore-structured phase are observed
in the samples of series 4. In the W+H+ HTS 150 ◦C sample, most of the reflections belong to the WO3·0.333H2O (PDF
no. 87-1203) and WO3·H2O (PDF no. 84-886) phases, and the rest are not identified; in the Bi+W HTS 150 ◦C sample
the Bi2WO6 (PDF no. 73-1126) and WO3 (PDF no. 75-2187) phases are detected; in the Fe+W HTS 150 ◦C sample the
Fe2(WO4)3·10.7H2O (PDF no. 23-308) phase is found while in the Bi+Fe HTS 150 ◦C sample the solid phase is absent.

3.3. SEM

The SEM data of samples of series 1 are presented in Fig. 7. In all single-phase samples of this series, only one mor-
phological motif is observed, i.e. conditionally spherical particles, the size of which depends on the precursor suspension
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FIG. 8. Histograms and corresponding curves of the volume normal particle size distribution and nor-
mal distribution parameters, i.e. average size and RSD (relative standard deviation), for samples ob-
tained at different synthesis temperatures (a (90 ◦C), b (110 ◦C), c (130 ◦C), d (150 ◦C), e (170 ◦C),
f (190 ◦C)) (series 1 samples)
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treatment temperature. In the Fe1.5 HTS 190 ◦C sample, in addition to the BFWO phase particles, rare large particles
resembling an elongated spheroid can be observed. According to the local EDXMA data, these large particles are the
α-Fe2O3 phase (spectrum 1: Bi0.73Fe20.0WO34.10), which peaks were detected in the diffraction pattern of the sample.
It is interesting to note that the composition of the BFWO phase (spectrum 2: Bi0.59Fe0.38WO4.46), obtained from a cer-
tain limited area that does not contain hematite particles, generally coincides with the bulk composition of single-phase
samples of this series.

The constructed histograms of the volume particle size distribution are well described by the normal distribution
function (Fig. 8), from which average particle sizes of the BFWO phase were determined. The dependency of the average
particle size (Fig. 7d) on the synthesis temperature correlates well with the dependency of the average crystallite size
on this parameter (Fig. 2): with an increase in the precursor suspension treatment temperature from 90 to 110 ◦C, the
average particle size increases abruptly from ∼140 to 180 nm, and with a further increase in the hydrothermal treatment
temperature to 190 ◦C, it increases more smoothly to ∼210 nm.

It should be noted that the BFWO phase particles observed in the micrographs are predominantly polycrystalline,
which follows from a comparison of the average particle and crystallite sizes. Assuming that all particles and crystallites
are conditionally spherical, and their diameters are equal to the average particle (Fig. 7d) and crystallite sizes (Fig. 2,
Williamson-Hall method), respectively, the average number of crystallites in a particle will be ∼9 units regardless of the
synthesis temperature. This fact may indicate that the increase in the BFWO phase particle size with temperature (in the
considered temperature range) occurs mainly due to an increase in the size of their constituent crystallites. A jump-like
increase in the average crystallite and, as a result, particle size following an increase in the precursor suspension treat-
ment temperature from 90 to 110 ◦C may apparently, indicate a sharp increase in the amorphous precursor components
solubility upon transition to the hydrothermal synthesis mode (T > 100 ◦C).

4. Conclusion

The characterized cubic pyrochlore-structured phase (BFWO) in the Bi2O3–Fe2O3–WO3–(H2O) system was ob-
tained by hydrothermal synthesis at T < 200 ◦C and in the range of pH < 1. It was found that the BFWO phase is
formed even when the precursor suspension treatment temperature is less than 100 ◦C, i.e. is beyond the lower limit of
the hydrothermal synthesis. It was shown that when a sample nominal composition contains a 2–4 times excess of iron
(III) (relative to the stoichiometry of the BFWO phase homogeneity region) and the precursor suspension hydrothermal
treatment temperature does not exceeds ∼170 ◦C, then the formation of the BFWO phase without impurities of other
crystalline phases and with the Bi/W atomic ratio specified for the synthesis is observed. In this case, the excess of iron
(III) remains in the liquid phase and is removed from the system by rinsing the crystalline precipitate. With an increase
in the hydrothermal treatment temperature to ∼190 ◦C, along with the pyrochlore phase, a hematite phase (α-Fe2O3) is
formed. In the case of as much as the 8-time excess of iron (III), the composition of the forming BFWO phase turns out to
be somewhat depleted in tungsten (VI) relative to the nominal composition specified for the synthesis. Otherwise, when
there is no sufficient excess of iron (III) in the nominal composition of the sample, as a result of hydrothermal synthesis,
multiphase mixtures containing the BFWO phase are formed, the bulk composition of which is in the region of the phase
diagram that is more depleted in iron oxide, compared to the BFWO phase homogeneity region boundaries. It is shown
that in the absence of any component in the nominal composition, a pyrochlore-structured phase is not formed as a result
of hydrothermal synthesis.

It was established that the precursor suspension is dispersed phase X-ray amorphous, and the isothermal exposure
for 24 h at all studied synthesis temperatures is sufficient to achieve complete transformation of the amorphous phase
into the crystalline BFWO. The BFWO phase unit cell parameter a is 10.33(1) Å regardless of the synthesis temperature
(the nominal composition being Bi0.5Fe1.5WO6), which indicates that there is no noticeable change in the formed BFWO
phase composition with temperature variation in the studied range.

The dependency of the average particle size on the synthesis temperature correlates well with the dependency of the
average crystallite size on this parameter: both values increase abruptly with an increase in the amorphous precursor sus-
pension treatment temperature from 90 to 110 ◦C while with a further increase in the hydrothermal treatment temperature
to 190 ◦C, they increase more smoothly. Apparently, such a nature of the dependencies of these values on temperature
may indicate a sharp increase in the solubility of the amorphous precursor components upon transition to the hydrothermal
synthesis mode (T > 100 ◦C).

It was found that the average number of crystallites in a particle is ∼9 units regardless of the synthesis temperature.
This fact may indicate that the increase in the BFWO phase particle size with increasing temperature (in the considered
temperature range) occurs mainly due to an increase in the size of their constituent crystallites.
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ABSTRACT In this study, the influence of Tb3+ substitution in zinc ferrite is reported. ZnTbxFe(2−x)O4 (x = 0,
0.025, 0.05, 0.075, 0.1, 0.125, and 0.15) were prepared using sol-gel auto-combustion technique. All the samples
were sintered at 400 ◦C for 4 hours. The structure has been studied using XRD, FTIR, UV-visible, and VSM.
X-ray diffraction evaluation demonstrates formation of spinel ferrite with nano size distribution. Vibrating sample
magnetometer was used to study the magnetic properties of the samples. It was found that as terbium content
increases, the coercive field decreases while the saturation magnetization increases. The Tb3+ doped nano-
crystalline zinc ferrites show ferrimagnetic behavior. FTIR analysis show the presence of two expected bands
attributed to tetrahedral and octahedral metal oxygen vibrations at 320 and 450 cm−1.
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1. Introduction

Nano crystalline spinel ferrites were studied by many researchers in recent years. The most common formula for
the spinel ferrite is given as AB2O4 where A2+ ions occupy tetrahedral with B3+ ions at the octahedral sites. Cation
distribution in the tetrahedral and octahedral sites changes the properties of spinel ferrites. It has been studied that the
properties of ferrites were changed with the help of the doping and substitution of a foreign ion, and introduction of
a metal cation with higher electronegativity. Rare-earth elements (RE) are commonly used additives for improving the
spinel ferrite properties [1, 2]. In case of spinel ferrites, the conduction mechanism and magnetic properties are mostly
due to the spin coupling of 3d electrons which arises from the Fe–Fe interaction. But, when spinel ferrite Fe3+ ions
are partially replaced by rare-earth ions of 4f elements, the RE–FE interaction appears and results in 3d–4f coupling.
This 3d–4f coupling in ferrites results in variation in the electric and magnetic properties due to the orbital nature of the
unpaired 4f electrons of RE ions [3, 4].

Among various spinel ferrites, zinc ferrite has a wide range of applications such as photoconductive materials, infor-
mation storage, sensors, electronic devices, and in high frequency applications. ZnFe2O4 magnetization studies show the
presence of a paramagnetic phase at room temperature and a weak anti-ferromagnetic property below its Neel tempera-
ture [5–7]. Recent studies on nano-crystalline ZnFe2O4 ferrite also mentioned the presence of ferrimagnetic ordering at
room temperature. These changes in magnetic ordering are owing to the cation’s redistribution between tetrahedral and
octahedral sites. Thus, the properties shown by ZnFe2O4 ferrites are changed with the crystallite size and inversion of
cations on the sites [8–10].

Various methods were developed to have different nano-crystalline ZnFe2O4 spinel ferrites like microwave based
hydrothermal, decomposition of double layered hydroxide precursor, hydrothermal synthesis, urea combustion, reverse
micelle method, dip-coating, solvo-thermal analysis, and co-precipitation [11–14]. The sol-gel auto combustion method
is preferred because of its high degree of compositional homogeneity, low processing temperature, and low cost [15–21].
In the present study, the aim is to see the influence of rare-earth ion Tb3+ on structural and magnetic properties of Zn
ferrites. ZnTbxFe(2−x)O4 nano ferrite is synthesized by sol-gel auto combustion method followed by its heat treatment
and then its characterization is done by XRD, UV-visible, FTIR, and VSM tools. One can find several papers concerning
to different properties of doped nano-crystalline zinc ferrites [23–25].
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2. Synthesis details

Terbium substituted zinc nano crystalline ferrite (ZnTbxFe(2−x)O4) (x = 0, 0.025, 0.05, 0.075, 0.1, 0.125, and
0.15 represented by JX1, JX2, JX3, JX4, JX5, JX6, and JX7, respectively, in all figures) were prepared by sol-gel auto-
combustion method. The high purity AR grade ferrite nitrate ((Fe(NO3)2)·9H2O), zinc nitrate ((Zn(NO3)2)·6H2O), ter-
bium nitrate ((Tb(NO3)2)·5H2O), ammonium hydroxide solution (NH4OH) were used. The citric acid (C6H8O7, H2O)
was used as a fuel. The nitrates and citric acid in stochiometric proportion are dissolved in 100 ml distilled water, which
is stirred till homogenous solution is obtained. Drop by drop ammonium hydroxide solution is added to maintain pH = 7
during the stirring process. Then the mixed solution was kept on hot plate at 80 ◦C for 2 to 3 hours to obtain the sol of it.
After half an hour this sol becomes a viscous gel. Then, we get fine powder of ferrite nanoparticles after auto-combustion
happens. The powder was sintered at 400 ◦C for 4 hours in the muffle furnace.

3. Results and discussion

3.1. X-ray diffraction (XRD) analysis

XRD analysis of prepared ZnTbxFe(2−x)O4 , where JX1 is x = 0, JX2 is x = 0.025, JX3 is x = 0.05, JX4 is
x = 0.075, JX5 is x = 0.1, JX6 is x = 0.125, and JX7 is x = 0.15 nano-particles sintered at 400 ◦C for 4 hours,
were performed using X-ray diffractometer with CuKα radiation of wavelength 1.5405 Å. XRD Fig. 1 for pure and ter-
bium doped zinc ferrite powder sample shows six major diffractions peaks in the range of 2θ equal to 29 – 30, 35 – 36,
42 – 43, 53 – 54, 56 – 57, and 62 – 63 corresponding to planes (220), (311), (400), (422), (511), and (440), respectively.
These peaks are found to be associated with cubic spinel structure (JCPDS card number 22-1012). The robust reflection
comes from the (311) plane denoting the spinel structure. The moderate peak intensity indicates low degree of crys-
tallinity of prepared ferrite samples while the broadening of peaks indicates the nanometer size of the crystallite. Many
researchers have mentioned orthorhombic phase (TbFeO3) formation in the rare-earth doped ferrites even at a low doping
concentration. In our case, we observed the secondary phase as a small reflection peak at 2θ = 31.78◦ as TbFeO3 phase
while Fe2O3 phase is seen at 2θ = 36.66◦ for the reflection plane (121) and (110), respectively [2].

FIG. 1. XRD pattern of ZnTbxFe(2−x)O4 powder

Using XRD data, lattice constant values of ferrite samples were calculated by Bragg’s equation

a = d ·
√
h2 + k2 + l2, (1)

where d is interplanar distance and h, k, l are the miller indices. Normally the lattice constant value increases with
addition of rare-earth doping owing to the difference in radii of rare-earth ions and Fe3+ ions. However, a slight decrease
is observed for the sample JX4 with x = 0.075. This suggests the possibility of some Tb3+ ions occupying the tetrahedral
sites up to this terbium concentration, which results in the contraction of the unit cell. For x > 0.075, lattice constant is
increasing owing to the expansion of the unit cell caused by the Tb3+ substitution. As the Tb3+ ions, having large ionic
radii (0.923 Å), enters into the octahedral (B) site in place of Fe3+ ions having smaller radii (0.67 Å) results into internal
stress to make the lattice distorted and unit cell expansion. Similar results have been reported by many researchers, this is
attributed to the nonlinear variation of lattice constant owing to the distribution of cations at A and B sites [3].
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The crystallite size was calculated using Debye–Scherrer formula,

D = 0.89 · λ

β cos θ
. (2)

The crystallite size was calculated for all the compositions using the high intensity (311) peak. The obtained crystallite
size of the samples is within the nano region. The crystal size varies from 5 to 7 nm. The preparation condition followed
here probably gives rise to different rates of ferrite formation for different concentrations of Tb3+ favouring the variation
in crystallite size. The crystallite size was observed to increase up to x = 0.05 by increasing Tb3+ concentration.
Thereafter crystallite size is found to decrease with terbium content. Excess of Tb3+ ions on or near the grain boundaries
which impedes the grain boundary mobility may be the reason for this decrease. The average crystallite size (D) and
lattice strain (ε) also was calculated using Williamson–Hall (W-H) equation which is given as

β cos θ

λ
=

1

D
+
ε sin θ

λ
. (3)

Here ε is the lattice strain,D is the crystallite size, λ is the wavelength of X-ray used, β is the Full Width at Half Maximum
and θ is Bragg’s angle. From above equation (3) the plot of β cos θ versus sin θ will be in the form of a straight-line
equation giving the slope as lattice strain and from the intercept we can calculate the crystallite size. Non-zero slopes of
the W-H plot are indicative of inhomogeneous (strained) growth of the unit cells. These values are in good agreement
with the value obtained from the Debye–Scherrer formula. The crystallite size obtained from Debye–Scherrer’s formula
and W-H plot are tabulated in Table 1. The uncertainties in all values mentioned in Table 1 are ±0.5 %.

In the present case, the lattice strain was seen to decrease with Tb3+ doping up to x = 0.05 and then increases
for x ≥ 0.05. The variation in lattice strain parameter also may be due to presence of impurity phases and incomplete
replacement of Fe3+ cations by Tb3+ cations. The dislocation density is given as ρd = 1/D2, where D is the crystallite
size of the sample. In the present case, the dislocation density increases up to x = 0.1 except x = 0.05 and then reduces
with Tb3+ ion concentration as the crystallite size of all the samples is small [3, 4]. Thus, the size of nano crystals (D)
and the lattice parameter (a) non monotonically increases while the lattice strain and the dislocation density non-linearly
decrease with doping of Tb3+ in the Zinc ferrite sample.

X-ray density were calculated using the equation

δs =
8M

Na3
. (4)

Here 8 represents the number of atoms in the unit cell of the spinel lattice, M is the molecular weight of TbZn ferrite
samples, N is Avogadro number, and a is lattice constant. The values of X-ray density of the synthesized sample vary
from 5.3189 to 5.688 g/cm3 (Fig. 2). The increase in X-ray density of samples is due to increase in the molar mass of the
doped Tb3+ ions (158.92 g/mole) as compared to Fe3+ (55.84 g/mole), and Zn2+ (65.41 g/mole) ion. Fig. 2 depicts the
change in the value of X-ray density with terbium substitution.

The distance between magnetic ions (hopping length) in site A (tetrahedral) and B site (octahedral) where calculated
by using the following relations

LA =MA −MA =

(√
3

4

)
a, (5)

LB =MB −MB =

(√
2

4

)
a, (6)

LAB =MA −MB =

(√
π

4

)
a, (7)

where a is the lattice constant.
The determination of the inter-atomic distance is an amenable method to give one a description of the crystallographic

structure and the magnetic properties, where MA and MB refer to the cations at the center of the tetrahedral (A) and
octahedral (B) sites, respectively [5]. The variations in the hopping length for tetrahedral site (LA) and octahedral site
(LB) were shown in Fig. 2. It is clear that the distance between the magnetic ions increases as the Tb3+ content increases
except for JX3, x = 0.1 sample.

3.2. UV-visible spectroscopy analysis

Figure 3 illustrates the DRS (absorption mode) optical absorption spectra for ZnTbxFe(2−x)O4 (x = 0, 0.025, 0.05,
0.075, 0.1, 0.125, and 0.15) nanoparticles in the UV-visible range for the prepared samples at room temperature sintered
at 400 ◦C. There are three bands of absorption found at 280, 350 and 420 nm in correlation with the XRD conclusion.
This absorption builds upon the constitution and measure of heat content of the test samples as given in the Figs. 3 and 4.

Three kinds of electronic shifts take place in the optical absorption of Fe3+ samples. As is disclosed from Fig. 3
that for x = 0.1 composition sample, the electronic transition for charge carries over lies in the wavelength range of 450
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FIG. 2. W-H Plots, X-ray Density verses 2θ, M–H loops, LA verses 2θ, LB verses 2θ, and LAB verses
2θ for ZnTbxFe(2−x)O4 powder

to 500 nm which is in the optical region while the ligand field change over occurs in the interval of wavelength 750 to
780 nm also in the optical region.

The band gap energy is calculated using the formula

E = hγ =
hc

λ
. (8)

The band gap energy decreases from 2.579 to 2.103 eV for the samples which are sintered at 400 ◦C. The outcome
shows that composition and annealing measure of the heat contained in the samples put a major impact on the optical
characteristics [6–8].

3.3. FTIR analysis

The FTIR spectra of the investigated ZnTbxFe(2−x)O4 samples are shown in Fig. 5. In the wave number range of
1600 to 200 cm−1 two main metal oxygen bands are seen in the infrared spectra of spinel ferrites The higher band γ1,
generally observed in the range of 520 to 530 cm−1, is caused by the stretching vibrations of the tetrahedral metal oxygen
bond and the lowest band γ2, usually observed in the range 400 to 420 cm−1, is caused by metal oxygen vibration in
the octahedral sites. IR absorption bands mainly appear owing to the oxygen ions vibrations with cations at different
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FIG. 3. Absorbance spectra, and (αhγ)2 versus photon energy (hγ) for ZnTbxFe(2−x)O4 powder

FIG. 4. (αhγ)2 versus photon energy (hγ) for ZnTbxFe(2−x)O4 powder

frequencies. But the spinel structure exhibits two IR vibrational bands at γ1 = 546.86 cm−1 and at γ2 = 449.42 cm−1

corresponding to familiar intrinsic vibrations of tetrahedral site and octahedral site.
The vibrational frequencies of the IR bands γ1 and γ2 are such that the values of γ1 slightly increase but γ2 shifts

to the lower frequency side with the increase of terbium content. It is known that increase in the site radius reduces the
fundamental frequency and therefore the centered frequency should shift towards the lower frequency side. The shift in
γ1 may be due to the perturbation occurring in the Fe3+–O2− bonds by the substitution of Tb3+ ions. Increase in site
radius may be expected due to the replacement of smaller Fe3+ ions by larger Tb3+ ions in the octahedral sites. Decrease
in γ2 and increase in γ1 observed for the sample with x = 0.1 may be due to the formation of TbFeO3 phase [9–11].

3.4. VSM analysis

Figure 2 shows magnetic hysteresis loop of samples at room temperature. The saturation magnetization (MS), co-
ercivity (Hc), and magnetic remanence (Mr) of all the samples are given in Table 2. It is clear from the value that MS
is decreasing with increase in Tb3+ concentration owing to large Tb3+ ion radii (0.93 Å) than ionic radii of Fe3+ ions
(0.695 Å) preferably occupying octahedral (B sites). The magnetic moments of rare-earth ions generally originate from
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FIG. 5. FTIR spectra for ZnTbxFe(2−x)O4 powder

localized 4f electrons and these are characterized by lower magnetic ordering temperatures. Therefore, their magnetic
dipolar orientations exhibit disordered form at room temperature and hence are paramagnetic and contribute very little
to the magnetization of doped ferrites at room temperature. As the terbium concentration increases, B sub-lattice mag-
netization decreases. Further substitution of Fe3+ magnetic ions by paramagnetic Tb3+ ions in B site deteriorates AB
super-exchange interaction. Thus, the ferrimagnetic ordering of Zn ferrite is disturbed by the addition of Tb3+ ions and
hence MS decreases.

The high magnetization at low doping is attributed to the ratio of Fe3+ to Fe2+ being maximum at x = 0 compo-
sition. The saturation magnetization monotonically decreases with increasing Tb3+ concentration. Value of saturation
magnetization depends on grain size and preparation temperature. The decrease in saturation magnetization is owing to
the magnetic disorder on B sites caused by the presence of paramagnetic terbium ion on B site. It has been observed that
the spin canting is caused by the doping of rare earth ions. Since Tb is a rare earth metal ion, and it causes the transfor-
mation of co-linear ferrimagnetic order into non-colinear arrangement of spins on B sites, hence saturation magnetization
is reduced. Also, no more Fe3+ ions are transferred to the octahedral sites which lead to the decrease of saturation mag-
netization. The decrease of saturation magnetization for higher concentration of Tb3+ ions may also be attributed to the
secondary TbFeO3 phase which has a low value of magnetization.

The coercivity value slowly increases with increase of Tb3+ content till it reaches maximum value at x = 0.1
composition and then decreases. The increase in coercivity at x = 0.1 may be attributed to an enhancement of the
magneto crystalline anisotropy and reduction in the grain size. The coercivity is enhanced due to reduction of particle
size until single domain particles are reached and then decreases as the super paramagnetic limit is approached. For
x ≥ 0.1, the coercivity decreases which may be due to the decrease in the magnetic anisotropy. The large and small grains
would reduce the coercivity due to the emergence of super para-magnetism. The magnetic anisotropy is the accumulative
contribution of cations in A site and B site. Therefore, magnetic LS coupling at lattice sites is directly related to the
magnetic property such as super para-magnetism. The increase in coercivity may also be related to the appearance of
secondary phases TbFeO3 on or near the grain boundaries which impede the motion of domain walls.

The reduction in Mr may be explained on the basis of magnetic dilution. The Zn ion is a divalent cation while
terbium is trivalent, when a divalent ion replaced by a trivalent ion then some of the Fe3+ ions are converted to Fe2+ ions
to maintain the electro-neutrality which results in the reduction of magnetic moment as Fe3+ has magnetic moment of
5µB while that of Fe2+ has 4µB . The super exchange interaction decreases as Fe2+–O2−–Fe3+ exchange interaction is
weaker than Fe2+–O2−–Fe3+ which is responsible for the reduction in Mr.

The saturation magnetization (MS), coercivity (Hc), remanence (Mr) and Statured Magnetic Field (HM ) values are
found to be in the range of 10.53 – 3.39 emu/g, 0.20 – 1.09 Oe, 2.95 – 0.30 emu/g, and 5.985 – 5.90 Oe, respectively.
These values demonstrate the ultra-soft ferrimagnetic nature of different ZnTbxFe(2−x)O4 ferrites at room temperature.
The values of the magnetic parameters are given in Table 2. The uncertainties in all values mentioned in Table 2 are
±0.05 %.



260 Shrinivas G. Jamdade, Popat S. Tambade, Sopan M. Rathod
TA

B
L

E
1.

D
iff

ra
ct

io
n

A
ng

le
(2
θ)

,d
In

te
rp

la
ne

rS
pa

ci
ng

(d
),

Fu
ll

W
id

th
at

H
al

fM
ax

im
a

(β
),

L
at

tic
e

C
on

st
an

ts
(a

),
Vo

lu
m

e
of

C
el

l(
V
c
e
ll

),
X

-r
ay

D
en

si
ty

(D
X

),
C

ry
st

al
lit

e
Si

ze
(D

),
an

d
B

an
dg

ap
(e

V
)w

ith
su

bs
tit

ut
io

n
fo

rZ
nT

bx
Fe

(2
−
x
)
O

4

x
2θ

d
FW

H
M

(β
)

L
at

tic
e

Pa
ra

m
et

er
(a

)Å
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(Å
3
)

X
-r

ay
D

en
si

ty
(D

X
)i

n
gm

cm
−
3

D
(n

m
)

(D
S

M
et

ho
d)

D
(n

m
)

(W
H

M
et

ho
d)

St
ra

in
(ε

)
D

-S
M

et
ho

d

St
ra

in
(ε

)
W

-H
M

et
ho

d

D
is

lo
ca

tio
n

D
en

si
ty

(δ
)

B
an

dg
ap

(e
V

)

0
35

.2
2

2.
54

60
0.

24
50

8.
44

40
60

2.
07

27
5.

31
9

5.
87

1
5.

39
84

0.
15

87
0.

15
02

8
0.

03
01

0
2.

08

0.
02

5
35

.1
6

2.
55

02
0.

22
49

8.
45

80
60

5.
06

23
5.

34
9

6.
39

5
5.

93
47

0.
15

03
0.

11
35

4
0.

03
01

0
2.

1

0.
05

35
.0

8
2.

55
58

0.
20

82
8.

47
67

60
9.

08
01

5.
37

0
6.

90
5

5.
92

03
0.

13
91

0.
08

85
5

0.
02

26
5

2.
10

3

0.
07

5
35

.3
8

2.
53

48
0.

25
11

8.
40

71
59

4.
19

84
5.

56
2

5.
73

1
5.

92
97

9
0.

16
03

0.
18

72
6

0.
03

15
8

2.
06

5

0.
1

35
.3

2
2.

53
90

0.
27

14
8.

42
09

59
7.

13
47

5.
59

2
5.

30
2

5.
48

54
6

0.
16

73
0.

14
51

4
0.

03
31

5
2.

1

0.
12

5
35

.2
2

2.
54

60
0.

26
67

8.
44

40
60

2.
07

27
5.

60
3

5.
39

3
5.

24
54

8
0.

16
55

0.
17

39
7

0.
03

29
8

2.
08

0.
15

35
.2

8
2.

54
18

0.
25

50
8.

43
01

59
9.

10
32

5.
68

8
5.

64
2

5.
26

20
0.

15
77

0.
17

59
7

0.
02

98
4

2.
04

TA
B

L
E

2.
Su

m
m

ar
y

of
C

oe
rc

iv
ity

(H
C

),
Sa

tu
ra

tio
n

M
ag

ne
tiz

at
io

n
(M

S
),

R
et

en
tiv

ity
(M

r
),

Sq
ua

re
ne

ss
R

at
io

(S
R

),
St

at
ur

ed
M

ag
ne

tic
Fi

el
d

(H
M

),
µ

pe
ak

(P
ea

k
R

el
at

iv
e

Pe
rm

ea
bi

lit
y)

,M
ol

ec
ul

ar
W

ei
gh

to
f

C
om

po
si

tio
n,

M
ag

ne
to

n
N

um
be

r
n
B

(C
al

cu
la

te
d)

,M
ag

ne
to

n
N

um
be

r
n
B

(O
bs

er
ve

d)
,a

nd
A

ni
so

tr
op

ic
C

on
st

an
t

(K
)w

ith
su

bs
tit

ut
io

n
fo

rZ
nT

b x
Fe

(2
−
x
)
O

4
.

x
H

C
(O

e)
M

S
(e

m
u/

g)
M

r
(e

m
u/

g)
S
R

(M
r
/M

S
)

H
M

µ
pe

ak
(P

ea
k

R
el

at
iv

e
Pe

rm
ea

bi
lit

y)

M
ol

ec
ul

ar
W

ei
gh

t
of

C
om

po
si

tio
n

M
ag

ne
to

n
N

um
be

rn
B

(C
al

cu
la

te
d)

M
ag

ne
to

n
N

um
be

rn
B

(O
bs

er
ve

d)

A
ni

so
tr

op
ic

C
on

st
an

t

0
0.

25
10

.5
33

2.
95

0.
28

00
72

5.
96

7
14

04
.7

08
47

24
1.

06
6

0.
45

46
37

0.
67

10
39

2.
74

29
68

8

0.
02

5
0.

3
7.

17
99

1.
1

0.
15

32
05

5.
92

5
96

4.
31

78
3

24
3.

64
6

0.
31

32
23

0.
67

10
55

2.
24

37
18

8

0.
05

0.
3

5.
13

89
0.

65
0.

12
64

86
5.

98
5

68
3.

27
60

0
24

6.
22

3
0.

22
65

56
0.

67
30

39
1.

60
59

06
3

0.
07

5
0.

2
6.

03
2

1.
7

0.
28

18
30

5.
93

80
9.

46
26

1
24

8.
80

08
0.

26
87

13
0.

66
83

66
1.

25
66

66
7

0.
1

1.
09

3.
39

2
0.

4
0.

11
79

24
5.

9
45

7.
50

30
4

25
1.

37
78

0.
15

26
72

0.
66

90
66

3.
85

13
33

3

0.
12

5
0.

41
3.

76
0.

3
0.

07
97

87
5.

96
50

2.
03

23
9

25
3.

95
58

0.
17

09
71

0.
67

07
24

1.
60

58
33

3

0.
15

0.
69

3.
44

0.
6

0.
17

44
18

5.
97

6
45

8.
07

64
9

25
6.

53
15

0.
15

80
06

0.
66

97
48

2.
47

25



Structural and magnetic study of Tb3+ doped zinc ferrite by sol-gel auto-combustion technique 261

The experimental magnetic moment (nB) (observed) was calculated using the relation

nB =
MMS

5585
. (9)

Table 2 shows nB values. The squareness ratio, R =Mr/MS , for all the samples were calculated from MS and Mr

data which indicates ferrimagnetic behavior of synthesized samples. Usually, the nanoparticles are considered to be in the
multi-magnetic domain for R ≥ 0.5 and in single magnetic domain when R < 0.5. Thus, all nanoparticles are within a
single magnetic domain. It is worth noting that squareness ratio values are below than 0.5 signify the presence of strong
surface spin disordering.

3.5. SEM analysis

Scanning electron microscopy was done to reveal the microstructure of ferrite and the morphology of the nanoparti-
cles. The SEM images (Fig. 6) show a non-uniform particle distribution. All the samples show agglomeration of particles
with nearly spherical kind of morphology. The agglomeration of the particles leads to the present structure. It is due to
the effect of reaction time and sintering temperature.

(a) (b)

FIG. 6. SEM images of ZnTbxFe(2−x)O4 powder for x = 0.025 (a) and 0.075 (b)

3.6. EDX analysis

EDX has been performed in order to study the composition of the samples. EDX study exhibits the elemental
percentage of each element expected to be present in the ferrite sample. The height of the peaks in the EDX graphs (Fig. 7)
represents the proportion of each element in the finally sintered ferrite sample. With the increase of Tb concentration,
the graph exhibits an increase in height of the Tb peaks. The atomic ratio of Zn:Tb:Fe is about 1:1:4 indicating that the
chemical formula of the prepared specimen is consistent with the experimental stoichiometry. Also, all the elements are
seen to be present in their respective compositions (Table 3). Terbium concentration was found to be in the grain boundary
rather than that in grains. This indicates low solubility of terbium in the spinel structures. This indicates that only a small
amount of terbium may be actually getting substituted inside the spinel lattice.

TABLE 3. Elementwise weight % and atomic % of different composition of ZnTbxFe2−xO4 ferrite

Element Weight % Weight % Weight % Atomic % Atomic % Atomic %

x 0.0 0.05 0.125 0.0 0.05 0.125

Fe K 65.29 52.23 51.85 69 57.52 58.98

Zn L 34.05 43.32 38.05 30.75 40.76 36.98

Tb L 0.66 4.45 10.11 0.24 1.72 4.04
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(a)

(b)

FIG. 7. EDX images of ZnTbxFe(2−x)O4 powder for x = 0.025 (a) and 0.075 (b)

4. Conclusion

Fine particles of ZnTbxFe(2−x)O4 were prepared by sol-gel auto-combustion technique. The particle size steadily
increases with increase in terbium content. The crystallite size lies in the range of 5 to 7 nm. XRD shows partial immersion
of Tb3+ ions in the spinel lattice and other ions are reversed into secondary phases on grain boundaries. Structural
distortions are seen in the lattice. It is revealed that with an increase in terbium amount, the coercive field decreases
significantly after maximum value while the saturation magnetization and permanent magnetization also decreases. This
may be due to particle size effect, magnetic dilution, spin canting phenomena, and hence reduction of super exchange
interaction. The results revealed that terbium cation could reduce magneto crystalline anisotropy of zinc ferrite and
consequently altered the magnetic phase to a soft one.
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Formation of a 10 Å phase with halloysite structure under hydrothermal conditions

with varying initial chemical composition

Nikita A. Leonov1,a, Daniil A. Kozlov2,3,b, Demid A. Kirilenko1,c, Nikolay A. Bert1,d,
Anna O. Pelageikina1,e, Andrey A. Nechitailov1,f , Mikhail B. Alikin4,g, Andrei A. Krasilin1,h

1Ioffe Institute, St. Petersburg, Russia
2Lomonosov Moscow State University, Moscow, Russia
3Kurnakov Institute of General and Inorganic Chemistry, Russian Academy of Sciences, Moscow, Russia
4St. Petersburg State Technological University (Technical University), St. Petersburg, Russia

anikita leonov 1998@mail.ru, bdanilko zlov@mail.ru, czumsisai@gmail.com, dikolay.bert@mail.ioffe.ru,
ePelaanna@yandex.ru, faan.shuv@mail.ioffe.ru, galikinmix@gmail.com, hikrasilin@mail.ioffe.ru

Corresponding author: N. A. Leonov, nikita leonov 1998@mail.ru

ABSTRACT We studied the process of obtaining nanostructured halloysite by varying the parameters for cre-
ating the initial composition. The initial composition was synthesized by co-hydrolysis of (C3H7O)3Al and
(C2H5O)4Si in the C6H14–NH3·H2O system. Aluminum hydrosilicate with the composition Al2Si2O5(OH)4 was
synthesized under hydrothermal conditions (220 ◦C, 2 MPa, 96 h). Particles of plate-like morphology with av-
erage length 100 – 200 nm and 60 nm thickness were obtained. The PXRD patterns revealed the presence of
two phases. Plate-like kaolinites are found. Also we observed the formation of a halloysite-like phase. Studies
of synthesized samples by IR spectroscopy and thermal analysis revealed the presence of organic-modified
hydrosilicate with phase transition around 412 ◦C. The resulting phase is promising for studying the processes
of adsorption and further exfoliation.
KEYWORDS aluminum, hydrosilicates, hydrothermal synthesis, kaolinite, halloysite
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1. Introduction

Recently, many works have been devoted to the use of layered hydrosilicates in various fields, including adsorp-
tion [1], catalysis [2] and the encapsulation of functional substances [3]. Hydrosilicates with the structure of imogolite [4],
chrysotile [5,6] and halloysite [7] provided even more opportunities for such use due to their high specific surface area [8]
and nanotubular morphology [9]. The latter originated from a number of structural peculiarities of the hydrosilicate layer,
specifically, the size mismatch between metal-oxygen and silicon-oxygen sheets, as well as the difference in composition
on the opposite sides of the layer [10]. Depending on structure type and chemical composition, scrolling can occur in
various directions up to the formation of single-walled nanotubes [11] and sphere-like particles [12].

The functional properties of hydrosilicates may be enhanced by various methods of modification. Namely, metal-
silicate composite materials were obtained from transition metal hydrosilicates by processing in hydrogen [13, 14], or
in a solution containing a strong reducing agent under hydrothermal conditions [15], to produce magnetically controlled
adsorbents and catalysts with a broad spectrum of activity. New metallic or oxide phases can also be imposed exter-
nally [16]. Some papers were devoted to the modification of the surface of hydrosilicates with acids [17, 18] and organic
ligands [19–21].

Despite the wide range of applications for aluminum hydrosilicate nanoscrolls with halloysite structure, most re-
searchers have been constrained to the use of the halloysite mineral. Attempts to synthesize nanoscrolls with halloysite
structure by a hydrothermal process similar to one used to obtain chrysotile have not met with any significant success.
According to the energy model of scrolling of hydrosilicate layers [22], these challenges arised due to the competition
for scrolling direction fostered by the layer’s tendency to minimize elastic and surface energies. It is noteworthy that this
competition likely prevented the formation of not only aluminum hydrosilicate nanoscrolls with halloysite structure, but
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also a whole range of structural analogs such as hydrogermanates of various metals [23]. To overcome these challenges,
the following approaches are usually proposed:

(A) increasing size mismatch between the sheets by changing their chemical composition;
(B) changing the initial chemical composition structure;
(C) exfoliation of hydrosilicate layers with platy morphology.
In [24], the scrolling of aluminum hydrosilicate layers was observed only after a significant number of Si4+ ions were

substituted for Ge4+, which led to an increase in size mismatch between the sheets. At the same time, it is worth noting
the results of [25], where the substitution of Si4+ for Ge4+ in nickel hydrosilicates with chrysotile structure resulted in
the opposite effect, that is, the stabilization of plate-like morphology (see also [22]).

As far as we know, few papers have dealt with the application of approach B to the synthesis of nanotubular hydrosil-
icates with halloysite structure. In particular, work [26], which is available only in Russian, reported on the production
of nanoscrolls with halloysite structure by hydrothermal treatment of a thermally pre-treated Al–Si-containing xerogel. A
similar approach of using thermal annealing prior to hydrothermal treatment was used in [27]. These results, however, do
not allow one to draw unequivocal conclusions in favor of the formation of nanoscrolls with halloysite structure. Finally,
within the framework of approach C, hydrosilicate nanoscrolls can be obtained from plates using one [28] or several [29]
stages of exfoliation, which indicates the key role of the interlayer interaction in stabilizing the plate-like morphology.

In this work, a further improvement of approach B to varying the initial chemical composition was proposed. It was
shown in [22] that the main condition for the stabilization of plate-like morphology is a decrease in the specific surface
energy on the edge surfaces of the hydrosilicate layer, which facilitates the thickening of model plates. The chemical
reason for this phenomenon lies in the processes of surface hydroxylation, which is why attempts have been made to
synthesize the initial compositions using anhydrous media.

2. Experimental

In total, 3 modes of synthesis of the initial composition were studied (Fig. 1): 1 – reverse precipitation of AlOOH
from AlCl3 · 6H2O (“puriss.”) with an aqueous solution of NH3·H2O (“puriss. spec.”) with amorphous SiO2 (aerosil A-
300, (“puriss.”)); 2 – joint hydrolysis of (C3H7O)3Al (“X”) and (C2H5O)4Si (“puriss.”) in the C6H14–NH3·H2O system;
3 – joint hydrolysis of the same compounds in the C8H18–NH3·H2O system.

FIG. 1. Synthesis scheme

Synthesis mode 1 involved dispersing 3 g sample of SiO2 in 27 ml of 2 M aqueous solution of NH3·H2O with constant
stirring for 1 hour. Next, 0.05 M aqueous solution of AlCl3 was added drop by drop until the molar ratio of Al/Si = 1 was
achieved. The resulting precipitate was washed with distilled water by centrifugation to a neutral reaction of the solution.
Subsequently, the precipitate was dried in air at the temperature of 105 ◦C and ground in an agate mortar.

Synthesis mode 2 involved mixing 1.9 g sample of (C3H7O)3Al and 3.72 ml of (C2H5O)4Si in 90 ml of C6H14

for 24 h. Next, 2 ml of 2 M aqueous solution of NH3·H2O was added to the mixture and stirred for another 24 h. The
resulting precipitate was washed with distilled water by centrifugation to a neutral reaction. After that, the precipitate was
dried in air at the temperature of 80 ◦C and ground in an agate mortar. The molar excess (C2H5O)4Si was pre-established
experimentally by energy-dispersive X-ray spectroscopy (EDS) of the Al/Si ratio in the initial composition (Fig. 2).
Analogical procedures were followed for synthesis mode 3, which used the C8H18 homologue with a longer chain to
synthesize the initial composition.

Prior to hydrothermal treatment, parts of the dried and ground sediments of the initial compositions with masses
of 2 g were pre-annealed in air at 450 ◦C at a heating rate of 5 ◦/min. The isothermal holding time was 24 h with
cooling in the furnace (Fig. 1). The samples of the initial compositions and annealing products weighting 0.2 g underwent
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FIG. 2. Correlation dependence of Al/Si for hydrolysis in mixtures C6H14–NH3·H2O and C8H18–NH3·H2O

hydrothermal treatment in PTFE-lined autoclaves with a capacity of 25 ml at a temperature of 220 ◦C and pressure of
2 MPa for 96 h. Distilled water was used as a hydrothermal medium. The products of hydrothermal treatment were dried
in air at a temperature of 80 ◦C.

The phase composition of the products of hydrothermal treatment and thermal annealing was studied by powder
X-ray diffraction (PXRD) using a Rigaku SmartLab 3 diffractometer (CuKα-radiation). The analysis of the obtained
X-ray diffractograms was carried out using the ICDD PDF-2 database. The morphology of the products of hydrothermal
treatment and thermal annealing, as well as elemental analysis, were studied on a FEI Quanta 200 scanning electron
microscope (SEM) with an integrated EDAX X-ray Si(Li) spectrometer. In addition, the morphology of hydrothermal
treatment and thermal annealing was studied using a transmission electron microscope (TEM) JEM-2100F and Tescan
Amber GMH in scanning transmission electron microscopy (STEM) mode. Synchronous thermal analysis was performed
on a Mettler Toledo TGA/DSC 1-Star system in the 35 – 992 ◦C temperature range. IR spectra were taken with a Shimadzu
IRTracer-100 Fourier transform-infrared spectrometer at room temperature (Shimadzu, Kyoto, Japan). The spectra were
recorded by averaging of 64 scans in the range from 4000 to 350 cm−1 with a resolution of 4 cm−1 in KBr tablets.

3. Results and discussion

The PXRD patterns of the hydrothermal treatment (HTT) products of synthesis variants 1, 2 and 3 before and after
annealing at 450 ◦C are shown in Fig. 3. The main phase formed during HTT is plate-like kaolinite Al2Si2O5(OH)4.
The only exception is the sample obtained during the HTT of the initial composition synthesized in mode 2 (without pre-
annealing). In this case, the formation of a phase with extended period (up to 10 Å) was observed, which was similar to
the 10 Å phase of halloysite Al2Si2O5(OH)4 · 2H2O. Preliminary thermal annealing of the initial compositions at 450 ◦C
and HTT resulted in either a decrease in the intensity of the main kaolinite reflexes (in the case of synthesis variants 1
and 3) and the formation of an amorphous phase, or the disappearance of the 10 Å phase from the products of HTT (in
the case of synthesis 2).

The electron microscopy study of the HTT products showed (Figs. 4 and 5) that the particles had plate-like morphol-
ogy regardless of whether the initial compositions were pre-annealed or not. The length of the plates was 50 – 200 nm,
while the thickness varied from 10 up to 60 nm.

The analysis of the elemental composition (Table 1) showed that the content of possible impurities was below the
detection limit in all samples, and the molar Al/Si ratio was either close to stoichiometric for the halloysite formula of
Al2Si2O5(OH)4.

Figures 6 and 7 show the IR spectra of the studied samples. According to [30,31], the absorption bands in the region
of 1640 – 1650 cm−1 were caused by the deformation vibrations of H–O–H water molecules in the interlayer space and
the physically sorbed water. The absorption band at 916 cm−1 is related to the Al–OH. The bands at 796 and 755 cm−1

corresponded to Si–O–Al bond vibrations. In the same region, Si–O valence vibrations were also manifested. Intense
bands of 1000 – 1050 cm−1 and 696 with complex contouring were caused by in-plane stretching vibrations and sharp
stretching vibration. The bands at 544 and 467 cm−1 correspond to the in-plane stretching vibrations of the Si–O–Al and
Si–O–Si groups.

Let us consider in more details the part of the IR spectrum in the region of valence vibrations of hydroxyl groups
(3300 – 3800 cm−1). The complex character of the bands in the region of O–H valence vibrations was due to the different
environments in which these groups are located, as well as the presence of impurity phases, for example, gibbsite (see
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(a) (b)

FIG. 3. X-ray diffraction patterns of the products of hydrothermal treatment of 1, 2 and 3 modes of
synthesis before thermal annealing of the initial composition (a) and after annealing of the initial com-
position at 450 ◦C (b)

FIG. 4. SEM (a–f) and STEM (g–h) micrographs of hydrothermal treatment products: a, b, c – 1, 2 and
3 modes of synthesis; d, e, f – 1, 2 and 3 modes of synthesis after annealing of the initial composition
at 450 ◦C (scale bar 2 µm); g,h – hydrothermal treatment product of mode 2
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FIG. 5. TEM micrograph of the hydrothermal treatment product of synthesis mode 2

TABLE 1. Elemental composition of the HTT products of the initial compositions before and after pre-
annealing at 450 ◦C (according to EDS)

Initial composition
Elemental composition, at. %

Al/Si
O Al Si

1 63.4±0.7 18.2±0.2 18.4±0.5 0.99±0.01

2 62.9±6.1 16.5±2.6 20.6±3.6 0.80±0.04

3 63.9±1.3 17.4±0.7 18.7±0.9 0.93±0.05

1 (450 ◦C) 63.2±3.1 17.4±7.8 19.4±4.8 0.9±0.6

2 (450 ◦C) 65.2±1.8 17.4±1.6 17.3±0.4 1.02±0.08

3 (450 ◦C) 61.5±0.8 17.9±0.2 20.6±0.7 0.87±0.02

(a) (b)

FIG. 6. IR transmission spectra of initial compositions (a) and products of hydrothermal treatment (b)
of 1, 2 and 3 modes of synthesis
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(a) (b)

FIG. 7. IR transmission spectra of the initial compositions after annealing at 450 ◦C (a), as well as the
products of their hydrothermal treatment (b) of 1, 2 and 3 modes of synthesis

Fig. 3). In accordance with the structure of halloysite and kaolinite [32], hydroxyl groups were divided into “inner
surface” O–H and “inner” O–H. The interlayer (inner O–H) groups are located between silicon oxide tetrahedra and
aluminum oxide octahedra. The inner surface O–H groups are located in the interlayer space and are connected only to
aluminum oxide octahedra [32]. The band at 3670 cm−1 corresponded to the valence vibrations of OH groups on the
surface of the inner layer of the nanotube, whereas the band at 3621 cm−1 corresponded to the valence vibrations of the
interlayer OH groups. Additionally, the adsorbed water manifested itself in the form of a wide band in the region of
3500 cm−1.

The bands at 3037, 2811 and 1405 cm−1 correspond to symmetric, asymmetric and scissor-like valence vibrations
of stretching and deformation of CH2 [33], which indicate the presence of an organic component in the system. There is
also a band at 1438 cm−1 in the spectrum presumably corresponding to the vibration of C–O–Al bonds. HTT leaded to a
significant decrease in the intensity of these bands but did not completely remove them. In contrast, preliminary thermal
annealing at 450 ◦C leaded to the disappearance of all bands associated with organic groups (Fig. 7).

Figure 8 illustrates the results of synchronous thermal analysis of the initial composition synthesized in mode 2 and
the product of its HTT. The initial composition was characterized by a continuous loss of mass throughout the studied
temperature range. According to IR spectroscopy data (Fig. 6), mass losses at the initial stage were associated with
the removal of adsorbed water [34], as well as the removal of organic compounds. In a higher temperature region, the
differential curve showed an effect associated with volumetric dehydroxylation of the hydrosilicate phase [35–37] in the
initial composition. Following the hydrothermal treatment, the mass loss of the sample was significantly reduced (and
practically absent in the range of 120 – 300 ◦C), which indicated a likely decrease in the specific surface area as a result
of recrystallization and fewer opportunities for adsorption of water or organic solvent. The first thermal effect and the
associated mass loss following HTT were observed at a relatively low temperature (below 100 ◦C), which correlated with
the temperature of removal of interlayer water molecules from the structure of 10 Å halloysite [38]. With an increase
in temperature, a series of effects were distinctly observed on the DTG curve that are also associated with volumetric
dehydroxylation of hydrosilicates. However, unlike in the case of the original composition, there are several stages of
mass loss. The highest high-temperature peak (528 ◦C) corresponds to the transformation of the 7 Å impurity phase
(Fig. 3(a)), while the average peak in the series (480 ◦C) correlates to the greatest extent with the literature data on 10 Å
halloysite [38]. The origin of the first peak of the series (412 ◦C) may be associated with the transition of the organically
modified part of the hydrosilicate.

4. Conclusion

Layered aluminum hydrosilicates were obtained by hydrothermal treatment of initial compositions with various
chemical prehistory. The formation of a 10 Å phase with a 10 Å halloysite structure was observed when using Al(OC3H7)3
and Si(OC2H5)4 as the initial reagents of the product of the alkaline co-hydrolysis in the C6H14–NH3·H2O system. The
increased distance between the hydrosilicate layers was created by organic ligands as evidenced by IR spectroscopy data.
The use of traditional precipitation, annealing of initial compositions before the hydrothermal treatment, as well as vary-
ing the length of the organic solvent molecule led to the formation of a 7 Å phase with kaolinite structure. Although the
increase in the interlayer distance was not enough to overcome the trend of the interlayer interaction and the formation of
nanoscrolls, the resulting phase is promising for studying the processes of adsorption and further exfoliation.
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FIG. 8. DSC curves of thermal effects, thermogravimetry curves obtained in a dynamic air atmosphere
for the initial composition (1) and the product of hydrothermal treatment of synthesis mode 2 (2)
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upon peroxide treatment. Applied Clay Science, 2017, 146, P. 131–139.

[29] Xiaoguang Li, Qinfu Liu, Hongfei Cheng, Sridhar Komarneni. High-yield production of mesoporous nanoscrolls from kaolinite by ultrasonic
assisted exfoliation. Microporous and Mesoporous Materials, 2017, 241, P. 66–71.

[30] Kloprogge J.T. Characterisation of Halloysite by Spectroscopy. Developm. Clay Sci., 2016, 7, P. 115–136.
[31] Jiangyan Yuan, Jing Yang, Hongwen Ma, Shuangqing Su, Qianqian Chang, Sridhar Komarneni. Hydrothermal synthesis of nano-kaolinite from

K-feldspar. Ceramics International, 2018, 44 (13), P. 15611–15617.
[32] Tan D., Yuan P., Liu D., Du P. Chapter 8 - Surface Modifications of Halloysite. Developm. Clay Sci., 2016, 7, P. 167–201.
[33] Weng On Yah, Atsushi Takahara, Yuri M. Lvov. Selective Modification of Halloysite Lumen with Octadecylphosphonic Acid: New Inorganic

Tubular Micelle. J. of the American Chemical Society, 2012, 134 (3), P. 1853–1859.
[34] Li Y., Zhang Y., Zhang Y., Liu M., Zhang F., Wang L. Thermal behavior analysis of halloysite selected from Inner Mongolia Autonomous Region

in China. J. Therm. Anal. Calorim., 2017, 129, P. 1333–1339.
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[36] Gábor M., Tóth M., Kristóf J., Komáromi-Hiller G. Thermal Behavior and Decomposition of Intercalated Kaolinite. Clays Clay Miner., 1995, 43,

P. 223–228.
[37] Krasilin A.A., Danilovich D.P., Yudina E.B., Bruyere S., Ghanbaja J., Ivanov V.K. Crystal violet adsorption by oppositely twisted heat-treated

halloysite and pecoraite nanoscrolls. Applied Clay Science, 2019, 173, P. 1–11.
[38] Joussein E., Petit S., Churchman J., Theng B., Righi D., Delvaux B. Halloysite clay minerals – a review. Clay Minerals, 2005, 40, P. 383–426.

Submitted 18 December 2022; revised 19 December 2022; accepted 10 February 2023

Information about the authors:

Nikita A. Leonov – Ioffe Institute, 26 Politekhnicheskaya, 194021, St. Petersburg, Russia; ORCID 0000-0001-8886-0731;
nikita leonov 1998@mail.ru

Daniil A. Kozlov – Lomonosov Moscow State University, Leninsky gory, 1, 119991, Moscow, Russia; Kurnakov Institute
of General and Inorganic Chemistry, Russian Academy of Sciences, Leninsky pr., 31, 119991, Moscow, Russia;
ORCID 0000-0003-0620-8016; kozlov@inorg.chem.msu.ru

Demid A. Kirilenko – Ioffe Institute, 26 Politekhnicheskaya, 194021, St. Petersburg, Russia; ORCID 0000-0002-1571-
209X; zumsisai@gmail.com

Nikolay A. Bert – Ioffe Institute, 26 Politekhnicheskaya, 194021, St. Petersburg, Russia; ORCID 0000-0001-6136-4877;
nikolay.bert@mail.ioffe.ru

Anna O. Pelageikina – Ioffe Institute, 26 Politekhnicheskaya, 194021, St. Petersburg, Russia; ORCID 0009-0000-6320-
2011; Pelaanna@yandex.ru

Andrey A. Nechitailov – Ioffe Institute, 26 Politekhnicheskaya, 194021, St. Petersburg, Russia; ORCID 0000-0002-9895-
6822; aan.shuv@mail.ioffe.ru

Mikhail B. Alikin – St. Petersburg State Technological University (Technical University), 190013, St. Petersburg, Russia;
ORCID 0000-0002-0770-9675; alikinmix@gmail.com

Andrei A. Krasilin – Ioffe Institute, 26 Politekhnicheskaya, 194021, St. Petersburg, Russia; ORCID 0000-0002-3938-
3024; ikrasilin@mail.ioffe.ru

Conflict of interest: the authors declare no conflict of interest.



NANOSYSTEMS:
PHYSICS, CHEMISTRY, MATHEMATICS

Original article

Chernova E.A., Gurianov K.E., et al. Nanosystems:
Phys. Chem. Math., 2023, 14 (2), 272–278.

http://nanojournal.ifmo.ru
DOI 10.17586/2220-8054-2023-14-2-272-278

Comparative study of transport properties of membranes based on graphene oxide

prepared by Brodie and improved Hummers’ methods

Ekaterina A. Chernova1,4,a, Konstantin E. Gurianov1,b, Victor A. Brotsman2,c, Rishat G. Valeev3,d,
Olesya O. Kapitanova2,e, Mikhail V. Berekchiian1,f , Alexei V. Lukashin1,g

1Lomonosov Moscow State University, Faculty of Materials Science, Moscow, Russia
2Lomonosov Moscow State University, Faculty of Chemistry, Moscow, Russia
3Udmurt Federal Research Center of the Ural Brunch of Russian Academy of Sciences, Izhevsk, Russia
4Tula State University, Tula, Russia

achernova.msu@gmail.com, bgurianovke@yandex.ru, cbrotsman va@mail.ru, drishatvaleev@mail.ru,
eolesya.kapitanova@gmail.com, fmikhail.berekchiyan@yandex.ru, galexey.lukashin@gmail.com

Corresponding author: Ekaterina A. Chernova, chernova.msu@gmail.com

PACS 81.05.Rm, 47.56.+r
ABSTRACT A comparative study of transport characteristics of composite membranes based on graphene
oxide prepared by Hummers’ (H-GO) and Brodie (B-GO) methods is presented. By using Raman and XPS
spectroscopy combined with gas and vapor measurements at non-zero pressure drop, it is shown that the dif-
ference in preparation methods results not only in different composition and microstructure of the membranes,
but also in different water vapor permeability and resistance towards pressure drops during membrane perfor-
mance. The H-GO samples are found to be more defective and stronger oxidized with C/O ratio of 1.8, whereas
B-GO revealed a total C/O ratio of 2.6 with more perfect microstructure. The higher oxidation degree of H-GO
membranes allows one to achieve higher water vapor permeability (up to ∼170 Barrer at 100 % humidity)
but dramatically lower stability towards pressure revealing the irreversible loss in permeability up to 46 % dur-
ing the application of pressure drop of 1 bar. In contrast, B-GO membranes show slightly lower permeability
(∼140 Barrer at 100 % humidity) but enhanced pressure stability revealing the irreversible permeability loss of
only 4 % at pressure drop of 1 bar which is about 10-fold smaller compared to H-GO stability. This could be
explained by the difference in microstructural features of the H-GO and B-GO. Graphene oxide prepared by
Hummer’s method has more flexible and defective nanosheets, whereas Brodie’s method gives rise to more
rigid nanosheets with more perfect microstructure. The obtained results suggest that it is possible to prepare
graphene oxide membranes with high resistance towards pressure using only the composition-microstructure
interplay without additional modification with pressure-stabilizing agents.
KEYWORDS graphene oxide membranes, Hummers’ method, Brodie method, oxidation degree, pressure sta-
bility, water vapor permeability
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1. Introduction

At present time, the dehydration of natural and technological gas mixtures has become one of the most important tasks
in the conditioning of natural gas for pipeline transport, preparation of pure gases for electronics, chemical industry and
medicine enterprises. To solve this problem, membrane technologies are developed, since the use of compact membrane
modules can significantly reduce capital investments, and the energy intensity of the entire process. The key factors
determining the effectiveness of membrane technology are the permeability and selectivity of the membrane material as
well as its long-term stability and resistance towards external conditions including pressure drops. Currently, polymeric
materials dominate in the membrane technological processes, however, they are prone to physical aging and plasticization
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which significantly reduces both the performance and long-term stability of the membranes introducing challenges in
design of membrane materials [1].

A reasonable alternative to polymers are carbon membranes, which are considered as advanced materials among with
the graphene oxide (GO) and its modified derivatives [2]. Graphene oxide is a two-dimensional material which could
be considered as a modification of graphene richly decorated with oxygen-containing groups, including hydroxyl, epoxy,
carbonyl and carboxyl groups making GO a suitable candidate for dehumidification technologies. Graphene oxide is ob-
tained by intercalation and oxidation steps of carbon precursors (commonly, graphite and carbon nanotubes) [2–4]. For
industrial applications, the pressure stability of graphene oxide still remains an important issue. Generally, the perme-
ability of GO-based membranes decreases with increasing operating pressure which is attributed to compaction of GO
nanosheets and shrinking of interlayer spacing [5]. To enhance GO pressure stability, various pressure-resistant agents are
introduced into interlayer galleries of GO. For instance, the layered carbon nitride (C3N4) nanoparticles [6], single-walled
carbon nanotubes [7], functionalized fullerenes [8], zeolitic imidazolate framework particles [9] were reported to stabilize
GO towards pressure drops. Moreover, the intercalation of positively charged copper hydroxide nanostrands [10] or K+

ions [11] in GO were claimed even to increase water permeance with pressure. These results are promising, however, it
is more desirable to manage the pressure stability using only intrinsic interplay of composition and microstructure in GO,
because additional modification steps could strongly increase the complexity and costs of the graphene oxide membranes;
moreover, the integration of foreign substances into GO matrix could inevitably induce the formation of additional struc-
tural defects. The stability of GO towards elevated pressures and pressure drops could be obviously based on the method
of GO preparation. The understanding of this interrelation could give an opportunity to design the pressure-stable GO
microstructure originally at the stage of its synthesis.

Four different classical methods are employed to obtain GO: the method of Brodie [12], Staudenmaier [13], Hoff-
man [14], and Hummers’/Offeman (or, simply, Hummers’ method) [15]. The methods have a variety of modifications, for
instance, at least, classical [15], modified [16] and improved Hummers’ [3] methods have been reported. Each method of
preparation endows the resulting GO with different chemistries making a strong impact on the microstructure and func-
tional characteristics of GO membranes [17–19]. For instance, it was shown that Brodie-GO membranes reveal higher
selectivity towards H2 molecules due to a narrower interlayer spacing between GO nanosheets compared to Hummers’
GO [18]. In other work, it was reported that, due to different chemistry, Brodie-GO is considered as a better photocat-
alytic platform than Hummers’ GO [19]. It could be assumed that the difference in microstructure and chemistries of GO
prepared by different methods could be employed for the enhancement of GO-based membranes for gas dehumidification
without the need to modify GO with various pressure-resistant reagents.

In this work, a comparative analysis of the compositional and transport characteristics of membranes based on
graphene oxide obtained by the improved Hummers’ method (H-GO) [4] and Brodie method (B-GO) [5] is performed.
The microstructure and chemical composition of the membranes is examined by scanning electron microscopy, Raman
and X-ray photoelectron spectroscopy. The permeability of the membranes towards water vapors is studied under various
humidity and pressure drops of the feed stream focusing on the possibility of pressure stability enhancement using only the
interplay of microstructure and chemical composition of neat GO membranes. Our results present the general concept for
improving functional properties of graphene oxide by careful choice of preparation method rather than post-modification
with foreign substances.

2. Experimental part

Graphene oxide samples were obtained by improved Hummers’ method and modified Brodie method. To prepare H-
GO samples, graphite was oxidized by potassium permanganate with the graphite: KMnO4 ratio of 1:6 [12]. The detailed
description of the synthesis is presented in [6]. For the preparation of B-GO, potassium chlorate was used as an oxidant
taking graphite/KClO3 ratio of 1:16. In a 100 ml flat-bottomed flask, 0.7 g of thermally expanded graphite and 9.6 g of
potassium chlorate were added with constant stirring and cooling in an ice bath. To the resulting mixture, a fuming nitric
acid was added dropwise (24.5 ml, one drop per second). The flask was left under constant stirring and room temperature
for 12 hours, and then the reaction mixture was heated to 60 ◦C and left for 8 hours at this temperature to further oxidize
the graphite. As a result, the first batch of graphene oxide (B-GO1) was obtained. The resulting suspension was diluted
with water in a ratio of 1:1 by volume, then the precipitate was separated by vacuum filtration and repeatedly washed
with deionized water until the pH = 6. The precipitate was dried by sublimation and then subjected to re-oxidation as
described above. The resulting mixture was stirred at 60 ◦C for 20 hours. The obtained graphene oxide was repeatedly
washed with deionized water until the pH = 6. For the purification from residual inorganic ions, the resulting H-GO and
B-GO suspensions were subjected to dialysis for 30 days under constant stirring. The suspensions were further used for
the formation of selective layers of composite membranes.

For composite membranes preparation, porous anodic aluminum oxide (AAO) membranes (pore diameter of ∼80 nm,
thickness ∼100 µm) were used as reliable supports for GO thin selective layers. The AAO films preparation is described
in [13,14]: briefly, a standard anodic oxidation of aluminum foils with high purity (99.999 %) in 0.3 M H2C2O4 at 120 V
was employed followed by selective removal of aluminum and etching of a barrier layer to get highly-permeable porous
AAO supports with the N2 permeance of 90 – 100 m3·m−2·bar−1·h−1 [15].
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To obtain composite membranes, water-methanol suspensions with the concentration of 1 mg/ml were prepared by
diluting the original H-GO and B-GO suspensions with methanol. The suspensions were carefully deposited on the surface
of AAO supports by spin-coating at the rate of 1500 rpm. To achieve dense packing of the GO nanoflakes, vacuum suction
was used upon the spin-coating and the several aliquots (30 – 50 mkl) of GO suspensions were deposited successively. To
make sure that the obtained composite membranes have no large parasitic defects, the membranes were examined using
optical microscope Carl Zeiss and tested for N2 permeability.

To study the thickness and microstructure of the membranes, scanning electron microscopy (SEM) of membrane
cross-sections was performed using Nvision 40 (Carl Zeiss) microscope. To get the average thickness of the selective
layers, the SEM micrographs were statistically processed with ImageJ software.

To estimate the defectiveness of the H-GO and B-GO samples, the Raman spectroscopy was employed using a
Renishaw InVia instrument with Leica DMLM optics (50× objective) and 20 mW 633 nm He–Ne laser. The obtained
spectra were processed with Wire 3.4 Renishaw software, using Pseudo-Voigt functions positioned at 1340 ± 20 and
∼ 1590±10 cm−1 for D- and G-peaks, respectively. Because graphene oxide is far more defective compared to graphene,
the I(D)/I(G) ratio for H-GO and B-GO was calculated using integrated areas of D and G peaks divided by their FWHM
to get more reliable estimates of defectiveness.

To check the chemical composition of the membranes, X-ray photoelectron (XPS) spectra were registered on SPECS
instrument by employing MgK-α excitation (excitation energy,Eex = 1254 eV). Pure graphite C1s energy (284.6 eV) was
used to calibrate the resulting spectra. The spectra were quantitatively processed with CasaXPS software using Shirley
type background and mixed Gauss (70 %) – Lorentz (30 %) functions for spectra deconvolution. During the processing,
the FWHM of spectral peaks was kept constant for all the spectral components. The subdivision of the C–C band into
sp2–C, sp3–C-hybridized components was neglected due to an insufficient spectral resolution [16].

To study the transport characteristics of the membranes, a set of individual permanent gases (H2, N2, O2, CO2,
CH4, C4H10 and SF6) was used. For the analysis, the membranes were tightened between a feed chamber and calibrated
permeate chamber of a two-compartment measurement cell. Then, the permeate chamber was evacuated using a vacuum
pump until the residual pressure of less than 0.1 mbar was achieved. After this, the stream of the measured gas was
introduced into the feed chamber and a pressure-time curve was registered during the gas inflowing across the membrane
into the permeate chamber. The fluxes of the permanent gases were calculated using a slope of the linear part of the
pressure-time curve.

To study the water vapor permeability under a steady mode, a feed stream containing a mixture of dry N2 and N2

flux with controlled humidity was used. To obtain wet N2 flux, the N2 stream was bubbled through the vessel with liquid
water. The control of the entire feed stream humidity was performed by setting the ratio of dry N2 and wet N2 fluxes. The
feed stream was introduced to the feed side of the membrane, while the permeate side was blown with He flux (pressure =
1 bar). The permeability was measured under varied relative humidity of the feed stream (inlet relative humidity RHin).
For each humidity value, the membrane was blown with feed stream for at least 30 minutes to achieve an equilibrium
steady flux across the membrane. During the experiment, the dependence of outlet relative humidity (RHout) of the He
flux was measured with time. The humidity and temperature of both gas fluxes were controlled using HIH-4000 sensors
(Honeywell, USA). The experiments were performed at the temperatures of 23 – 25 ◦C.

3. Results and discussion

The results of SEM have shown that the selective layers based on B-GO and H-GO are represented by thin and
uniform layered films covering the entire surface of AAO supports. The average thickness of HGO- and BGO selective
layers stands in the range 18 – 20 nm (Fig. 1(a,b)).

FIG. 1. SEM micrographs of cross-sections of the composite membranes with selective layers based
on: a) H-GO; b) B-GO; c) Raman spectra for H-GO and B-GO membranes
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Raman spectra of H-GO and B-GO show the typical D-mode (defect-activated peak coming from transverse optical
phonons (TO phonons) with A1g symmetry in graphene lattice) and G-mode (coming from optical phonon with E2g-
symmetry) (Fig. 1(c)). Generally, the D-peak is responsible for various types of defects in GO including sp3-carbons,
edges, nanoflakes tilting, etc., whereas G-peak shows the vibrations of sp2-carbons in GO skeleton. It should be noted
that graphene oxide is intrinsically sp3-rich and defective phase, and its Raman spectra are more complex containing D′′,
D′, and D∗ modes overlapping with apparently visible D and G peaks and making impact into peak areas [20,21]. At the
same time, the ratio of intensities of D and G modes (I(D)/I(G) ratio) are commonly used to estimate the defectiveness
of carbon materials. In the present study, the I(D)/I(G) ratio was calculated using heights of D and G peaks (see
Experimental part) which gives one more reliable estimates for GO [20] rather than simple dividing of integrated areas
of peaks commonly practiced in most of the works on graphene oxide. According to the results, it was revealed that
B-GO sample has smaller I(D)/I(G) ratio which could be estimated as lower level of defects in its structure compared
to H-GO.

According to the XPS results (Fig. 2(a–d)), the GO sample obtained by improved Hummers’ method is stronger
oxidized achieving the C/O ratio of 1.8, whereas the C/O ratio of B-GO reaches 2.6, which is more close to mildly
thermally-reduced GO [22]. Moreover, the ratio of single- to double- oxygen bonded carbon (C–O/C=O) reaches 4.0
for B-GO and only 2.8 for H-GO showing the strong and dominating contribution of C–O bonded groups (hydroxyls
and epoxy groups) over C=O component (carbonyl, carboxyl groups) for graphene oxide obtained by the Brodie method
(Fig. 2(e,f)). According to model structure of GO, the hydroxyl and epoxide groups are commonly located on the basal
surface of GO nanoflakes [23]. Thus, B-GO membrane has less oxidized nanosheets with dominating presence of basal
oxygen groups and is expected to be more rigid with smaller number of defects compared to H-GO-based membrane.

FIG. 2. XPS spectra of the composite membranes: a), c), and b), d), represent C1s spectra and O1s
spectra for H-GO and B-GO samples, respectively; e),f) spectral components content calculated from
C1s spectra (e), and O1s spectra (f) for H-GO and B-GO-based membranes
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Both composite membranes based on H-GO and B-GO reveal low permeability towards permanent gases achieving
the values not exceeding 0.002 – 0.003 Barrer for H2 gas. Generally, there is a linear dependence of gas permeance on
the inverse square root from molecular mass of gases obeying the Knudsen diffusion equation [24, 25].

Such a small permeability is achieved by dense packing of GO nanosheets upon spin-coating under vacuum suction,
and favors a high potential for application of both H-GO and B-GO films in membrane technologies for selective gas
dehumidification (Fig. 3(a)). It should be noted that B-GO membrane has smaller gas permeability compared to H-GO
which could be attributed to more perfect structure of B-GO with smaller number of defects which stays in line with the
Raman spectroscopy data. The results on gas permeability stay in good agreement with literature data suggesting nearly
barrier gas permeability which is typical for dense thin graphene oxide films [26].

FIG. 3. Transport characteristics of composite membranes based on two types of graphene oxide: H-
GO (Hummer’ method) and B-GO (Brodie method): a) permeability of permanent gases: SF6, C4H10,
CO2, N2, CH4, H2; b) permeability of water vapors in the relative humidity range (RH) from 10
to 100 %; c), d) pressure stability of: c) H-GO and b) B-GO composite membranes in the range of
pressure drop from 0 to 1 bar. The first and the fifth pressure cycle are shown

The H-GO and B-GO membranes exhibit relatively high water vapors permeability staying in the range of 30 – 170
Barrer depending on the humidity of the feed stream (Fig. 3(b)). It should be noted that in the low humidity range (up to
30 – 40 %), both H-GO and B-GO films have very close values of permeability, whereas, starting from humidity of 40 %,
the permeability of H-GO begins to increase rapidly while the water vapor transport across B-GO remains small enough
until the humidity of 80 % at which the B-GO permeability begins to increase sharply. The different shapes of water vapor
permeability curves for H-GO and B-GO are evident and could arise from the difference in microstructure and chemical
composition of the films. The high oxidation degree of H-GO and deep extent of oxidation (the high presence of C=O
groups) favors the sorption and capillary condensation of water molecules in H-GO microstructure [22], thus, resulting in
higher water vapor permeability in the humidity range of gas stream from 40 up to 100 %. In contrast, graphene oxide
prepared by the Brodie method has greater C/O ratio with smaller amount of oxygen functional groups resulting in more
rigid microstructure and lower water vapor permeability.

The prominent difference in the H-GO and B-GO membranes performance could be seen when the membranes are
subjected to stepwise pressure cycling with pressure drops in the range from 0 to 1 bar (step of 0.2 bar) during water vapor
permeability testing at 100 % humidity (Fig. 3(c,d)). During the first pressure cycle, the H-GO membrane loses up to
46 % of its original permeability, and, after pressure release, the membrane reveals an irreversible permeability decrease
of ∼30 %. The observed strong decrease in membrane permeability could be attributed to highly-oxidized and soft nature
of nanoflakes in H-GO membrane which tend to compaction under pressure elevation resulting in shrinking the pathways
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for water molecules transport. Nearly the same trend is observed for the B-GO membrane, however, it has higher stability:
after the pressure release, the membrane restores its permeability with the irreversible loss of only ∼4 % revealing more
rigid and stable microstructure of the B-GO compared to H-GO membrane. During further pressure cycling, the H-
GO and B-GO membranes reveal stabilization of water vapor permeability. Under the 5-th pressure cycle, both H-
GO and B-GO membranes exhibit the dynamical pressure decrease of ∼20 % with irreversible pressure loss of ∼4 %
showing some kind of a limit in structural compaction of GO (Fig. 3(c,d)). The same trend for gradual compaction and
stabilization of microstructure was shown for the permeation of H-GO membranes towards liquid water in nanofiltration
experiments [27]. It could be assumed, that the observed difference in pressure stability in H-GO and B-GO is encoded
in their synthesis method which pre-determines the extent of graphite oxidizing and the resulting defect content and
rigidity of GO nanoflakes. To achieve enhanced pressure stability of graphene oxide, its microstructure should be close
to that of B-GO membranes but with higher content of basal hydroxyl and epoxy groups to provide higher water vapor
permeability. Thus, for the design of pressure-stable and highly-permeable membranes, the protocol of GO synthesis
should be reconsidered carefully to avoid strong over-oxidation and defects formation in GO samples. The obtained
results show that it could be possible to achieve pressure-stable GO using only microstructure-composition interplay as
is shown for the B-GO membrane. This route could be considered as an alternative to modification of GO with various
pressure-resistant agents such as, for instance, carbon nitride layers [6] or single-walled carbon nanotubes [7] to avoid
complication of GO preparation for industry.

It should be noted that the performance of GO membranes under pressure requires further in-depth experimental
studying including in-situ and operando X-ray diffraction analysis of d-spacing changing during pressure cycling which
requires more sophisticated equipment. At present, most of the studies report the liquid (or vapor) water permeability
under the average feed stream pressures in the range of 1 [28] to 6 bar [29] and even up to 50 bar [30], whereas the size
of d-spacing for GO membranes is commonly measured and presented for the pressure of 1 bar. As a result, it is hard to
correlate the membrane performance with dynamical pathways for water molecules transport in GO microstructure.

4. Conclusions

Gas and vapor transport characteristics as well as the resistance towards pressure drops is studied comparatively for
membranes based on graphene oxide synthesized by Hummers’ (H-GO) and Brodie’s (B-GO) methods. It is revealed that
B-GO membrane exhibits stronger resistance towards elevated pressure owing to higher uniformness of its microstructure
provided by more rigid, less defective and lower oxidized planar nanoflakes. To enhance the pressure stability of graphene
oxide, a careful control of synthesis conditions is required to provide the balance between GO oxidation degree and the
rigidity of its nanoflakes. Thus, it is possible to control the pressure resistance of GO by adjusting its composition-
microstructure interplay which could be considered as an alternative approach rather than introducing additional pressure-
stabilizing agents.
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ABSTRACT A series of single crystals of a Ca1−xYxF2+x solid solution with a fluorite structure containing 1–
19 mol.% YF3 (x =0.01–0.19) has been grown. Thermal analyzer STA 449 F3 Jupiter in DSC mode recorded
the temperature dependences of the heat capacity Cp(T) in the temperature range from the room temperature
to 1300 ◦C. A diffuse phase transition in the solid state for concentrations x =0.01–0.03 is fixed as an anomaly
on the Cp(T) curves with a maximum at 1150± 50 ◦C. With an increase in the content of YF3 (x =0.05–0.19), a
very wide structured peak is recorded in the range of 650–1100 ◦C. The heat capacity anomaly is associated
with the reversible rearrangement of defect nanoclusters, which affects the change in the anion sublattice.
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1. Introduction

Compounds with the fluorite-type crystal structure (Fm3̄m space symmetry group) include MF2 difluorides (M =
Ca, Sr, Ba, Cd, higher temperature polymorph of PbF2) as well as SrCl2, UO2 and CeO2. At T∼(0.7–0.8)*Tmelting ,
all these substances exhibit the very specific anomaly in their physical properties that has been named as diffuse phase
transition [1–14]. The term “Faraday transition” has been also suggested for such a phenomenon because it has been
described for PbF2 by Michael Faraday in 1834 [9]. Experimental data for the heat capacity, thermal expansion, ionic
conductivity, elastic constants and other physical properties, including neutron scattering and Brillouin scattering patterns
of the aforementioned substances, confirm the said anomaly. The mechanism of the diffuse phase transition is well-known,
and it is described in terms of the interaction between point anti-Frenkel anionic defects [5, 10] and soft phonon modes
[12]. The concentration of the latter defects increases with the temperature increase, resulting in cooperative interaction
between the individual defects and disordering of the anionic sublattice (“sublattice melting”). The high-temperature form
of fluorite MX2 compounds is characterized by formation of complex short-living defect clusters containing an excess of
interstitial anions, anionic vacancies and relaxed lattice anions [7, 11]. The diffuse phase transition is accompanied by an
increase in the anionic conductivity and transition of MF2 to the superionic state [6].

Thoroughly conducted thermochemical experiments [1, 4] and simulations [5, 12–14] indicate that, for all diffuse
phase transitions, one have only observed an anomaly in the heat capacities as relatively wide (half-width about 200 K)
maxima in the curves describing the temperature dependences of the Cp(T) values, while there were no thermal analysis
data confirming the existence of the first- or second order phase transitions, or effects indicating non-zero enthalpies of
the said first order phase transitions [10]. Thorough measurements of the thermal expansion coefficients for the specimens
in the fluorite-type compounds [8] also have revealed the similar anomalies for the temperature dependences of the said
coefficients.

The above said CaF2 heat capacity maximum [1] indicates only that the thermodynamic stability of the corresponding
system goes through its minimum. This situation can be characterized as the “flag of catastrophe” from the catastrophe
theory [15] point of view, and the said diffuse phase transition is not a real first or second order phase transition from the
thermodynamic point of view: the same phase of the same space symmetry group just maintains its existence.

© Alexandrov A.A., Rezaeva A.D., Konyushkin V.A., Nakladov A.N., Kuznetsov S.V., Fedorov P.P., 2023
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In binary systems involving components undergoing a diffuse phase transition, there are anomalies on the curve of
the maximum concentration of solid solution (solvus). In many systems, solvus curves have an abnormal S-type shape.
Such curve shape is caused by the factor that the higher temperature disordered form of fluorites is more prone to the
heterovalent isomorphism than the lower temperature forms [16]. For example, a clearly expressed S-type solvus curve
exists in the CaF2-LaF3 [17] and SrF2-LaF3 [18] systems. A very complex profile of the solidus curve for the CaF2-based
solid solution has been observed in the NaF-CaF2 system [19].

The division of the fluorite-type region of solid solutions in binary systems into high-temperature and low-temperature
regions suggests that the temperature band of the diffuse phase transition should go to the low-temperature region when
the matrix is doped with an isomorphic component. This assumption, put forward in [16], was confirmed both in thermo-
dynamic modeling and in separate measurements of some physical properties, including ionic conductivity [10, 20–22].
However, this hypothesis has not been systematically tested before.

The purpose of this work is to test the behavior of the diffuse phase transition in calcium fluoride when the CaF2

matrix is doped with yttrium fluoride. The CaF2-YF3 system is a classical system, which is used as an example for
illustration of the mechanism of heterovalent isomorphism, in particular, the formation of the mineral yttrofluorite [23,24].
This is a model system describing the behavior of other rare-earth fluorides of the yttrium subgroup. The phase diagram
of CaF2–YF3 systems has been carefully studied [25–29], see Fig. 1 [30, 31]. A fluorite solid solution Ca1−xYxF2+x

(phase F ), a series of ordered low-temperature fluorite-like phases, and a high-temperature non-stoichiometric phase with
a tysonite structure (phase T ) are formed in the system. The maximum on the melting curve of the Ca1−xYxF2+x fluorite
solid solution at x = 0.11 (11 mol.% YF3) is the source of functional optical single-crystal materials [32, 33].

FIG. 1. Phase diagrams of the CaF2-YF3 systems [30,31]

The dotted line dividing the Ca1−xYxF2+x solid solution field (phase F ) into two parts (α and β) in Fig. 1 reflects
the ideas concerning to the behavior of the diffuse phase transition with the change of concentration that took place before
our work began.

2. Experimental

CaF2 (optical crystals shards, State Optical Institute, St.-Petersburg) and YF3 (99.99 wt%, LANHIT, Moscow) were
used as the starting reagents.

Ca1−xYxF2+x single crystals, where x = 0, 0.01, 0.03, 0.05, 0.07, 0.10, 0.12, 0.15 (nominal compositions), 10 mm
in diameter, 45 mm long, were grown by the Bridgman-Stockbarger technique (Fig. 2). A portion of the initial mixture
was loaded into a seven-channel graphite crucible and placed in a growth setup. The growth chamber was preliminarily
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TABLE 1. Characteristics of the studied samples of the Ca1−xYxF2+x single crystals

Number
Nominal composition,

mol% YF3

Lattice parameter
a, Å

EDX data,
mol% YF3

1 1.0 5.4664 1.2

2 3.0 5.4686 2.9

3 5.0 5.4732 5.6

4 7.0 5.4786 7.6

5 10.0 5.4834 12.4

6 12.0 5.4893 14.0

7 15.0 5.4976 19.2

evacuated to 10−2 Torr. The crucible was heated to the charge melting temperature of 1440 ◦C. The melt was fluorinated
by CF4 and then crucible pulled into the cold zone at a rate of 5 mm/h. After growth, the crystals were removed from the
crucible and purified of graphite by mechanical treatment and ethanol. A plate with a diameter of 10 mm and a thickness
of l mm was cut from the crystal, which was then ground in a jasper mortar. The grown Ca1−xYxF2+x crystals did not
have a characteristic optical heterogeneity – a cellular substructure [34].

FIG. 2. Ca1−xYxF2+x single crystal (sample number 6, x = 0.14)

X-ray phase analysis was performed on a Bruker D8 Advance diffractometer (Germany) with CuKα radiation in
the angle range from 15 to 80 ◦ 2Θ with a step of 0.02 ◦ and a signal accumulation time of 0.4 s per point. Elemental
analysis was performed on a Carl Zeiss NVision 40 microscope with an Oxford Instruments X-MAX 80 mm2 attachment
on powder samples with the accumulation of several spectra for statistical significance.

The samples were measured on a STA 449 F3 Jupiter synchronous thermal analysis instrument using a Type S DSC
sensor and platinum-rhodium crucibles. The heating rate was 20 ◦C/min. The weighed portions of the powders (20–
50 mg) were placed in Pt–Rh crucibles and covered with a lid. The reference crucible remained empty in all dimensions.
The argon flow into the furnace chamber was 70 ml/min. The maximum temperature was 1330 ◦C. A sapphire standard
5.2 mm in diameter and 0.25 mm thick was used as a reference.

The heat capacity was calculated using formula (1):

Cp =
mStandart

mSample
· DSCSample −DSCBaseline

DSCStandart −DSCBaseline
· Cp,Standart, (1)

by software Netzsch Proteus Thermal Analysis with using ASTM E 1257, ISO 11357-4, DIN 51007 standards.

3. Results and discussion

The lattice parameters and compositions evaluated by EDX for samples are summarized in Table 1. The temperature
dependences of the specific heat capacity are shown in Fig. 3.

When evaluating the measurement results (Fig. 3), it should be noted that the absolute values of the heat capacity
cannot be trusted, except for the low-temperature (up to 800 ◦C) range for pure CaF2 (Fig. 3a). In all other cases, the
measurements obtained during the second and third heatings differ sharply in magnitude. The reasons for this are not
entirely clear. They can be associated both with a change in the degree of compactness of the powder (sintering) and with
the partial preservation of the high-temperature defective structure of the sample after heat treatment. However, some
characteristic features of the observed anomaly on the Cp(T) curves remain, which will be the subject of analysis.
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FIG. 3. Temperature dependences of the specific heat capacity. Nominal composition: a – CaF2, b –
sample number 1, c – sample number 2, d – sample number 3, e – sample number 4, f – sample
number 5, g – sample number 6, h – sample number 7

For pure calcium fluoride (Fig. 3a), the maximum temperature of the Cp(T) curve corresponds to the results of
Naylor [1]. At a low impurity content (∼1 mol % YF3), the character of the dependence changes slightly, although
the specific heat capacity peak is somewhat broadened (Fig. 3b). In this case, the beginning of the effects cannot be
distinguished.

With an increase in the content of yttrium fluoride, the nature of the temperature dependencies of the specific heat
capacity changes significantly. A low temperature component appears, a pronounced onset of the effects is formed, the
specific heat capacity anomaly is structured, and starting from 10 mol.% YF3, three extrema can be clearly distinguished
on it (Fig. 3(f–h)). With a change in the concentration of yttrium fluoride, the temperatures of these effects change slightly,
staying within 600–1150 ◦C (Fig. 4). This behavior differs sharply from the initial expectation of a monotonic decrease
in the maximum at the specific heat capacity anomaly with increasing temperature.
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FIG. 4. Temperatures of heat capacity anomalies in Ca1−xYxF2+x single crystals. 1 – peak position,
2 – onset. Lines are guides to the eyes

Apparently, the observed effects can be associated with the rearrangement of defect clusters. Since these effects are
at least partially reversible upon heating-cooling, it can be concluded that the rearrangement is mainly associated with
changes in the anionic sublattice.

Usually, when discussing the cluster structure of defects in heterovalent solid solutions, rearrangements with increas-
ing concentration are considered, leaving aside the effect of temperature [35]. One of few exceptions is the work of
Osiko [36].

Structural investigations of Ca1−xYxF2+x solid solution and analogues systems were objects of numerous works.
The complexity of the cluster structures has been revealed by X-ray diffraction, spin resonance, spectroscopic, extended
X-ray-absorption fine structure (EXAFS), MNR 19F and computer simulation techniques [37–44]. Dipoles Y3+–F−

int,
formed at a low content of YF3 in the solid solution, rapidly undergo further association with increasing concentration.
Dimers (Y3+–F−

int)2 [36] transform into so-called 2:2:2 clusters due to the relaxation of the anionic sublattice [39]. To
describe the structure formed at a high concentration of yttrium fluoride, very exotic models were initially proposed [38],
which were replaced by the Y6F37 cubooctahedral cluster [41, 45–47]. The size of such clusters with their defective
periphery is about 1.5 nm. It is these clusters that form the basis of ordered fluorite-like phases in the CaF2-YF3 system.

The presence of a dominant type of clusters does not exclude the existence of a wide range of clusters in crystals. The
set of coordination polyhedra of rare-earth elements in solid solutions leads to a broadening of the luminescence spectra
with transition to the disordered structure, see, for example, [48].

Clustering causes an increase in electrical conductivity with concentration [49, 50]. The composition containing
∼3 mol.% YF3 approximately corresponds to the so-called percolation threshold, i.e. association of clusters (their defec-
tive periphery) into a single network in the bulk of the crystal [49].

As for high-temperature studies, the study of Catlow e.a [42] of a similar system Ca0.9Er0.1F2.1 by the EXAFS
method in the range of 298–1070 K did not record noticeable changes. In the context of this work, the investigation
by Hoffmann et al. [43] devoted to the study of the crystal structure of Ca0.94Y0.06F2.06 at different temperatures up to
1400 K is of particular importance. Hoffmann et.al., using the neutron diffraction technique, recorded the destruction of
cubooctahedral Y6F37 cluster starting from ∼630 ◦C and their complete disappearance at ∼900 ◦C.

4. Conclusions

In this paper, new and unexpected data were obtained concerning the manifestations of a diffuse phase transition
in a heterovalent Ca1−xYxF2+x solid solution with a fluorite structure. The obtained data indicate the rearrangement
of defect nanoclusters not only with concentration, but also with temperature. The relevant instructions open up a new
way to control the functional properties of materials based on the corresponding solid solutions. Of paramount interest
are both studies of this phenomenon by a complex of structural and physicochemical methods, and a detailed study of
similar systems. An interesting and promising problem is the possible implementation of diffuse phase transitions in
high-temperature cubic polymorphs of ZrO2 and HfO2 and solid solutions based on them.
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ABSTRACT This paper is a corrigendum related to the article Vasil’ev B.V., Smyslov R.Yu., Kirilenko D.A., Bu-
grov A.N. Synthesis and magnetic properties of cobalt ferrite nanoparticles formed under hydro and solvother-
mal condition. Nanosystems: Phys. Chem. Math., 2021, 12 (4), P. 492–504, http://nanojournal.ifmo.ru/en/artic-
les-2/volume12/12-4/chemistry/paper11/
KEYWORDS single-domain cobalt ferrite, ferrimagnetic nanocrystals, size-controlled synthesis, stoichiometry,
Rietveld refinement, coercive field, saturation magnetization, squareness
FOR CITATION Vasil’ev B.V., Smyslov R.Yu., Kirilenko D.A., Kritchenkov I.S., Bugrov A.N. Correction to the
paper “Synthesis and magnetic properties of cobalt ferrite nanoparticles formed under hydro and solvothermal
condition”. Nanosystems: Phys. Chem. Math., 2023, 14 (2), 286–287.

In the paper [1], Fig. 3 contains a graphic misprint. The correct part (b) in this figure is given below.

FIG. 1. The low-temperature magnetic hysteresis (M–H) loops for CoxFe3−xO4 nanoparticles synthe-
sized under solvo- (a,b) and hydrothermal conditions (c)

In connection with the correction of Fig. 3(b) [1], it is necessary to correct a paragraph on p. 497. Now it should read
like this:

© Vasil’ev B.V., Smyslov R.Yu., Kirilenko D.A., Kritchenkov I.S., Bugrov A.N., 2023
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Studies of the synthesized cobalt ferrite nanoparticles using SQUID magnetometry showed that their mag-
netization curves have hysteresis loops regardless of the type of precursor used, as well as the chosen
conditions of hydrolysis and dehydration (Fig. 3, Table 3). It should also be noted that “constricted” hys-
teresis loops were recorded for cobalt ferrite nanoparticles obtained under hydrothermal conditions or in an
organic solvent at temperatures of 150 and 200 ◦C (Fig. 3), which are typical for a mixture of soft and hard
magnetic materials [1, 29, 30]. In this case, such a “necking” in the central part of the M–H loop can be
explained by a small amount of superparamagnetic single-domain particles in ferrimagnetic CoxFe3−xO4

nanocrystals.

In Table 3 on Page 502 [1], the row titled “SN2505” should be now written as:

SN2505 0.72 65.7 91 15700 0.09 7 77 245 0 0 65 0

In ACKNOWLEDGMENTS, some information was omitted by the authors. Therefore, the correct version of the
acknowledgments is given below.
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