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In this paper, fixed points of Lyapunov integral equation are found and considered the connections between Gibbs measures for four competing
interactions of models with uncountable (i.e. [0, 1]) set of spin values on the Cayley tree of order two.
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1. Introduction

Spin models on a graph or in continuous spaces form a large class of systems considered in mechanics, biology,
nanoscience, etc. Some of them have a real physical meaning, others have been proposed as suitably simplified models
of more complicated systems. The geometric structure of the graph or a physical space plays an important role in such
investigations. For example, in order to study the phase transition problem on a cubic lattice Zd or in space one
uses, essentially, the Pirogov-Sinai theory; see [1–3]. A general methodology of phase transitions in Zd or Rd was
developed in [4]; some recent results in this direction have been established in [5,6] (see also the bibliography therein).

During last years, an increasing attention was given to models with a uncountable many spin values on a Cayley
tree. Until now, one considered nearest-neighbor interactions (J3 = J = α = 0, J1 6= 0) with the set of spin values
[0, 1] (for example, [7–12]).

In [13] it is described that splitting Gibbs measures on Γ2 by solutions to a nonlinear integral equation for the
case J2

3 + J2
1 + J2 + α2 6= 0 which a generalization of the case J3 = J = α = 0, J1 6= 0. Also, it is proven

that periodic Gibbs measure for Hamiltonian (1) with four competing interactions is either translation-invariant or
G

(2)
k − periodic.

In this paper, we consider Lyapunov’s operator with degenerate kernel. In [11], Fixed points of Lyapunov’s
operator with special degenerate kernel are studied. The present paper is a continuation of the paper [11], i.e., we give
full description of fixed points of Lyapunov’s operator with another special degenerate kernel.

A Cayley tree Γk = (V,L) of order k ∈ N is an infinite homogeneous tree, i.e., a graph without cycles, with
exactly k + 1 edges incident to each vertices. Here V is the set of vertices and L that of edges (arcs). The distance
d(x, y), x, y ∈ V is the number of edges of the path from x to y. Let x0 ∈ V be a fixed and we set

Wn = {x ∈ V | d(x, x0) = n}, Vn = {x ∈ V | d(x, x0) ≤ n},

Ln = {l =< x, y >∈ L | x, y ∈ Vn},
If the distance from x to y equals one then we say x and y are nearest neighbors and use the notation l = 〈x, y〉. The
set of the direct successors of x is denoted by S(x), i.e.

S(x) = {y ∈Wn+1| d(x, y) = 1}, x ∈Wn.

We observe that for any vertex x 6= x0, x has k direct successors and x0 has k + 1. The vertices x and y are
called second neighbor which is denoted by > x, y <, if there exist a vertex z ∈ V such that x, z and y, z are nearest
neighbors. We will consider only second neighbors > x, y <, for which there exist n such that x, y ∈ Wn. Three
vertices x, y and z are called a triplet of neighbors and they are denoted by < x, y, z >, if < x, y >, < y, z > are
nearest neighbors and x, z ∈Wn, y ∈Wn−1, for some n ∈ N.

Now, we consider models with four competing interactions where the spin takes values in the set [0, 1]. For
some set A ⊂ V an arbitrary function σA : A → [0, 1] is called a configuration and the set of all configurations
on A we denote by ΩA = [0, 1]A. Let σ(·) belong to ΩV = Ω and ξ1 : (t, u, v) ∈ [0, 1]3 → ξ1(t, u, v) ∈ R,
ξi : (u, v) ∈ [0, 1]2 → ξi(u, v) ∈ R, i ∈ {2, 3} are given bounded, measurable functions.

We consider models with four competing interactions where the spin takes values in the unit interval [0, 1]. Given
a set Λ ⊂ V a configuration on Λ is an arbitrary function σΛ : Λ → [0, 1], with values σ(x), x ∈ Λ. The set of all
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configurations on Λ is denoted by ΩΛ = [0, 1]Λ = Ω and denote by B the sigma-algebra generated by measurable
cylinder subsets of Ω.

Fix bounded, measurable functions ξ1 : (t, u, v) ∈ [0, 1]3 → ξ1(t, u, v) ∈ R and ξi : (u, v) ∈ [0, 1]2 →
ξi(u, v) ∈ R, i = 2, 3. We consider a model with four competing interactions on the Cayley tree which is defined by
a formal Hamiltonian

H(σ) = −J3

∑
〈x,y,z〉

ξ1 (σ(x), σ(y), σ(z))− J
∑
〉x,y〈

ξ2 (σ(x), σ(z))

−J1

∑
〈x,y〉

ξ3 (σ(x), σ(y))− α
∑
x

σ(x), (1)

where the sum in the first term ranges all triples of neighbors, the second sum ranges all second neighbors, the third
sum ranges all nearest neighbors, and J, J1, J3, α ∈ R \ {0}.

Let h : [0, 1] × V \ {x0} → R and |h(t, x)| = |ht,x| < C where x0 is a root of Cayley tree and C is a constant
which does not depend on t. For some n ∈ N, σn : x ∈ Vn 7→ σ(x) and Zn is the corresponding partition function
we consider the probability distribution µ(n) on ΩVn

defined by:

µ(n)(σn) = Z−1
n exp

(
−βH(σn) +

∑
x∈Wn

hσ(x),x

)
, (2)

Zn =

∫
...

∫
Ω

(p)
Vn−1

exp

(
−βH(σ̃n) +

∑
x∈Wn

hσ̃(x),x

)
λ

(p)
Vn−1

(dσ̃n), (3)

where

ΩWn
× ΩWn

× ...× ΩWn︸ ︷︷ ︸
3·2p−1

= Ω
(p)
Wn
, λWn

× λWn
× ...× λWn︸ ︷︷ ︸

3·2p−1

= λ
(p)
Wn
, n, p ∈ N,

Let σn−1 ∈ ΩVn−1 and σn−1 ∨ωn ∈ ΩVn is the concatenation of σn−1 and ωn. For n ∈ N we say that the probability
distributions µ(n) are compatible if µ(n) satisfies the following condition:∫ ∫

ΩWn×ΩWn

µ(n)(σn−1 ∨ ωn)(λWn × λWn)(dωn) = µ(n−1)(σn−1). (4)

By Kolmogorov’s extension theorem, there exists a unique measure µ on ΩV such that, for any n and σn ∈ ΩVn
,

µ ({σ|Vn
= σn}) = µ(n)(σn). The measure µ is called splitting Gibbs measure corresponding to Hamiltonian (1) and

function x 7→ hx, x 6= x0 (see [7, 8, 14, 15]).
We denote:

K(u, t, v) = exp {J3βξ1 (t, u, v) + Jβξ2 (u, v) + J1β (ξ3 (t, u) + ξ3 (t, v)) + αβ(u+ v)} , (5)

and

f(t, x) = exp(ht,x − h0,x), (t, u, v) ∈ [0, 1]3, x ∈ V \ {x0}.

The following statement describes conditions on hx guaranteeing the compatibility of the corresponding distribu-
tions µ(n)(σn).

Proposition 1 [16] The measure µ(n)(σn), n = 1, 2, . . . satisfies the consistency condition (4) iff for any x ∈
V \ {x0} the following equation holds:

f(t, x) =
∏

>y,z<∈S(x)

∫ 1

0

∫ 1

0
K(t, u, v)f(u, y)f(v, z)dudv∫ 1

0

∫ 1

0
K(0, u, v)f(u, y)f(v, z)dudv

, (6)

where S(x) = {y, z}, < y, x, z > is a ternary neighbor.
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2. Lyapunov operator with degenerate kernel

Let ϕ1(t), ϕ2(s) and ϕ3(u) are positive functions fromC+
0 [0, 1]. We consider Lyapunov’s operatorA (see [9,17]):

(Af)(t) =

∫ 1

0

∫ 1

0

(ϕ1(t) + ϕ2(s) + ϕ3(u)) f(s)f(u)dsdu.

and quadratic operator P on R3 by the rule

P (x, y, z) = (α11x
2 + xy + xz, α21x

2 + α22xy + α22xz, α31x
2 + α33xy + α33xz).

Here,

α11 =

∫ 1

0

ϕ1(s)ds > 0;

α22 =

∫ 1

0

ϕ2(s)ds > 0, α21 =

∫ 1

0

ϕ1(s)ϕ2(s)ds > 0;

α33 =

∫ 1

0

ϕ3(s)ds > 0, α31 =

∫ 1

0

ϕ1(s)ϕ3(s)ds > 0.

The existence of fixed points of Lyapunov’s operator A is proved in [16]. A sufficient condition of uniqueness of
fixed points of Lyapunov operator A s given (see [8]).

Lemma 2.1 Lyapunov’s operator A has a nontrivial positive fixed point iff the quadratic operator P has a non-
trivial positive fixed point, moreover, N+

fix(A) = N+
fix(P ).

Proof (a) Put
R+

3 =
{

(x, y, z) ∈ R3 : x ≥ 0, y ≥ 0, z ≥ 0
}
,

R>3 =
{

(x, y, z) ∈ R3 : x > 0, y > 0, z > 0
}
.

Let Lyapunov’s operator A has a nontrivial positive fixed point f(t) ∈ C+
0 [0, 1]. Let

x1 =

∫ 1

0

f(u)du, (7)

x2 =

∫ 1

0

ϕ2(u)f(u)du, (8)

and

x3 =

∫ 1

0

ϕ3(u)f(u)du, (9)

Clearly, x1 > 0, x2 > 0,x3 > 0, i.e. (x1, x2, x3) ∈ R>3 . Then, for the function f(t), the equality

f(t) = ϕ1(t)x2
1 + x1x2 + x1x3 (10)

holds.
Consequently, for parametrs c1, c2, c3 from the equality (7), (8) and (9), we have the three identities:

x1 = x1(α11x1 + x2 + x3),

x2 = x1(α21x1 + α22x2 + α22x3),

x3 = x1(α31x1 + α33x2 + α33x3).

Therefore, the point (c1, c2) is fixed point of the quadratic operator P .
(b) Assume, that the fixed point x0, y0, z0 is a nontrivial positive fixed point of the quadratic operator P , i.e.

(x0, y0, z0) ∈ R>3 and number x0, y0, z0 satisfies the following equalities

x0(α11x0 + y0 + z0) = x0,

x0(α21x0 + α22y0 + α22z0) = y0,

x0(α31x0 + α33y0 + α33z0) = z0.

Similary, we can prove that the function f0(t) = ϕ1(t)x2
0 + x0y0 + x0z0 is fixed point of Lyapunov’s operator A

and f0(t) ∈ C+
0 [0, 1]. This completes the proof.
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3. Positive fixed points of the quadratic operators in cone R+
3

We define quadratic operator (QO) Q in cone R3 by the rule

Q(x, y, z) = (a11x
2 + xy + xz, a21x

2 + a22xy + a22xz, a31x
2 + a33xy + a33xz).

3.1-lemma If the point ω = (x0, y0, z0) ∈ R+
2 is fixed point of QO Q, then x0 is a root of the quadratic algebraic

equation

(a21 + a31 − a11a22 − a11a33)x2 + (a11 + a22 + a33)x− 1 = 0 (11)
Proof Let the point ω = (x0, y0, z0) ∈ R+

3 be a fixed point of QO Q. Then

a11x
2
0 + x0y0 + x0z0, a21x

2
0 + a22x0y0 + a22x0z0,

a31x
2
0 + a33x0y0 + a33x0z0.

Using the bellowing equalities, we obtain:
y0 + z0 = 1− a11x0

y0 = x0(a21x0 + a22(1− a11x0))

z0 = x0(a31x0 + a33(1− a11x0))

y0 + z0 = x0(a21x0 + a22(1− a11x0)) + x0(a31x0 + a33(1− a11x0)) =

= (a21 + a31 − a11a22 − a11a33)x2
0 + (a22 + a33)x0 = a11x0

By the last equality, we get:

(a21 + a31 − a11a22 − a11a33)x2
0 + (a11 + a22 + a33)x0 − 1 = 0.

This completes the proof.
3.2-lemma If the positive number x0 is root of the quadratic algebraic Eq.(11), then the point ω0 = (x0, x0(a21x0 + a22(1− a11x0)), x0(a31x0 + a33(1− a11x0)))

is fixed point of QO Q.
Proof Let x0 be a root of the quadratic Eq.(11), i.e.,

(a21 + a31 − a11a22 − a11a33)x2
0 + (a11 + a22 + a33)x0 − 1 = 0.

x0(a11x0 + y0 + z0) =

= x0(a11x0 + x0(a21x0 + a22(1− a11x0)) + x0(a31x0 + a33(1− a11x0))) =

= x0(a11x0 + (a21 + a31 − a11a22 − a11a33)x2
0 + (a22 + a33)x0) =

= x0((a21 + a31 − a11a22 − a11a33)x2
0 + (a11 + a22 + a33)x0 − 1 + 1) = x0(0 + 1) = x0

Then
y0 + z0 = 1− a11x0.

From the last equality, we get:
a21x

2
0 + a22x0y0 + a22x0z0 =

= x0(a21x0 + a22(y0 + z0)) = x0(a21x0 + a22(1− a11x0)),

a31x
2
0 + a33x0y0 + a33x0z0 =

= x0(a31x0 + a33(y0 + z0)) = x0(a31x0 + a33(1− a11x0)).

This completes the proof.
We put

µ0 = a21 + a31 − a11a22 − a11a33, µ1 = a11 + a22 + a33

and define polynomial P2(x):
P2(x) = µ0x

2 + µ1x1 − 1. (12)
Theorem 3.3 QO Q has a unique nontrivial positive fixed point.
Proof To prove the Theorem, we use properties of the polynomial P2(x). It is known that there are two roots of

the polynomial. They are:

x1 =
−µ1 +

√
µ2

1 + 4µ0

2µ0

x2 =
−µ1 −

√
µ2

1 + 4µ0

2µ0

I Let µ0 > 0. In this case, x1 > 0 and x2 < 0.
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1− a11x1 = 1− −µ1 +
√
µ2

1 + 4µ0

2µ0
a11 =

=
2µ0 + a11µ1 −

√
(µ2

1 + 4µ0)a2
11

2µ0
>

>
2µ0 + a11µ1 −

√
µ2

1a
2
11 + 4µ0µ1a11

2µ0
>

>
2µ0 + a11µ1 −

√
µ2

1a
2
11 + aµ0µ1a11 + 4µ0µ1a11

2µ0
= 0

i.e., 1− a11x1 > 0. It means:
y1 = x1(a21x1 + a22(1− a11x1)) > 0,

z1 = x1(a31x1 + a33(1− a11x1)) > 0.

II Let µ0 < 0. In this case, x1 > 0 and x2 > 0.
Clearly,

(P2(x))′ = 2µ0x+ µ1 (13)

and P ′2

(
−µ1

2µ0

)
= 0. Moreover, the function P2(x) is an increasing function on

(
−∞, −µ1

2µ0

)
and it is a

decreasing function on
(
−µ1

2µ0
,∞
)

.

If we put x′ =
−µ1

2µ0
, then

x1 < x′ < x2.

II.I Let x′ =
−µ1

2µ0
<

1

a11
.

a11µ1 < −2µ0 (14)

Then x1 <
1

a11
and from 1− a11x1 > 0. Moreover,

(x1, y1, z1) ∈ R+
3

By other hand, we have the following identity:

1− a11x2 =
2µ0 + a11µ1 + a11

√
µ2

1 + 4µ0

2µ0

By (14):

2µ0 + a11µ1 + a11

√
µ2

1 + 4µ0 >

> 2µ0 + (−2µ0) + a11

√
µ2

1 + 4µ0 = a11

√
µ2

1 + 4µ0 > 0.

From the last inequality,
1− a11x2 < 0

and
(x2, y2, z2) /∈ R+

3 .

II.II Let x′ =
−µ1

2µ0
>

1

a11
. We have:

1− a11x1 =
2µ0 + a11µ1 − a11

√
µ2

1 + 4µ0

2µ0

Consequently,
a21 + a31 > 0,

a21 + a31 − a11a22 − a11a33 + a2
11 + a11a22 + a11a33 > a11,

µ0 + a11µ1 > a2
11,

4µ0(µ0 + a11µ1) < 4µ0(a2
11),

aµ2
0 + 4a11µ0µ1 + a2

11µ
2
1 < a2

11µ
2
1 + 4µ0a

2
11,

(2µ0 + a11µ1)2 < (a11

√
µ2

1 + 4µ0)2,
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2µ0 + a11µ1 < a11

√
µ2

1 + 4µ0,

2µ0 + a11µ1 − a11

√
µ2

1 + 4µ0 < 0.

From the last identity:
1− a11x1 > 0,

and
(x1, y1, z1) ∈ R+

3 .

By the other hand, x2 > x′ >
1

a11
. So, 1− a11x2 < 0 and (x2, y2, z2) /∈ R+

3 .
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Pumping of peristaltic fluid is a vehicle via liquid that is accomplished due to a dynamic rush through a distensible cylinder containing liquids which
extends along its length. Peristaltic pumping occurs in a lower pressure region to a higher pressure region. As a principle of peristaltic pumping,
various applications are used for the blood pumping in different parts of the human body, pharmacological drug delivery systems and in industries,
sanitary fluid transport, etc. Therefore, peristaltic pumping via a non-Darcy porous medium in an electroosmotic flow has been discussed in the
current investigation. To exhibit the existence of a porous medium, Darcy Forchheimer model is deployed. The electro-magnetohaydrodynamic flow
of fluid passing a symmetric channel and the novelty of the study are due to the entropy analysis. Analytical approach such as perturbation technique
is employed to reduce the higher order coupled transformed equation into its lower order decoupled form and then numerical treatment is made to
obtain the approximate solutions. The characteristics of the contributing parameters are presented via graphs and the numerical computations are
exhibited through tabular form. Present outcome warrants a good correlation with earlier result in particular case. However, the main findings are
elaborated in the results and discussion section.
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1. Introduction

The development of entropy is a phenomenon of material that is related to the degree of randomness in the
system. Moreover, from the second law of thermodynamics, entropy of the system increases due to the irreversible
process related to in real time. When entropy output takes place, then energy norm/status decreases. Therefore, it
is of vital importance to record the distribution of entropy production in the fluid to maintain the energy norm/status
during fluid flow or to minimize entropy production. Proficient energy consumption during the construction of thermal
devices is the primary objective. This goal may be achieved by reducing the generation of entropy in thermodynamic
processes. Entropy processing is viewed as a suitable solution with the growth of industry and improved engineering
capabilities to achieve more efficiency in industrial processes. The lost resources cannot be recovered but steps for
the irreversibility can be taken. The pioneering work of Bejan [1] is for implementing this concept through the
minimization of entropy output. Afterwards, Sciacovelliet al. [2] introduced the study of entropy output as a design
method. Zhao and Liu [3] revealed the production of entropy in open-and close-ended microconduct for the electro-
kinetically flowing stream. Rashidi et al. [4] enlightened the development of entropy in a rotating disc for a steady
flow with porous material. Afridi et al. [5] studied the analysis of entropy in a MHD stagnation point flow (boundary
layer) for the behavior of Joule and friction heating. Gull et al. [6] carried out the amount of production of entropy
of MDJN (molybdenum disulfide Jeffrey nanofluid) mixed convection Poiseuille flow, and recorded that the effects
of pressure gradient and buoyancy in the mixed convection. Saqib et al. [7] examined the same amount of entropy in
an electrically conducting nanofluid of different forms traveling on an infinite length vertical plate embodying with
porous medium. Due to its immense applications in electronics cooling systems, nuclear reactors, and heat exchangers,
the natural convection cycle inside the channel walls is a key attraction to the researchers in the last few decades. The
efficient use of energy and the best possible use of resources prompted inquiries to improve the efficiency of industrial
procedures. Several recent studies are reported [8–14] which explore the results of entropy analysis. Because of the
vast applications in several industries, micro-fluids have gained considerable attention over the last few decades. The
young academicians have used electrokinetic-based micro-fluids as it is very a powerful mechanism for manipulating
and regulating the fluid flow in micro-devices. Microfluidics is also important in biofluids like concentration of DNA,



380 Bhimanand Pandurang Gajbhare, J. S. V. R. Krishna prasad, S. R. Mishra

isolation of species, and fluid amalgamation. This can be used to analyze various biological properties. Coulomb
force induces the electroosmotic flow through the micro-channel, driven by the electric potential. Electroosmosis
is the counter-ions movement in the diffused portion of the double-layer current. This process of electroosmotic
fluid flowing by peristaltic pumping in a non-Darcy porous medium, as it can be used in hemodialys is, is a very
physiological significant test. Cameselle and Reddy [15] focused on advancing and developing the electroosmotic flow
to remove pollution from soil. Zhou et al. [16] have been researching how electroosmotic processes are influenced by
electrode material. With the impact of magnetic field, Tripathi et al. [17] studied the peristaltic motion of electrically
driven fluids.

Aforesaid literature review suggests a way to study on the entropy analysis of the electro-magnetohydrodynamics
flow and electroosmotic flow in a symmetric channel via non-Darcy porous medium. Darcy–Forchheimer model is
considered for the present investigation. Approximate analytical technique, such as perturbation technique along with
numerical technique is employed to handle the transformed non-dimensional coupled form of equations. Further, the
flow phenomena along with the analysis of entropy generation are obtained by discussing the characterizing parameters
via graphs and tables.

2. Mathematical model

The problem considered in the present investigation is based on the Darcy Forchheimer model for the flow char-
acteristics of peristaltic pumping accompanied by electroosmos is via a non-Darcy porous matrix.A flow of viscous
two-dimensional fluid passes in a micro channel wall with temperature Tw, where the bulk fluid temperature is denoted
as T . The wave propagation occurs along x direction and the normal direction to the flow is along y. It is noteworthy
that, about the middle area of the conduit the flow is symmetric, i.e., y = 0, which is equidistant from the upper, as
well as, from the lower boundaries of the conduit y = h(x, t) and y = −h(x, t) respectively (Fig. 1). Moreover, due
to symmetric flow, it is sufficient to discuss the flow phenomena within the domain 0 ≤ y ≤ h. An electric field of
strength E0 is exerted along the parallel direction of the micro-channel and magnetic field of strength B0, which is
applied in the transverse direction of the flow.

FIG. 1. Flow configuration of peristaltic pumping

Here,
h(x, t) = dh − b1 cos2

π

λ
(x− c1t), (1)

where dh, the half-width of the channel, λ, the wavelength, b1, the amplitude, and c1, velocity of the wave.

2.1. Electrical potential distribution

The electric potential in the symmetric channel is imposed following, the Poisson–Boltzmann equation and de-
scribed as:

∇2φ = − ρe
εε0

, (2)

and the ion within the double layer is also proportional to Boltzmann factor e−zeφ/KBTav . Where φ, the potential
of electroosmotic flow, ρe, density of ionic charge , ε, constant(dielectric), and ε0 permeability. The value of ε0 is
8.854× 10−12Fm−1.
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From the Boltzmann equation, both the positive and negative ions number densities are:

n± = n0e
(∓zeφKBTav)

, (3)

Where n0, the average of both then negative and positive ions obtained from buffer solution, z, the ionic valence, e, the
charge of electron, Tav , the average temperature, and KB , the Boltzmann constant. Following [19], the total charge is
considered as:

ρe = ez(n+ − n−) = −2n0ez sinh

(
ezφ

KBTav

)
. (4)

Therefore, from Eqs. (3) and (4) the Poisson–Boltzmann Eq. (2) is approximated as:

d2φ

dy2
=
−2n0ez

εε0
sinh

(
ezφ

KBTav

)
. (5)

In general, introduced the following dimensionless variables for the governing equations are

δ =
dh
λ
, Re =

ρc1dh
µ

, β =
UHS
c1

, UHS =
E0εε0ζ

µ
, ν =

µ

ρ
, Hm = B0dh

√
σ

µ
, Ω2 =

d2h
k∗
,

ϕ =
ϕ

ζ
, y =

y

dh
, x =

x

λ
, t =

c1t

λ
, h =

h

dh
, b1 =

b1
dh
, θ =

T − Tw
qdh
k

p =
pd2h
c1λµ

, u =
u

c1
,

v =
v

c1δ
, CF = ck∗

c1d
2
h

νk∗
, Pr =

µCp
K

, Br =
µc21
qdh

, γ =
σdhE

2
0

q
.

(6)

With the help of non-dimensional quantities as well as variables from equation (6), equation (5) becomes:

d2ϕ

dy2
=

d2h
λ2Dα

sinh(αϕ), (7)

where α is the ionic energy parameter, λD is the Debye length.
Across the middle of the channel, the potential function is symmetric therefore,the boundary conditions are:

dϕ

dy
= 0, at y = 0;

ϕ = 1, at y = h.
(8)

The solution of equation (7), with their corresponding boundary conditions (8) can be stated as:

φ =
cosh(my)

cosh(mh)
. (9)

Here, m is the electroosmotic parameter where m = dh/λD.

3. Flow analysis

Flow of electroosmotic fluid by the peristaltic pumping in a non-Darcy porous medium can be modeled as:
∂u

∂x
+
∂v

∂y
= 0, (10)

ρ

(
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y

)
= −∂p

∂x
+ µ

(
∂2u

∂x2
+
∂2u

∂y2

)
− σB2

0u+ ρE0 −
µ

k∗
u− ρck∗√

k∗
u
√
u2 + v2, (11)

ρ

(
∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y

)
= −∂p

∂y
+ µ

(
∂2v

∂x2
+
∂2v

∂y2

)
− µ

k∗
v − ρck∗√

k∗
v
√
u2 + v2, (12)

ρcp

(
∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂y

)
=

K

(
∂2T

∂x2
+
∂2T

∂y2

)
+ φ+ σB

2

0u
2 + σE2

0 +
µ

k∗
(
u2 + v2

)
− ρck∗√

k∗

[(
u2 + v2

)√
u2 + v2

]
, (13)

φ = µ

[
2

(
∂u

∂x

)2

+ 2

(
∂v

∂y

)2

+

(
∂2v

∂x2
+
∂2v

∂y2

)]
. (14)

In equation (11) the first term is pressure gradient, second term is inertia force, third and fourth terms are the
magnetic and electric fields respectively, fifth term is the porosity and the sixth term is the use of drag force. For
equation (13), the first term of the right hand side is the pressure gradient, second term is inertia force, third term is
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porosity, and fifth term is drag force. Similarly, forequation (14), first term of right hand side is thermal diffusion,
second term is viscous dissipation, third and fourth terms are the Joule dissipations due to magnetic and electric field,
fifth term is Darcy dissipation due to the inclusion of porosity and the last term is drag force.

Where ϕ represents the inclusion of viscous dissipation in the pumping process.
Implementing (6) on the governing equations (11)–(13) using equation (14) the transformed equations are ex-

pressed as:

Reδ

(
∂

∂t
+ u

∂

∂x
+ v

∂

∂y

)
u = −∂p

∂x
+

(
δ2
∂2u

∂x2
+
∂2u

∂y2

)
−
(
H2
m + Ω2

)
u+ βm2φ− cFu

√
u2 + δ2v2, (15)

Reδ3
(
∂

∂t
+ u

∂

∂x
+ v

∂

∂y

)
v = −∂p

∂x
+ δ2

(
δ2
∂2v

∂x2
+
∂2v

∂y2

)
− δ2

(
Ω2
)
v + βm2φ− δ3cFuv

√
u2 + δ2v2, (16)

RePr δ

(
∂

∂t
+ u

∂

∂x
+ v

∂

∂y

)
θ =(

δ2
∂2θ

∂x2
+
∂2θ

∂y2

)
+ γ +Br

[
2δ2

(
∂u

∂x

)2

+ 2δ2
(
∂v

∂x

)2
]
− δ2

(
Ω2
)
v + βm2ϕ− δ3cFuv

√
u2 + δ2v2. (17)

In the case of long wave length and low Reynolds number i.e. neglecting the term containing δ, the above
expression can be represented as:

∂p

∂x
=
∂2u

∂y2
− (H2 + Ω2)u+ βm2ϕ− CFu2, (18)

∂p

∂y
= 0, (19)

∂2θ

∂y2
+ γ +Br

(
∂u

∂y

)2

+ (H2 + Ω2)Bru2 − CFBru3 = 0. (20)

Eliminating pressure gradient from the dimensionless equations (18) and (19), the equation for flow of electroos-
motic fluid can be written as:

∂3u

∂y3
− (H2 + Ω2)

∂u

∂y
+ βm2 ∂ϕ

∂y
− CF

∂u2

∂y
= 0. (21)

Now,we define the stream function ψ, such as u =
∂ψ

∂y
, v = −∂ψ

∂x
satisfying the continuity equation (10).

Equations (18), (20) and (21) can be written as:

∂p

∂x
=
∂3ψ

∂y3
− (H2 + Ω2)

∂ψ

∂y
+ βm2ϕ− CF

(
∂ψ

∂y

)2

, (22)

∂2θ

∂y2
+ γ +Br

(
∂2ψ

∂y2

)2

+ (H2 + Ω2)Br

(
∂u

∂y

)2

− CF
∂

∂y

(
∂ψ

∂y

)2

= 0, (23)

∂4ψ

∂y4
− (H2 + Ω2)

∂2ψ

∂y2
+ βm2 ∂ϕ

∂y
− CF

∂

∂y

(
∂ψ

∂y

)2

= 0, (24)

where the boundary conditions in terms of ψ, the stream function are:
∂2ψ

∂y2
= 0, ψ = 0,

∂θ

∂y
= 0 at y = 0;

∂ψ

∂y
= 0, ψ = F, θ = 0 at y = h.

(25)

Where the wave travelling along the conduit with a height h. Here, additional stream function and boundary
conditions are introduced in order to solve the differential equation of order four. The non-dimensional form of the
flow rate is defined as F = Q0e

−At, while A and Q0 are constants. The sign depends upon the constant Q0. If
Q0 < 0, then F < 0; similarly F > 0 if Q0 > 0. If the flow rate is positive, then it represents the flow is in
the direction of peristaltic pumping, however, the direction is opposite, if the flow rate is negative i.e., also known
as reverse pumping. It is one of the experimental investigations of Kikuchi [18], that the blood flow rate decreases
exponentially with the time rate. Further, it is suggested that the changes in the flow rate are independent of structural
details of micro-channel.
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4. Solution methodology

In order to get the solution of the higher-order differential equations (22)–(24) first of all these equations are
perturbed by using perturbation parameter CF as it is very small and expressed as:

ψ = ψ0 + CFψ1 +O(CF )2,

p = p0 + CF p1 +O(CF )2,

θ = θ0 + CF θ1 +O(CF )2.

(26)

4.1. Zeroth order equations

∂4ψ0

∂y4
− (H2 + Ω2)

∂2ψ0

∂y2
+ βm2 ∂ϕ

∂y
= 0, (27)

∂p0
∂x

=
∂3ψ0

∂y3
− (H2 + Ω2)

∂ψ0

∂y
+ βm2ϕ = 0, (28)

∂p0
∂y

= 0, (29)

∂2θ0
∂y2

+ γ +Br

(
∂2ψ0

∂y2

)2

+ (H2 + Ω2)Br

(
∂ψ0

∂y

)2

= 0, (30)
∂2ψ0

∂y2
= 0, ψ0 = 0,

∂θ0
∂y

= 0 at y = 0;

∂ψ0

∂y
= 0, ψ0 = F, θ0 = 0 at y = h.

(31)

4.2. First order equations

∂4ψ1

∂y4
− (H2 + Ω2)

∂2ψ1

∂y2
− ∂

∂y

(
∂ψ0

∂y

)2

= 0, (32)

∂p1
∂x

=
∂3ψ1

∂y3
− (H2 + Ω2)

∂ψ1

∂y
−
(
∂ψ0

∂y

)2

= 0, (33)

∂p1
∂y

= 0, (34)

∂2θ1
∂y2

+ 2Br

(
∂2ψ0

∂y2

)2(
∂2ψ1

∂y2

)2

+ 2(H2 + Ω2)Br

(
∂ψ1

∂y

)(
∂ψ0

∂y

)
+Br

(
∂ψ0

∂y

)3

= 0, (35)
∂2ψ1

∂y2
= 0, ψ1 = 0,

∂θ1
∂y

= 0 at y = 0;

∂ψ1

∂y
= 0, ψ1 = 0, θ1 = 0 at y = h.

(36)

Further, the set of differential equations are solved numerically employing Runge–Kutta fourth order method and
the iterative procedure of the method is expressed as follows.

Here, Eqs. (27), (30), (32) and (35) behave in the sense of ordinary differential equation with given boundary
conditions and the transformation into the set of first order differential equations with initial conditions are as follows.

Let,
ψ0 = y1, ψ

′

0 = y2, ψ
′′

0 = y3, ψ
′′′

0 = y4, θ0 = y5, θ
′

0 = y6.

Hence,
ψiv0 = (H2 + Ω2)y3 − βm2ϕ′,

θ
′′

0 = −γ −Br (y3)
2 − (H2 + Ω2)Br (y2)

2
.

Also,
ψ1 = y7, ψ

′

1 = y8, ψ
′′

1 = y9, ψ
′′′

1 = y10, θ1 = y11, θ
′

1 = y12.

Therefore,
ψiv1 = (H2 + Ω2)y9 + 2y2y3,

θ
′′

1 = −2Br (y3)
2

(y9)
2 − 2(H2 + Ω2)Br (y8) (y2)−Br (y2)

3
.
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And the initial conditions are:{
y3(0) = 0, y1(0) = 0, y6(0) = 0, y9(0) = 0, y7(0) = 0, y12(0) = 0,

y2(0) = s1, y4(0) = s2, y5(0) = s3, y8(0) = s4, y7(0) = s5, y11(0) = s6.

However, the assumed initial conditions are obtained using shooting technique and the results are verified till we
get a desired accuracy of 10−6.

4.3. Analysis of entropy generation

The intensity of irreversibility that takes place in any thermal procedure is observed by Entropy production. The
mathematical expression for the rate of local entropy production is:

SG =
k

T 2
w

[(
∂T

∂x

)2

+

(
∂T

∂y

)2
]

+
1

Tw
ϕ+

σE2
0

Tw
+
σB2

0

Tw

[
u2 + v2

]
+

µ

k∗Tw

[
u2 + v2

]
+

ρCk∗√
k∗Tw

[(
u2 + v2

)√
u2 + v2

]
. (37)

The above expression exhibits the dimensional form of entropy production due to thermal irreversibility, irre-
versibility due to various factors like friction, joule dissipation and porous matrix. The characteristic entropy produc-
tion is defined as:

SCG =
k
(
qdh
k

)2
T 2
wd

2
h

. (38)

The non-dimensional form of entropy production can be obtained by utilizing Eqs. (37) and (38), and can be
stated as:

Ns =
SG
SCG

=
T 2
wd

2
h

k
(
qdh
k

)2SG, (39)

Ns =

(
∂θ

∂y

)2

+
1

η

[
Br

(
∂u

∂y

)2

+ γ +
(
H2
m + Ω2

)
Bru2 + cFBru

3

]
. (40)

Total entropy generation in terms of stream function is expressed as:

Ns =

(
∂θ

∂y

)2

+
1

η

[
Br

(
∂2ψ

∂y2

)2

+ γ +
(
H2
m + Ω2

)
Br

(
∂ψ

∂y

)2

+ cFBr

(
∂ψ

∂y

)3
]
, (41)

where variable η is described as η = [qdh/kTW ]. The first term in Eq. (41) denoted as: Ntt = (∂θ/∂y)
2.

The above expression depicts the production of entropy due to the heat transfer within the conduit. The irre-
versibility system is dominant over the entropy production number. Bejan number (is defined as the ratio of Ntt
(thermal irreversibility) to the Ns (total entropy generation)) is used to comprehend the entropy production mecha-
nisms. The Bejan number Be is of the form:

Be =
Ntt
Ns

=


(
∂θ
∂y

)2
(
∂θ
∂y

)2
+ 1

η

[
Br
(
∂u
∂y

)2
+ γ + (H2

m + Ω2)Bru2 + cFBru3
]
 .

The range of the Bejan number is 0 to 1. It is clear that, Be = 0 corresponds to the entropy production due to the
impacts of several parameters those characterize the entropy. Be = 0.5 represents the thermal irreversibility and the
irreversibility due to fluid friction, electric field, magnetic field and porous matrix are similar. Thermal irreversibility
is dominant when Be = 1.

In the present investigation, all these equations are modeled with the consideration of dissipative heat energy.
However, in the absence of viscous dissipation, study regarding the contribution of viscous irreversibility in the entropy
generation is not considered. Secondly, for Br = 0, Bejan number is identically one.
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5. Results and discussion

Darcy Forchheimer model for the flow characteristics of peristaltic pumping within a conduit, a channel conveying
the biofluid flow, induced by electroosmosis through a non-Darcy porous medium has been considered. In addition
to that, magnetic fields, as well as, electric field are applied along the normal and channel direction of the fluid flow,
respectively. The required force for electro kinetic flow is produced due to the electric field exerted along the direction
of the conduit. The novelty of the present analysis is due to the solution of highly nonlinear coupled transformed
governing equations. First, a perturbation technique is used since the equation (24) is of fourth order and due to
unavailability of sufficient initial conditions along with equation (23). As a criterion, CF is introduced as perturbation
parameter where CF � 1. Henceforth, these equations are reduced to its lower order and still it is a hard task to solve
these set of equations analytically, therefore, numerical techniques such as the fourth order Runge–Kutta method in
association with shooting technique is employed. Moreover, in the case of peristaltic pumping, the intensity of the
irreversibility that takes place in the thermal procedure, the study of entropy generation is also vital. The behavior of
the characterizing physical parameter for the pumping with constant pressure gradient on the flow phenomena along
with temperature profiles, pressure gradient, entropy and the Bejan number is presented via graphs. In several cases
the flow pattern is compared with established results.

5.1. Velocity profiles

The comparison as well as the behavior of several parameters such as Hartmann number, Darcy number and the
Forchheimer number is displayed in Fig. 2. Withdrawing the appearance of magnetic field i.e. the absence of Hartmann
number, and the Darcy number from the equation (24), the present result validates with the work of Kikuchi [18].
Moreover, the variations of these parameters on the profiles are exhibited. It is a clear indication that, due to the
resistance of magnetic field and porosity, the axial velocity decreases in the central region. The fact is, the interaction
of the magnetic field in the transverse direction of the axial velocity produces Lorentz force that resists the fluid motion.
Further, it is seen that, near the walls of the conduit the effect is reversed. An interesting point to note that the profiles
behave with opposite characters from the point of inflection. The behavior of Forchheimer number on the axial velocity
is also presented in Fig. 2. However, insignificant enhancement is marked with the increasing Forchheimer number
on the velocity profiles. The more hindrance to the flow is marked due to the both Darcy and Forchheimer number.
Since, permeability of the porous medium is inversely proportional to both the Darcy and Forchheimer number, higher
of these values produces lesser permeability.

FIG. 2. Velocity profiles for various parameters

5.2. Pumping characteristics

Figure 3 illustrates the characteristic of various physical parameters, such as, Hartmann number, Darcy number,
electroosmotic parameter and the Forchheimer number on the peristaltic pumping in the form of pressure gradient.
The perception of mechanical pumping is characterized by the peristaltic transport phenomena. From the interaction
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of Hartmann numbers it is noteworthy that the magnitude of the pressure gradient increases with increase in Hartmann
number. As the conduit is wider than the amount of hike in pressure gradient is less. Therefore, maximum pressure
is required for the flow of similar volume of fluid through the channel. Higher Hartmann number produces a stronger
Lorentz force and for which more pressure is required to resist the applied force. Moreover, the similar profile is
observed due to the enhancement in the values of Darcy number. As similar to the Magnetic field, porosity also a
resistive force which enhances the magnitude of pressure gradient. In particular absence of Darcy number, the profile
coincides with the earlier established results of Kikuchi [18]. The influence of electroosmosis parameters on the
pressure gradient is displayed in Fig. 3. It is defined as the ratio of channel width with the Debye length. However, for
lower Debye length values, the pressure gradient with the thickness of the channel decreases. Again the Forchheimer
number also affects the pumping characteristics as well which is exhibited in Fig. 3. Both the Darcy and Forchheimer
numbers are inversely proportional to each other, described earlier; the symmetrical behavior of the pressure gradient
is marked about the middle layer of the channel. Retardation in the profiles is marked throughout the entire domain of
the conduit.

FIG. 3. Peristaltic pumping pressure gradient profile for several parameters

5.3. Temperature profile

In the case of electroosmotic flow, the generation of Joule effect is a built-in characteristic. This is because
of the electrolyte. Fig. 4 presents the behavior of the Hartmann number, Joule parameter, Darcy number and the
electroosmotic parameter for the fixed values of the other characterizing parameters. It is clear to see that, in the
central region of the channel, the temperature of the peristaltic fluid increases due to an increase in Hartmann number.
The reason is that, the effect of Lorentz force is stronger in the central region and further the falls in the profile is
marked towards the channel walls. This fall in the kinetic energy is accompanied by the enhancement in the thermal
energy. Because of brevity, the behavior of the profile is not discussed for entire the region since these are symmetric in
nature. Joule heating effect is observed due to the interference of the electric field. It is proportional to the square of the
electric field. Therefore, growth in the fluid temperature occurred due to the increase in electric field and is reflected
in the central area of the temperature profiles. Moreover, the behavior is insignificant near the walls of the conduit.
The impact of the Darcy number is obtained and presented in Fig. 4. It is noteworthy that the profile increases with a
higher Darcy number. The boost in the profile is because of the higher Darcy number and the permeability decreases.
The behavior of the temperature profile is insignificant for the variation of electroosmotic parameters. Fig. 5 portrays
the influence of Brinkmann number and the Forchheimer number on the temperature profiles for the fixed values of
other characterizing parameters. Near the center of the conduit, the fluid temperature enhances due to the increase in
Brinkmann number. From the definition of Brinkmann number, it is seen that, Boost in the dissipative energy offers
higher Brinkmann number and at the same time the molecular conductivity decreases. Because of the same reason, the
temperature profile is enhanced. Therefore, it is concluded that, higher Brinkmann number is favorable for enhanced
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heat transfer rates.The behavior of Forchheimer parameter on the temperature profile is exhibited in Fig. 5. In the
absence of a porous medium, minimum temperature is exhibited within the channel, whereas, higher Forchheimer
number is responsible for the lesser permeability of the medium for which the thermal transport enhances.

FIG. 4. Fluid temperature for contributing parameters

FIG. 5. Fluid temperature for contributing parameters

5.4. Entropy analysis

The thermal energy per unit time is measured by the entropy that is unavailable for doing some useful work due
to ordered molecular motion. Its amount also measures the molecular randomness of the system. Fig. 6 elaborates
the effects of Joule heating parameter, Hartmann number, Brinkmann number and the Darcy number on the analysis
of entropy profiles. It is noted that an increasing Joule heating parameter enhances the value of the entropy near the
conduit wall, whereas, at the central region, it becomes linear. Electric field strength helps to enhance the total entropy
production. The effect of Hartmann number on the entropy profiles is exhibited in Fig. 6. It is noteworthy that entropy
accelerates within the conduit with increasing Hartmann number. In the central area of the channel, due to lesser
viscosity the impact is not strong to develop the flow. In the absence of Brinkmann number, i.e., in the case of low
viscosity, the amount of entropy is low; as a result, the profile is linear. However, higher Brinkmann numbers produce
maximum entropy near the channel wall and in the middle layer it becomes linear. The impact of Darcy number is
also similar to that of the behavior of the Hartmann number, as described earlier.
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FIG. 6. Entropy production amount for contributing parameters

5.5. Bejan number

Figure 7 portrays the influences of Joule heating parameter, Hartmann number, Brinkmann number and the Darcy
number on the Bejan number. It is seen that, for higher values of all these parameters, the growth of the profile is rapid
towards the wall of the conduit as the channel width increases. It is obtained by the ratio of heat transfer irreversibility
to the total irreversibility due to heat transfer and fluid friction. From the computation, it is clear that the irreversibility
of the heat transfer dominates over the total irreversibility for which Bejan number increases. More suitably, Hartmann
number and Darcy number favors to enhance the irreversibility processes of the heat transfer.

FIG. 7. Bejan number computation for several parameters
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6. Conclusion

The current investigation renders in the direction of the electroosmotic flow due to the peristaltic pumping through
a non-Darcy conduit in the presence of magnetic field, electric field, Joule heating. The analysis of entropy is also
carried out because of the interference of Joule heating. The crux of the present investigation is the solution of
a complex partial differential equation in composition with pressure gradient is obtained by both analytically and
numerically. A perturbation technique is employed to reduce the PDEs to ODEs and then Runge–Kutta fourth order
technique is used to solve the set of transformed ODEs.However, the computation for several contributing parameters
are presented via graphs and discussed. The followings are the few concluding remarks from the aforesaid discussions.

• The non-Darcy porous medium and the Hartmann number reduce the axial velocity in the central region of
the conduit.

• Electroosmotic parameter boosts the pressure gradient near the channel walls, whereas, in the middle layer, it
seems to be steady.

• Interference of Hartmann and Darcy number enhance the fluid temperature.
• Huge amount of Entropy is produced due to the increase of Darcy number and Forchheimer parameter.

7. Nomenclature

ρe density of ionic charge

e charge of electron

Tav average temperature

δ wave number

q heat flux

KB Boltzmann constant

Ω2 Darcy number

Hm Hartmann number

Be Bejan number

Pr Prandtl number

Br Brinkman number

CF Forchheimer number

γ joule heating parameter

ν kinematic viscosity

δ wave number

Re Reynolds number

B mobility of medium

UHS Helmholtz –Smoluchowski velocity
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Pure ZnO and copper (IB group), sodium (IA group) and potassium (IA group) and doped ZnO thin films on glass substrate by chemical bath
deposition method have been studied for Hall effect measurements, resistivity, Raman and photoluminescence (PL). The influence of dopant
content on carrier concentration, electrical resistivity, and Hall mobility of the thin films are analyzed. Electrical conductivity measurements of
ZnO are carried out by two probe method and activation energy for the electrical conductivity of pure and doped ZnO is found out. The Raman
scattering of the pure ZnO and doped ZnO shows the first and second orders of polar and non-polar modes. Raman spectra confirms the hexagonal
wurtzite structure of pure and doped ZnO with E2 (high) mode at 439 cm−1 and presence of other possible defects. Photoluminescence (PL) at
room temperature results indicate the emission occurs at close band lines and the outcomes are identified with a few inherent imperfections in the
doped ZnO thin films. The PL results demonstrate the upgraded optoelectronic properties, specifically, the carriers for long life span is executed
by the oxygen opportunities. Raman spectroscopy and photoluminescence confirm existence of zinc interstitials (Zni) as well as oxygen vacancies
(Vo). Resistivity as low as 15 Ω-cm, Hall mobility as high as 6.2 cm2/Vs and effective carrier concentration as high as 1.70×1017e−/cm3 have
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1. Introduction

Zinc oxide (ZnO) with its one of a kind physical and synthetic properties e.g. high chemical stability and high
electrochemical coupling coefficient, wide scope of radiation absorption and high photostability, is a multifunctional
material [1,2]. ZnO is an n-type semiconductor, its electrical conductivity is mainly due to excess zinc at interstitial po-
sitions. ZnO works as a potential applicant for the optoelectronics, photonics, piezoelectric and solar cell applications
because of its specific band gap (3.37 eV) and expansive exciton binding energy (60 meV) at room temperature [3,4].
ZnO exhibits greatest variety of nanostructures. ZnO is the key material for various potential applications such as
photodetectors, laser diode, sensors,flexible and polymer based solar cells and an electrode in dye sensitized solar
cells. Many research groups are working for the development of ZnO nanostructures based white light emitting diode
(LED) as an alternative source to enable bright and energy saving light sources [5–7]. Electrical properties of ZnO
thin films doped with materials like Cu are very useful for optoelectronic applications [8] however efficiency of such
films found limited due to formation of donor compensating point defects [9]. Coulomb interactions between dopant
and acceptor-like defects, such as oxygen interstitial lead to bound complexes [10,11]. The combination of p-type and
n-type material reduces the recombination rate of photo generated electrons and holes [12].

We performed methodical Raman spectroscopy studies to examine the vibrational symmetry qualities of the pure
doped ZnO films. Progress in metal doped ZnO works are effectively encouraging possibility for spintronics and
photonics applications because of their one of a kind properties [13, 14]. Raman spectra indicated a successful incor-
poration of K ions into the ZnO lattice [15]. Moreover, the Raman spectroscopy is a versatile technique to study the
doping agent incorporation and impurity induced modes of ZnO nanoparticles doped with metals [16]. By introducing
various ions in the crystal lattice of ZnO, its optical properties can be modified [17].

PL emission spectroscopy is a traditional technique to determine optical properties and internal defects of metal
doped ZnO nanostructures [18]. ZnO is an n-type semiconductor. ZnO is expected to be p-doped by elements of IA
group (such Li, Na, and K), IB group (such as Cu, Ag, Au), or V–A group (such as N, P, As, Sb) [19]. Electrical
properties of ZnO vary significantly due to carrier concentration, mobility and resistivity. The Hall effect is the
most extensively used method to measure the electrical properties. Resistivity and Hall Measurements were made
by the van der Pauw method [20, 21] to study the conductivity phenomena across square-shaped samples. Doping of
various impurity elements in ZnO shows different functions and improved properties of semiconductor compounds
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such as electrical, optical and mechanical, which facilitate the development of many electronic and optoelectronic
devices [22–24].

Many investigations are carried out to improve the characteristics of ZnO thin films by doping in it with various
materials. However, investigations of Cu, Na and K doped ZnO thin films are very scarce, also,to the best of our
knowledge, there is no study which compares the effects of these dopants on electrical and optical properties of ZnO.
Moreover, most studies are concentrated around the ZnO thin films developed by physical routes and little research has
been done on the same developed by chemical route. Thus, it is of interest to us to investigate the influence of the Cu,
Na and K dopant elements on the properties of ZnO thin films deposited by chemical routes. Therefore, we set out an
easy, well-grounded and low-cost method for growing and doping ZnO with Cu, K and Na dopant using Chemical Bath
Deposition, in aqueous solution. Influence of doping on electrical and optical parameters like resistivity, conductivity,
mobility, carrier concentration, band gap values and ionization energies of impurity levels were investigated.

2. Experimental details

Pure ZnO thin films were synthesized by chemical bath deposition method following the same procedure as
reported earlier [25]. Aqueous solutions of 0.1 M 20 ml copper chloride, 0.1 M 20 ml sodium chloride and 0.1 M
20 ml potassium chloride were added to 0.1 M 60 ml zinc chloride solution for the growth of copper doped ZnO
(Cu:ZnO), sodium doped ZnO (Na:ZnO) and potassium doped ZnO (K:ZnO) respectively. After that it was mixed
with aqueous ammonia solution.

3. Measuring instruments

Reni shaw in Via Raman Microscope with a laser excitation source (λ = 514 nm) was used to record Raman
scattering spectra at room temperature. PL (photoluminescence) spectrum of all the samples were recorded at room
temperature using a Shimadzu RF-5301 PC spectro-fluoro- photometer under an excitation wavelength of λ = 325 nm
and the emission spectra was recorded at the wavelength range of 350 – 550 nm. Ozone free Xenon-quartz lamp
of 150 W was used for excitation. Hall-effect measurements were carried out in the van der Pauw configuration
(DNE 21A) at room temperature for the determination of type of conduction mechanism, Hall mobility and carrier
concentration. Electrical conductivity and activation energy were determined by the two probe resistivity measurement
performed on all the samples from room temperature to 200 ◦C.

4. Result and discussion

4.1. Raman spectroscopy

In order to determine the presence of dopant-resulted defects and deficiency in lattice of source crystal,especially
with regards to material separate on or second level states in material, Raman spectroscopy is used as an adaptable
technique. The vibrational properties of all the four films are investigated by Raman spectra. ZnO thin films with
hexagonal wurtzite structure fit into the P63mc position group. The first-class Raman scattering involves only the
optical phonons at Γ point of the Brillouin zone for the ideal ZnO crystal lattice. As per the group theory, wurtzite
ZnO should be with optical modes and they can be formulated by the following equation:

Γopt = 1A1 + 2B1 + 1E1 + 2E2,

where, two polar branches A1 and E1 modes split into longitudinal optical (LO) and transversal optical (TO) segments
having difference in their frequencies, as macroscopic electric fields are related with the LO type phonons. As a First
order Raman-active modes, the A1, E1 and E2 modes are considered. In order to investigate the effect of doping of
Cu, Na and K on host ZnO vibrational properties are investigated for pure as well as doped thin films. Raman spectra
for pure ZnO, Cu: ZnO, Na: ZnO and K: ZnO are shown in Fig. 1 and results are summarized. At 138, 338, 439 and
605 cm−1, peaks representing E2L, 2EMO, E2H and A1LO respectively, the fundamental modes of hexagonal ZnO are
observed. Polar mode A1 (LO) at around 605 cm−1 is also found present in all doped samples. This peak is shifted
to lower energy. All the shifting and broadening of phonon modes represent the scattering contributions outside the
Brillouin zone center. A1 (LO) mode of phonon is usually referred to the complexes having zinc interstitial defect and
vacancy created by oxygen in ZnO lattice. The defect complexes of zinc interstitial and oxygen vacancy in ZnO lattice
can represent using a A1 (LO) type mode of phonon [26]. These interstitial incorporation of Cu, Na and K might have
caused significant structural disorder in ZnO, producing the observed changes in the line width and position of the
Raman peaks.

Raman spectra presented in Fig. 1 show several peaks at 138, 338, 439, 605 and 1123 cm−1 correspond to E2

(low), E2 (high) – E2 (low), E2 (high), A1 (LO) and 2(LO) vibration modes respectively. The peak at 338 cm−1

was attributed to second order phonon method because of multiple phonon processes [27]. E2 (high) mode of pure
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FIG. 1. Raman spectra of undoped and doped ZnO films grown on glass. The background has been
removed, and the spectra have been vertically offset for clarity

and doped ZnO can be attributed to the good crystallinity of the films and this mode indicates the band characteristic
of wurtzite-structured ZnO [28]. The A1 (LO) (605 cm−1) and 2LO (1123 cm−1, which is normally inactive in the
infrared) are respectively the first and second order of the LO phonons at the Γ center of the Brillouin zone. These
vibrations were shown to present a resonant profile and are attributed to localized excitations that are strongly coupled
to the lattice through the Fröhlich interactions [29].

Finally, we point out that some of the additional peaks appear in the spectra of ZnO thin films with certain dopant
species, indicating host lattice defects in the ZnO structure only, which is shown with “#” such as the peak at 119 and
407 cm−1 for the Cu doped, at 585 cm−1 for the Na doped, and at 260 cm−1 for K doped thin films. These modes
seem to be related to the individual dopants, and may be used as indication for their incorporation.

4.2. Photoluminescence studies

Effect of doping on the optical properties was also investigated by photoluminescence (PL) spectra of all the four
thin films at room temperature. Emission PL spectra with excitation wavelength of 325 nm has been recorded.

There are two parts in the emission spectrum of ZnO thin film: Excitonic near band edge (NBE) emission in
the UV region, with energy approximately the band gap of ZnO and the deep level emission (DLE) in the visible
region arising from intrinsic defects as well as extrinsic impurities. The DLE shows numerous peaks subjected to the
nature of intrinsic defects, their complexes and extrinsic impurities. The concentration of these defects and impurities
transform the pattern and status of peaks in terms of position.

TABLE 1. PL peak position of pure and doped samples

Thin Film

Peak position at wavelength λex = 325 nm
NBE

(Near band edge emission)
Violet emission

DLE
(Deep level emission)

Blue emission

DLE
(Deep level emission)

Green emission

Pure ZnO 380 nm (3.27 eV) 484 nm (2.56 eV) 534 nm (2.32 eV)

Cu:ZnO 386 nm (3.21 eV) — 520 nm (2.38eV)

Na:ZnO 397 nm (3.12 eV) — —

K:ZnO 392 nm (3.16 eV) 486 nm (2.55 eV) —

In the present study the PL peak at 380, 386, 397 and 392 nm correspond to photon energy 3.27, 3.21, 3.12
and 3.16 eV for pure ZnO, Cu:ZnO, Na:ZnO and K:ZnO respectively are smaller than band gap of the ZnO at room
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FIG. 2. Red-shift of the UV peaks in PL spectra for the Cu-, Na- and K- doped ZnO compared to
the undoped ZnO thin films

FIG. 3. Band diagram of Pure ZnO and Cu, Na and K doped ZnO thin films
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temperature (3.37 eV), which is not due to the band-band transition between valence band and conduction band but
it’s a near band emission (NBE), which are due to the recombination of free excitons. The deep level emission (DLE)
peaks recorded at 484 – 486 nm are mainly due to oxygen vacancies (Vo) in the compounds and zinc interstitials [30].
The green band at 534 and 520 nm for pure ZnO and Cu doped ZnO thin films are mainly due to the oxygen related
effects like zinc interstitials (Zni), oxygen vacancies (Vo) and antisite oxygen (Ozn). The violet emission presumably
resulted from a close relation with defects such as interstitial Zn atoms (Zni) and ions in the ZnO lattice.

In the case of pure ZnO, oxygen vacancies play an important role in the origin of green peak at ∼534 nm.
However, the precise mechanism of green emission in ZnO is not yet assured and energy levels of various defects
stated in literature differ greatly. Moreover,several reports hint that the green emission in ZnO is a result of oxygen
vacancies and Cu impurities. Dingle pointed that the charge transfer from impurity states (Cu2+) to concerned valence
band is positively factor of green lumine scence in Cu–ZnO [31]. In addition to this model as suggested by Garces et
al. [32], Cu may be either in Cu+ or Cu2+ state. It is referred that monovalent state (Cu+) will contribute structure with
less emission as a result of donor–acceptor pair recombination in which shift from the copper acceptor to superficial
donor impurity happens. In the present research, green luminescence in undoped ZnO, may be caused by the presence
of constitutional defects in ZnO. Moreover, there is slight possibility of oxygen vacancy, which is also an explanation
of green emission in pure ZnO. However, a fair intensification in green emission in Cu: ZnO samples points out the
contribution of Cu in green emission. It also recommends that the improved green emission is predominantly owing to
copper-impurities. Thus, enhancement in n-type conductivity (Table 2) and appearance of green emission after copper
doping in ZnO supports that the Cu is doped in ZnO lattice that is the cause of green emission. CuO film is an effective
absorbing layer in the field of solar energy [33].

TABLE 2. Optical and electrical data of Pure ZnO and Cu, Na and K doped ZnO thin films deposited
on glass substrate with various doping concentrations

Sample
Resistivity
ρ (Ω cm)

Conductivity
σ (S/cm)

Mobility
µ (cm2/Vs)

Hall
coefficient
RH (cm3/C)

Carrier
concentration
n (e−/cm3)

Activation
Energy
Ea (eV)

Pure ZnO 72.14 0.0139 0.525 37.84 1.651×1017 0.038

0.1M Cu:ZnO 78.57 0.0127 0.603 47.40 1.318×1017 0.034

0.2M Cu:ZnO 59.29 0.0169 0.744 44.10 1.418×1017 0.033

0.3M Cu:ZnO 45.00 0.0222 0.876 39.40 1.585×1017 0.029

0.4M Cu:ZnO 35.71 0.0280 1.064 38.00 1.644×1017 0.027

0.5M Cu:ZnO 15.00 0.0667 2.447 36.70 1.703×1017 0.027

0.1M Na:ZnO 72.14 0.0139 5.877 424.00 1.473×1016 0.057

0.2M Na:ZnO 67.86 0.0147 4.509 306.00 2.043×1016 0.057

0.3M Na:ZnO 60.71 0.0165 3.047 185.00 3.375×1016 0.047

0.4M Na:ZnO 43.57 0.0230 1.985 86.50 7.227×1016 0.035

0.5M Na:ZnO 22.86 0.0438 3.588 82.00 7.620×1016 0.033

0.1M K:ZnO 78.57 0.0127 2.456 193.00 3.236×1016 0.048

0.2M K:ZnO 70.00 0.0143 2.557 179.00 3.498×1016 0.045

0.3M K:ZnO 56.43 0.0177 2.446 138.00 4.531×1016 0.017

0.4M K:ZnO 35.00 0.0286 3.714 130.00 4.792×1016 0.023

0.5M K:ZnO 20.00 0.0500 6.200 124.00 5.033×1016 0.020

The red-shift in UV emission is observed in PL spectra of doped ZnO. This red-shift in the UV emission could be
an outcome to get p-type ZnO. A widening of the band-gap indicated ZnO doping with donors; while p-type ZnO has
indicated reduced band-gap whenever doped with acceptors.
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4.3. Electrical measurements

4.3.1. Resistivity measurements. Temperature dependence of electrical resistivity of pure and doped ZnO thin films
with different dopant concentrations was measured by two probe resistivity measurement method from room temper-
ature to 200 ◦C. The resistivity (ρ) of the samples was calculated by using the formula:

ρ =
RA

l
,

where R is the resistance, A is the cross sectional area and l is the length of a thin film.
Resistivity of a 0.1 M Pure ZnO is 72.14 Ω·cm but by increasing the precursor concentration from 0.1 to 0.5 M

of Cu, Na and K doped ZnO, the resistivity value decreases as shown in Table 2. The decrease in resistivity of Cu,
Na and K doped ZnO thin films with concentration might be due to the capture of free electrons in ZnO lattice by the
empty lower energy 3d Cu states.

The electrical conductivity of the Cu:ZnO, Na:ZnO and K:ZnO films depended on the oxygen vacancies and the
contribution from the Zn–Cu, Zn–Na and Zn–K interstitial atoms. The resistivity of the Cu:ZnO, Na:ZnO and K:ZnO
films decreased from 78.57 to 15 Ωcm, 72.14 to 22.86 Ωcm and 78.57 to 20Ωcm as the doping concentration increased
from 0.1 M to 0.5 M respectively. The conductivity was increased because of the reduction in the grain-boundary
scattering. The carrier concentration of pure ZnO is 1.651×1017e−/cm3 and for Cu: ZnO, Na: ZnO and K:ZnO
films is increased from 1.318×1017 to 1.703×1017e−/cm3, 1.473×1016 to 7.620×1016e−/cm3 and 3.236×1016 to
5.033×1016e−/cm3 as the doping concentration increased from 0.1 M to 0.5 M respectively. Mobility of the pure ZnO
film was found to be 0.525 cm2/Vs, by adding impurity like Cu and K mobility is increased from 0.60 to 2.45 cm2/Vs
and 2.46 to 6.2 cm2/Vs but for Na doped it decreases from 5.88 to 3.59 cm2/Vs as the doping concentration increased
from 0.1 M to 0.5 M respectively which showed improvements in the properties of the doped thin films (Table-2).

4.3.2. Activation energy. The energy required to shift charge from one primarily neutral species to another is called
as activation energy and written byEa. This is identical to the electrostatic binding energy of the charge to the species.
When these charge carriers are being excited to at least activation energy from the Fermi-level, there will be channeling
from one species to another. These species or small particles are called crystals. The activation energy is associated
with film conductivity [31] and correlated by this formula:

σ = σ0e
−[Ea/2kBT ],

where, σ0 is the conductivity at 0 ◦C and kB is the Boltzmann constant and T is the absolute temperature. The equation
can be written as:

lnσ =
−Ea

2kBT
+ lnσ0.

This equation is equivalent to a straight line equation, y = mx + c. So that can be determined from the slope of the
straight line. From the graph of lnσ Vs 1/T , can be calculated by using the relation:

Ea =

(
− lnσ

1/T

)
× 2kB (eV) .

The activation energy represents the location of trap levels below the conduction band. In the present study
activation energies of the undoped and Cu, Na and K doped ZnO films were studied and recorded in Table 2. The
activation energy can be extracted from the slopes of the fitting lines. Fig. 4 shows the variation of log ρwith reciprocal
of temperature for the Cu, Na and K doped ZnO thin film. It is observed that resistance increases with increasing
temperature indicating semiconducting nature of the films. From the slopes of log ρ Vs 1000/T plots the values of
activation energies (Table 2) were calculated using the formula:

Activation energy Ea = 2.303 × kB × 103 ×
(
−Ea

R

)
(eV) ,

where kB = 8.602 × 10−5 eV/K.

4.3.3. Measurements of Hall parameters. Hall measurements have been carried out at room temperature. In order
to obtain p-type of ZnO it is necessary provide the compensation of native donor defects such as oxygen vacancies
and interstitial zinc atoms by doping. The defects in hydrogen interstitial and oxygen vacancy and the addition of the
Cu, Na and K dopant produced carriers in the films. Usually the concentration of these defects in ZnO is very large.
Thus, that demands very high concentration of acceptors. P-type ZnO is difficult to obtain due to their low solubility
in ZnO, wide band gap and low valence band energy. The self-compensation from donors and high ionization energy
of acceptors are the two main problems hindering the enhancement of free hole concentration. Current limitations
to p-doping limit electronic and optoelectronic applications of ZnO, which usually require junctions of n-type and
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FIG. 4. Curve between log ρ and 1000/T of pure and doped ZnO thin films

p-type material. Known p-type dopants include group-I elements Li, Na, K; group-V elements N, P and As; as well
as copper and silver. However, many of these form deep acceptors and p-type conduction is not significant at room
temperature [1].

The Hall effect study is to compute the type of carriers. The activation energy relies on the donor carrier concen-
tration and energy levels of the impurity. An increment in donor carrier concentration brings the Fermi level up in the
energy gap and results in the reduction of activation energy [34].

Hall effect measurements had conducted on a sample grown on glass substrate as the magnetic field diverse from
0.1 to 1.5T . Hall effect measurement is conducted for the sixteen thin films, one film of 0.1 M pure ZnO and five films
of Cu, K and Na doped ZnO each, for the variation of doping concentration from 0.1 to 0.5 M.The Hall coefficient is
defined as:

RH =
VH × t

I ×B
,

where RH is Hall coefficient, VH is Hall voltage, t is the thickness of the film, I is the current passing through the
conductor andB is the magnetic field. The Hall coefficient reveals the nature of the charge carriers, their concentration
in the conductor, and their charge. The formula of carrier concentration (n) and mobility (µ) are:

RH =
−1

n× q
,

µ =
RH

ρ
,

where n is the concentration of the carriers, q is the charge of a single carrier.
Figure 5 shows the variation in the different electrical transport parameters such as the resistivity (ρ), the Hall

coefficient (RH ), the carrier (electron–hole) concentration (n) and the mobility (µ) for the variation in doping con-
centration of the doped thin films. It is conclude that in all samples, resistivity and ionization energy decreases with
increasing doping concentration. Also carrier concentration increases with doping concentration. The graph of mo-
bility Vs doping concentration, mobility seems to be increasing with doping concentration in all samples for Cu and
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K doping but for Na doping mobility decreases for 0.3 M concentration then it is increases as precursor concentration
increases. Also the rate of the increment is very low in copper-doped ZnO thin films. The negative value of the Hall
coefficient (RH ) for the pure ZnO film indicates its n-type conducting nature whereas; thepositive values of RH for
all of the doped ZnO films signify their p-type conductivity. The carrier (electron) concentration for the undoped ZnO
is found to be 1.651×1017cm3. On the other hand, both the carrier (hole) concentration and the carrier mobility in all
doped ZnO films are found to increase gradually as we change the doping concentration from 0.1 to 0.5 M. The p-type
conductivity mainly arises due to the doping of the alkali metals in ZnO. The doped films do not contain a significant
amount of Vo which acts as a donor within the ZnO films.The substitution of monovalent alkali ions (Na+ and K+) at
the Zn2+ ion sites can introduce holes into the system [35, 36].

FIG. 5. Shows variation in resistivity (ρ), carrier concentration (n), mobility (µ) and ionization
energy (Ea) of a Cu, Na and K doped ZnO thin films with variation in doping concentration from
0.1 to 0.5 M
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5. Conclusion

In summary, complete and careful comparison of pure ZnO and copper (Cu), potassium (K) and sodium (Na)
doped ZnO thin films has been carried out. All three dopants improve film optical and electrical properties compared
to undoped ZnO. The Raman spectra show that the intensity of the dominant peak changes with different dopant;
compared to the ZnO thin film, the shifting of peaks is due to lattice defects and lattice disorder. Decrease in band gap
supports optical properties of crystalline structures. Green deep-level emission obtained in PL is potentially important
for solar cell devices. The synchronous Raman and photoluminescence examinations have the preferred standpoint to
correspond with the changes observed in the optical property of the semiconducting materials. Hall effect results show
that a growth condition is suitable for p-type doped ZnO thin films with high carrier concentration. Also, chemical
bath deposition method to grow doped ZnO increases stability of p-type ZnO. The positive value of Hall voltage
of all doped thin films measured using Van der Pauw method with four point electrode fixture is in agreement with
the red shift in PL spectra of p-type doping. The decrease in resistivity of all three doped thin films compared with
ZnO films is attributed to the replacement of Zn2+ by Cu2+, Na+ and K+ ions respectively. The resistivity of all
doped thin films decrease with increase in doping concentration. As the concentration of impurity increases, both the
conductivity and mobility of thin films increase. Activation energy has been observed to decrease with an increase
in dopant concentration as well as change in dopant. ZnO thin films doped with Cu, Na and K has the capability to
increase its conductivity without adversely modifying other properties. The deposited films find suitable for photocells
and solar cell gadgets.
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1. Introduction

Chiral magnetic structures have attracted much attention in recent years due to the discovery in these systems of
localized non-collinear states that can move very rapidly under the action of a spin-polarized electric current [1, 2].
In micromagnetic models, these states cannot be destroyed by continuous transformation of magnetization, and it is
believed that they are topologically protected from thermal fluctuations [3,4]. In real systems magnetic moments local-
ized on the site of discrete lattice and it is possible to say only about topological stabilization. In lattice model stability
of such system can be estimated on the basis of transition state theory (TST) for magnetic degrees of freedom [5, 6].

Usually, the properties of skyrmions (Sk), as well as other topological structures, are studied within the frame-
work of the Heisenberg-type Hamiltonian, which includes exchange, anisotropy, external magnetic field, and the
Dzyaloshinskii-Moriya interaction (DMI) [5]. All these interactions decay rapidly with distance. This model correctly
describes, for example, small Sk in thin PdFe films on the Ir (111) surface, observed experimentally [7]. However,
such Sk are stable only at very low temperatures of the order of 10 K. Sk stable at room temperature in ferromag-
netic (FM) materials are larger in size, and to describe their behavior it is necessary to take into account the magnetic
dipole-dipole interaction which is responsible for the creation of demagnetizing fields. In the first approximation, this
interaction can be introduced into the theory by renormalizing the anisotropy parameters [8]. However, more accurate
calculations of the energy associated with demagnetizing fields are needed to describe the topological structures of
micron sizes [9] and especially three-dimensional magnetic systems [10,11]. Moreover, the stability of Sk with a size
of 100 nm and more, according to [12], is always determined by the dipole-dipole interaction. So, if we want to have
small stable Sk as future bits of computer memory, we must accurately evaluate the contribution of the demagnetizing
fields. The development of methods for manipulating the dipole interaction in magnetic micro- and nanostructures and
theoretically estimating its contribution to energy is very important for practical applications, since it allows one to
control the size and stability of topological systems. Suppression of the dipole interaction in antiferromagnetic (AF)
and ferrimagnetic chiral structures, for example, made it possible to create Sk of about 10 nm in size that are stable at
room temperature [13]. Small room temperature Sk in artificial antiferromagnets, also use the reduction of stray fields
in multilayer systems with AF interlayer coupling [14].

The lifetime of the topological states of systems without strong dipole interaction at an arbitrary temperature can
be evaluated using standard TST approach. It was done for Sk in AF [15] and for small-size Sk in ferromagnetic (FM)
materials [6]. Such calculations for FM micromagnetic structures are a challenging problem due to the number of
degrees of freedom and need to correctly take into account the dipole-dipole interaction. There are effective methods
for calculating the saddle points on the energy surface and the activation energy of Sk annihilation for systems con-
taining millions of magnetic moments [16]. But even the calculating the energy surface for systems with a significant
contribution from the dipole-dipole interaction and demagnetizing fields is still a very difficult task.
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Below, we present an efficient algorithm for calculating the demagnetizing field and show its efficiency by the
example of calculating Sk and antisyrmions (ASk) in a FM system with different saturation magnetization.

2. Micromagnetic and discrete models

The magnetic texture in the micromagnetic approach will be described by the vector field m(r), where r is the
coordinate of a point in the magnetic sample, and m is the unit vector in the direction of the local magnetization at this
point. The local magnetization value is a fast variable and is assumed to be equal to the fixed saturation magnetization
Ms. Below we consider a thin film modeled by the part of the x-y plane Ω = [0, d]2 with periodic boundary conditions.
The energy E of the magnetic state is expressed in terms of the energy density w as follows:

E =

∫
Ω

w(r)dr, w = wex + wDMI + wK + wdemag,

where we take into account contribution of exchange wex, DMI wDMI , anisotropy wK and demagnetizing field
wdemag . Assuming that the exchange is isotropic:

wex = tA(∇m)2, (∇m)2 =

(
∂m

∂x

)2

+

(
∂m

∂y

)2

,

here A is the exchange stiffness and t is the film thickness. For simplicity, consider uniaxial anisotropy with an easy
axis perpendicular to the film (parallel to the ẑ axis):

wK = −tK(m · ẑ)2,

where parameter of anisotropy K > 0 . The DMI energy is expressed in terms of Lifshitz invariant

L
(i)
jk = mj

∂mk

∂j
−mk

∂mk

∂i
, wDMI = t(DxL

(x)
xz +DyL

(y)
yz ).

If Dx = Dy = D, meta(stable) states of Sks can exist in the system, if Dx = −Dy = D, then ASks can be formed.
The exchange stiffness and the anisotropy constant are independent of the magnetic texture and are the same for both
Sk and ASk structures. Micromagnetic parameters are selected according to [17] to be

t = 0.6 (nm) , A = 16 (pJ/m), K = 200 (kJ/m3), D = 2 (mJ/m3). (1)

Saturation magnetization Ms varies from 103 to 4 · 104 (A/m).
The energy of the demagnetizing field is determined by its density:

wdemag = −µ0

2
Msm ·Hdemag,

where Hdemag is the demagnetizing field, which can be found from the Maxwell equations:

∇ ·B = 0,

∇×Hdemag = 0,

where B = µ0(Hdemag + Msm) is the induction of the demagnetizing field. The second condition can be satisfied
introducing the potential Φ of the field: Hdemag = −∇Φ. From the first condition we have:

∇ ·Hdemag = −Ms∇ ·m.

Therefore the potential Φ can be found from the Poisson equation:

∇2Φ = Ms∇ ·m. (2)

It is worth noting that in three dimensions the equation can be solved in terms of the Green’s function:

Φ(r) = −Ms

∫ ∇r′ ·m(r′)

4π|r− r′| dr
′ = Ms

∫
m(r′) · r− r′

4π|r− r′|3 dr
′.

Restoring the demagnetizing field from the potential and substituting the result into the energy density, we obtain the
standard expression for the energy of the dipole-dipole interaction:

wdemag(r) = −µ0M
2
s

∫
3(m(r′) ·∆)(m(r) ·∆)−m(r′) ·m(r)

4π|r− r′|3 dr′, ∆ =
r− r′

|r− r′| . (3)

To compute the dipole-dipole energy, it is necessary to sum over all pairs of magnetic moments in the system, which
is computationally expensive. To overcome this difficulty, the Fourier transform is often used, which converts the
convolution in the expression for energy to multiplication with a function; however, the approach is applicable only
to simple domain such as a square or a cube. Another method for calculating the demagnetizing energy is to obtain
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the demagnetizing field numerically, which in many cases is faster than using the Green’s function. This approach has
been previously used with finite element discretization. Below we develop a finite-difference discretization method
that leads to an lattice-type model of the magnetic system.

The state is specified by the directions of the magnetic moment Sn, determined at the sites of the square lattice
n. Let’s denote by rn the site position n. The energy in the lattice representation contains the same contributions as
above:

E = Eex + EDMI + EK + Edemag.

Each energy contribution is an approximation of the integral in the micromagnetic model above, rewritten in terms
of the values of the magnetic moments m ≈ Sn localized near points r ≈ rn. For example energy of anisotropy
becomes:

EK = −K
∑
n

(Sn · ẑ)2.

Anisotropy constant in lattice model K is proportional to K, but it also depends on the size of integration cell. If n are
points of a square lattice with lattice constant a, then K = Ka2t.

Derivatives in expressions for wex and wDMI can be estimated by finite differences:

∇m(rn) =

(
Sn1 − Sn

a
,
Sn2 − Sn

a
, 0

)
,

where Sn1 and Sn2 are nearest neighbors magnetic moment to Sn along x-axis and y-axis, respectively. Eliminating
constant addenda in exchange energy contributions, we get:(

∂m(rn)

∂x

)2

≈ 2

a2
(1− Sn1 · Sn) , . . .

the Heisenberg exchange energy is obtained in the following form:

Eex = −J
∑
〈n,k〉

Sn · Sk,

where the Heisenberg exchange constant J = 2At, and the sum is taken over all pairs 〈n, k〉 of magnetic moments
(each pair is taken only once). Similarly, the DMI energy can be expressed as follows:

EDMI = −
∑
〈n,k〉

Dn,k · (Sn × Sk),

where all DM vectors Dn,k have the same length D > 0 and are directed along ŷ, if k is on the right to n, and along
−x̂, if k is above n; here x̂, ŷ are basis vectors of x and y axes. The DM vectors are connected to the micromagnetic
model by the identity |D| = Da. In simulation we used 100× 100 square lattice with the following parameters:

a = 4 (nm), J = 1.92 · 10−20 (J/bond), D = 4.8 · 10−21 (J/bond), K = 1.92 · 10−21 (J/spin). (4)

The demagnetizing energy is discretized accordingly to:

Edemag = −µ0µ

2

∑
n

Hn · Sn,

where µ = Msa
2t is value of magnetic moment, and Hn ≈ Hdemag(rn) is the demagnetizing field at the point rn.

The demagnetizing field is found from a discretization of Poisson equation (2). We use a five-point stencil for the
second derivatives with respect to x and y, which gives us a Laplacian of the form ∆2Φ ≈ a−2LΦ, where

LΦx,y =
−Φx−2,y + 16Φx−1,y − 30Φx,y + 16Φx+1,y − Φx+2,y

12

+
−Φx,y−2 + 16Φx,y−1 − 30Φx,y + 16Φx,y+1 − Φx,y+2

12
,

here (x, y) are coordinates of the moment n on the square lattice. Approximating divergence ∇ ·m(rn) ≈ a−1GSn

in r.h.s of (2) with central finite differences:

GSx,y =
Sx+1,y − Sx−1,y

2
+

Sx,y+1 − Sx,y−1

2
,

we obtain the Poisson equation in the discrete form:

LΦ = aMsGS.

The last equation is a system of linear algebraic equations, which gives solution upto additive constant. It is convenient
to impose additional restriction on value of Φ at arbitrary point, e.g. Φ0,0 = 0. Then, formally, the potential can be
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FIG. 1. Contributions of different interactions in the total energy (left) and dependencies of the total
energy (solid circles) and radius (crosses) (right) for Sk in the Sk lattice on the saturation magnetiza-
tion Ms Metastable states are computed in 100× 100 lattice with periodic boundary conditions and
lattice constant 4 nm. Film thickness t is set to 0.6 nm, and J = 1.92 · 10−20 J/bond, D = 0.25J ,
K = 0.1J .

FIG. 2. Single Sk (left) and ASk (right) from the magnetic texture of a square lattice with a distance
between Sk (ASk) equal to 400 nm. Simulation is carried out for a 100 × 100 square lattice with a
lattice constant a = 4 (nm) for the parameters J = 1.92 · 10−20 J/bond, D = 0.25J , K = 0.1J ,
Ms = 0.4MA/m. Only part of moments is shown to make the figure readable. The colors encode
the direction of the magnetic moments: green - up, red - down.

found as Φ = aMsL
−1GS, and the demagnetizing field is given by H = −MsQL

−1GS, where Q is gradient
expressed in terms of central finite differences:

QUx,y =

(
Ux+1,y − Ux−1,y

2
,
Ux,y+1 − Ux,y−1

2
, 0

)
.

It is worth noting, that the demagnetizing field obtained as a solution of the discretized Poisson equation does not
coincide with the common expression for dipole-dipole interaction in lattice model, obtained as discretization of (3):

− µ

4π

∑
n,k

3(Sn ·∆)(Sk ·∆)− Sn · Sk

|rn − rk|3
, where ∆ =

rn − rk
|rn − rk|

,

though the energies coincide in the continuous limit. Numeric solution to the discrete version of the Poisson equation
can however be found much faster, than direct summation in dipolar interaction or as inversion of matrix L.
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FIG. 3. ASk crossection along lattice generator for various values of saturation magnetization Ms.
ASk radius grows asMs increases. The increase is due to a shift of the domain wall on the boundary
of ASk rather than scaling of the particle shape without dipole interaction. The core part of the ASk
is formed of spins perfectly aligned opposite to FM phase orientation. The domain wall width is
also increases for larger magnetization, but slower than radius.

3. Chiral states in demagnetizing field

In addition to the well-studied Sk magnetic structures, in recent years, ASk have attracted attention [9,17]. There
are many similarities between these textures, which makes it easy to predict the properties of ASks based on the
well-known properties of Sks. The texture of magnetization for Sk and ASk can be matched to each other using the
transformation:

mx ↔ mx, my ↔ −my, mz ↔ mz.

Without demagnetizing fields the mapping preserves energy, if DM constants are transformed in the same way as the
magnetization. Consequently, a small Sk and an ASk have the same energy surfaces and stability against thermal
fluctuations. However, for a large size chiral states, the dipole-dipole interaction plays an important role. The demag-
netizing fields for Sk and ASk are significantly different, have different symmetries, leading to distinct shapes of the
magnetic structures for a large dipole-dipole interaction.

In this section, we compute (meta)stable Sk and ASk states in the presence of demagnetizing field using the lattice
model developed in the previous section. The micromagentic parameters given by (1) are chosen according to [17].
Numerical analysis was carried out for a square lattice of 100 × 100 cells with a lattice constant of 4 (nm). Periodic
boundary conditions were applied for both axes, which led to a significant contribution to the energy of dipole-dipole
interaction between images of a particle lying on opposite sides of the boundary. Our model is close to modeling
the Sk (ASk) lattice with a distance between individual Sk (ASk) 400 (nm), in contrast to the model in [17], where
isolated objects were considered. The size of a Sk without dipole interaction is much smaller than the size of a
domain, therefore, its energy, radius and shape are practically not affected by an increase in the simulated volume. For
a sufficiently large value of Ms, which determines the strength of the dipole interaction, the size of Sk becomes larger,
and the contribution of the long-range dipole interaction increases. Therefore, Sk cannot be considered isolated.

Metastable Sk and ASk states were computed using custom optimizer based L-FBGS method. Iterations of L-
BFGS method were applied only to magnetic moment directions Sn, while demagnetization field potential Φ was
computed on each iteration by another solver. In [18] it was shown that L-BFGS method significantly increase con-
vergence speed even for minimum energy path computation. The potential Φ was obtained for given moments Sn

as solution do discrete Poisson equation by conjugate gradient method, using the potential from previous iteration as
an initial approximation. The method demonstrated reasonable convergence rate, providing solution with l∞ norm
of gradient less than 10−5J in 1000 iterations for most considered states. Operations on magnetic moments Sn were
performed in Cartesian coordinates as stated in the previous section, that differs from commonly used representation of
spins in spherical coordinates, stereographic projections [10] or using rotation matrices [19]. Computations in Carte-
sian coordinates are simple and often faster than usage of other coordinates, see [20]. To take into account constrains
on value of magnetic moments, gradients of energy over Sn should be projected to the tangent space of the constrains
manifold. Equivalently Lagrange function can be introduced for energy and on Lagrange multiplier for each constrain
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S2
n = 1, then numerical optimization can be applied to the Lagrange function. To ensure that constrains are satisfied,

after each iteration of L-BFGS every direction Sn should be divided by its length.
We computed (meta)stable Sk state for saturation magnetization in range Ms = 0.05− 0.45 (MA/m). Increasing

the magnetization, preserving other exchanges constant, increases the role of demagnetizing field in stabilization of
the solitonic state. Increase of Ms decrease total energy of the Sk lattice in non-linear manner, leading to rapid drop
in energy about Ms = 0.4 (MA/m) making Sk lattice ground state for larger Ms, as shown in Fig. 1. The radius of Sk
grows moderately for Ms below 0.3 (MA/m), after the threshold Sk size grows rapidly being restricted by repulsion
between Sk in Sk lattice. Energy (as well as separate contributions) demonstrates perfect linear dependence on the Sk
radius for considered values of Ms, see Fig. 1. In contrast to [17] DMI interaction contribute more in absolute value
than demagnetizing field, due to partial cancellation of dipole-dipole interaction with other Sk in the Sk lattice.

Sk preserves its circular shape even for large Ms. In contrast ASk changes its shape to a square one for large Ms,
see e.g. shape of ASk and Sk in the corresponding lattice for Ms = 0.3 (MA/m) in Fig. 2. The same behaviour was
observed in [17]. Shape dependence on saturation magnetization is show in Fig. 3. It can be seen that central part of
the ASk is almost precisly in ferromagnetic state, with spins however directed opposite to ferromagnetic phase outside
of the Sk. The central “core” part of ASk expands as Ms grows, but domain-wall part of the ASk increases its width
moderately. The behaviour is similar to change in anisotropy as expected, since effective anisotropy is commonly used
to describe part of the effect of the demagnetizing fields.

4. Conclusion

We have described an approach to computation the demagnetization fields in the framework of the widely used
discrete-lattice magnet model. This approach can provide a faster alternative to dipole-dipole interaction computation
used e.g. in MuMAX [21] and in OOMMF [18, 22]. The approach has been applied to study square lattices ASk and
Sk, and the results are in qualitative agreement with the analysis of isolated ASk (Sk) in [17].
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We report on supercritical fluid synthesis of an intermediate carbon phase – austite – at a pressure of 180 MPa and temperatures 500–700◦C from
soot as a precursor and supercritical carbon dioxide as a solvent. According to the results of electron and X-ray diffractions, spectral measurements
and density-functional theory calculations, the observed carbon phase is proved to be cubic with a lattice parameter value of 8.96±0.05 Å and a
possible structural type as for KFI zeolite.
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1. Introduction

Supercritical fluid synthesis is a common method for the high-pressure high-temperature synthesis of different
oxides, sulfides, nitrides, carbon phases as well as self-assembling of nanomaterials [1, 2]. Different gases can be
employed for creating pressure during supercritical fluid synthesis as an inert medium (He, Ar) or a solvent and a
chemical reagent (H2, N2, H2O, CO2 etc.). The dissolving capacity of fluids is rapidly increased with increasing of
the pressure, which is also important for supercritical fluid extraction. On the other hand, the velocity of crystallization
in supercritical medium is increased up to 0.1–0.3 mm/h, which is at least five times greater than for hydrothermal
methods. Moreover, crystals formed from the gas phases may have a high degree of perfection, in comparison with
other methods.

In 1963 Aust and Drickamer claimed on synthesis of a new cubic carbon phase (henceforth, austite) by transfor-
mation from single crystal of graphite at 15 GPa and 180 K [3]. There was a sharp rise of resistance with pressure at
this point, accompanied by drifting upward with time – a behavior typical of a sluggish first-order phase transition.
The mixture of new phase with graphite was found to have the density of 2.35–2.4 g/cm3 with the float-sink tests.
X-ray diffraction analysis of the partially transformed mixture showed that this phase could be cubic with the lattice
parameter of 5.545 Å, having 24 atoms per unit cell and a crystal density of ∼ 2.8 g/cm3 [3].

In 1967 Bandy reported, that Drickamer rejected on the facts of the synthesis of austite in a private commu-
nication [4]. Therefore, the discovery of a new phase in carbon phase diagram was not accepted by the scientific
community. It should be noted that authors [3] had not published official refutation of their work. Presumably the
indisputable authority of Bandy misled other scientists, who could confirm or refute completely their extraordinary
results. As a result, in 1974 the pattern of this phase (No 18-311) was deleted from the database. Nevertheless, at
the moment several forms of diamond, nanotubes, fullerenes, a large number of carbon fullerites, and other allotropic
modifications have been discovered on carbon phase diagram, hence, an observation of new carbon phase is not a
surprise since the last half of twentieth century [5].

However, the austite-like phases have been repeatedly observed after Aust and Drickamer. Namely, Fedoseev et.
al. reproduced an austite-like phase during the growth of diamond from the gas phase [6], by Smolyar et. al. with
a supercritical fluid treatment of graphite [7], and, possibly, by Shterenberg et. al. from channel black with a heat
treatment at 1250◦C in the presence of Ni at 3.7 MPa [8]. The hardness of austite was found to be intermediate,
namely 1–5 GPa [7]. Shumilova et. al. discovered austite-like phase in the nature among the products of graphite
mineralization [9]. The mineral lignite from Dakota Star Mines [10], the existence of which was questionable, could
also be hypothesized as this phase. The structure was interpreted for the first time as a cubic lattice of C24 fullerenes
arranged as zeolite-like LTA lattice [11, 12].
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In the last two decades, other new phases of carbon and boron nitride attract outstanding interest of the same
or even higher level, as fullerenes and nanotubes do. All of these new materials can be used in the architectures of
future devices or, alternatively, as advanced materials with prominent absorption properties or superhardness. Among
these new phases as the C8 phase [13], E-phase of boron nitride [14, 15] and fulborenite B12N12 [16] are remarkable.
Crystal structures of these phases were proposed quite recently, although they were synthesized in the last half of the
twentieth century. The problem of structure determination and attribution of new forms of carbon and BN is ordinary
due to their small mass yields after synthesis, unlike that, for example, nanotubes and fullerenes, and due to low atom
weight of constituent elements. Theoretically, several hypothetical zeolite-like carbon structures (ATO, KAN, ATN,
AFI etc.) are proposed for future identifications [17–26].

The goal of this work is to obtain a sample of austite phase (“cubic graphite”) using the supercritical fluid syn-
thesis from soot and to revise the structural data on the received samples. The density-functional theory methods are
employed to supply the results of experiments.

2. Experimental part

2.1. Synthesis and characterization

Equipment for supercritical fluid synthesis represents the reactor with an inner holder for the samples, aggregates
for compressions and cleaning of gas, heating system, and automatic control system. The equipment allows one to
create the gas pressures up to 1 GPa for a short time period (0.5-1 h) and to maintain the pressure during the long time
period (hours, days) [1–7].

The soot was used as a precursor and supercritical carbon dioxide as a solvent. It was saturated in the reactor
at pressure 95 MPa for 25 hours at ambient temperature. After that, the temperature was cyclically increased and
reduced in the intervals of 500–700◦C during 4 hours at pressure 180 MPa. The reaction product was observed as
polycrystalline plates and as separate crystals in the soot.

Transformed soot powders were studied using different physical methods. X-ray powder diffraction (XRPD)
patterns were received on DRON-2 diffractometer in the range of 2θ = 5◦–90◦ at CuKα radiation. Electron diffraction
(ED) patterns were obtained at room temperature with a Philips EM-400T transmission electron microscope, operating
at acceleration voltage of 100 kV. The samples were prepared by crushing in a mortar and dispersal of the synthesized
crystallites in ethanol, and subsequent deposition on a grid containing holes. The elemental composition of the plates
of new phase was studied with the JEOL spectrometer.

2.2. Computational details

The calculations were performed within the framework of the density-functional theory (DFT) using the SIESTA
4.0 implementation [27, 28]. The exchange–correlation potential within the Generalized Gradient Approximation
(GGA) with the Perdew-Burke-Ernzerhof parametrization was used. The core electrons were treated within the frozen
core approximation, applying norm-conserving Troullier–Martins pseudopotentials. The valence electrons for C were
taken as 2s22p2. The pseudopotential core radii were chosen, as suggested by Martins, and equal to 1.3 aB for s-
and p-states of C. In all calculations double-ζ basis set was used. The k-point mesh was generated by the method of
Monkhorst and Pack with a cutoff 10 Å for the k-point sampling. The real-space grid used for the numeric integrations
was set to correspond to the energy cutoff of 200 Ry. All calculations were performed using variable-cell and atomic
position relaxations, with convergence criteria corresponding to the maximum residual stress of 0.1 GPa for each
component of the stress tensor, and the maximum residual force component of 0.01 eV/Å.

Apart from the geometry optimization using DFT method, the stability, mechanical and thermal properties were
tested using geometry optimization and molecular-dynamics (MD) simulations within the framework of the density-
functional tight-binding method (DFTB) [29] in Γ-point approximation as implemented in the deMon software [30].
The structures were MD annealed during 20 ps with the time step of 1.0 fs as canonical (NVT) ensembles at tempera-
tures T = 300 and 600 K using global Berendsen thermostat with the time constant 100 fs.

The optimized geometry of all carbon allotropes was used to simulate theoretical XRD spectra for wavelength
λ = 1.5406 Å (CuKα radiation). All structures were considered as periodic 3D crystals. The smearing of reflection
profiles was approximated with correction for the isotropic atomic temperature factor [31].

3. Results and Discussion

3.1. Electron diffraction analysis

ED patterns from both untransformed soot and synthesized crystal are collected in Fig. 1. It should be noted that
synthesized particles were found to be hard, in comparison with starting material, in good agreement with previous
research of this phase [7]. The test samples consisted of crystalline microparticles of 10 to 100 µm in size. The
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observed crystals were solid, unlike carbon black, but crumble well in an agate mortar. Therefore, their hardness may
be estimated as the one not exceeding 6.5–7.0 units on the Mohs scale. Microparticles of untransformed soot were
amorphous or badly-crystalline with the characteristic parameter of 3.6 Å, hence, larger than that for graphite. The
patterns of the synthesized sample can be attributed without any restriction to a cubic phase with the characteristic
lattice parameter 8.96±0.05 Å.

FIG. 1. Electron diffractograms in different projections (a-c) for the carbon samples prepared using
supercritical fluid synthesis and in comparison to the diffractogram for the carbon precursor (d).
Common scale bar is given in (b)

Qualitative analysis of the elemental composition using TEM spectrometer reveals only carbon, and, possibly,
light elements in the samples under investigations. Using spectral quantitative analysis at the surface of the polycrystal
plates, the composition was found to be 98–99 at% of carbon, with the 0.5-1 at% of oxygen and much less then 1 %
of other elements. Thus, the phase is really a pure carbon, while oxygen is likely adsorbed on the surface, and the rest
elements are impurities arising from the reactor and from the sample preparation for the spectrometer.

3.2. X-ray diffraction analysis

Results of XRPD analysis of the sample of powders are listed in column 1 of Table 1. For comparison, the the-
oretical XRD reflections of austite have been calculated with the JSV computer code for the structure proposed as
carbon KFI zeolite [32] with the space group Im-3m (column 2 of Table 1). The hkl indices, dhkl-spacings (prior to
brackets), relative intensities (in brackets) and recalculated lattice parameters (after brackets) are tabulated. Interpreta-
tion of reciprocal spaces clearly indicates the presence of a single cubic phase of 8.95±0.15 Å, in excellent agreement
with the results of electron diffraction. Simultaneously, the lattice parameter of the austite sample from [3] (column
3 of Table 1) can be found slightly greater, which may be related to the difference in sample preparation. Rietveld
refinements are not possible because the powders of new phase are pyrogenetically bound to graphite or some other
form of carbon. This is not the only problem associated with carbon or boron nitride phases.

Column 2 of Table 1 shows the results of model powder diffraction for zeolite-like KFI carbon with the lattice
constant a = 8.95 Å. The calculated diffraction patterns from the proposed KFI structure correlate well with those
from our sample and from report of Aust et al. [3]. There are (200), (222) and (330) main calculated reflexes for the
proposed structure. Experimentally, two of them are presented for our sample in good agreement with the calculations.
Though, main experimental reflexes (110), (200), (220), (332) have only weak analogs of theoretical reflexes as
calculated for zeolite-like KFI carbon. The synthesized phase should have a texture along (220) and (110) planes,
since their two reflexes rank first in intensity. The (222) strong reflex is not observed by Aust et al. [3], but it is
observed from our samples. And vice versa (422) reflex is observed by Aust et al. [3], but it is not observed from our
sample.
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TABLE 1. Theoretically derived as for carbon KFI zeolite (column 2), and experimental XRPD
patterns (column 3 and 4) with corresponding lattice parameters (in Å after brackets). Subscripts in
column 1 denote the formerly ascribed indices for this phase [3]. X-ray diffraction pattern of the
experimental samples contains additionally several peaks of different intensities, which correspond
to other phases

hkl Theoretical KFI structure for a = 8.95 Å Experimental in our work Experimental [3]
100 9.10 (5), a = 9.10

110 6.329 (6) 6.27 (30), a = 8.87

111 5.30 (5), a = 9.17

200 4.475 (100) 4.42 (15), a = 8.84

210(110) 3.95 (10), a = 8.83

211 3.654 (< 1) 3.61 (10), a = 8.84

220(111) 3.164 (3) 3.17 (100), a = 8.96 3.208 (10), a = 9.07

310(200) 2.830 (10) 2.80 (10), a = 8.85 2.770 (50), a = 8.76

222 2.584 (41) 2.55 (10), a = 8.83 2.467 (50), a = 8.90

321 2.392 (< 1) 2.365 (10), a = 8.85

400(211) 2.238 (3) 2.214 (10), a = 8.86

330, 411 2.110 (25)
420 2.001 (5) 2.00 (20), a = 8.94

332 1.908 (5) 1.932 (30), a = 9.06 1.961 (10), a = 8.99

421(220) 1.932 (30), a = 8.85

422(221) 1.827 (4) 1.844 (10), a = 9.03

510, 431 1.755 (< 1)
521 1.634 (1)

440(222) 1.582 (1) 1.589 (5), a = 8.99 1.600 (10), a = 9.05

433, 530 1.535 (3)
442, 600(321) 1.492 (< 1) 1.485 (10), a = 8.91

532 1.452 (6)

It should be noted here that a set of structural transformations influence on the powder diffraction patterns. The
essential differences in peaks distribution exist not only for different method of genesis, but also from probe to probe
of the same method. In particular, sample of [3] is more textured with a poor set of diffraction lines in comparison
with our sample. Nevertheless, first three XRD peaks can be fairly attributed to the peaks of our sample.

3.3. DFT computational data

The preliminary experimental results for observed cubic carbon phase with the lattice parameter ∼ 8.95 Å suggest
the model corresponding to zeolite-like KFI lattice, which impose the unit cell consisting of 96 C atoms – C96 (vide
infra). Here, we employ several DFT approaches to infix the possible crystal structure of synthesized carbon phase as
austite, confirming its dynamical and mechanical stabilities. Apart from the zeolite-like KFI C96, the diamond with
face-centered cubic lattice was chosen as a reference system to study structural, electronic and elastic properties. In
addition, similar calculations were also performed for other porous carbon – C24 fullerite with simple cubic lattice
(or LTA carbon zeolite), where C24 fullerenes are connected by square-like edges [11,12]. While the properties of
diamond are profoundly established from both experimental and theoretical views, the C24 fullerite was selected due
to its structural relativity to C96 (Fig. 2). The convenient KFI structure of C96 can be represented as a primitive body-
centered cubic lattice of C48 building blocks. The latter have the shape of truncated cuboctahedra and are assembled
by means of hexagonal edges creating a characteristic motif of hexagonal prisms. Yet, simple cubic lattice of C24

fullerite may be also represented as composed of the same C48 building blocks linked via square-like edges, which
form a primitive face-centered cubic lattice.

The calculated structural, electronic and mechanical properties of diamond have validated the calculational ap-
proaches used in this work and demonstrated their fair adequacy for the reproduction of basic properties of carbon
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FIG. 2. Structures of subtle carbon allotropes studied in this work: the fragments of austite C96

with zeolite-like KFI lattice (bcc-C48) (1) and C24 with zeolite-like LTA lattice (fcc-C48) (2) after
GGA-DFT geometry optimization; the fragments of austite C96 after DFTB molecular-dynamics
simulations at 600 K (3)

allotropes (Table 2). The error in the estimation of lattice parameter does not exceed 0.3 %. In agreement with the
experimental data, the cubic diamond is characterized as a wide band gap semiconductor with non-direct type of tran-
sition from Γ-point to (2/3) Γ-X point (Fig. 3). As in many DFT approaches, the value of the band gap obtained after
DFT-GGA calculations is underestimated by ∼ 1 eV. In turn, DFTB approach typically overestimates the band gap,
while the features of the band structure are as well fairly reproduced. The values of the bulk modulus estimated either
from total energy curve or calculated from independent elastic constants may be found in the fair agreement with
the experimental value (Tables 2 and 3). In general, apart of the band gap estimations, both employed calculational
methods yield equivalent results.

The calculations of C96 allotrope were performed using primitive body-centered cubic unit cell, which contains
48 atoms. The lattice of subtle C96 allotrope preserves bcc-structure after the geometry optimization (Fig. 2). Contrary
to the diamond, the band structure calculation at DFT-GGA level reveals that C96 is a semiconductor with the smaller
and direct band gap of about 2.6 eV (Table 2). However, the partial densities of states at the valence band of both
carbon allotropes have dominant 2pC character.

A highly strained coordination of sp3-hybridized carbon atoms in C96 cannot be energy gainful and the total
energy calculations evidence the lower stability of C96 carbon comparing to the diamond almost on ∼ 1 eV per C-
atom. The first hint at the dynamical stability of this lattice was given using molecular dynamics simulations of the
supercell consisting of 16 C48 building blocks. A reasonably high stability of C96 allotrope can be revealed in the
absence of external pressure and at temperature of 300 K, when no change in the structure can be obtained and the
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TABLE 2. Main characteristics of C96 carbon allotrope (KFI-like lattice), C24 fullerite (LTA-like
lattice) and diamond in conventional cubic lattice representation: number of atoms in the unit cell
Z, relative formation energy (∆E, in eV/atom), lattice parameter (a, in Å), mass density (ρ, in
g/cm3), bulk modulus (B, GPa) and band gap (Eg , in eV), as calculated at different DFT levels

System Method Z ∆E a ρ B Eg

DFT GGA 0.0000 3.58 3.47 493 4.20
fcc-diamond DFTB 8 0.0000 3.58 3.47 487 7.73

exp. [25] 3.57 3.52 442 5.46-5.6
sc-C96 DFT GGA

96
0.8382 9.29 2.39 285 2.61

or bcc-C48 DFTB 1.0659 9.35 2.34 276 7.15
sc-C24 DFT GGA

24
0.7501 5.93 2.30 290 2.42

or fcc-C48 DFTB 0.8892 5.95 2.27 280 7.15

FIG. 3. Band structure and densities of states (DOS) for cubic diamond (1), for austite C96 with
zeolite-like KFI lattice (or bcc-C48) (2) and for C24 fullerite with zeolite-like LTA lattice (or fcc-
C48) (3) calculated within DFT-GGA approach. 2pC and 2sC partial densities of states are painted
in light gray and gray, respectively

atom motions are not accompanied with the break of chemical bonds. However, the structure of C96 undergoes a
considerable destruction with the partial destruction of hexagonal prisms and occurrence of double C=C bonds at
T = 600 K (Fig. 2).

Thereafter, the stability of the lattice was estimated in more details by means of the widely used condition of
intrinsic stability, i.e. when the Gibbs free energy of the crystal is in a local minimum with respect to small structural
deformations. In terms of elastic constants (Cij), this stability criterion (so-called mechanical stability) for cubic
crystals requires that (C11−C12) > 0, (C11 + 2C12) > 0, and C44 > 0. In the framework of less sophisticated DFTB
method the values of three independent elastic constants (C11, C12 and C44) were evaluated and compared with those
of diamond (Table 3). These constants satisfy the aforementioned conditions. Thus, we may assert that the proposed
C96 allotrope should be intrinsically stable.
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Calculated elastic constants allow to estimate several other important mechanical properties, which are listed
along with available experimental values in Table 3: bulk modulus B = (C11 + 2C12)/3, compressibility β = 1/B,
shear modulusG = (3C44+C11−C12)/5, Pugh’s indicator k = G/B, tetragonal shear moduliG′ = 1/2(C11−C12),
Young’s modulus Y = 9BG/(3B + G), Cauchy pressure CP = C12 − C44, Poisson’s ratio ν = 1/2(1 − Y/3B),
Zener anisotropy index, AZ = 2C44/(C11 − C12).

The Young’s modulus Y of a material is defined as a ratio of linear stress to linear strain, which determines its
stiffness. In our study, the Young’s modulus of C96 lattice is found to be Y = 475 GPa, thus, the material will show a
rather high stiffness.

Brittle/ductile behavior is one of many important mechanical characteristics of a material, which is closely related
to its reversible compressive deformation and fracture ability. Often, the ductile/brittle nature of a material is related to
its Cauchy pressure CP : if CP is negative, the material is expected to be brittle. Another most widely used materials’
malleability measure is the Pugh’s index k [34]. Namely, at k < 0.57, a material behaves in a ductile manner, and vice
versa, at k > 0.57, it demonstrates brittleness. According to both indicators (Table 3), C96 carbon allotrope should
behave as a brittle material.

Elastic anisotropy of crystals reflects a different bonding character in different directions and has an important
implication since it correlates with the possibility to induce microcracks in materials. The elastic anisotropy can be
estimated using the Zener’s anisotropy index AZ [35]. For isotropic crystals, AZ = 1, and the deviations of AZ
from unity define the extent of elastic anisotropy. From this point of view, C96 allotrope with AZ = 0.65 should be
elastically quite isotropic.

The calculated elastic parameters allow estimate Vickers hardness of the material (HV ) in a few simplified ways.
Generally, the hardness of a material is characterized experimentally by indentation and depends strongly on plastic
(irreversible) deformation. However, a set of empirical relationships between Vickers hardness and elastic properties
was proposed. Herein, the following semi-empirical correlations between Vickers hardness and shear, Young’s modu-
lus, and Pugh’s index were applied [36, 37]: HV (1) = 0.1769G – 2.899; HV (2) = 0.0608Y ; HV (3) = 2(k2G)0.585

– 3. Present numerical estimations of HV (Table 3) demonstrate that all three correlations give comparable values and
suggest that the C96 allotrope should be a hard material.

As was previously mentioned, C96 or bcc-C48 lattice is related to the lattice of C24 fullerite or fcc-C48. Thus,
the simultaneous fabrication of both these carbon allotropes might be expected. In addition, the stability, electronic
and mechanical properties were estimated also for C24 fullerite at the same levels of theory (Tables 2 and 3, Fig. 3).
Noteworthy, the latter phase characterized earlier by Pokropivny et al [11, 12] is slightly more stable, than C96, and
posses very similar trends in the mechanical stability of lattice and in the electronic properties. Obviously, the co-
production or the production of individual C24 fullerite under the same experimental conditions of supercritical fluid
synthesis cannot be fully excluded.

TABLE 3. Mechanical properties of sp3 carbon allotropes as obtained after DFTB calculations: in-
dependent elastic constants (Cij , in GPa), bulk modulus (B, in GPa), compressibility (β, in GPa−1),
shear modulus (G, in GPa), Pugh’s indicator (k), tetragonal shear moduli (G′, in GPa), Young’s
modulus (Y , in GPa), Cauchy’s pressure (CP, in GPa), Poisson’s ratio (ν), Zener’s anisotropy index
(AZ), and Vickers hardness (Hν , in GPa)

System C11 C12 C44 B β

fcc-diamond 1103.5 (1079*) 178.8 (124*) 602.2 (578*) 487 (442*) 0.0021
sc-C96 (bcc-C48) 607.0 109.7 161.7 275 0.0036
sc-C24 (fcc-C48) 550.7 145.4 259.7 281 0.0036

System G k G′ Y CP
fcc-diamond 546 1.12 462 (478*) 1192 (1050*) -423.4

sc-C96 (bcc-C48) 196 0.71 249 475 -52.0
sc-C24 (fcc-C48) 237 0.84 203 555 -114.3

System ν AZ Hν(1) Hν(2) Hν(3)
fcc-diamond 0.09 (0.1*) 1.30 93.7 72.5 88.2

sc-C96 (bcc-C48) 0.21 0.65 31.8 28.9 30.8
sc-C24 (fcc-C48) 0.17 1.28 39.0 33.7 37.0
* experimental values from Ref. [33]
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4. Summary

In 1963 Aust and Drickamer [3] found a new phase during transformation of graphite at high pressures. In 2004
a few members of our group offered the structure of this phase on the basis of available data. At that time, the phase
was indexed in the cubic system with a period of ∼ 5.55 Å with the structure of LTA zeolite [11, 12]. With the
support from electron diffraction technique the lattice parameter has been refined and its revised value is found to
be approximately ∼9 Å instead of ∼ 5.55 Å, according to previous experimental data [3] and theoretical [11, 12]
reports. The synthesized austite is suggested as carbon phase C96 with zeolite-like KFI lattice (space group Im− 3m)
in accordance with analysis of electron and X-ray diffraction patterns. As independent method, DFT calculations
confirm the mass density, dynamical and mechanical stability of the proposed structure.

In the present experimental work the high level of nucleation of new crystalline carbon phase from disordered
material is for the first time observed without additional catalysts, with only supercritical carbon dioxide as a solvent.
The presence of graphite and, possibly, chaoite and C8 sodalite phases [13] as concomitant products of synthesis
indirectly confirms an assumption that new carbon phases are relatively stable and not rare. Indeed, more then 15
allotropes of carbon have been discovered in nature [38]. Apart from the C96 carbon allotrope with KFI-like structure
a wealth of other carbon allotropes might be potentially fabricated under extreme conditions of fluid synthesis. Being
fabricated under the conditions far from equilibrium, not all these phases can be hosted at the classical phase diagram
of carbon, what can entangle their confident identification and characterization.

While the basic structural, electronic and mechanical properties have been established theoretically, the exper-
imental characterization of newly fabricated carbon C96 phase still remains in its infancy. A set of new synthesis
experiments, in particular, under different pressure-temperature and kinetic parameters are planned to increase the
yield of cubic carbon and to reveal in details the formation mechanism. The latter would facilitate the understanding
of phase transformations between numerous known and hypothetical carbon allotropes from experimental point-of-
view, and further stimulate the search of new applications of these phases, e.g., in electronics.
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The behavior of nanoparticle ensembles was studied using of NaRF4 hexagonal phases. The evolution of particles in the process of rapid and
productive synthesis from flux as a result of a chemical reaction was investigated. A low-temperature synthesis process in the medium of sodium
nitrate was used. Synthesis of the samples of up-conversion phosphor NaY0.78Yb0.2Er0.02F4 was performed from rare-earth nitrates at 350 –
430 ◦C for 15 – 500 min. NaF was used as the fluorinating agent. Powder X-ray phase analysis and scanning electron microscopy revealed a rapid
transformation of the cubic alpha modification into a hexagonal phase, followed by the transformation of nanoparticles into hexagonal prisms of
micron sizes. The up-conversion luminescence energy yield increased as the reaction time increased.
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1. Introduction

The hexagonal phases formed in NaF–RF3 (R – rare earth elements, REE) systems are effective matrices for
anti-Stokes luminescence. They are phases of variable composition of the general formula Na3xR2−xF6, and their
composition is close to the ratio 50:50, according to which they are usually attributed the formula β-NaRF4. These
phases are low-temperature ones, as compare with cubic fluorite-type α-NaRF4 phases. β-NaRF4 phases, when co-
doped with Yb–Er, Yb–Tm, or Yb–Ho ions, are well known as effective up-conversion phosphors that convert IR
radiation to the visible spectral range [1, 2]. The number of publications devoted to these materials is huge, see for
example [3–13]. The main areas of their potential application are biomedical applications and lighting sources [11–13].
The NaY0.78Yb0.2Er0.02F4 is the optimized composition. Functional characteristics of these materials depend strongly
on the granulometry of the resulting nano- and micro-powders, and the mechanisms of phase formation, growth and
agglomeration of particles are of crucial importance.

β-NaRF4 powders can be prepared by a broad variety of methods [11,13–16]. Until now, several techniques have
been employed for the synthesis of hexagonal NaRF4’ phases, both individual and co-doped ones, including solid-
state synthesis [14, 15, 17], co-precipitation from water [18–22] and organic solvents [23], hydrothermal [12, 24, 25],
solvothermal [26–30], mechanochemical [31], ionic liquid-assisted [32, 33] and molten salt/flux methods [18, 33–43],
etc.

Among the various methods of synthesis, much attention is drawn to the first melt-solution method proposed by
Batsanova [18,38,44], which consists in the reaction of REE nitrates with sodium fluoride, which acts as a fluorinating
agent. As a flux, low-melting sodium nitrate is used. The method is characterized by simple hardware design, high
performance, environmental friendliness and low cost. We have shown [45] that in this way it is easy to obtain powders
of equilibrium hexagonal phases formed in systems of sodium fluoride with REE fluorides RF3 (R = Pr–Lu,Y).

The purpose of this work is to use this synthesis technique to prepare an up-conversion phosphor NaYF4:Yb,Er
and test its effectiveness.

2. Experimental details

2.1. Sample preparation

The samples were synthesized by spontaneous crystallization from a solution in a melt. The synthesis was based
on the following equation:

R(NO3)3 + 4NaF → NaRF4 ↓ +3NaNO3. (1)
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The starting chemicals were sodium fluoride (NaF, Lanhit R©, purity mark “P.A.”), yttrium nitrate hexahydrate
(Y(NO3)3 · 6H2O, Lanhit R©, purity 99.99 %), ytterbium nitrate hexahydrate (Yb(NO3)3 · 6H2O, Lanhit R©, purity
99.99 %), erbium nitrate pentahydrate (Er(NO3)3 · 5H2O, Lanhit R©purity 99.99 %) and sodium nitrate (NaNO3,
Chimmed Group, purity mark “CP”) as a solvent. The raw materials were carefully mixed, transferred to a porcelain-
glazed crucible, and placed in a furnace for synthesis. The ratio of components was: a seven-fold excess of the
fluorinating agent from the stoichiometric composition (eq. 1), the mass fraction of the solvent (NaNO3) was 35 %.
The temperature range was from 320 to 350 ◦C (see Table 1). The heating speed was 10 ◦C/min for all samples. The
sample holding time at the maximum temperature (τ , min) was from 15 to 500 minutes. The resulting residue was
extracted from the crucible and washed several times with doubly distilled water.

TABLE 1. Synthesis conditions and hexagonal unit cell parameters of NaY0.78Yb0.2Er0.02F4.0 powders

No. T , ◦C τ , min
Unit cell parameters, Å

a c

1 320 15 5.975(1) 3.5111(7)

2 330 30 5.9757(4) 3.5137(3)

3 340 45 5.9726(2) 3.5165(2)

4 350 60 5.9713(2) 3.5154(1)

5 350 180 5.9705(2) 3.5181(1)

6 350 500 5.9731(1) 3.5167(2)

2.2. Sample characterization

X-ray diffraction analysis (XRD) was performed on a Bruker D8 Advance diffractometer with Cu (Kα) radiation.
The obtained data were processed by the TOPAS software package. When calculating the lattice parameters, the space
group P63/m was set.

The Carl Zeiss NVision 40 electron microscope (Zeiss, Germany) was used for scanning electron microscopy
(SEM) and energy dispersive X-ray spectroscopy (EDX) in high vacuum mode, at an accelerating voltage of 20 kV.
Images were generated using a backscattered electron detector (BSE) and a secondary electron detector (SE).

The spectroscopic analysis included registering the spectra of up-conversion luminescence and diffusely scattered
laser radiation within the range of 300 – 1000 nm, and calculating the energy yield of up-conversion luminescence.
Luminescence studies were performed using a laser-induced luminescent spectroscopy unit that includes a fiber-optic
spectroanalyzer LESA-01-BIOSPEC [46]. The values of the energy yield of up-conversion luminescence in the visible
range of the spectrum were measured using a setup in which the test sample was placed in a modified integrating
sphere produced by Avantes. Excitation of up-conversion luminescence was performed by a laser with a wavelength
of 974 nm (“Biospek”, Moscow, Russia) and a power of 1 W. Spectral data were analyzed using the UnoMomento
spectrum processing program, taking into account the hardware function of the spectrometer and the integrating sphere.

3. Results and discussion

The results of XRD analysis are presented in Fig. 1. For a short synthesis time, a mixture of cubic and hexagonal
phases is obtained. A half-hour exposure of the reaction mixture in the melt leads to the formation of a pure hexagonal
phase. Further increase in the heat treatment duration does not lead to a change in the phase composition of the
samples. The values of lattice parameters of hexagonal phase are presented in Table 1.

Electron microscopy data are shown on Figs. 2 and 3. The initially formed ensemble of nanoparticles (Fig. 2(a,b))
generates the formation of elongated particles of micron sizes. The grain size distribution of the samples is not uniform.
Elongated particles have an approximately hexagonal faceting corresponding to their crystallographic symmetry. Trig-
onal prisms are distinguishable. However, microcrystals that are approximately characterized by these simple habit
forms have a huge number of rough defects and are splices of smaller crystals. These results are similar to what we
previously observed in the synthesis of NaRF4 phases [45].

EDX data show that the actual composition of synthesized samples corresponds to the nominal one. Admixtures
of other elements were not recorded.
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FIG. 1. X-ray powder diffraction patterns of the samples. Stars denote the peaks of the hexagonal
NaRF4 phase, and squares denote the cubic one. Sample numbers are the same as in the Table 1

FIG. 2. SEM images of samples 1–3. (a) and (b) – the sample 1; (c) and (d) – the sample 2; (e) and
(f) – the sample 3
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FIG. 3. SEM images of samples 4–6. (a) and (b) – the sample 4; (c) and (d) – the sample 5; (e) and
(f) – the sample 6

It should be noted that the cubic α-phase is a high-temperature phase in NaF–RF3 systems, and it is non-
equilibrium one under our synthesis conditions. Cubic-hexagonal transitions (α → β transitions) in NaRF4 phases
have been reported in the numerous publications describing NaRF4 phase syntheses by a variety of techniques [4–11].
Temperature increase and/or extension of the synthesis duration promote the aforementioned α→ β phase transition.
This transformation, which is also observed in our experiment when the thermal treatment time is increased to 30 min
(see Fig. 1), is an actual realization of the Ostwald’s step rule [47, 48].

Bard et al. [12] attempted to interpret this transformation as a manifestation of non-classical crystal growth by the
oriented attachment of nanoparticles. This assumption should be considered untenable [49]. In view of the different
structures of α and β polymorphs, one should realize that beta-phase cannot be built from the pieces of the alpha-phase.
A change in the coordination number (CN) of the rare earth ions (CN 8 for cubic α phase and CN 9 for hexagonal β
phase) unequivocally requires complete recrystallization of the formed cubic nanoparticles.

On the other hand, the enlargement of beta phase particles during thermal annealing fits well into the scheme of
non-classical crystal growth by agglomeration of particles [50, 51]. The poor faceting of the formed crystallites is a
confirmation of this [52].

The results of the luminescent studies are presented on the Fig. 4 and in the Table 2.
The luminescence spectra of the samples are typical for this luminophore and show green (510 – 575 nm) and

red (625 – 670 nm) bands, corresponding to the radiative transitions of the erbium ions: 2H11/2, 4S3/2 → 4I15/2 and
4F9/2 → 4I15/2, respectively.

Changes in the synthesis duration had a tangible effect on luminescence efficiency of the samples. As the exposure
time increased, the energy yield of up-conversion luminescence increased monotonously. At the same time, the ratio
of red and green luminescence bands changed slightly.

The results shown in the Table 2 allow the following conclusions. The difference in the values of energy yield may
be accounted for by the larger size of the particles (resulting from the longer synthesis), which leads to an increase in
the surface area-to-volume ratio. Similar phenomena (surface quenching effect) have been observed for upconversion
NaGdF4:Yb,Tm nanoparticles [53] and for the intrinsic exciton luminescence in MF2 nanocrystals also [54, 55].
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FIG. 4. Luminescence spectra of samples 1–6. The wavelength of the pumping laser is 974 nm

TABLE 2. Estimated external energy yield (EQ) of up-conversion luminescence of Er3+ ions of
NaY0.78Yb0.20Er0.02F4.0 powder samples measured in integrating sphere, %

No. EQ,%
EQ1 %,
red band

EQ2 %,
green band EQ1/ EQ2

1 0.73 0.0033 0.0040 0.80

2 0.85 0.0044 0.0041 1.06

3 0.50 0.0032 0.0019 1.70

4 0.68 0.0041 0.0027 1.54

5 0.57 0.0034 0.0023 1.50

6 2.25 1.08 1.17 0.92

4. Conclusion

Our studies have shown the possibility of synthesizing an effective up-conversion phosphor NaYF4:Yb, Er by a
chemical reaction in a sodium nitrate flux. The target hexagonal phase is formed from the primary non-equilibrium
cubic nanophase in accordance with the Ostwald’s step rule. The resulting particles quickly grow in size with the
formation of micron-sized particles that have a rough hexagonal habit with strong symmetry violations and multiple
defects. The implementation of a non-classical mechanism of crystal growth by directed agglomeration of particles is
assumed. An increase in the particle size results in an increase in the efficiency of up-conversion luminescence.
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NiMgZn ferrites with chemical composition Ni0.2Mg0.3Zn0.5Fe2O4 nanomaterials were synthesized using the sol-gel technique. The various
properties of the samples prepared at three different calcination temperatures (T ) of 400, 450 and 500 ◦C/5 hr were studied. The X-ray diffraction
study confirmed the single-phase cubic spinel structure (JCPDS 08-0234) for 400 & 500 ◦C calcined samples and with Fe2O3 as an impurity phase
for 450 ◦C calcined sample with lattice parameter values 8.296 to 8.376 Å. The surface morphology and EDX spectra observed with field emission
scanning electron microscope (FESEM) images confirmed the nano-sized irregular shaped grain development at low calcination temperatures. The
force constants are determined using FTIR spectroscopy confirmed the M–O bonds present in ferrites. Optical band gap properties studied and found
that NiMgZn ferrites have band gaps in semiconducting region from 1.68 to 1.75 eV. The susceptibility-temperature (χ-T ) dependence is studied
using a Bartington MS2B Dual Frequency instrument in heating and cooling modes and magnetic transition temperature (Tc) were determined. The
highest magnetic susceptibility of 1293 is observed for 500 ◦C calcined material. By using VSM, the M–H loop, magnetic properties are studied,
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1. Introduction

Spinel ferrites having a variety of applications in the fields of data storage, transformer cores, anti-bacterial ac-
tivities, soft magnetic applications, biomedical, sensors, high frequency components, LTCC devices, super capacitors,
microwave absorption, photo catalytic activity and drug delivery etc. [1–4].

The properties of spinel ferrites (A+2Fe+3
2 O4 A: Cations such as Ni+2, Co+2, Zn+2, Mn+2, Cr+2, Mg+2, etc.)

depend on various parameters, such as synthesis, particle size, morphology and cationic distributions at the tetrahedral
and octahedral positions in the unit cell etc. Many studies have been performed by introducing non-magnetic ions
such as Mn, Zn, Cu, Sn, Mg, etc. to observe the changes in the magnetic and other properties of spinel ferrites using
different synthesis methods. The magnetic parameters vary due to the cationic transition from A, B sites. This can
be done by substitution of different Zn+2, Mg+2, Mn+2, Cu+2, etc. At the nanoparticle scale the properties of spinel
ferrites are significantly different compared to that of bulk materials because of their size and stoichiometry. Nano-
scaled ferrites are used in many applications like sensor applications, bio-medical applications, data storage [5–8].
Also, nano ferrites are used for microwave absorption and EMI shielding properties [9]. The magnetic properties may
be enhanced significantly at the nano scale [14].

MN Akhtar prepared NiMgZn ferrites using sol-gel method at 650 ◦C for 4 hours and showed that they are useful
for microwave absorption and High Frequency applications [1].

S. Ramesh et al. prepared NiZnCo and NiZnMn ferrites using sol-gel auto combustion method at 1200 ◦C have
showed that these ferrites can be used in the transformer cores and inductors upto several MHz [5].

Rohit Sharma et al. prepared Ni doped Mg–Zn spinel ferrites using co precipitation method at 900 ◦C and they
can be used in high density information storage, magnetic recording and memory devices [8].

In our present work, we synthesized nano NiMgZn ferrites via sol-gel method, as it has many advantages, such as
uniform reaction rates, compositional control, low cost synthesis, etc. The majority of research mentioned above has
synthetic temperatures above 500 ◦C. Hence, we decided to study the properties of NiMgZn ferrites calcined at three
temperatures 400, 450 and 500 ◦C for 5 hr. The synthesized samples were characterized by XRD, FESEM, EDX,
FTIR, UV and VSM.
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2. Experimental procedure

Fe(NO3)3 · 9H2O, Ni(NO3)2 · 6H2O, Zn(NO3)2 · 6H2O, Mg(NO3)3 · 6H2O, and C6H8O7(citric acid, anhydrous),
NH3 (25 %) solution were used as precursor materials. The stoichiometric weighed amounts of these metal nitrates
were completely dissolved in 50 ml of distilled water. This solution was then added to 50 ml of citric acid solution.
The molar ratio of these nitrates and citric acid is fixed as 1:1. Then the solution is stirred for 30 minutes to obtain
a clear solution using a magnetic stirrer with hot plate. After this ammonia solution was added drop-wise using a
burette to achieve a pH value of 7 for the solution with stirring it simultaneously. The solution is continuously stirred
with a rotation speed 470 rpm. Condensation reaction occurs between the adjacent metal nitrates and the molecules
of citrates, yielding a polymer network in colloidal dimensions known as sol. The stirring is continued for 1 hr.
Then,the solution was slowly evaporated by intensive stirring and heating for 6 hr at 80 ◦C and was kept at that
temperature until the solution turned into a gel. The gel was then calcined at 400, 450, 500 ◦C for 5 hr in a furnace.
The resulting powder was finely grounded using an agate mortar. Then this powders was characterized using the X-ray
diffractometer (XRD, Bruker, CuKα λ = 0.15406 nm), field-emission scanning electron microscope (FE-SEM, Ultra
55, Carl Zeiss), magnetic susceptibility measurement (χ-T curves) with Bartington MS2WFP furnace system (40 –
700 ◦C), FTIR spectrometer and UV-Visible Spectrometer for structural, morphological, magnetic susceptibility and
optical properties.

3. Results and discussion

3.1. X-Ray diffraction studies

The two-theta versus counts plots of NiMgZn ferrites were as shown in Fig. 1 for 400, 450, and 500 ◦C. These
X-ray diffraction peaks (111), (220), (311), (222), (400), (422),(511), (440), (620), (533) revealed the cubic spinel
structure (JCPDS 08-0234). The average crystallite size (D) was determined using the Scherrer formula: 0.9λ/β cos θ,
for major peaks and for (311) planes, where λ is the wavelength (0.15406 nm) of CuKα radiation, β is the full width
half maxima (FWHM) and θ is the diffraction angle [13]. The material calcined at 450 ◦C showed the presence of
Fe2O3 [3, 14, 15]; this may be due to the incomplete decomposition or non-reacted pre cursors at that temperature as
well as lattice distortion. The results of XRD data were displayed in Table 1.

TABLE 1. Structural Parameters of NiMgZn Ferrites calcined at different temperatures

S.
No

Calcination
Temperature

(◦C)

a (Å)
±0.001

V (Å)3

±0.001

Avg
D
nm
±1.0

2θ
For
311

planes

D nm
from
311

plane
nm
±1.0

ρx
g/cm3

±0.0001

ρb
g/cm3

±0.001

Porosity
P (%)
±0.001

Specific
Surface

Area
S(m2/g)
(6000/

ρb ·D311)

1 400 8.374 587.217 46.7 35.52 38.1 5.1429 4.314 16.117 36.50

2 450 8.296 570.960 15.5 35.88 12.4 5.2893 4.463 15.622 108.50

3 500 8.376 587.638 54 35.52 47 5.1392 4.521 12.029 28.24

It was found that the crystalline size was about 15.5 nm for the 450 ◦C calcined material; this was attributed due
to the high FWHM values observed and other two samples are 46.7 and 54 nm. The 450 ◦C calcined sample had small
average crystalline size and comparable with the crystallite size observed with (311) plane. This may be due to the
high micro strain produced either in synthesis processes or calcination temperature. The lattice parameter a = b = c

is 8.374, 8.296 and 8.376 Å are calculated from (311) plane using Bragg’s equation a =

√
11 · 1.5406
sin θ

Å show the

densification of unit cell at 450 ◦C which was observed in X-Ray density. The interplanar spacing for d311 is 2.769,
2.750 and 2.737 nm respectively, calculated from the formula d311 =

a√
11

. The X-Ray density is determined from

ρx =
n ·MW

Na · a3
, where MW is the molecular weight of the sample equal to 227.36 g/mole, Na is the Avogadro’s

number – 6.023 × 1023 atoms/mole, a is the lattice parameter and n = 8, the effective number of atoms for a face-
centered cubic structure. The maximum X-Ray density was found to be 5.2893 g/cm3 is for 450 ◦C calcinated sample.
The bulk densities are measured by preparing pellets which is calculated from ρb =

m

3.14 · r2 · t
, wherem is the mass,
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FIG. 1. X-Ray diffraction pattern of NiMgZn Ferrite calcined at 400, 450, 500 ◦C

r is the radius and t is the thickness of the pellets prepared. The bulk density shows increasing trend for increase in
calcination temperature due to expanding of grains over the surface. The porosity (P ) can be calculated using the

equation P % =

[
1− ρb

ρx

]
× 100 was found to be decreased with increasing calcination temperature, because of

improvement in the crystallinity of the samples [12,13]. The specific surface area is high for 450 ◦C calcinated sample
about 108.50 m2/g. Even though this surface area is high there is no significant influence on the other properties is
observed. This may be due to partial ferrite phase formation at 450 ◦C.

3.2. Surface morphology study

The surface morphology and EDX images of the ferrite samples of the pellets prepared were shown in the
Fig. 2(a,b and c) respectively. The morphology observed is similar for three calcination temperatures, whereas the
400 ◦C calcined sample showed irregular grains, the 450 ◦C calcined sample showed a uniform grain structure. The
500 ◦C calcined sample showed densified grains agglomerated at some places. The crystallinity improved well with
an increase in temperature. For all samples, the particle size is in the range of nm.

The EDX study is used to perform to know the stoichiometric & elemental details of the composition. The EDX
data of the samples prepared is listed in the Table 2. The EDX data provides the elemental composition of Ni, Mg,
Zn, Fe and O. All the samples have the nearest stoichiometry to the Ni0.2Mg0.3Zn0.5Fe2O4 composition prepared and
it is represented in Table 2.

3.3. FTIR spectroscopy

Figure 3 shows the FTIR spectra recorded in the 200 – 1000 cm−1 range for NiMgZn ferrites calcined at different
temperatures. The absorption bands and the tetrahedral, octahedra force constants were determined from the formula
Kt = 4π2c2ϑtµm and Ko = 4π2c2ϑoµm, where c = 2.99 × 1010 cm/s and µm is the reduced mass of Fe+3 and
O−2 equal to 2.60 × 10−23 g [1]. The absorption bands were observed in the 430 to 564 cm−1 range. The observed
absorption bands confirmed the formation of spinel ferrites. The force constants determined for three different calcina-
tion temperatures were shown in the Table 3. The table shows as the temperature increased, the cations preferentially
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(a)

(b)

(c)

FIG. 2. FESEM Images of NiMgZn Ferrites calcined at 400 (a), 450 (b), 500 (c) ◦C and EDX Data

TABLE 2. EDS Data of NiMgZn Ferrites

Element
and

(compo-
sition)

400 ◦C 450 ◦C 500 ◦C

Weight
%

100 %

Atomic
%

Calculated
compo-
sition
±0.001

Weight
%

100 %

Atomic
%

Calculated
compo-
sition
±0.001

Weight
%

100 %

Atomic
%

Calculated
compo-
sition
±0.001

Ni (0.2) 6.12 3.50 0.256 5.21 3.08 0.237 6.59 3.90 0.299

Mg (0.3) 2.84 3.93 0.287 2.83 4.04 0.310 2.42 3.46 0.265

Zn (0.5) 14.33 7.37 0.539 15.29 8.11 0.623 13.21 7.02 0.538

Fe (2) 50.66 30.48 2.228 52.65 32.70 2.51 53.76 33.45 2.564

O (4) 26.05 54.71 4 24.02 52.07 4 24.02 52.17 4
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occupied the octahedral sites, hence increase in the force constants at octahedra sites was observed. Some other ab-
sorption bands are due to O–H, C–H and COO groups which are not shown in the figure. The Debye temperature

is used to study the vibrations of lattice. The Debye temperatures were calculated from θD =
hcϑaverage

kB
[3, 16] and

depicted in Table 3. The Debye temperatures were found increase with an increase in the calcination temperature.
This is attributed due to the increase in the wave number related to Me–O at tetragonal site. The increasing trend of
Debye temperatures indicates the reduction of the lattice vibrations due to an increase in the calcination temperature
linked with improved crystallinity.

FIG. 3. FTIR spectra of NiMgZn ferrite indicating prominent M–O bonds

TABLE 3. The force constants obtained from FTIR spectroscopy & optical band gap from UV-
Visible spectroscopy at tetrahedral and octahedral sites for NiMgZn ferrites

S.
No

Calcination
Temperature

◦C

νt
cm−1

νo
cm−1

Kt × 105

Dyne/cm
Ko × 105

Dyne/cm

Debye
Temperatures
θD (K)

Eg (eV)

1 400 564 430 2.918 1.695 713.195 1.68

2 450 566 435 2.937 1.735 718.217 1.73

3 500 560 461 2.877 1.948 732.567 1.75

3.4. UV-Visible spectroscopy

UV-Visible spectroscopy was used to determine the optical bad gaps of the materials. The diffuse reflectance
spectra (DRS) were recorded using UV-Visible spectrophotometer in the 240 – 2600 nm range for the NiMgZn fer-
rites. The Kubelka–Munk function (function of reflectance) was calculated using the relation F (R) = (1− R)2/2R,
where R can reflect the reflectance. It is a well-known fact that the F (R) is directly proportional to the absorp-
tion coefficient (α). Hence, in place of α, the numerical value of F (R) would be considered. By using the equation
(αhυ)n = K(hυ−Eg), where hυ indicated the photon’s energy, n reflected exponent and the rest of the symbols have
their general meaning. Herein, n can provide the information related to the kind of transition between valency (VB)
and conduction bands (CB). That is, for direct transition of charges between VB and CB , n value is equal to 2 while
for indirect transition n is to be 0.5. As we are considered only direct transition of charges from the two bands so that
n = 2 was taken for determining the Eg values [17]. The plot of (αhυ)2 Vs hυ graphs of NiMgZn ferrites calcined
at three calcination temperatures (T ) values shown in Fig. 4(a,b,c). After plotting the graphs, the linear potion of
each plot was extrapolated towards the direction of x-axis. The photon energy position intersected portion of the plot
was the optical band gap of the sample Eg . From the last column of Table 3, it was observed that the Eg values of
all compositions were increased with an increase in the calcination temperature. The NiMgZn ferrites compositions
calcined at 400 – 500 ◦C showed the increasing trend of Eg value from 1.68 to 1.75 eV. This kind of behavior can be
commonly explained by the localized and delocalized electrons. The localized electrons increased with the increasing
calcination temperature, such that the band gap increased and it indicated a structure with fewer oxygen defects.
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(a)

(b)

(c)

FIG. 4. Optical Band gap of Nano NiMgZn ferrites calcined at 400 (a), 450 (b) and 500 (c) ◦C
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3.5. Susceptibility of NiMgZn ferrites

The susceptibilities were recorded in heating mode and cooling mode using a Bartington MS2B Dual Frequency
instrument from 40 – 700 ◦C in order to study the magnetic temperature and shown in Fig. 5. With this, we can estimate
the ferrimagnetic to paramagnetic behavior of the samples. Both the heating and cooling mode curves showed the same
trend. The samples calcined at 400 and 500 ◦C are exhibiting perfect ferromagnetic to paramagnetic behavior, while
the sample calcined at 450 ◦C showed deviation from ferromagnetic behavior; this may due to the significant formation
of Fe2O3 at that temperature, which was observed in XRD. Since the magnetic susceptibility depends on the type of
dopant and microstructure, the deviation of nature is due to the formation of Fe2O3 [3, 15, 18]. The susceptibility
recorded at 40 ◦C for all samples increased with calcination temperature. The magnetic transition temperature (Tc)
increased from 438 to 446 ◦C and then decreased to 418 ◦C.

(a)

(b)

FIG. 5. Susceptibility and temperature graph in cooling (a) and heating (b) mode

3.6. M–H loop analysis

Figure 6 represents the room temperature hysteresis behavior of the NiMgZn ferrites calcined at different tem-
peratures over the field range from −15 to +15 k Oe at room temperature. The various magnetic parameters, such
as remanent magnetization (Mr), saturation magnetization (Ms), Mr/Ms, Magnetic moment (nB) in Bohr magne-
tons (µB), Coercive field (Hc), Anisotropy constant (Kac) are shown in the Table 4. The remanent magnetization
decreased with calcination temperature; also, the saturation magnetization decreased from 97.20 to 90.20 emu/g.
The coercivity decreased with an increase in the calcination temperature. This can be attributed to a decrease in the
ferrimagnetic nature. The decreased coercivity of the samples can be explained on the basis of magnetic crystalline-
anisotropy, which depends on various parameters such as cationic distribution, specific surface area, grain size, density,
synthesis method, etc [8]. Magnetic moments also decrease from 3.95 to 3.67. This can be explained as follows. As
the temperature increases the concentration of Fe ions on B site will be decreased so that, the magnetic moment at B
site will be decreased and magnetic moment at A site be increases due to increase in the concentration of Fe ions at
A site as a result the net magnetic moment will be decreased according to Neel’s model [20, 22]. However, with the
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formation of iron oxide for the 450 ◦C calcined sample, more Fe+3 ions occupy the A sites. By comparing the samples
calcined at 400 and 500 ◦C, we can conclude that as the calcination temperature increased Fe ions will occupied more
A sites compared to B sites, and hence, the magnetic moment decreased. The squareness values all are less than 0.5
indicates the contribution of uniaxial anisotropy of the synthesized nano ferrites. Due to small values of coercivity and
remanence magnetization, this material can be used in high frequency electronic instruments. Also, the increase in the
calcination temperature reduced the canting effect of Zn in the ferrites [14, 21].

FIG. 6. M–H curves of NiMgZn ferrites

TABLE 4. The magnetic parameters of the nano NiMgZn ferrites

S.
No

Calcination
Temperature

◦C

Mr
(emu/g)

Ms
(emu/g) Mr/Ms

nB (emu/g)=
MW ·Ms

5585

Hc
(Oe)

Anisotropy
constant
(erg/cc)

Kac =
HcMs

0.96

Tm
(◦C)

heating
mode

χ
at

40 ◦C

1 400 13.80 97.20 0.1419 3.95 48.36 4896.45 438 453

2 450 12.62 95.76 0.1318 3.89 47.25 4713.19 446 663

3 500 5.01 90.20 0.0555 3.67 42.65 4007.32 418 1293

A comparative study of present work with the related compositions is represented in Table 5.

4. Conclusions

NiMgZn ferrites were synthesized by the sol-gel method. This ferrites had a spinel cubic structure with lattice
parameter ranges from 8.296 to 8.376 Å and crystalline size about 15.47 to 54.02 nm. The presence of iron oxide
major phase is observed for the sample calcinated at 450 ◦C. The FESEM-EDX images confirms the uniform grains
and desired elements present in all samples prepared. The FTIR spectrum shows the prominent absorption bands in
the 430 – 564 cm−1 range, confirming the spinel ferrites were formed. The optical band gaps are found to be 1.68
to 1.7 eV, showing the semiconducting nature of the ferrites. The susceptibility and temperature study confirm the
ferromagnetic nature decreased as the temperature increased. The ferromagnetic susceptibilities at 40 ◦C varied from
453 to 1293. The saturation magnetization and coercivity decreased with increase of calcination temperatures as a
greater number of Fe+3 ions occupy the tetrahedral sites. The samples prepared at 400 and 450 ◦C are ferrimagnetic
in nature, whereas the sample prepared at 500 ◦C displays a soft magnetic nature. These ferrite materials have potential
applications in photocatalytic activity, drug delivery and other ferrimagnetic applications.
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TABLE 5. Comparative data of NiMgZn ferrites prepared by various researchers

S.
No

a
Å

D
(nm)

Ms
(emu/g)

Hc
(Oe) µB

S
(m2/g)

Kt

×105
dyne/
cm2

K0

×105
dyne/
cm2

Band
gap
(eV)

Work and method

1
8.345-
8.364

13.0-
18.4

14.59-
58.45

18.56-
131.25

1.74-
6.94

2.8788-
3.1094

2.0278-
2.3877

M.N. Akhtar et al.
Ni0.5MgxZn0.5−xFe2O4

(sol-gel) [1]

2
8.363-
8.386

19.00-
28.863

D.H. Bodade et al.
Mg0.7−xNixZn0.3Fe2O4

(sol-gel auto combustion
method) [2]

3
8.349-
8.388

40.06-
42.89

24.7-
57.6

64.6-
107.0

27.03-
31.17

2.141-
2.279

1.275-
1.323 –

P. Tiwari et al.
Mg0.7−xNi0.3ZnxFe2O4

(Solution combustion
method) [3]

4
8.3846-
8.4116

43.58-
59.40

25.30-
57.84

18.69-
125.58

0.99-
2.26

4.50–
5.60

R. Sharma
Mg0.5Zn0.5−xNixFe2O4

(Co precipitation) [8]

5
8.368-
8.404

36-
59

30.4-
43.1

11.9-
65.8

1.17-
1.82

Gabal et al.
Ni0.8−xZn0.2MgxFe2O4

(sol-gel) [19]

6
8.345-
8.4052

12.9-
23.9

29-
106

72.45-
122.34

A. Ghosh et al.
Mg0.7−xNi0.3ZnxFe2O4

(sol-gel auto combustion
method) [23]

7
8.296-
8.376

15.5-
54.0

90.20-
97.20

42.65-
48.36

3.67-
3.95

28.18-
108.50

2.773-
2.937

1.695-
1.948

1.68-
1.79 Present study
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Large scale cadmium sulfide nanoparticles were synthesized by simple chemical route. The microstructure of cadmium sulfide nanoparticles
was characterized by X-ray diffraction pattern (XRD) FESEM, FTIR and UV-visible spectroscopy. The XRD results showed that there was a
transformation from cubic to hexagonal crystalline phase. The W–H plots show the size and nature of the strain incorporated in peak broadening of
X-ray diffraction peaks. Some of the observed peak broadening can be attributed to crystallite size and microstrain effects, dislocation density, hkl-
dependent peak broadening and peak shifts are clearly associated with stacking faults. The refractive index of the CdS nanoparticles was estimated
to 2.22. The optical band gap of the synthesized CdS nanoparticles was calculated by Tauc relation and found to be 3.45 eV. The dependence of
the blue shift and optical band gap on the quantum size effect was confirmed by UV-Visible spectroscopy. FTIR study confirmedthat the –C–O and
–OH groups of thioglycerol can readily bind with CdS nanoparticles.
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1. Introduction

Nanotechnology is the most promising technology that can be applied in almost all spheres of life, ranging from
pharmaceuticals, defense, electronics, transportation, heat transfer, as well as sports and aesthetics. Cadmium sulfide
is one of the most studied materials, with a band gap of 2.43 eV and also these are ideal quantum confined semicon-
ductors due to its optical and electronic properties [1]. For fabrication of p-n junction solar cells, CdS (n-type material)
along with p-type materials like copper indium gallium diselenide (CIGS), copper zinc tin sulfide (CZTS), gallium
arsenide (GaAs), indium phosphide (InP), cadmium telluride (CdTe) etc. have been used [2, 3]. Due to wide band
gaps, CdS is used as window material carriers, which improve solar cell efficiency [4]. Also, it is primarily used in
solar cell and a variety of electronic devices. The photoconductive and electroluminescent properties of cadmium sul-
fide have been applied in manufacturing a variety of consumer goods. CdS is an attractive visible-light photocatalyst
because of its desired band gap, oxidation and reduction potential. CdS may also act as important sensitizers, which
can sensitize the wide band gap semiconductor and this improves the photocatalytic activity and stability of the pho-
tocatalyst [5]. II–VI semiconductor nanoparticles are currently of great interest for their practical applications, such
as zero dimensional quantum confined materials in light emitting diodes [6], photo detectors [7], FET [8], photolu-
minescence [9], infrared photo detector [10], and environmental and biological sensors [11]. There are many ways to
prepare semiconductor nanoparticles, including some physical methods, such as low pressure, gas evaporation method,
chemical methods such as settling, hydrolysis, hydrothermal, sol-gel, electric spark, sluggish precipitation [12]. Cad-
mium sulfide nanoparticles is an extremely insoluble and stable, so sulfide producing microorganisms can be used at
contamination site to detoxify the heavy metals [13]. Apart from chemical synthesis,another well-known route for
CdS nanoparticle synthesis is the biosynthesis of CdS nanoparticles, which can be carried out by using microorgan-
isms, fungi and plants. In that synthesis, the microbes involved should isolate the Cd+2 ions from their metal solution
and accumulate them in a reduced state by different enzymes and metabolites secreted by their activity [13]. Various
morphologies of CdS nanocrystals have been previously reported, such as flakes [14], spheres [15], dendrites [16]
nanowires nanorods [17] and other structures were dominant.

The aim of present work is to prepare large scale cadmium sulfide nanoparticles using a simple chemical route
and to investigate their microstructure and optical properties.
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2. Experimental

2.1. Chemicals used

Cadmium (II) Chloride (CdCl2 AR 99 % Pure), Sodium sulfide flakes Na2S (99 % pure) from Vishal and
1-Thioglycerol (HSCH2CH2OH) from Loba Chem. of analytical grade, were purchased and used without further
chemical treatment and purification. Na2S and HSCH2CH2OH were used as reducing agent. De-ionized water was
prepared in our laboratory and it was used as solvent throughout the preparation.

2.2. Synthesis of cadmium sulfide nanoparticles

A 25 ml of 1 molar Cadmium (II) Chloride (CdCl2, AR 99 % pure) solutions was prepared by dissolving in
de-ionized water. Solutions of 2.0 M Na2S were prepared in 50 ml de-ionized water. A 25 ml of CdCl2 solution were
heated continuously at 90 ◦C temperature under vigorous stirring on magnetic stirrer with heater (electrical/mechanic).
2.0 molar concentration of sodium sulfide (Na2S) solution was added drop wise to formation of stoichiometry solu-
tion. Then, 1-thioglycerol was added to the reaction medium. Thioglycerol (HSCH2CH2OH) was used as a capping
agent, leading to the formation of colloidally-stable CdS nanoparticles with controlled aspect ratios. Capping agent
is widely used for preparation of nanoparticles because the hydroxyl group confers solubility in water and lowers
the volatility. The heating and mixing continued till the color changed to gradually turned from light to dark yel-
low. The yellow product was collected by centrifugation at 5000 rpm for 20 minutes and washed three times with
ethanol and double distilled water. Dark yellow color indicated the formation of fine nanoscale cadmium sulfide par-
ticles from thioglycerol-assisted reduction [18]. The obtained product was dried under IR lamp for few hours and
sintered at 200 ◦C in air for 1 hour. Various optimization studies were performed to investigate the size and shapes of
CdS nanoparticles. The whole process was completed within 5 – 6 hours. Molar concentration ratio of solution was
increased then large scale of nanoparticles was obtained. The chemical reaction is as follows:

CdCl2 + Na2S→ CdS + 2NaCl.

2.3. Material characterization

The cadmium sulfide nanoparticles were characterized by X-ray diffraction technique [Bruker D-8 model, DMAX-
2500, CuKα (λ = 1.542 Å) radiation] for structural analysis and determination of grain size for Braggs angle (2θ)
from 20 to 80 degree.The crystallites size was determined by using Debye Scherrer formula [19]:

D =
0.9λ

β cos θ
. (1)

The dislocation density (δ) was calculated from equation:

δ =
n

D2
, (2)

where n is a factor and D is the crystallite size [20].

RMS microstrain (e) was determined using a Williamson and Hall plot. The slope of the plot of
β cos θ

λ
versus

2 sin θ

λ
gives the value of the RMS microstrain. The stacking fault probability was calculated from the peak shift using

the following equation:

∴ α =
2π2∆(2θ)

45
√

3 tan θ(hkl)
. (3)

The calculated values of lattice parameters for cubic crystal structure were estimated by using Nelson–Riley
plots [20]:

∴ f(θ) =
1

2

[(
cos2θ

sin θ

)
+

(
cos2θ

θ

)]
. (4)

The UV-visible optical absorption spectra were measured in the 200 – 400 nm range. A record spectrophotome-
ter (JASCO UV-VIS-NIR Model No.V-670) was used for these optical measurements. The infrared spectrum was
measured at room temperature in the wave number range 400 – 4000 cm−1 by a Fourier Transform infrared spec-
trophotometer (FT/IR-6100 Shimadzu). For that analysis, the samples were pulverized into fine powder and then
mixed with KBr powder in a weight ratio of (1:100).
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FIG. 1. XRD pattern of CdS nanoparticles sintered at 200 ◦C

3. Results and discussion

3.1. X-Ray diffraction (XRD)

Figure 1 shows an XRD pattern of CdS nanoparticles sintered at 200 ◦C plotted in the range 20 – 80 ◦.
In this pattern, the significantly broader hump and less intense peaks in the XRD pattern that were observed are

indicative of the small size for the CdS nanoparticles and they are in agreement with small FWHM peaks. This also
confirms the stoichiometric nature of nanoparticles. The line broadening of the peak was used to calculate the average
crystallite size of the CdS nanoparticles using the Scherrer formula [19]. The XRD pattern shows number of peaks
of CdS nanoparticles phases, indicating a face centered cubic structure for the cadmium sulfide [JCPDS Card No.
89-0440]. It contains a minorwurtzite hexagonal phase of CdS [JCPDS Card No. 80-006]. CdS phase was most
often appear in synthesized colloidal CdS particles, but the macro scale phase of CdS is normally with the hexagonal
structure [21]. I have been obtained cubic phase as well as minor hexagonal phase in the present preparation of CdS
nanoparticles. The observed peaks show the presence of cadmium sulfide phases which match well with reported
JCPDS data confirming pure CdS phase structure. The XRD pattern of the CdS nanoparticles exhibits prominent,
broad peaks at 2θ values of 26.81, 31.32, 37.94, 43.96, 51.28, 58.89 and 71.22 which could be indexed to scattering
from (1 1 1), (2 0 0), (1 0 2), (2 2 0), (3 1 1), (2 0 2), and (3 3 1) planes respectively of cubic and wurtzite hexagonal
structure of CdS [22]. The higher peak intensities of the XRD pattern are due to the better crystallinity and larger
grain size and can be attributed to particle agglomeration. It has been observed that (111) reflections are of maximum
intensity, which indicates that CdS nanoparticles have a preferred orientation in the (111) plane. One shoulder sharp
intense peak at 2θ value of 31.32 was identified scattering from (200) plane (JCPDS-010705-0581). The measured
peaks are in good agreement with other studies.

It is evident from the following (Table 1) that the data obtained are well matched with the standard values of CdS
crystal [23].

3.1.1. Nelson–Riley plots. The spacing between diffracting planes (d) of synthesized CdS nanoparticles was calcu-
lated from the Bragg equation

nλ = 2d sin θ.

Lattice parameter of the cubic (a = b = c) and hexagonal (a = b 6= c) crystal is calculated using the formula,

1

d2
=
h2

a2
+
k2

a2
+
l2

a2
and

1

d2
=
h2

a2
+
k2

a2
+
l2

c2
,

where, d is the atomic lattice spacing, h, k and l are miller indices; a is the lattice parameter of the crystal. Crystal
lattice parameter and cell volume of cubic and hexagonal structure of CdS was observed from XRD pattern. It was
found to be 5.8168 & 5.1506 Å and 196.81 and 108.89 Å3 respectively. The calculated values of the lattice parameters
for cubic crystal structure were estimated by using Nelson–Riley plots [24].

Figure 2 shows the Nelson–Riley curve was plotted of error function by the extrapolation f(θ) against lattice pa-
rameter (a) for cubic and hexagonal (c) crystal were obtained. By using eq. (4), the extrapolation f(θ) was calculated.
The corrected values of lattice parameter were estimated for cubic (a) and hexagonal (c) crystal is 5.760 and 5.198 Å.
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TABLE 1. Observed and calculated diffraction angles, d-spacing, crystallite size with (hkl) planes
cadmium sulfide nanoparticles

Observed
diffracting
angle (2θ)

degrees

Calculated
diffracting
angle (2θ)

degrees

Observed
d-Spacing

in Å

Calculated
d-Spacing

in Å

hkl
(Planes)

Crystallite
size

in nm

Lattice
parameter

of the crystal (a)

26.81 28.22 3.3214 3.3257 C(111) 38.55 5.7603

31.32 32.51 2.8644 2.8562 H(200) 43.92 5.4817

37.94 36.62 2.3660 2.3718 H(102) 50.95 3.9655

43.96 44.22 2.0598 2.0595 C(220) 51.63 5.8251

51.28 52.10 1.7336 1.7817 C(311) 46.60 5.9092

58.89 58.27 1.5499 1.5684 H(202) 48.56 4.7722

71.22 72.71 1.3187 1.3244 C(331) 41.33 5.7729

The lattice parameters corresponding to each peak reflections were plotted against a Nelson–Riley function and the
precise lattice parameter were taken from the intercept out of linear fit. The Nelson–Riley curve showed a high quality
of crystallization of CdS nanoparticles. They are in good agreement with the results of JCPDS data.

FIG. 2. Nelson–Riley plot for lattice parameters for CdS nanoparticles synthesized by simple chem-
ical route

When the temperature is increased, crystallinity tends to increase with decrease in lattice constant (a = 6.29, 5.88,
5.87 and 5.85 Å) and increase in the particle size [25]. Particle growth usually occurs via the mechanism of Ostwald
ripening. Larger particles grow on account of dissolution of smaller ones. As a result, the particle size increases
continuously during the growth as temperature increases [26].

3.1.2. Dislocation density. The dislocation density is the length of dislocation lines per unit volume of the crystal
this means crystallographic defect with in a structure of crystal which contains an abrupt change in the arrangement
of atoms. In the literature, dislocation strongly influences many of the properties of materials, such as slip, surfaces,
interfaces, irradiation, pining, climb etc.

The X-ray diffraction pattern of CdS analysis has been used to determine the dislocation density. Accordingly,
it was observed that the crystallite size of the CdS nanoparticles is inversely proportional to dislocation density. The
dislocation density was calculated using Williamson and Smallman’s equation (2). The dislocation density for the
synthesized CdS nanoparticles was estimated to be 0.4989× 1015 m−2. Fig. 3 shows variation of crystallite size with
dislocation density of the CdS nanoparticles sintered at 200 ◦C.

3.1.3. RMS Microstrain (e). X-ray diffraction line broadening profile is mainly caused by non-ideal optics of the
instrument and microstructure imperfections in the crystals. The micro structural line broadening can be subdivided
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FIG. 3. Variation of dislocation density against crystallite size of CdS nanoparticles

into size broadening and strain broadening [27]. Fig. 4(a) shows the plot of β cos θ against 2 sin θ with different
deformations at ambient air. The points in the W–H are scattered, which is attributed to line broadening is termed
anisotropic. β cos θ is not a monotonic function of 2 sin θ. The RMS microstrain introduced in the sample is possibly
due to stacking fault within the crystallites. Since the preparation of nanoparticles is carried out at 90 ◦C aerobically,
some stress is expected to be introduced, which can result in stacking fault. The microstrain from the Williamson and
Hall regression is satisfied because the plots have completely seen distributed in the whole of the graphic. The precise
RMS microstrain was taken from the intercept out of linear fit. The value of RMS microstrain is on the lower side
compared to that reported 0.4944 by chemical precipitation technique. It was possibly due to large value of average
crystallite size (∼50 nm) of the powder samples [28].

FIG. 4. β cos θ against 2 sin θ of CdS nanoparticles (Williamson–Hall plots) (a) and microstrain
against crystallite size of CdS nanoparticles (b)

The Williamson–Hall method is one of the simplest methods which clearly differentiates between size-induced
and strain-induced peak broadening by considering the peak width as a function of 2θ(hkl). These estimated values
of microstrain indicate a decreasing trend with increases crystallite size with diffraction angle in X-ray diffraction line
broadening profile [29] as shown in Fig. 4(b). The calculation of RMS micro strain was done by Williamson–Hall
method.

Microstructure parameters of CdS nanoparticles powder sample as shown in Table 2.

3.1.4. Stacking Fault Probability (α). A stacking fault is a planar imperfection that arises from the stacking of one
atomic plane out of sequence with another while the lattice on either side of the fault is perfect. The defect is associated
with shifting of the planes two theta values of X-ray diffraction profile. It arises when one atomic plane sets out of
series than others to start piling up; on the other hand lattice remains surpassing. Due to stacking fault only the
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TABLE 2. Microstructure parameters of cadmium sulfide nanoparticles powder sample

Observed
diffraction
angle (2θ)

degrees

Calculated
diffraction
angle (2θ)

degrees

hkl
(Planes)

Crystallite
size,

nm (D)

Dislocation
density, m2

(δ)× 1015

Stacking
fault

probability
α

RMS
micro
strain

(e)× 10−4

26.81 28.22 C(111) 38.55 0.67901 0.47640 0.77644

31.32 32.51 H(200) 43.92 0.58413 0.34231 0.58530

37.94 36.62 H(102) 50.95 0.38522 0.30966 0.41894

43.96 44.22 C(220) 51.63 0.37514 0.05194 0.36940

51.28 52.10 C(311) 46.60 0.45931 0.13777 0.34185

58.89 58.27 H(202) 48.56 0.42407 0.08855 0.29066

71.22 72.71 C(331) 41.33 0.58542 0.16774 0.28448

position of peak shows variation from JCPDS for its corresponding sample [30]. The stacking fault probability was
calculated using eq. (3). Some of the observed peak broadening can be attributed to fine crystallite size and micro strain
effects, anomalous plane (hkl) dependent peak broadening and peak shifts are clearly associated with stacking faults.
Whenever the observed value of stacking fault is higher in a particular material then the exact cross slip dislocation
can be found. The presence of stacking faults gives rise to a shift in the peak positions of different reflections with
respect to ideal positions of a fault free sintered sample [31,32]. The optimized synthesized conditions preferred plane
orientation of CdS nanoparticles with larger crystallite size, lower RMS strain, dislocation density and stacking fault
probability are obtained. Fig. 5 represent variation of RMS strain, dislocation density, stacking fault probability with
diffraction angle of CdS nanoparticles sample at 200 ◦C.

FIG. 5. Variation of RMS strain, dislocation density, stacking fault probability with diffraction angle
(2θ) of CdS nanoparticles at 200 ◦C

Figure 6 shows the FESEM image of CdS nanoparticles sintered at 200 ◦C. The FESEM micrograph clearly
illustrates the formation of sub-micrometer crystallites distributed over the surface. Agglomeration of large crystallites
also seems to be present in overall regions on the surface of the sample. The average particle size evaluated from
FESEM micrograph was found to 74.07 nm.

3.2. UV-visible spectrophotometer analysis

The UV-visible optical absorption spectra were recorded at room temperature from a double beam spectropho-
tometer in the range 200 – 800 nm. A record spectrophotometer (JASCO UV-VIS-NIR Model No.V-670) was used
for these optical measurements of cadmium sulfide nanoparticles. Fig. 7 shows absorption in the near UV region
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FIG. 6. FESEM image of CdS nanoparticles sintered at 200 ◦C

arises from electronic transitions associated with in the powder sample. As synthesized CdS nanoparticles sintered at
200 ◦C, it exhibits a strong absorption band at wavelength near 225 nm with the absorption edge at about 359 nm.

FIG. 7. Optical absorption spectra of CdS nanoparticles sintered at 200 ◦C

The UV-absorption ability of cadmium sulfide is related with band gap energy. The optical band gap energy was
calculated from the dependence of the absorption coefficient on the photon energy using the Tauc relation (αhϑ) =
A(hϑ − Eg)n, where A is Tauc’s constant, which is a characteristic parameter independent the photon energy, Eg is
the band gap of the material. The exponent n depends on the type of transition, for that, it takes values for Direct
(n = 1/2), indirect (n = 2), direct forbidden transition (n = 3/2) and forbidden indirect transition (n = 3). As a
semiconductor, cadmium sulfide has direct allowed transitions, accordingly n = 1/2 is chosen [33]. The band gap
energy fallowed direct transition of CdS nanoparticles sintered at 200 ◦C was found to be 3.45 eV and it was compared
with the bulk cadmium sulfide Eg = 2.42 eV. It indicates the absorption position depends on the morphologies and
crystallite size of CdS. Also, the crystallite size is directly related to the absorption wavelength, As a result, the band
gap of the CdS nanoparticles increases, causing a blue-shift in the UV-vis absorption spectra. The band gap energy of
CdS nanoparticles has been reported with Eg = 3.46 eV [34].

The refractive index of the cadmium sulfide powder sample was calculated using the Herve–Vandamme formula:

n =

[
1 +

(
P

Eg +Q

)2
]1/2

,

where P = 13 · 6 eV and Q = 3 · 4 eV is standard constant values. The refractive index gives information about
vacancies present in the CdS nanoparticles and defines the measurement of density that is, a decrease in the refractive
index means a decrease in the material density in the CdS sample. The refractive index of the CdS nanoparticles was
found to be 2.22.

3.3. FT-IR spectrophotometer analysis

The infrared spectrum of synthesized cadmium sulfide nanoparticles as in the range of wave number 400 –
4000 cm−1, which identifies the functional groups and chemical bond in the synthesized compound. The infrared
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spectra of cadmium sulfide nanoparticles are represented in Fig. 8. The large broad band at 3504 cm−1 is ascribed to
the O–H stretching of the adsorbed moisture on the cadmium sulfide surface [35]. The bands appearing at 2970 and
2160 cm−1 correspond to C–H stretching and bending vibrations. The absorption is sharp and strong peak around
1620 cm−1 is assigned to the symmetric bending vibration of the water molecules [36].

FIG. 8. FTIR of CdS nanoparticles sintered at 200 ◦C

The band at 1471 cm−1 is assigned to H–O–H characteristics. The Peak at 1125 cm−1 assigned to C–O stretching
vibration. This band arises from C–O linkage stretching and C–O–H bending vibrations [37]. The bands located at
around 750 cm−1 have been attributed to the CO2 asymmetric stretching vibration. The strong absorption band
located at 670 – 470 cm−1 was assigned to the Cd–S stretching vibration mode, which confirms the formation of
cadmium sulfide [38]. These observations convincingly support template role in thioglycerol in the control of the size
of CdS particles. The IR study confirms that the –C–O and –OH groups of thioglycerol can readily bind with CdS
nanoparticles [39].

4. Conclusion

Large scale CdS nanoparticles were synthesized by a low cost simple chemical route. The XRD results showed
that there was a transformation from a cubic to a hexagonal crystalline phase. The observed d-spacing values were
found to be in good agreement with the JCPDS data for cubic and hexagonal cadmium sulfide. This clearly indicated
that the prepared material is CdS with cubic and hexagonal structure. The W–H plots showed the size and nature
of the strain incorporated in peak broadening of X ray diffraction peaks. The optimized synthetic conditions to CdS
nanoparticles with larger crystallite size, lower RMS strain, dislocation density and stacking fault probability were
obtained. The refractive index of the CdS nanoparticles was estimated to 2.22. The band gap energy fallowed direct
transition of CdS nanoparticles sintered at 200 ◦C was found to be 3.45 eV. FTIR study confirms that the –C–O and
–OH groups of thioglycerol can readily bind with CdS nanoparticles. The quality and particle size obtained in our
CdS nanoparticles suggest that they are suitable for various applications, such as the detection and treatment of cancer
and other diseases and for air and water purification.
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Development of nanotechnology has led to massive breakthroughs in the area of wound healing. Recently, metal oxide nanoparticles have shown
a broad range of applications in biomedical fields. The lack of potent healing agents for complicated wounds and healing potentials of zinc oxide
(ZnO) motivated us to evaluate the wound healing potentials of nano ZnO in comparison to its bulk form in rats. In the present study, single open
excision wounds (2 × 2 cm2) were created on the backs of fifteen rats and divided into Group I, II and III. On the wounds of group I, II and
III, topical application of ointment base, bulk ZnO (20 %) and ZnO nanoparticles (2 %) was done for 14 days, respectively. Significantly smaller
wound area and increased percent wound contraction was evident in the ZnO nanoparticles-treated group. Histopathological analysis revealed that
the ZnO nanoparticle-treated wounds possessed reduced numbers of fibroblasts and blood vessels. However, collagen fibers in ZnO treated group
were compactly arranged in thick bundles with a well-organized manner and orientation. The newly formed epithelial layer was also covering more
area of healing tissue in the ZnO nanoparticle-treated group. The ZnO nanoparticle-treated group also revealed the higher overall wound maturity
score, as compared to other groups. In view of this, it might be concluded that topical application of ZnO nanoparticles (2 %) caused faster wound
healing and the healing was better than bulk ZnO treatment, even at ten-fold lower concentration.
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1. Introduction

During the last few years, nanotechnology has become an emergent interdisciplinary field of research by combin-
ing the material science, bio-nanoscience, and technology. It has been considered as the technological innovation of
the 21st century. Nanotechnology involves the design, characterization, synthesis and application of different materi-
als, structures, devices and systems by controlling their shape as well as size at the nanometer scale. Research and
development in this field at various levels are increasing rapidly. Engineered nanoparticles are key constituents of the
nanotechnology industry and number of consumer products containing nanoparticles is rapidly increasing. Nanopar-
ticles have greater potential to cross biological barriers to reach pulmonary connective tissues, lymphatics, blood
circulation and critical organs in comparison with micron-sized particles [1–3]. Their smaller size and large surface
area also enhance their ability to enter into cells and become more biologically active [4–6]. Nanotechnology has
shown tremendous broad application in many fields, including medicine. This technology has become the forefront of
research and possesses tremendous potential to revolutionize the medical sector.

Currently, impaired wound healing in humans and animals has become a big challenge in medical and veterinary
fields. Although wound healing is a natural phenomenon, the conversion of an acute wound to a chronic wound can
occur due to the persistence of chronic conditions (diabetes mellitus, venous stasis ulcers, skin ulcers etc.) resulting in
difficulties for wound management. The prevalence of patients with chronic wounds has increased sharply in recent
years. The probabilities of occurring of cutaneous wounds are more, as skin is vulnerable to a variety of external fac-
tors and resulting in different types of skin damage. The available traditional therapies generally involve high cost and
long-lasting treatments with an ulcer relapse rate of above 70 % [7]. Significant efforts have been made towards wound
care management in recent years for framing the new therapeutic approaches and technologies, however,satisfactory
results have still not been achieved. The innovative and impressive development of nanotechnology has led to massive
growth in the direction of nano-drug delivery systems for wound healing and skin regeneration. Additionally, nanopar-
ticles of metals and their oxides have emerged in recent years with a broad range of applications in biomedical field
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including antibacterial, anticancer drug/gene delivery, cell imaging, biosensing, transdermal antibiotic patches, cos-
metics etc. [8]. It has been observed that nanoparticle of metals and their oxides can exhibit unique functions, which
are not observed in bulk phases. In recent years, some studies have revealed the wound healing of many compounds,
including metals and their oxides. Application of silver nanoparticles to wounds showed that healing times were less
when compared to another standard drug (Povidone-iodine) [9]. Copper nanoparticles have shown acceleration of
wound healing via promotion of skin cell migration, proliferation, and neovascularization [19]. Copper nanoparticle-
embedded hydrogels have also displayed promising potential for skin tissue regeneration [11]. Thrombin-conjugated
iron oxide nanoparticles have caused the enhancement of incisional wound healing [12]. Recently, curcumin nanofor-
mulation enhanced wound repair by inhibiting the inflammatory response, stimulating angiogenesis, inducing fibrob-
last proliferation as well as enhancing reepithelization and collagen synthesis [13].

Zinc (Zn) is one of the most abundant metallic elements in the body after iron. Zinc regulates DNA synthesis,
normal growth, brain development, behavioral responses, reproduction, membrane stability, bone formation, wound
healing etc. [14]. Zinc oxide (ZnO) is widely used in several products such as paints, coatings and cosmetic prod-
ucts [15,16]. ZnO has been declared as “Generally Recognized as Safe” (GRAS) by the US Food and Drug Adminis-
tration (21, CFR 182, 8991). In zinc-deficient rats, reduced granulation tissue deposition, decreased tensile strengths
and delayed wound closure rates have been observed [17,18]. Zinc has shown to accelerate the wound healing process
when applied on open wounds [19]. Additionally, zinc administered topically appears to be beneficial for healing than
given orally [20]. Recently, nano ZnO has also been widely researched as potent compound for biological applications
due to its excellent antimicrobial, anti-inflammatory and angiogenic properties [21]. ZnO nanoparticles are also con-
sidered comparatively inexpensive and somewhat less toxic than other metal oxide nanoparticles. To the best of our
knowledge, comparative wound healing studies of bulk and nano ZnO are very limited to claim the better potential of
nanformulation of ZnO. In view of this, the present study was planned to evaluate the wound healing potential of ZnO
nanoparticles in comparison to its bulk form.

2. Materials and method

2.1. Chemicals used

All the chemicals used in this study were of analytical grade and used as received without further purification.
Zinc acetate and sodium hydroxide were used for the preparation of ZnO nanoparticles, and were purchased from
Sigma Aldrich, USA. The ZnO extrapure (99.5 %; Catalogue number: 67062) of analytical grade was purchased
from Sisco Research Laboratories (SRL), New Delhi, India.Other chemicals like formaldehyde, acetone, acetic acid,
ethanol, white petroleum jelly, xylene etcwere also purchased from SRL. Hematoxylin stain, Eosin stain, Biebrich
scarlet stain, phosphomolybdic acid, aniline blue etc. were purchased from Himedia, Mumbai, India.

2.2. Synthesis and characterization of ZnO nanoparticles

Zinc acetate [Zn(CH3COO)2 · 2H2O] and sodium hydroxide were the precursors used in the synthesis of ZnO
nanoparticles. The ZnO nanoparticles were prepared as per the method described by Rezende et al. [22]. Briefly, an
aqueous solution of zinc acetate (0.5 M) was kept on magnetic stirrer at 80 ◦C for one hour for complete dissolution.
Thereafter, aqueous solution of NaOH (2.5 M) was added under high speed and constant stirring. The addition was
dropwise (slowly for 45 min) and touching the walls of the vessel till the pH reaches to 12. The reaction was kept
for 2 hrs after complete addition of sodium hydroxide. After the completion of reaction, the solution was maintained
overnight and the supernatant solution was separated carefully on next day. The remaining solution was centrifuged
for 10 min, and the precipitate was removed. Thus, precipitated ZnO nanoparticles were washed three times with
triply distilled water and ethanol to remove the byproducts which were bound with the precipitate and then dried in
oven at about 60 ◦C. The white powder obtained is subjected to calcinations at 600 ◦C for 3 hours. Characterization of
synthesized ZnO nanoparticles was carried out by using particle size analyzer (PSA), transmission electron microscopy
(TEM) and scanning electron microscopy (SEM). The particle size distribution (PSD) analysis of the synthesized
nanoparticles was done by using Malvern Instruments Zetasizer Nano-ZS instrument. The size and morphology of
nanoparticles was determined by using Transmission Electron Microscope [Hitachi (H-7500) microscope] operating
at 80 kV. The morphology of the particles was observed by a scanning electron microscope (SEM-EDS) using SEM
(make JEOL Model JSM-6390LV).

2.3. Preparation of ointments

The ointment base was prepared by mixing the hard paraffin (5 %), soft paraffin (90 %) and lanolin (5 %) by the
fusion method. The ointments of bulk ZnO (20 %) and ZnO nanoparticles (2 %) were prepared in this ointment base
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by the incorporation method. The prepared ointment base, bulk ZnO ointment and ointment of ZnO nanoparticles
were stored at 4 ◦C till further uses for wound healing studies.

2.4. Cutaneous wound healing study

(a) Wound creation and grouping
Fifteen healthy male Wistar rats (140 – 160 g; 8 – 10 weeks of age) were used in this study. The overnight-

fasted rats were anesthetized by intraperitoneal (i.p.) injection of ketamine (50 mg/kg, i.p.) + xylazine (5 mg/kg,
i.p.) combination. After achieving the anesthesia, dorsal skin of the rats was shaved and cleaned with 70 % ethanol.
After this, a square shaped 2× 2 cm2 (≈ 400 mm2) full thickness excision cutaneous wound was created on the back
(thoraco-lumber) region. Each operated rat was housed separately in disinfected cages. Surgically wounded rats were
equally divided in three groups (five each). Ad libitum access to feed and water, 12-hour light-dark cycle and adequate
ventilation was provided to rats throughout the entire experiment. The temperature of the experimental room was
maintained between 22 – 26 ◦C during the whole experiment. The details of three groups are given below:

Group I (Control or ointment base-treated): Ointment base was applied topically once daily for 14 days.
Group II (Bulk ZnO-treated): Bulk ZnO (20 %) in ointment base was applied topically once daily for 14 days.
Group III (Nano ZnO-treated): ZnO nanoparticles (2 %) in ointment base was applied topically once daily for
14 days.

The different ointments applied in above mentioned groups were just smeared on the wound area.
(b) Photography of wounds and calculation of wound area as well as percent wound contraction

Photography of each wound was done on days 0, 3, 7 and 14 post-wounding to assess the gross changes in the
wounds after different treatments. Each wound margins was traced on a transparent paper with the help of fine tip
permanent marker. The area (in mm2) within the boundaries of each wound tracing was determined planimetrically.
The wound area on 0 day of each animal was measured at a predetermined time interval starting at 3 h post-wounding.
Thereafter, subsequent measurements of wound areas of all the groups were taken on day 3, 7 and 14 post-wounding.
The result of wound measurements was expressed as absolute values and relative values or per cent wound contraction.
The absolute values are actual measurements of wounds obtained at each given interval, whereas in relative values the
wound contraction is expressed as per cent values of the 0-day measurements and was calculated by Wilson’ formula
as follows:

% wound contraction =
0 day wound area − wound area on perticular day

0 day wound area
× 100.

(c) Collection of tissue
Healing tissue of each animal of all the groups was collected under intramuscular general anesthesia (xylazine +

ketamine combination). A portion of collected tissue was immediately preserved in 10 % formalin for histopathologi-
cal studies.
(d) Histopathology
Hematoxylin and Eosin (H&E) staining and scoring:

The collected formalin-fixed tissues were embedded in paraffin wax. Thereafter, approximately 6 µm thick tissue
sections were cut. The H & E staining of one set of tissue sections were done for each rat of all groups as per standard
method. The stained sections were analyzed and scored under a light microscope at different magnifications. Scoring
for the inflammatory cells [23], epithelialization [24] and overall wound maturity [25,26] was done as per the standard
methods. Scoring for blood vessel density was done by counting the number of blood vessels in 35 random fields
at higher magnification (40×). The histopathological properties of different tissue sections and scoring were blindly
done.
Masson’s trichrome staining for collagen:

The evaluation of collagen synthesis in the healing tissues was determined by using the Masson’s trichrome
stain. Masson’s trichrome staining of each tissue section was done as per standard method. The stained sections
were analyzed under a light microscope at different magnifications. In this staining, nuclei stained black; cytoplasm,
muscles and erythrocytes as red and collagen stained blue.

2.5. Statistical analysis

Data were analyzed by one and two way analysis of variance (ANOVA) followed by Bonferroni’s post-test using
the GraphPad Prism v4.03 software program (San Diego, CA, USA). The differences between the different treatment
groups were considered statistically significant at P ≤ 0.05 or lower. All data were expressed as mean ± standard
error of mean (S.E.M.) of five animals.
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3. Results and discussion

In our present investigation, the average size of chemically synthesized ZnO nanoparticles obsereved in Zetasizer
was 125.64 nm with a polydispersity index of 0.424. The TEM image of ZnO nanoparticles revealed average size of
70 – 115 nm and spherical shape of particles (Fig. 1a). The SEM analysis of the ZnO nanoparticles further revealed
a uniform shape and size for ZnO nanoparticles and aggregations of chemically synthesized nanoparticles (Fig. 1b).
It was also evident that nanoparticles were mainly in granules and well crystallized. Therefore, in our present study,
the size of the ZnO particles was in the nanometer range. It has been well observed in earlier studies that small size of
the nanoparticles allows their internalization into cells, and to interact with biomolecules within or on the cell surface,
enabling them potentially to affect cellular responses in a dynamic and selective manner that makes them well suited
for biological applications [27]. Additionally, the spherical shape of the nanoparticles is well suited for the efficient
topical actions of the nanoparticles.

FIG. 1. Representative (a) TEM and (b) SEM image of ZnO nanoparticles

Cutaneous wound healing constitutes an important aspect in rehabilitation medicine. Wound healing has been
considered as one of the most vexing problems over the globe. Wounds cause significant morbidity and mortality in
humans and animals [28]. Numbers of patients have simple or complicated wounds are increasing day by day. Impair-
ments in the wound healing progress sometimes lead to amputations [29]. Cutaneous wounds cause pain, discomfort,
superficial and chronic infection, significant cost associated with the long term treatment. Different treatments avail-
able for wound healing are there which include antibiotics, occlusive layers, bandages, poultices and mechanical
devices etc. All these treatments become less effective or ineffective for wound healing, when immunity or other body
functions of patient are compromised such as diabetes. Thus, there is a current need to develop some compound and
formulations to treat such situations and cause faster wound closure. Wound contraction is an important component
of wound healing. This involves pulling of surrounding skin circumferentially toward an open wound, which results
in wound closure without formation of new tissues [30].

In our present wound healing experiment, all the animals remained healthy during the entire experiment. The feed
as well as water intake and physical activity of all tested animals were normal. The topical applications of different
formulations did not produce any undesirable effect like itching, hypersensitivity, edema, abscess etc. in any of the
animal. The shedding of the scab was earlier in the nano ZnO treated wounds, as compared to other groups. The
average time of shedding of scab in nano ZnO treated group was less than seven day, whereas it was around 8 –
10 days in other groups. The scab prevents the contraction of wound. In our present study, applications of ointment
having ZnO nanoparticles caused the fast closure of the wounds. Gross photographs of different day’s wounds of
all the three groups are presented in Fig. 2a. Wound area in all three groups decreased in a time-dependent manner
(Fig. 2b). However, percent wound contraction increased in a time-dependent manner in all the three groups. The
results of wound area revealed that the wounds treated with ZnO nanoparticles have smaller wound area on respective
days, as compared to other groups (Fig. 2a). These findings were further supported by the significantly increased
percent wound contraction in ZnO nanoparticles treated group on different days, as compared to control and bulk
ZnO treated groups (Fig. 2b). Additionally, bulk ZnO treated group, in comparison to control group, manifested some
noticeable decreased wound area and increased percent wound contractions on various days. However, the extent of
gross healing effect was more pronounced in the nano ZnO treated group.
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FIG. 2. (a) Gross photographs of wounds of different groups on days 0, 3, 7 and 14 post-wounding;
(b & c) Effects of topical application of nano ZnO on (b) wound area and (c) wound contraction
in rats. Data are expressed as means ± SEM. *, ** and *** represent P < 0.05, P < 0.01 and
P < 0.001 (n = 5)

As, the quality of healed tissue cannot be assessed grossly and sometime tissue showing faster healing on gross
observations possesses poor quality and have the chances to get rupture easily. There are various important cells like
monocytes, fibroblasts, and epithelial cells etc., which play vital roles for normal wound healing mechanisms. Thus,
evaluation of the status of different important cell involved in the healing mechanism help to assess the quality of
healing tissue. Therefore, on the last day of experiment, we performed histopathological studies of wound sections
for microscopic assessment in order to evaluate the quality of healed tissue in different groups. In histopathological
studies, the H&E and Masson’s Trichrome staining of the wound sections of different groups was done. The images
in Fig. 3a and 3b represent the H&E stained and Masson’s Trichrome stained wound sections, respectively of the dif-
ferent groups. The Fig. 3c, 3d, 3e and 3f depict the semi-quantitative score of H&E stained sections for inflammatory
cells, blood vessels, epithelialization and wound maturity, respectively. During wound healing, fibroblasts cause pro-
duction of extracellular matrix (ECM), which is primarily composed of collagen and fibronectin. This ECM provides
the suitable scaffold on which granulation tissue formation, keratinocyte migration, and wound contraction occur.
Collagen is considered as the major protein of the ECM, which provides wound strength and helps in homeostasis
and epithelialization [31]. In present study, the H&E stained sections of all the groups revealed well-formed granu-
lation tissue with variation in proportions of inflammatory cells, fibroblast, blood vessels, collagen formation, extent
of epithelialization etc. Several inflammatory cells may stimulate positive feedback mechanism to produce additional
cytokines and growth factors at healing site and further play vital role in the proliferative phase of wound repair [32].
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However, the inflammatory cells should not persist at wound site for longer durations because secretions of different
inflammatory cytokines for longer time may decrease the wound healing. In the present study, mixed types of inflam-
matory cells were more evident in the control group, as compared to other groups. The inflammatory cells were less
prevalent in the ZnO nanoparticle-treated group, which suggested the proper resolution of inflammatory phase in this
group. The formation of blood vessels at wound site is necessary for delivery of important components (oxygen and
nutrients), and removal of waste metabolites in order to attain proper healing process. Therefore, the healing process
of wound gets delayed during impairment of angiogenesis. Angiogenesis starts as early as day 3 after wounding by
endothelial migration, proliferation, and tube formation [33]. Thereafter, apoptosis (programmed cell death) of blood
vessels starts to occur during the remodeling phase of healing, when there is not a significant requirement for nutrient
supply is there, so that proper maturity of healing tissue can take place. In our present study, the numbers of blood
vessels were more in control group, as compared to bulk and nano ZnO treated group. The fibroblast dominance was
also more evident in the control group as compared to other groups. This revealed that nano ZnO treated wounds have
attained better maturity than other treated wounds.

Further, the extracellular matrix provides the tensile strength to the healing wounds and collagen fibers are con-
sidered important components of this. The collagen fibers are delicate and loosely arranged during the earlier stages
of wound healing. As the wound matures, collagen fibers attain organized pattern and compactness in thicker bun-
dles [34]. In the present investigation, H&E stained and Masson’s Trichrome stained wound sections showed that
collagen deposition was more in nano ZnO treated group. This group also showed significant organization and com-
pactness of collagen fibers, as compared to control and bulk ZnO treated groups. Thick collagen bundles and wavy
pattern of fibers revealed the maturity of collagen fibers in nano ZnO treated group, which was lacking in other groups.
Moreover, the quantity and quality of collagen formation was better in the bulk ZnO treated group, as compared to
the control group. The formation of an epithelial layer is also vital for wound contraction and proper wound healing.
Epithelial layer formation reduces the distance between the wound margins and also protects the wound from outside
so that proper haling can take place. Therefore, early formation of epithelial layer is beneficial for the efficient wound
healing. In our present study, ZnO nanoparticle-based treatment of wounds resulted in the early regeneration of ep-
ithelial layer, which covered the more area of healing tissue. The other treatment groups only showed very partial
formation of epithelial layer in few animals. Therefore, the score for epithelialization was more in nano ZnO treated
group in our present study. Additionally, the overall wound maturity score was also higher in the ZnO nanoparticles
treated group, as compared to control and bulk ZnO treated groups. The H&E stained and Masson’s Trichrome stained
wound sections of last day of experiment are showing the dominance of fibroblasts, unorganized thin collagen fibers
and a greater number of blood vessels in the control group, which revealed that healing process still has not entered in
the remodeling phase. However, nano ZnO treated wounds have fewer fibroblast numbers, fewer blood vessels, thick
collagen fibers, early formation of epithelial layer etc. All these are the indicators of entry of the healing process in the
remodeling phase in nano ZnO treated group. It has been well reported previously that ZnO application on wounds
accelerates the healing of acute and chronic wounds and it also possesses antibacterial, antifungal, cytoprotactive, and
anti-inflammatory properties, which make it a suitable topical wound healing agent [35–37]. Its use for the treatment
of various dermatitis, diaper rashes, diaper wipes, blisters, and open skin sores hasbeen also documented [38, 39].

In the last few years, different types of nanoparticles have been synthesized by using several methods; these
nanoparticles have shown promising wound healing potentials even in comparison to the standard treatments as well
as earlier used their bulk forms. In biomedical fields, the intervention of nanotechnology for any material signifi-
cantly influences its size, shape, electrical charge, biochemical features such as hydrophobicity, delivery, interaction
with biological targets, deeper levels of tissue penetration (either directly through cell membranes or through phago-
cytosis) and cellular responses (receptor recognition), which can significantly affect the healing processes of any
type of wound [40–43]. In a previous study, silver nanoparticles accelerated the wound healing rate by increased
wound contraction, increased proliferation and migration of keratinocytes along with a differentiation of fibroblasts
into myofibroblasts [44]. Wound healing has been promoted by silica–gold core–shell nanoparticles due to potent
anti-inflammatory and antioxidant properties of gold nanoparticles [45]. Moreover, silver nanoparticles application
on porcine wounds significantly increased apoptosis of the inflammatory cells present in the dermis, decreased lev-
els of pro-inflammatory cytokines (TNF-α and IL-8) and increased the levels of anti-inflammatory cytokines (IL-4,
EGF, KGF, and KGF-2) [46]. Several other nanoparticles of titanium oxide [47], curcumin [48], and copper [49] have
also shown significant immunomodulatory effects. The combination preparation having gold nanoparticles, epigallo-
catechin gallate, and α-lipoic acid significantly accelerated diabetic cutaneous wound healing through angiogenesis
regulation and antiinflammatory effects, and immunoblotting results of this study revealed increased expression of
VEGF [50]. Collagen deposition, their structural alignment and tensile strength have been improved by the adminis-
tration of silver nanoparticles in the healing tissue of cutaneous wounds [51, 52]. These several studies have clearly
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FIG. 3. Representative images of (a) haematoxylin& eosin (H & E) (20×) stained and (b) Masson’s
Trichrome (40×) stained wound sections of different treatment groups. Semi-quantitative score of
(c) inflammatory cells, (d) blood vessels density, (e) epithelialization and (f) wound maturity in H
& E stained cutaneous wound sections of different treatment groups. Data are expressed as mean ±
SEM. * and *** represent P < 0.05 and P < 0.001

explained that the mechanism of healing is very complex and there is involvement of several cytokine, growth fac-
tors, enzymes, cells etc., which markedly influence the outcome of healing process. Moreover, there is not a single
pathway by which different metals or metal oxides or other nanoparticles promote the healing mechanisms. The exact
mechanism of healing by ZnO is also not known. Apart from diverse pharmacological properties of ZnO, it has been
shown to increase the secretion of fibroblast growth factor (FGF), suggesting that zinc in granulating wounds is also
possibly capable of up-regulating growth factors [53]. The insulin-like growth factor-I (IGF-I) is vital for homeostasis
of epidermis and the zinc-dependent matrix metalloproteinases (MMPs) are required for optimal epithelial migra-
tion [54, 55]. Further, ZnO augments the endogenous expression of IGF-I in granulation tissue and can also activate
zinc-dependent MMPs to facilitate the migration of keratinocytes [56]. Some researchers have suggested that local
applications of ZnO accelerates wound healing by its anti-bacterial, anti-inflammatory, increase reepithelization and
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activation of metalloproteinase enzymes properties [57, 58]. Decreasing the dimension of nanoparticles has a pro-
nounced effect on their physical properties, which significantly differ from those of the bulk material. Therefore, in
our present study, the better wound healing potential of nano ZnO in comparison to its bulk form could be due the
novel and distinct physical, chemical, and biological properties and functionality due to their nanoscale size. Thus, in
the present study, the increased healing potential of nano form of ZnO in comparison to its bulk form could also be
due to the efficient modulation of several cytokines, growth factors, enzymes, cells etc involved in different phases of
healing. The potent anti-inflammatory action of nano ZnO may be responsible for faster completion of inflammatory
phase and resulting in early entry of wound to proliferative phase. In our present study, nano ZnO (2 %) showed better
wound healing potential than bulk ZnO (20 %) even at ten-fold lower concentrations. Thus, nano ZnO, as a promising
wound healing agent, can be used for the treatment of different types of wounds. However, some additional studies
like healing effect in other species, healing effect in complicated wounds (burn wounds, diabetic wounds etc.), local
irritation studies, biocompatibility, toxicity studies, calculation of lethal dose 50 (LD50), stability of nano ZnO for-
mulation, healing effect of lower concentrations of nano ZnO etc. may be required to be conducted before proceeding
to clinical studies.

4. Conclusion

On the basis of results obtained for the present study, it might be concluded that topical application of ZnO
nanoparticles (2 %) in ointment base caused faster wound healing and the healing was better than bulk ZnO treatment.
Thus, nano ZnO might be envisioned as a promising healing agent in future.
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Solubility diagram was investigated by the method of saturation in ampules at 25 ± 0.02 ◦C for 4 hours. The solubility diagram of the PrCl3–
C60(OH)24–H2O ternary system at 25 ◦C occurs as simple eutonics, consisting of two branches, corresponding to the crystallization of crystal-
hydrates: PrCl3 · 7H2O and C60(OH)24 · 18H2O. The diagram contains one non-variant point each – eutonics, which corresponds to saturation
with pair of crystal-hydrates simultaneously. The diagram also contains very short branch of PrCl3 · 7H2O crystallization, and long branch of
C60(OH)24 · 18H2O, where the effect of fullerenol salt-out is distinctly observed.
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1. Introduction

This article continues the cycle of publications, concerning the synthesis, identification and physico-chemical,
physical, bio-chemical, biological properties investigation of the amino-acid-light fullerene adducts [1–19]. This
article is devoted to the investigation of the solubility diagram for systems containing water soluble fullerene nano-
clusters, inorganic salt, including rare earth metals and actinoids, and water, as the solvent [20–24]. In prior re-
search, it was shown, that water soluble fullerene nano-clusters (with amino-acid adducts, poly-hydroxylated forms –
fullerenols, complex ethers with carboxylic acids) have a very strong salting-out effect at addition of inorganic salts
or their crystal-hydrates, and the salting-out effect is most strongly pronounced for salts of 4-f and 5-f elements,
somewhat weaker for the salts of d-elements, and even weaker for the salts of p- and s-elements. So, such 4-f ele-
ment salts (as PrCl3) may be effectively used for precipitation (by the salting-out effect) of fullerene nano-clusters (as
C60(OH)24) and it is possible that separation from the matrix solution and purification occurs virtually without losses
of nanoclusters. Currently, separation from the matrix solution and purification of fullerene nanoclusters is carried
out, as a rule, by multistage (often triple) methanol (or methyl-acetate, or ethanol)-water recrystallization, which leads
to the following:

– considerable losses of nanoclusters, because solubility of last ones in methanole with water impurities solu-
tions is more or less considerable;

– nanoclusters for the same reasons contain a significant amount of impurities;
– recrystallization process itself is laborious.

2. Reagents

In the present investigation we used rare earth chloride PrCl3, synthesized from the “chemical pure” oxide Pr6O11

by treatment of “pure for the analysis” HCl with following vacuum drying. Fullerenol C60–C60(OH)24 was synthe-
sized by from the bromine derivative C60Br24 by the treatment of these product by boiling water-dioxane mixture
with the dissolved NaOH. Then sodium fullerenes forms C60(OH)24−δ(ONa)δ were neutralized and washed in the
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Soxlet-extractor bymethanol+HCl liquid phase. So, PrCl3 and C60(OH)24 with purity ≈ 99.3 and 97.7 mass. %,
correspondingly, were synthesized.

3. Experimental method

Solubility diagrams were investigated by the method of saturation in ampules at 25 ± 0.02 ◦C for 4 hours in the
conditions of shaker-thermostate with shaking frequency of ≈ 2 Hz. For the prevention of Pr3+ precipitation in the
form Pr(OH)3, some drops of HCl was added to the heterogeneous systems, to approximate fixation of pH ≈ 3.0 –
3.5 a.un.

The concentration of PrCl3 were determined by complexometric titration with trilon-B (disodium salt of
ethylenediamine-tetraacetic acid – EDTA), titration conditions were the following: acetic buffer, indicator – 2 – 3 drops
of 1-% Xylenol orange solution, color transition from violet to lemon-yellow [25].

Concentration of C60(OH)24 was determined with the help of absorption electronic spectroscopy according to
optical density at wavelength λ = 330 nm –D330 (Ultraviolet-Visible Electronic Specto-photometer Shimadzu, wave-
length 200 < λ < 900 nm). Typical spectrum for C60(OH)24 water solution is represented in Fig. 1(a).

(a)

(b)

FIG. 1. Electronic spectrum of C60(OH)24 water solution (concentration of C60(OH)24 C =
0.625 g/dm3) (a) and validity of Bouguer–Lambert–Beer Law in C60(OH)24 aqueous solutions at
wavelength λ = 330 nm, optical path of l = 1 cm (b)

In Fig. 1(b), the validity of Bouguer–Lambert–Beer Law in C60(OH)24 water solutions in the nearest UV spectral
diapazone is represented. One can see the almost complete linearity of the dependence of optical density at wavelength
λ = 330 nm on the solution concentration. One can see, that, althought spectrum has no any expressed absorption
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peaks, we can calculate C60(OH)24 concentration in g/dm3, from optical density at wavelength λ = 330 nm, according
to Bouguer–Lambert–Beer law by the formule:

CC60(OH)24 (g/dm3) = 0.609 ·D330 (l = 1 cm). (1)

Density of the solutions were determined with the help of quartz picnometers with operating volume V ≈ 5 cm3.
Errors in the determination of PrCl3 concentration was δ ≈ 2.5 relative %, C60(OH)24 δ ≈ 5 relative % , density
δ ≈ 0.1 relative %.

4. Experimental data discussion

Solubility diagram in the ternary system PrCl3–C60(OH)24–H2O at 25 ◦C is represented in the Fig. 2 and Table 1.
In Fig. 3, the dependence of the densities of saturated solutions in ternary system PrCl3–C60(OH)24–H2O at 25 ◦C is
depicted.

FIG. 2. Solubility in ternary system PrCl3–C60(OH)24–H2O at 25 ◦C

TABLE 1. Solubility in the PrCl3–C60(OH)24–H2O ternary system at 25 ◦C

Num
Density
ρ (g/cm3)

Optical
density
D (a.u.)

Concentration
C60(OH)24

(g/dm3)

Concentration
PrCl3

(g/dm3)
Solid Phase

1 1.030 68.8 38.5 0.000 C60(OH)24 · 18H2O

2 1.034 34.5 19.3 17.3 C60(OH)24 · 18H2O

3 1.041 20.9 11.7 33.9 C60(OH)24 · 18H2O

4 1.070 6.20 3.47 59.2 C60(OH)24 · 18H2O

5 1.085 3.13 1.75 77.2 C60(OH)24 · 18H2O

6 1.329 0.950 0.532 320 C60(OH)24 · 18H2O

7 1.603 0.025 0.014 747 C60(OH)24 · 18H2O+ PrCl3 · 7H2O

8 1.603 — 0.000 747 PrCl3 · 7H2O

The solubility diagram of in the PrCl3–C60(OH)24–H2O ternary system at 25 ◦C occurs due to simple eu-
tonics [26–28], consisting of two branches, corresponds to crystallization of crystal-hydrates: PrCl3 · 7H2O and
C60(OH)24 · 18H2O. Diagrams contains one non-variant point – eutonics, which corresponds to saturation the pair
of crystal-hydrates simultaneously. The diagram contains a very short branch for PrCl3 · 7H2O and a long branch for
C60(OH)24 · 18H2O crystallization, where the effect of fullerenol salt-out is observed distinctly.
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FIG. 3. Density of saturated solutions in the PrCl3–C60(OH)24–H2O ternary system at 25 ◦C

5. Interpretation of obtained solubility data according to empirical Sechenov equation and modified Debye
equation

We also made an attempt to describe obtained solubility data according to the empirical Sechenov equation
(eq. (2)) and modified Debye equation (eq. (3)):

ln(C0
C60(OH)24/CC60(OH)24) = KsCPrCl3, (2)

where: C0
C60(OH)24 – solubility of non-electrolyte C60(OH)24 in H2O,CC60(OH)24 – solubility of C60(OH)24 in ternary

system, CPrCl3 – electrolyte PrCl3 concentration, Ks – Sechenov empirical constant:

C0
C60(OH)24/CC60(OH)24 = KDCPrCl3 +AC

4/3
PrCl3, (3)

where: KD and A – fitting parameters of Debye model.
The results of approximation by Sechenov equation is represented in Fig. 4.

FIG. 4. Approximation of solubility diagram in ternary system PrCl3–C60(OH)24–H2O at 25 ◦C by
Sechenov equation in the 0 < CPrCl3 < 77.2 g/dm3 concentration range

From Fig. 4, one can see, that eq. (2) very precisely describes the crystallization curve of C60(OH)24 · 18H2O.
In more concentrated solutions (77.2 < CPrCl3 < 747 g/dm3) the descrepancy between calculated and experimental
data increases many times, to our opinion, for the following reasons:

– PrCl3 even remotely ceases to be a strong electrolyte (ion pairs and ion associates formation);
– C60(OH)24 in all saturated solutions it detects huge positive deviations from ideality by implementing a multi-

stage sequential hierarchical association [29].



466 G. A. Glushnev, Ayat Kanbar, V. A. Keskinov, N. A. Charykov, K. N. Semenov, et al.

Exactly the same occurs when applying the Debye equation (3) – see Fig. 5, but the concentration range maybe
considerably expanded: 0 < CPrCl3 < 320 g/dm3 (calculation was provided with the help of software package Origin,
subprogram Nonlinear curve fit).

FIG. 5. Approximation of solubility diagram in ternary system PrCl3–C60(OH)24–H2O at 25 ◦C by
Debye equation in concentration range 0 < CPrCl3 < 320 g/dm3

6. Conclusions

The solubility diagram of the PrCl3–C60(OH)24–H2O ternary system at 25 ◦C occurs as simple eutonics, consist-
ing of two branches, corresponding to crystallization of crystal-hydrates: PrCl3 · 7H2O and C60(OH)24 · 18H2O. The
diagram contains one non-variant point each – eutonics, which correspond to saturation with pair of crystal-hydrates
simultaneously. The diagram also contains very short branch of PrCl3 · 7H2O crystallization, and long branch of
C60(OH)24 ·18H2O, where the effect of fullerenol salt-out is distinctly observed. The diagram in the range of low rare
earth salt concentrations may be more or less precisely described by Sechenov or Debye equations.
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1. Introduction

Among semiconductors, oxides with a perovskite-like structure of the ReMeO3 type (Re – rare-earth elements;
Me – transition metals) have both significance and importance for their application and fundamental research [1–8],
since these oxides have a high sensitivity of properties to decrease in particle size to nanometer values. Among the rare-
earth orthoferrites, PrFeO3 was obtained and used in some fields, such as magneto-optical devices and electromagnetic
equipment [9–13], photocatalysts [14–16], dyes, and inorganic pigments [17, 18].

A wide variety of techniques have been developed for the synthesis of praseodymium orthoferrite nanoparticles
(o-PrFeO3), for example, high-temperature ceramic fabrication [9, 11, 18], hydrothermal methods [13, 16], and sol-
gel complex methods [14, 15, 17, 19]. Several studies [20–25] describe the formation of ReFe1−xMxO3 orthoferrites
nanoparticles (Re = Nd, Y, La; M = Mn, Co, Ni), by a simple co-precipitation method in boiling water followed by the
addition of appropriate precipitants. According to published data, the replacement of water as a solvent with ethanol
for the synthesis of o-PrFeO3 nanoparticles was not studied.

The goal of this study the synthesis of praseodymium orthoferrite (o-PrFeO3) nanoparticles with low coercive
force and excessive magnetization by co-precipitation via hydrolysis of praseodymium (III) and iron (III) cations in
boiling ethanol with the addition of an ammonia solution.

2. Experimental

In this study, we used Pr(NO3)3·6H2O, Fe(NO3)3·9H2O, absolute ethanol (d=0.79 g/ml), 25 % ammonia solution
(d=0.901 g/ml) (all reagents were of CP grade), distilled water. The procedure for PrFeO3 nanoparticles synthesis was
similar to that of ReFeO3 (Re = Nd, Y, La) nanomaterials [20, 21], with ethanol as the solvent instead of water.

Complex thermal analysis of the PrFeO3 sample was carried out TG-DSC analyzer (Labsys Evo, TG-DSC
1600◦C, SETARAM Instrumentation). The sample was placed in a platinum cylindrical crucible and heated from
30 to 1000◦C at 10 K min−1 in dried air. X-ray phase analysis was carried out on a D8-ADVANCE diffractome-
ter (CuKα radiation, λ = 0.15418 Å). The qualitative and quantitative elemental composition was established using
a local X-ray spectral microanalysis (EDX, Horiba H-7593. Particle size and morphology were determined using
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scanning electron microscopy (FESEM S-4800) and high voltage transmission electron microscopy (HRTEM; JEOL-
1400). The average crystal size was determined according to the Debye Scherrer equation; parameters a, b, c and
the unit cell volume V were determined using the Rietveld method, implemented in the X’pert High Score Plus 2.2b
software package.

The magnetic characteristics of PrFeO3 nanopowders (coercive force Hc, remanent magnetization Mr, and mag-
netization Ms) were studied using vibrating sample magnetometer at room temperature (VSM, MICROSENE EV11).

3. Results and discussions

The complex thermal analysis of the dried precipitate showed (Fig. 1) that the mass loss during heating of the
sample in the range of 60–1000◦C was 27.01 %. The most significant mass loss (about 25.85 %) was observed in the
range of 50–600◦C. The processes occurring during heating of the precipitate were accompanied by three endothermic
thermal effects at 93.38, 327.62, and 420.78◦C (Fig. 1), characteristic for water evaporation, decomposition of iron
(III) hydroxides and praseodymium (III) (20, 26 In the 600–700◦C range, an exothermic thermal effect (636.10◦C,
Fig. 1) was observed corresponding to the formation of perovskite PrFeO3.

FIG. 1. TG-DSC curves of the powders prepared by a simple co-precipitation method using ethanol

In accordance with the data of complex thermal analysis for the synthesis of praseodymium orthoferrite, the
temperatures of 650, 750 and 850◦C were chosen to calcine the precipitate for 1 h. XRD patterns of the samples
annealed at 650, 750, and 850◦C for 1 h showed single-phase orthoferrite PrFeO3 (JCPDC No 00-047-0065) (Fig. 2).
The average crystal diameter and cell volume of PrFeO3 samples increase with increasing annealing temperature,
(Table 1).

According to the results of local X-ray spectral microanalysis, PrFeO3 sample contained only three elements –
Pr, Fe, and O (Fig. 4). Mass percentage and elemental percentage of obtained PrFeO3 nanopowders are rather close
to expected chemical composition (Fig. 4). It can be seen from SEM, TEM, and HRTEM images (Fig. 5) that, after
annealing at 750◦C for 1 h, PrFeO3 nanoparticles were isometric, and the average size of individual particles was
about 30 nm. Interestingly, the synthesized PrFeO3 nanoparticles were characterized by a lower degree of agglomera-
tion compared to the orthoferrites of other rare-earth elements, such as NdFeO3 [20], YFeO3 [21], and LaFeO3 [25],
obtained by the co-precipitation method via the hydrolysis of cations in boiling water. This was explained by the
fact that a lower polarity of ethanol than water (the dipole moments of water and ethanol are 1.85 and 1.66 D, re-
spectively [26, 27]) led to an insignificant interaction between the cations of iron (III) and praseodymium (III) with
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FIG. 2. XRD patterns of PrFeO3 nanopowders annealed at 650, 750, and 850◦C for 1 h

FIG. 3. Slow-scan XRD patterns of peak (121) of PrFeO3 nanopowders annealed at 650, 750, and
850◦C for 1 h
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FIG. 4. EDX image of PrFeO3 sample annealed at 750◦C for 1 h

FIG. 5. SEM (a), TEM (b), and HRTEM (c) images of PrFeO3 nanoparticles annealed at 750◦C for 1 h

FIG. 6. Field dependence of the magnetization of PrFeO3 nanopowders, annealed at 650, 750, and
850◦C for 1 h
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TABLE 1. XRD patterns of PrFeO3 nanopowders annealed at 650, 750, and 850◦C for 1 h

Indices
PrFeO3

650◦C 750◦C 850◦C

a, Å 5.4576 5.4732 5.4513

b, Å 5.5742 5.5831 5.6207

c, Å 7.8110 7.7995 7.8178

Volume, Å3 237.62 238.33 239.54

Average crystal diameter, nm 19.73 22.37 25.48

Coercive force Hc, Oe 17.45 29.45 33.38

Remanent magnetization Mr, emu/g 0.44·10−3 1.10·10−3 1.77·10−3

Magnetization M, emu/g 0.11 0.12 0.14

ethanol molecules. Accordingly, the formed sediment particles were more easily separated from each other and from
the solvent.

The study of PrFeO3 samples using the magnetometer MICROSENE EV11 at 300 K in a maximum field of
5000 Oe showed that all certain magnetic characteristics Hc, Mr and Ms (Fig. 6, Table 1). Probably, this was due to the
fact that annealing at a higher temperature led to larger PrFeO3 particles (Table 1). Nanoscale particles (D < 100 nm)
can be considered as single-domain particles. Then, Hc depends on the particle size according to the following
formula [28]:

Hc = g − h

D3/2
(1)

where g and h are constants, and D is the particle diameter. Clearly, Hc will increase with the particle size. Indeed,
when the crystallite size rises from 19.73 to 25.48 nm, Hc also increases from 17.45 to 33.38 Oe. A similar pattern
was observed in [25]. It is more interesting that the synthesized PrFeO3 nanocrystals were characterized by lower Hc

and Mr values, but higher Ms at 300 K compared to the orthoferrite particles of other rare-earth elements, such as
HoFeO3 (Hc=2659 Oe, Mr=4.08, [29]), LaFeO3 (Hc=1217.6 Oe, Mr=5.43·10−4 emu/g, Ms=6.49·10−3 emu/g, [30]),
NdFeO3 (Hc ∼850 Oe, Mr=1.5 emu/g, [31]) and even o-PrFeO3 (Ms=0.05 emu/g, [13]).

The studied o-PrFeO3 samples with low values of coercive force, excess magnetization, and higher magnetization
not reaching magnetic saturation at a maximum field of 5000 Oe were a soft magnetic ferromagnet and can be used
for the manufacture of magnetic cores, transformers, electric motors, and generators.

4. Conclusion

In this study, o-PrFeO3 nanoparticles with an average crystal size < 30 nm were formed by co-precipitation
method by aqueous ammonia solution via simple process of the hydrolysis of Pr (III) and Fe (III) cations in boil-
ing ethanol, followed by annealing at 650, 750, and 850◦C for 1 h. The synthesized o-PrFeO3 nanopowders were
characterized by a narrow hysteresis loop, low values of excess magnetization and coercive force, but high magne-
tization, which makes them promising for use as soft ferromagnetic material in the manufacture of magnetic cores,
transformers, electric motors, generators, and radio engineering.
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In this work, a simple wet-chemical route was proposed to synthesize g-C3N4/MgO (5% wt.) with enhanced electrocatalytic activity toward
hydrogen evolution from water-ethanol (10% vol.) solution. It was found that synthesized nanocomposite is a single phase and chemically pure,
consisting of graphitic carbon nitride (g-C3N4) and cubic magnesium oxide (MgO, periclase) with an average crystallite size of 15.5 nm and 9.5 nm,
respectively. It was shown that magnesia nanoparticles are evenly distributed on the surface of g-C3N4 nanosheets and uniform distribution of
components is observed over the nanocomposite volume. It was found that this feature leads to an improvement in the electrocatalytic characteristics
of the synthesized nanocomposite. So, the g-C3N4/MgO-coated electrode has an overpotential of −251 mV, which is better than for a g-C3N4-
coated (−264 mV) or pure nickel (−293 mV) electrode. Moreover, the nanocomposite-based electrode posses a low Tafel slope (−106.7 mV/dec)
and high cyclic and chronopotentiometry stability.
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1. Introduction

Currently, the production of hydrogen using photo- and electrocatalytic conversion of solar energy into chemical
energy seems to be a rather promising solution for main problems associated with environmental and energy crises [1].
The key task, in this case, is the search for an inexpensive and effective photo- and electrocatalysts exhibiting activity
under the influence of visible light and effective electron transfer. Among them, the graphite-like carbon nitride (g-
C3N4) stands out, which is a semiconductor with high stability, and photo- and electrocatalytic activity [2–4]. At the
same time, in its pure form, graphite-like carbon nitride is characterized by a low specific surface area, a lack of active
centers on its surface, rapid recombination of photogenerated electron-hole pairs, and a wide bandgap (2.7 eV), which
all together causes insufficiently high photo- and electrocatalytic activity [5, 6].

But the synthesis of heterogeneous structures based on graphite-like carbon nitride and some oxide can neutralize
the disadvantages mentioned above. For example, it was shown that the preparation of the g-C3N4/MgO nanocom-
posite allows one to achieve a high rate of hydrogen evolution – up to 30.1 µmol/h in the photoinduced hydrogen
evolution reaction (HER) process, which is almost 6 times higher than for pure graphite-like carbon nitride [7]. The
authors explain this by the fact that in this case, the presence of a heterojunction possesses quick transfer of photoin-
duced electrons from the conduction band of g-C3N4 to the conduction band of MgO, which contributes to a significant
separation of photoinduced electrons and holes and effectively suppresses the recombination of electron-hole pairs.
Moreover, it can be assumed that the intercalation of magnesium oxide into the interlayer space of graphite-like carbon
nitride may lead to the enhanced specific surface area providing higher catalytic activity of obtained nanocomposite.

However, another important direction of hydrogen production is through the electrocatalytic reforming of aqueous-
ethanol solutions using catalysts based on graphite-like carbon nitride nanocomposites is still largely unexplored. In
the case of g-C3N4/MgO nanocomposite, the mesoporous g-C3N4 can be tuned by different amounts of MgO to
significantly enhance its electrocatalytic performance and reduce the absolute value of its overpotential. However,
previously it was shown that an excessive amount of second component (MgO) may also decrease the activity and
stability of g-C3N4 [8]. Based on this work 5 wt%. can be considered as optimal MgO content for g-C3N4/MgO
electrocatalyst production. Thus, this work aimed to synthesize and complex study the structural, morphological,
and electrochemical features of the g-C3N4/MgO nanocomposite. A simple wet-chemistry technique is proposed to
synthesize a nanocomposite of graphitic carbon nitride and magnesium oxide as a promising material for hydrogen
production from water-ethanol solution. A comprehensive study of the structure and morphology of g-C3N4/MgO was
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carried out using the complex physicochemical analysis to better understand the origin of its enhanced electrocatalytic
activity.

2. Experimental section

2.1. Synthesis procedure

The nanopowder of the initial graphitic carbon nitride (g-C3N4) was synthesized by heat treatment of urea
((NH2)2CO) under aerobic conditions. A detailed description of its synthesis procedure and preparation of a g-
C3N4-based colloidal solution was previously given in [9, 10]. After homogenization, 1.5 mg of magnesium acetate
tetrahydrate (Mg(CH3COO)2·4H2O or Mg(Ac)2·4H2O) was dissolved in 10 ml of distilled water using magnetic stir-
ring. The mixture then was evaporated at 100◦C and calcined at 350◦C for 30 minutes followed by grinding. As
a result, initial g-C3N4 powder and g-C3N4/MgO nanocomposite (mass fraction of magnesia is 5%) were prepared.
MgO to g-C3N4 proportion was selected based on [8] work. The generalized synthesis scheme of both g-C3N4 and
g-C3N4/MgO shown in Fig. 1. All the chemicals used were of analytical grade.

FIG. 1. Schematic representation of the synthesis procedure for g-C3N4 and g-C3N4/MgO nanopowders

2.2. Physicochemical characterization

The elemental composition and morphology of the synthesized samples were studied by energy-dispersive X-ray
spectroscopy (EDS) and scanning electron microscopy (SEM) using Tescan Vega 3 SBH scanning electron microscope
equipped with an Oxford INCA x-act X-ray microanalysis device. An Oxford Instruments INCA system was used for
chemical analysis, including both line scan EDS and elemental mapping utilizing a 10 nm probe size. All concentration
profiles were plotted using elements percentage. SEM-images of the samples were acquired in both SE (morphological
contrast) and BSE (phase contrast) modes. X-ray phase analysis was performed on a Rigaku SmartLab 3 X-ray powder
diffractometer (CuKα radiation, λ = 0.154051 nm, Bragg angle range 10–80◦), phase analysis of the compositions
was performed using JCPDS PDF-2 database. The average crystallite size (coherent-scattering regions) was calculated
from the broadening of X-ray diffraction lines using the fundamental parameter method implemented in the SmartLab
Studio II software.

2.3. Electrocatalytic performance

The electrochemical measurements were carried out on Elins P20X potentiostat using a three-electrode cell. The
working electrode was a nickel (Ni) substrate used as a reference or initial g-C3N4 and g-C3N4/MgO nanocomposite
deposited on a Ni substrate as a suspension from a 0.5% solution of Nafion in isopropyl alcohol. Ag/AgCl and platinum
electrodes were used as reference and counter electrodes, respectively. The overpotentials values were calibrated with
respect to the reversible hydrogen electrode (ERHE) according to the Nernst equation. All measurements were carried
out at standard conditions (T=25◦C, P=1 atm.) in an aqueous solution consisting of ethanol C2H5OH (10% vol.) and
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1M KOH (pH = 14). Cyclic CV curves were taken in the potential range from open circuit potential to 1.5 V with a
sweep rate of 5-10 mV/s. Qualitatively, the working overpotential of the sample was determined from the CV curves
at a current density of 10 mA/cm2. Electrocatalytic stability of the g-C3N4/MgO-based electrode was additionally
characterized by cyclic voltammetry (100 cycles) and chronopotentiometry (10000 s). Electrochemical measurements
were performed without IR-compensation.

3. Results and discussion

The EDS investigations were performed to obtain information about the gross chemical composition of the g-
C3N4/MgO sample. Five different areas were selected in the sample for analysis to ensure the representativeness
(Fig. 2(a)). It was shown that the typical EDS spectrum contains the lines that can be assigned to Mg, O, C and
N elements (Fig. 2(b)). The quantitative elemental composition of the sample in the selected areas and on average
indicates its compliance with the composition planned in the synthesis. Thus, the EDS results confirm that MgO
weight fraction in g-C3N4/MgO nanocomposite is 5% within a method error. Further, this sample will be designated
as g-C3N4/5%MgO.

FIG. 2. Results of the selected area EDS analysis of g-C3N4/MgO nanocomposite: (a) SEM image
of the sample and selected areas, (b) EDS spectrum of area #5. The table inset in (b) shows data on
the MgO weight fraction in g-C3N4/MgO nanocomposite by selected areas and on average

The overview SEM image of the g-C3N4/MgO nanocomposite in BSE mode and the distribution of C, N, Mg and
O elements on its surface are presented in Fig. 3. The BSE SEM image (Fig. 3(a)) does not show any phase contrast in
the synthesized sample. The element mapping of both individual (Fig. 3(b-e)) and superposed (f) elements confirms
the homogeneous distribution of all the elements in the g-C3N4/MgO nanocomposite without the formation of any
clusters of individual MgO or g-C3N4 phases on a microscale.

Figure 4 shows the SEM images of g-C3N4/5%MgO nanocomposite at different magnification acquired in SE
mode. As one can see the morphology of g-C3N4, which is the main component of g-C3N4/5%MgO nanocomposite
(95% wt.), at low magnifications (Fig. 4(a,b)) is quite lumpy with a large number of micron-size aggregates. But at
higher magnification (Fig. 4(c)), it becomes clear that each such aggregates consist of individual g-C3N4 nanosheets,
some of which are gradually flaked off. Besides, in Fig. 4(b,c), it can be seen that MgO nanoparticles are also present
and contrastingly differ from graphitic carbon nitride; it’s clear that these nanoparticles are evenly distributed over
the surface of g-C3N4 nanosheets. Thus, even at the nanoscale, the synthesized g-C3N4/5%MgO nanocomposite is
characterized by a high homogeneity of the spatial distribution of the main components.

Figure 5 shows the PXRD patterns of initial g-C3N4 and g-C3N4/MgO (5%) nanocomposite. In the case of
pure g-C3N4, there are two distinct well-defined diffraction peaks at 13.6 and 27.7 degrees, related to the (100) and
(002) diffraction planes of graphitic carbon nitride (JCPDS 87-1526). The diffraction pattern of g-C3N4/5%MgO
nanocomposite shows additional peaks located at 36.8◦, 43.2◦, 62.5◦ that can be attributed to (111), (200), (220)
planes of magnesia (MgO) with periclase cubic structure (JCPDS 78-0430). As can be seen from the inset in Fig. 5,
the average crystallite size of g-C3N4 in pure form and nanocomposite is 16.9 nm and 15.5 nm, correspondingly. This
decrease in the crystallite size can be associated with the influence of magnesium oxide, which can be formed between
individual g-C3N4 nanosheets during the synthesis and thereby lead to partial exfoliation of graphitic carbon nitride.
These results also confirmed that MgO nanoparticles with an average crystallite size of 9.5 nm are preferably formed
in close contact with g-C3N4.
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FIG. 3. EDS mapping of g-C3N4/5%MgO nanocomposite: (a) SEM image of the area under anal-
ysis in BSE mode, (b) carbon (C Kα1) mapping, (c) nitrogen (N Kα1) mapping, (d) magnesium
(Mg Kα1) mapping, (e) oxygen (O Kα1) mapping, (f) EDS layered map as a result of (b–e) maps
superposition

FIG. 4. SEM images of g-C3N4/5%MgO nanocomposite at different magnifications (a–c)

A linear potential sweep method with a constant sweep speed of 10 mV/s was used as the main measurement
procedure to evaluate the electrocatalytic activity of the synthesized g-C3N4/5%MgO nanocomposite with respect to
pure Ni substrate and initial g-C3N4 (Fig. 6). As shown in Fig. 6(a), the overpotential on a Ni substrate at a current
density of 10 mA/cm2 is 293 mV, which matches to the literature data [11]. In the case of g-C3N4 and g-C3N4/MgO
nanocomposite, the overpotential value at the same current density is 264 and 251 mV, respectively. This overpotential
value (−251 mV) for the nanocomposite is significantly lower than for known MgO-based electrocatalysts [12]. The
observed reduction in overpotential of the g-C3N4-coated electrodes with the MgO addition can be explained by the
higher surface area and morphological features of nanocomposite which promote free removal of evolved hydrogen
bubbles (kinetic factor). From the other hand, direct and numerous contact of nanoparticles of the two components
(g-C3N4 and MgO) leads to the formation of new interfaces, where a redistribution of electron densities occurs, which
makes it easier to initiate the hydrogen evolution process (thermodynamic factor). Additional information was ob-
tained using this data recalculation to the Tafel coordinates (so-called Tafel plot), where the Tafel slope indicates a
change in overpotential value with a 10-fold increase in current density. Fig. 6(b) presents the results of the voltam-
mogram analysis in the Tafel plot. Tafel slope for g-C3N4 and g-C3N4/5%MgO samples was found to be equal to
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FIG. 5. PXRD patterns of initial g-C3N4 and g-C3N4/5%MgO nanocomposite and assignment of
the main diffraction reflections of graphitic carbon nitride (g-C3N4) and magnesia (MgO). The
inset shows the average crystallite sizes of g-C3N4 and MgO nanocrystals of initial g-C3N4 and
g-C3N4/5%MgO nanocomposite

FIG. 6. Electrocatalytic performance of g-C3N4/5%MgO nanocomposite in hydrogen production
via reforming of water-ethanol (10% vol.) solution: (a) HER polarization curves, (b) Tafel plot,
(c) cycling stability, (d) chronopotentiometry stability
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116 mV and 106 mV, respectively. Both values are lower than for the pure nickel electrode (120 mV) which provides
an economic advantage in electrochemical reforming.

Then, the standard cyclic voltammetry and chronopotentiometry techniques [13, 14] were used to estimate the
electrochemical stability of the g-C3N4/MgO-based electrode. Fig. 6(c) shows the polarization curves obtained at a
sweep rate of 5 mV/s for the g-C3N4/5%MgO after 1, 10, 50 and 100 cycles of cyclic voltammetry (CVA). After
100 times cycling of the electrode, the value of overpotential slightly degrades, reaching values of about −270 mV.
But, according to the results of chronopotentiometry (Fig. 6(d)), the value of overpotential for g-C3N4/MgO sample
at a time, when the non-stationary mode ends, is 248 mV. The time-value for this sample is about 2000 s and doesn’t
change, even after a 10000 s testing. These results of both cyclic voltammetry and chronopotentiometry allow us
to declare the high electrochemical stability of the synthesized g-C3N4/5%MgO nanocomposite in a water-ethanol
reforming process.

4. Conclusion

In summary, a simple wet-chemical approach was proposed and used to synthesize g-C3N4/MgO nanocomposite
with enhanced electrocatalytic activity compared with pure g-C3N4. This approach allowed synthesis of a high chem-
ical and phase purity of g-C3N4-based nanocomposite with 5% wt. MgO content, as well as to ensure the uniform
distribution of the individual components (g-C3N4 and MgO) over the volume of the synthesized electrocatalyst. It
was found that the electrochemical characteristics (overpotential, Tafel slope, etc) of the g-C3N4/MgO nanocomposite
electrode was significantly improved compared to both g-C3N4-coated and pure nickel electrode. At the same time, it
was shown that the cyclic and chronopotentiometry stabilities of the nanocomposite-coated electrode are at a high and
practically significant level. Thus, it was established and confirmed that synthesized g-C3N4/5%MgO nanocomposite
is an effective and high stable electrode material that seems to be perspective as electrode base for electrocatalytic
reforming of a water-alcohol solution toward hydrogen production.
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A series of sol-gel TiO2/CdS, TiO2 powders and coagulated CdS nanoparticles were studied by XRD, HRTEM and Raman spectroscopy to elucidate
the effect of low-temperature gel aging time on visible photoluminescence (PL) emission of the TiO2/CdS composites. With an increase in aging
time a content of amorphous titania and incorporated CdS nanoparticles decreases in composites. For all composites, visible PL emission includes
bands attributed to surface oxygen vacancies and hydroxyl group of TiO2 nanocrystals, as well as yellow-green and red bands related to lattice
defect states of CdS nanoparticles. It was found that gel aging time is a crucial parameter to influence visible PL emission in composites. This
emission is suppressed with increasing aging time, and its evolution shows that healing of oxygen vacancy defects and hydroxyl group affect visible
emission more significantly than improving crystallinity degree. The correlation between visible PL emission in TiO2/CdS and their visible-light
photocatalytic activity was discussed.
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1. Introduction

Semiconductor TiO2/CdS composites represent an important group of visible-light photoactive materials and are
attracting considerable attention due to the fact that cadmium sulfide has a relatively narrow band gap and is well
combined with the band structure of titanium dioxide [1–3]. The development of physical and chemical methods for
the synthesis of nanoscale semiconductor particles and quantum dots has provided new possibilities for the creation
of photoactive heterogeneous structures based on these phases. In nanosized systems, a more efficient carrier transfer
takes place owing to the improved interface contacts [4, 5]. The efficiency of the photon energy conversion into
photocurrent and the photocatalytic activity depend not only on a charge carrier transfer rate across the interface of the
TiO2/CdS couple but also on a recombination rate of the photogenerated electron-hole pair within titanium dioxide
and CdS layers [2].

For visible-light photoactive nano-sized TiO2/CdS composites [6–8], as well as for the visible photoactive TiO2-
doped materials [9,10], the direct correlation has been often found between the increased photoactivity and decreased
radiative recombination in the visible range. Visible-light emission, related to the radiative recombination in nanosized
TiO2 is mainly attributed to (I) the self-trapped excitons, (II) oxygen vacancies and (III) surface states [11–14]. For
CdS nanocrystals and nanoparticles, visible PL includes a number of emission bands associated with both surface
electron states and states of complex defect centers [15–18]. Visible PL emission is affected not only by surface and
lattice defects of TiO2 nanocrystals but their morphology [13], and as well as by the crystallinity degree of titania [19].
For TiO2/CdS composites, recombination rate has been found to increase with increasing degree of defects in TiO2

layers [20] and imperfection of TiO2||CdS interface [5]. Concentration ratio of TiO2:CdS is also an essential parameter
which affects the visible PL emission, with the concentration dependence of PL emission being non-monotonic [6].

Currently, several synthesis strategies are being actively developed to obtain visible photoactive TiO2/CdS nanocom-
posites, and by varying the synthesis conditions it is possible to change their structural properties, defect states and
electron structure for tuning PL emission. In one of them, pre-synthesized CdS nanoparticles are directly incorporated
into TiO2 matrix during titania formation process via sol-gel route [21–24]. As a rule, the influence of the initial
concentrations of the sensitizing additive on the emission and photocatalytic properties of sol-gel TiO2/CdS compos-
ites is studied [21]. At the same time, when preparing TiO2/CdS composites, the sol-gel route is sometimes used with
low-temperature heating of the sol-gel [23,24], the effect of which on PL emission was not monitored. Recently, a new
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technique for producing photoactive composites TiO2/CdS was proposed, based on a modified sol-gel method using
pre-synthesized CdS colloidal nanoparticles and low-temperature gel aging stage at boiling point [24]. Gel aging time,
as has been shown, can affect the crystallinity degree of titania (amorphous/nanocrystalline ratio), and content of the
incorporated CdS nanoparticles [25]. In addition, it must be taken into account that the stage of low-temperature gel
aging promotes polycondensation of hydrolysis products to form titania and decrease of the oxygen vacancy and the
hydroxyl group in synthesized titania [26].

The aim of work is to elucidate the effect of gel aging time on visible PL emission in TiO2/CdS composites
prepared by sol-gel route using pre-synthesized CdS nanoparticles and gel aging stage at boiling point. To gain more
insight into the defect-related PL emission, a series of TiO2/CdS and bare TiO2 powders as well as CdS coagulated
nanoparticles were studied. XRD, HRTEM and Raman spectroscopy were employed to characterize the structure
of the samples and revealed decrease in content of amorphous TiO2 and incorporated CdS nanoparticles with aging
time. For all TiO2/CdS composites, PL emission was found to include bands related to the surface defect states of TiO2

nanocrystallites and two emission bands (as yellow-green and red), related to lattice defect states of CdS nanoparticles.
Significant and non-additive growth of visible emission bands contributed by both phases was detected at the early
aging stage and discussed in terms of TiO2||CdS interface defects. The increase in gel aging time was demonstrated
to be a crucial factor to suppress visible PL emission in TiO2/CdS composites. It was concluded that the surface
defects of TiO2 and content of the incorporated CdS nanoparticles predominantly affect the visible emission, unlike
the crystallinity degree of titania. A TiO2/CdS composite with suppressed visible PL emission was found to exhibit
the enhanced visible light photoactivity.

2. Experimental part

TiO2/CdS composites were prepared by direct hydrolysis technique using pre-synthesized aqueous colloidal so-
lution of CdS nanoparticles. The details of TiO2/CdS preparation can be found in [24]. In brief, a certain amount of
titanium (IV) n-butoxide was dissolved in the aqueous colloidal CdS solution. Sol-gel samples were heated up to the
boiling point under continuous stirring and aged at this temperature for 1, 3 and 4 h. To remove the remaining organic
species, the powders were centrifuged and dried in air at 120◦C for 3 h. Bare TiO2 powders were also prepared by the
same hydrolysis route in the pure deionized water. The aging time at boiling point was 1 and 4 h.

X-ray diffraction (XRD), high resolution transmission electron microscopy (HRTEM) and Raman micro-spectro-
scopy in resonance and off-resonance modes were employed to study structural state of TiO2/CdS composites. The
XRD patterns of samples were recorded by a Shimadzu MAXima-X XRD-7000 (Shimadzu, Japan) automatic diffrac-
tometer with CuKα radiation (λ = 1.5406 Å) in 2θ angle range 10–80◦ with a step 0.03◦ and an exposure time of
10 sec at each step. The volume fractions and structural characteristics of constituent phases were calculated employ-
ing PCW 2.4 software [27]. High resolution TEM images and electron diffraction patterns were obtained with the
help of a JEM-2100 microscope (JEOL, Japan) equipped with an Energy Dispersive X-ray Analyzer (EDX). HRTEM
images were processed with the Digital Micrograph software package. Raman and photoluminescence spectra were
excited by a low-power (up to 10 mW) laser irradiation at wave length of 480, 514 and 633 nm at room temperature,
and they were recorded by a LabRAM HR800 (Horiba, Japan) spectrometer, providing a focal spot on the samples of
1 – 2 µm diameter. The spectral resolution was about 1 cm−1. Raman and photoluminescence spectra were analyzed
with multi-peak Gaussian fitting method using the “Peakfit v 4.11” software package.

3. Results and discussion

3.1. Structure characterization of TiO2/CdS composites

Figure 1(a) shows XRD patterns for TiO2/CdS powder composites synthesized by sol-gel technique with varying
gel aging time at boiling point. Curve fitting of XRD spectra indicates that all the samples contain anatase and
brookite titanium dioxide phases with the approximate ratio 2:1. The average crystal sizes in powders, as estimated
by Debye–Scherrer equation, change slightly with aging time and are equal to 6 – 7 nm for the sample TiO2/CdS at
the early aging time and about 7 – 8 nm for the sample with a deeper aging (3 or 4 h). According to HRTEM, the
samples contain amorphous titanium dioxide, the concentration of which decreases from 15% to less than 5% with
an increase in gel aging time. In the XRD spectra, in addition to dioxide titanium diffraction peaks there are the
blurred diffraction peaks at 26.1, 43.5 and 51.0 degrees that can be attributed to CdS nanoparticles with randomly
lattice-packed hexagonal structure [28]. The bare CdS nanoparticles coagulated from the initial colloidal solution
exhibit similar crystalline structure. The sizes of incorporated CdS nanoparticles are 5-7 nm, which are close to those
in the initial colloid solution characterized by the log-normal size distribution of particles with the average value of
4.5 nm [29]. Estimations made by Peakfit decomposition of XRD spectra showed that CdS nanoparticles concentration
decreases with increasing gel aging time and is 9, 2 – 3 and about 1% CdS for TiO2/CdS samples with 1, 3 and 4 h
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aging, respectively. This effect was discussed in detail using the Molecular Dynamic simulations in our previous
work [26]. The drop in the concentration of CdS nanoparticles is associated with the decreases in the content of
the amorphous phase in the TiO2 matrix and the calculated thermodynamic stability of the composite CdS @ TiO2

nanoparticles depending on the structure of the titanium shell: amorphous titania > polycrystalline titania (anatase
or brookite). HRTEM images confirmed that colloidal CdS nanoparticles are incorporated into all anatase/brookite
matrices [26]. A typical HRTEM image of the incorporated CdS nanoparticle with zone axis [001] is given in the
Fig. 1(b).

FIG. 1. X-ray diffraction patterns for the sol-gel TiO2/CdS composites synthesized with varying
gel aging time. The lines (1), (2) and (3) correspond to 1, 3 and 4 hours of aging (a). HRTEM
image of a CdS nanoparticle incorporated into the TiO2 matrix, [001] zone axis. The filtered image
is presented in the inset (b)

A series of the micro-Raman spectra recorded from the different regions of powders demonstrates the good uni-
formity of structural properties of all synthesized samples TiO2/CdS. Fig. 2 presents the typical untreated and treated
Raman spectra for the TiO2/CdS powders recorded with wavelength excitation equal to 633 nm. The most intense
peaks in the treated spectra belong to titania phases (anatase and brookite). All 6 active modes of anatase phase (149
(E1g), 200 (E2g), 640 (E3g), 401 (B1g(1)), 517 cm−1 (A1g and B1g(2))) can be detected for powders. There are weaker
peaks which can be attributed to the modes of brookite phase [30]. These peaks are 128 (A1g), 166 (A1g), 218 (B1u),
245 (A1g), 323 (B1g), 366 (B2g) and 622 (B1u) cm−1. It can be seen that the corresponding peaks are shifted to the
higher frequencies and smeared as compared to that of standard microcrystalline TiO2-anatase, indicating that the size
effect for nanocrystals takes place. For all TiO2/CdS powders, including powder with CdS concentration about 1%,
in Raman spectra excited at 633 nm (1.95 eV), there is a smeared band with maximum around 300–302 cm−1 which
becomes stronger for laser wavelength of 514 nm at resonance condition and can be uniquely assigned to the first
longitudinal optical (LO) mode of CdS [31].

XRD, HRTEM and Raman spectroscopy revealed that all TiO2/CdS composite powders have an anatase / brookite
matrix with a phase ratio close to 2:1 and a small content of amorphous titanium dioxide. With an increase in the gel
aging time at boiling point, the content of the amorphous component decreases from 15 to 5%, and the average
crystallite size of the anatase and brookite phases increases slightly from 6.5 to 8 nm. The CdS particles incorporated
into the TiO2 matrix have an average size of approximately 5-7 nm, which is close to the average particle size in the
initial CdS colloidal solution. The structure of the incorporated particles, as in the initial solution, is characterized by
a random hexagonal close-packed lattice.

3.2. Photoluminescence properties of TiO2/CdS composites

The inset in Fig. 2(a) presents the untreated Raman spectra recorded with a 633 nm excitation wavelength. As
can be seen, with a decrease of gel aging time the untreated spectra demonstrate consistently increasing background
due to visible light luminescence. In order to investigate the effects of luminescence and their aging time dependence
in more detail, Raman spectra were recorded with a 480 nm excitation wavelength for TiO2/CdS composites, CdS
nanoparticles coagulated from the colloidal initial solution and bare TiO2 powder synthesized by the same sol-gel
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FIG. 2. Raman spectra for the sol-gel TiO2/CdS (1, 2 ,3), bare TiO2 (4) nanopowders and micro-
crystalline anatase (5), excitation is 633 nm. The peaks of anatase (A) are signed. The peaks of CdS
and brookite are marked with triangles and upside-down triangles, respectively. Notations (1, 2, 3)
are the same as on Fig. 1(a). The untreated spectra are shown in insert

route with varying gel aging time. Deconvolution of the peaks was performed to gain more insight into the nature of
defect states which determine the observed luminescence in different samples.

At first, consider the PL spectra of the bare TiO2 nanopowder and CdS nanoparticles. Fig. 3(a,b) demonstrate
visible light and NIR (near infrared) PL emission for the bare TiO2 nanopowder synthesized with gel aging time of
1 and 4 h. For both sample, broad visible PL emission can be fitted with fore Gaussian sub-band centered at 533 nm
(2.3 eV), 580 nm (2.1 nm), 633 nm (1.95 nm) and 670 nm (1.85 eV). One band at 850 nm (1.46 eV) is observed in
NIR region. The all visible emission bands can be associated to the radiative recombination at the surface defects
sites such as oxygen vacancy and hydroxyl groups which are the dominant trapped sites for nano-powders fabricated
by low-temperature sol-gel. One set visible emissions at 2.3 and 1.95 eV are attributed to the deexcitation from the
lower levels of oxygen vacancies associated with Ti3+ in anatase lattice to the ground state [12, 14]. The sub-band at
2.1 eV is due to the deexcitation from lower levels in Ti3+ 3d states of TiO2 lattice to the deep levels created by OH−

group [12]. The observed NIR PL emission at 1.46 eV is a signature of the brookite phase and appears due to the
radiative recombination at the intrinsic lattice defects acting as trapped sites [32]. As a consequence of the fabrication
process (sol-gel route), we can suppose that visible emission appears owing to the surface oxygen vacancies in brookite
nanoparticles, and one additional sub-band centered at 1.85 nm is attributed to these defects.

For bare TiO2 nanopowders, the intensity of all sub-bands of the visible light PL emission noticeably decreases
with the increasing gel aging time at boiling point. Therefore, the changes in the surface defect concentrations in
TiO2 nano-powder with gel aging time significantly affect the visible PL emission, unlike the phase transformation of
amorphous TiO2 into a crystalline state which proceeds during the aging stage. In the latter case, the intensity of PL
emission should have increased with the increases in the content of the crystalline phase [19].

A PL emission spectrum for CdS nanoparticles coagulated from the colloidal solution is presented in Fig. 3(c).
A broad sub-band centered at 540 nm (2.3 eV) and a shoulder at 710 nm (1.75 eV) extended up to 940 nm (1.3 eV)
are revealed. A similar PL band structure was observed earlier for CdS nanopowder which exhibits a structure related
to that of CdS coagulated nanoparticles and is characterized by a high concentration of lattice stacking faults [17].
The yellow-green emission at 540 nm can be endorsed to the deexcitation from the Cd interstitial states to the valence
band [15,17,18], and the red emission shoulder is believed to be caused by transitions of electrons trapped in the surface
states to the valence band and to be increased with the accumulation of crystallographic defects in CdS structure [18].

Figure 3(d–f) demonstrates PL emission spectra for TiO2/CdS composites fabricated by sol-gel using pre-synthe-
sized CdS colloidal nanoparticles and with varying gel aging. The PL spectra of TiO2/CdS composites managed to
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FIG. 3. PL emission for sol-gel TiO2 (a,b), coagulated CdS nanoparticles (c) and sol-gel TiO2/CdS
nanopowders (d-f), excitation is 480 nm. For TiO2, gel aging time is 1 and 4 hours. For TiO2/CdS,
notations (1, 2, 3) are the same as on Fig. 1(a)
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be decomposed by the same sub-bands as in bare TiO2 nanopowder and CdS particles, with sub-band positions being
changed slightly. The main difference in the spectra recorded for TiO2/ CdS powders with 1, 3 and 4 hours of gel aging
stage is the decrease in the intensity of all emission sub-bands related to both the TiO2 matrix and the incorporated CdS
nanoparticles, with increasing gel aging time. As in the case of pure TiO2, the effect of the phase transformation from
amorphous TiO2 to crystalline phases, which occurs during gel aging, on the emission of TiO2/CdS composite powders
is insignificant. In samples with short aging time (1 h) and containing the maximum amount of CdS nanoparticles up
to 9%, visible emission is maximum, and is significantly higher than in the original pure components. As shown above
and discussed in detail in our previous work [26], there are no significant differences between the structural properties
of the components of the TiO2/CdS composite and the original bare sol-gel TiO2 nano-powder and CdS nanoparticles.
However, the increased defect concentrations in the TiO2/CdS interface region, detected by MD simulations of CdS
@ TiO2composite particles, will affect surface defect states and lead to an increased visible PL emission, especially
in the early stages of aging. With an increase in the aging time to 4 hours, PL emission drops significantly due to the
decrease in the content of incorporated CdS nanoparticles to 1% and due to the healing of TiO2/CdS interface defects
and surface defects of TiO2 nanocrystallites as in the case of the bare TiO2 nanopowder.

Consider the relation between the observed visible PL emission for TiO2/CdS powders synthesized with varying
gel aging time and their visible light photocatalytic activity, previously tested in the oxidative degradation of benzene-
1,4-diol (hydroquinone) [24]. Fig. 4 shows the rates of the oxidation reaction of benzene-1, 4-diol, the intensity of PL
sub-band at 580 nm (2.1 eV) attributed to the surface hydroxyl group and content of CdS nanoparticles incorporated
into TiO2 matrix. It can be seen that the highest photoactivity is exhibited by composites with the lowest visible PL
emission and the lowest CdS nanoparticle content. For a composite with short aging time and increased CdS content,
a delayed decrease in photoactivity is observed, seemingly due to the competition of several alternative effects – (I)
an increase in visible PL emission associated with harmful radiative recombination at the surface defect states, (II) an
increase in the number of TiO2||CdS heterojunctions which can improve the transfer and separation of charge carriers
and (III) an increase in the number of titania surface defects serving as centers of photo-induced redox reactions.

FIG. 4. Correlation dependences between the rate of hydroquinone (HQ) oxidation [24], PL emis-
sion related to the surface hydroxyl group and content of the incorporated CdS nanoparticles in the
TiO2/CdS nanopowders synthesized with varying gel aging time (1, 3 and 4 hours)

4. Conclusions

The paper explores the effect of gel aging time on visible light photoluminescence of TiO2/CdS composites
fabricated by modified sol-gel route using pre-synthesized CdS colloidal nanoparticles. For this, a series of TiO2/CdS
and bare TiO2 powders prepared with varying gel aging time as well as bare CdS coagulated nanoparticles were
studied. TiO2/CdS and TiO2 exhibit an amorphous-nanocrystalline structure, and with an increase in gel aging time,
the content of amorphous titania decreases as phase transformation from amorphous into crystalline titania proceeds
and the content of incorporated CdS nanoparticles decreases.
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It was found that for sol-gel TiO2/CdS powders, gel aging time at boiling point is a crucial parameter to affect
visible light PL emission. With increasing aging time, visible PL emission associated with TiO2 surface defects
such as oxygen vacancy and hydroxyl group as well as yellow-green and red emission is suppressed, related to the
defect states of CdS nanoparticles. At short aging times, a significant non-additive increase in the intensity of visible
luminescence bands of both phases is observed, which is considered as a result of the increased structural imperfection
in the TiO2||CdS interface, especially at the early stages of aging. Surface defect states and concentration of CdS
nanoparticles are concluded to significantly affect visible PL emission, unlike the crystallinity degree of titania.

There is a correlation between visible PL emission and visible-light photoactivity of TiO2/CdS composites. Com-
posites with suppressed visible PL emission exhibit the enhanced visible-light photoactivity.
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We report the fabrication of three- and five-layered based TiO2/SiO2 dielectric structures as the back-end reflector application in thin film silicon
solar cells. These dielectric structures are prepared by the combined sol-gel and spin-coating techniques. X-ray diffraction (XRD) analysis of
both the three- and five-layered based structures confirmed the anatase phase of TiO2 with its dominant peak at 2θ = 25◦. Field-emission
scanning electron microscopy (FESEM) study demonstrated the formation of three and five alternate layers of TiO2 and SiO2 films. Comparatively,
five-layered based reflector yielded the maximum (100 %) reflectance in the near-infrared (NIR) wavelength region as evidenced by the UV-Vis
spectroscopy investigation.
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1. Introduction

A Bragg reflector is an optical component which is nothing but the multilayer structure of two alternating mate-
rials of distinct refractive index. This optical device has got various applications as in listed in Fig. 1. These includes
as the back-end reflector in solar cells, clads in optical waveguiding, as reflector in light-emitting devices, light split-
ter in photonic devices and their smart applications in new-generation fabrics, heat-resistance smart windows, and
windshielding in automobiles [1–3].

FIG. 1. Applications of dielectric reflectors

In thin film solar cells, the longer wavelength light is unabsorbed through the thin absorbing region and transmitted
to the bottom-end [4]. Therefore, harvesting of light is very important in such thin film solar cells so that unabsorbed
light can be reutilized. In this view, such reflectors are promising for the enhancement of light absorption in the
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thin absorbing layer and hence, conversion efficiency. Other than dielectric materials such as zinc oxide, zirconium
oxide, etc., the TiO2 and SiO2 are the best opted dielectric materials due to their high refractive index contrast and
non-hazardous during the processing by the sol-gel method. These materials have also been demanded for their
potential applications such as anti-reflection coating, optical waveguides, photonic crystals etc. [5]. Sol-gel spin
coating approach needs optimization of the process to attain the good step coverage, uniformity and crack free films
[6]. The properties of TiO2/SiO2 layered based multilayer structure can be tuned for the specific applications, i.e., as
the UV, visible and IR filters including lasers. Several investigations have been reported on the fabrication of reflective
and anti-reflective coatings [7–14]. Calvo et al. introduced a synthetic route in fabricating Bragg mirrors with TiO2

thin-films by adopting the sol-gel spin coating [15]. He prepared the visible reflector with six layers of TiO2-TiO2

with periodic variation of refractive index and controlled porosity. The reflector showed reflectance below 100%
in the visible spectrum and further, suggested the preparation of Bragg reflectors by tuning the precursor solution.
Hinczewski et al. presented the preparation of optical filters based on SiO2 and TiO2 multi-layers by adopting the
sol-gel spin coating technique [16]. The prepared structure was composed of nine alternate layers of TiO2/SiO2 which
endorsed 90 % reflectivity in near-UV region with 90%. The experimental results were also in good agreement with
the theoretical investigations. Nagayoshi et al. prepared and studied the dielectric structure fabricated by using TiO2

nanoparticles mixed in SiO2 solution [17]. The spin coated films evidenced good reflectance (90 %) in the near-
infrared region. These studies were explored by varying the number of dielectric layers, optical thickness, and the
choice of coating techniques i.e. spin or dip coating. Sol-gel spin coating is an inexpensive and simple process based
technique. Under the atmospheric conditions one can maintain the good homogeneity of the coating. To attain this,
annealing temperature and the molar ratio of the precursors are the essential factors.

This paper mainly deals with the fabrication of three and five layered based dielectric structures of TiO2 and SiO2

film which serves as distributed Bragg reflector (DBR). The periodic arrangement of three- and five-consecutive layers
of TiO2 and SiO2 films showed as much as 74 % and 100 % reflectance in the NIR region respectively. Section 2
presents the experimental process for fabricating the dielectric reflectors. The investigations are discussed in the
Section 3 and Section 4 concludes the work.

2. Experimental process

Titanium Isopropoxide (TTIP) and Tetra Ethyl Ortho Silicate (TEOS) precursors procured by Sigma-Aldrich were
used as the Ti and Si sources. De-ionized and ethanol procured by Changshu Hongsheng Fine Chemicals were used
as the solvent while hydrochloric acid supplied by Fischer Scientific as the chelating agent. All the reagents were of
analytical grade and used without any further purification. The preparation of dielectric reflectors is presented in the
typical flow chart as shown in Fig. 2.

FIG. 2. Flow chart of synthesis and fabrication of dielectric reflector

To prepare the gels of TiO2 and SiO2, at first 20 ml ethanol was added in 1 ml DI water and kept for 5 min stirring.
Afterwards, 1 ml precursor TTIP/TEOS drop-wise was added under vigorous stirring while maintaining 2 min interval
in order to prepare the TiO2/SiO2 solution. Finally 0.2 ml HCl was added to the above solutions in order to promote
the rate of reaction and kept for continuous stirring for two hr. Later, both the solutions were aged for 24 hours to
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FIG. 3. XRD pattern of three and five-layered based DBR

FIG. 4. (a)Cross-section FESEM images of three-layered based DBRs. (b)Cross-section FESEM
images of five-layered based DBRs
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get the enough viscous and transparent gels. For the preparing the multilayer structures of TiO2 and SiO2 films, the
glass substrates were thoroughly cleaned with the soap solution and sonicated in ethanol for 30 min. Further, after
rinsing in water and drying, alternate layers were deposited by the spin coating process at 3000 RPM speed for 30 sec.
After deposition of each film, these were dried in the hot air oven at temperature 100◦C for 30 min, in order to remove
the volatile solvents. The as-prepared TiO2 and SiO2 films were sintered at temperature 500◦C and 300◦C for 1 hr
to eliminate the organic compounds and to form the crystalline structure. Further, the fabricated multilayer structures
were examined by using XRD, FESEM and UV-Vis spectroscopy.

3. Results and discussion

XRD study was carried out to investigate the crystallization phase presence in the spin coated three and five-
layered based structures. Fig. 3 depicts the XRD pattern which endorses the anatase phase of TiO2.

The diffraction peaks located at 2θ = 25◦, 37◦, 48◦, 55◦ and 62◦ are indexed corresponding to the planes (101),
(004), (200), (211), and (204) respectively of anatase-TiO2 [17]. Our XRD results coincide with the JCPDS File
No. 21-1272. One can notice the broadening of a Bragg peak located at 2θ = 25◦ ascribed to the plane (101) of
TiO2, which usually indicates the existence of amorphous phase of SiO2. In addition, it is observed that the sequential
annealing of each film did not the affect the crystallinity of the multilayer structures.

Figure 4(a,b) shows the cross-section FESEM images of three and five-layered based TiO2/SiO2 reflectors. The
brighter and lighter layers shown in cross-section FESEM images indicate the deposition of TiO2 and SiO2 film
respectively. The estimated thicknesses of eachlayer from bottom to top were 71 nm, 127 nm and 53 nm, and 56 nm,
97 nm, 59 nm, 135 nm and 56 nm corresponding to three- and five-layered based TiO2/SiO2 reflectors. Here, we can
observe the periodic structure of titania and silica films with their high and low refractive indices.

Figure 5 depicts the reflectance spectra of three- and five-layered based reflectors. The three-layered reflector
showed as much as 70 % reflectance in the wavelength range from 500–1100 nm with its center wavelength 745 nm.

FIG. 5. Reflectance spectra of three- and five-layered based DBRs

Further, the increased layers of TiO2 and SiO2 films i.e. five-layered structure demonstrated the 100 % reflectance
with its center wavelength 764 nm. Remarkably, both the reflectors dominated their reflectance bands in the near-
infrared region. Finally, we could attain maximum 100 % reflectance with the use of only five layers of TiO2 and SiO2

films by depositing the films using spin coating process.

4. Conclusion

We have prepared the dielectric reflectors of TiO2/SiO2 films on glass substrates and studied the structural and
optical properties. XRD results endorsed the presence of anatase-TiO2 phase in both the samples of three- and five-
layered structures of TiO2 and SiO2 films. Cross-section FESEM studies revealed the formation of alternate layers of
TiO2 and SiO2. Finally, both the reflectors characterized to study the light behavior. As compared to three-layered
reflector, the five-layered one showed the maximum reflectance i.e., 100 % in the broad wavelength range with its
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center wavelength 764 nm. This investigation is useful to tune the reflectivity in the desired wavelength range by
adopting a simple and cost-effective fabrication technique.
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