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The concept of Sombor index SO(G) was recently introduced by Gutman in the chemical graph theory. It is a vertex-degree-based topological
index and is denoted by SO(G). This paper introduces a new matrix for a graph G, called the Sombor matrix, and defines a new variant of
graph energy called Sombor energy ES(G) of a graph G. The striking feature of this new matrix is that it is related to well-known degree-based
topological indices called forgotten indices. When ES(G) values of some molecules containing hetero atoms are correlated with their total π-
electron energy, we got a good correlation with the correlation coefficient r = 0.976. Further, we found some bounds and characterizations on the
largest eigenvalue of S(G) and Sombor energy of graphs.
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1. Introduction

Spectral graph theory plays an important role in analyzing the matrices of graphs with the help of matrix theory
and linear algebra. Now, spectral graph theory has attracted the attention of both pure and applied mathematicians
whose benefit lies far from the spectral graph theory, which may be surprised because graph energy is a special kind
of matrix norm. They will then recognize that the concept of graph energy (under different names) is encountered in
several seemingly unrelated areas of their own expertise. The eigenvalues are closely related to almost all major invari-
ants of a graph, linking one extremal property to another, they play a central role in the fundamental understanding of
graphs [1]. In 1978, Gutman related the Graph energy and total π-electron energy in a molecular graph; it was defined
as, the sum of absolute values of the eigenvalues of the associated adjacency matrix of a graph G [2]. Later, many
matrices were defined based on distance and adjacency among the vertices, degree of the vertices involved in forming
the graph structure like: Zagreb matrix [3], Randić matrix [4], distance matrix [5], Seidel matrix [6], Laplacian ma-
trix [7], Seidel Laplacian matrix [8], signless Laplacian matrix [9], Seidel signless Laplacian matrix [10], degree sum
matrix [11], etc.

Topological indices are mainly categorized into two types: namely degree-based indices and distance-based in-
dices. Some of the well-known degree-based indices are first Zagreb index, second Zagreb index, forgotten index,
hyper Zagreb index, Randic index, harmonic index, geometric-arithmetic index, redefined third Zagreb index, inverse
sum index, etc. The details on degree-based topological indices we refer to [12–14]. Recently, Gutman et al. [15]
defined new degree-based indices, called the Sombor index, which is one of the trending areas in the present graph-
theoretical research. The details of this new index we refer to [16–25]. In [26], the chemical applicability of Sombor
indices had been studied. The wide application of Sombor indices motivated us to define the Sombor matrix and
Sombor energy of the graph.

2. Preliminaries

In this paper, we considered simple, finite, undirected, and connected graphs. A graph G involves a vertex set
V = V (G) = {v1, v2, . . . , vn} and E = E(G) as its edge set. If two vertices have a common edge, then they are
known as adjacent vertices. Likewise, if two edges have a common end vertex, then it is called an adjacent edge. The
number of edges incident to a vertex v is called the degree of that vertex v and it is denoted by, dv

The first and second Zagreb indices of a graph G [2] is defined as,

M1(G) =
∑

uv∈E(G)

(du + dv) =
∑

u∈V (G)

d2
u and M2(G) =

∑
uv∈E(G)

(dudv) (1)

respectively.
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Followed by the above definition, Furtula and Gutman introduced the forgotten topological index [27], defined as:

F (G) =
∑

uv∈E(G)

(d2
u + d2

v) =
∑

u∈V (G)

d3
u. (2)

In [15] Gutman defined new degree based topological index called Sombor index, denoted by SO(G) and defined
as:

SO(G) =
∑

uv∈E(G)

√
(d2

u + d2
v), (3)

In the next section, we introduce a new matrix for a graph G and a new graph invariant based on this matrix.

3. Sombor matrix and Sombor energy of graph

Definition 3.1. The Sombor matrix of a graph G with a vertex set V = V (G) = {v1, v2, v3, . . . , vn} and edge set
E = E(G) is defined as S(G) = (sij)n×n, where:

sij =

{√
d2
u + d2

v, uv ∈ E(G);

0, otherwise;

where du denotes the degree of the vertex u.

The Sombor polynomial of a graph G is defined as:

PS(G)(λ) = |λI − S(G)|,

where I is an n× n unit matrix.
Since S(G) is real symmetric matrix, all roots of PS(G)(λ) = 0 are real. Hence, they can be arranged as

λ1 ≥ λ2 ≥ λ3 · · · ≥ λn. The Sombor energy of graph G is given by

ES(G) =

n∑
i=1

|λi|.

.

4. Chemical applicability of ES(G)

The development of Huckel molecular orbital theory is mainly concentrated on conjugated, all carbon compounds.
The range of those compounds can be studied if hetero atoms are considered. This can be done by comparing energy
values for hetero compounds. To this end, we need to adjust Coulomb (α) and resonance integral (β) values for hetero
atoms using the relations:

α′ = α+ hβ and β′ = kβ,

where h and k are correction values which are different and depending on what atom is in conjugation. So, we can take
more than one value for α for a hetero atom but depends on the number of electrons hetero atom donates to π-system.

Consider, the secular matrix of the compound urea:


α− E 1.131β β 0
1.131β α+ 1.5β − E 0 0
β 0 α+ β − E 0
0 0 0 α+ 1.5β − E


By substituting appropriate values of α and β for urea in the above matrix and expanding the secular determinant,
π-electron energy for urea can be calculated [28, 29] we found the close resemblance between secular matrix of hetro
molecule and Sombor matrix S(G) of corresponding molecular graph G. Further, we calculated ES(G) with dataset
of total π-electron energy values of hetero atoms which are found in [30]. From Fig. 1 we found that ES(G) has good
correlation hetero atoms, as mentioned in Fig. 2, with correlation coefficient r = 0.976 and r2(adjusted) = 0.952.
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FIG. 1. Correlation of ES(G) with the total π-electron energy of molecules containing hetero atoms

FIG. 2. Molecules containing hetero atoms. (H1=Venyl chloride like systems, H2=Butadiene
perturbed at C2, H3=Acrolein like systems, H4=1,1-Dichloro-ethylene like systems, H5=Glyoxal
like and 1,2-Dichloro-ethylene like systems, H6=Pyrrole like systems, H7=Pyridine like systems,
H8=Pyridazine like systems, H9=Pyrimidine like systems, H10=Pyrazine like systems, H11=S-
Triazene like systems, H12=Aniline like systems, H13=O-Phenylene-diamine like systems, H14=m-
Phenylene-diamine like systems, H15=p-Phenylene-diamine like systems, H16=Benzaldehyde like
systems, H17=Quinoline like systems, H18=Iso-quinoline like systems, H19=1-Naphthalein like
systems, H20=2-Naphthalein like systems, H21=Iso-indole like systems, H22=Indole like systems,
H23=Benzylidine-aniline-like systems, H24=Azobenzene like systems, H25=Acridine like systems,
H26=Phenazine like systems)
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5. Some result on Sombor matrix

Theorem 5.1. Let G be graph with vertex set V (G) and edge set E(G) with the Sombor matrix S(G). If

PS(G) = c0λ
n + c1λ

n−1 + c2λ
n−2 + · · ·+ cn

is the characteristic polynomial of S(G), then
i. c2 = −F (G),

ii. c3 = −2
∑
∆

∏
uv∈E(∆)

√
d2
u + d2

v ,

where ∆ is a triangle in the graph G.

Proof. i. From the definition of PS(G), we have:

c2 =
∑

1≤i<j≤n

∣∣∣∣ 0 sij
sji 0

∣∣∣∣ = −
∑

1≤i<j≤n

s2
ij =

∑
uv∈E(G)

d2
u + d2

v = −F (G).

ii. From the definition of PS(G), we have:

c3 = −
∑

1≤i<j≤n

∣∣∣∣∣∣
0 sij sik
sji 0 sjk
ski skj 0

∣∣∣∣∣∣ = −
∑

1≤i<j<k≤n

sijsjkski = −2
∑
∆

∏
uv∈E(∆)

√
d2
u + d2

v.

�

Lemma 5.2. [Newton’s identity] Given an n× n matrix A, let P (λ) = c0λn + c1λn−1 + c2λn−2 + · · ·+ cn be the

characteristic polynomial of A, then the coefficient c3 =
1

6

[
−(Tr(A))3 + 3 Tr(A) Tr(A2)− 2 Tr(A3)

]
.

Theorem 5.3. Let S(G) = (sij)n×n be the Sombor matrix of a graph G and be its λ1 ≥ λ2 ≥ · · · ≥ λn eigenvalues,
then:

i.
n∑

i=1

λ2
i = 2F (G),

ii.
n∑

i=1

λ3
i = 3

∑
∆

∏
uv∈E(∆)

√
d2
u + d2

v ,

where ∆ is a triangle in the graph G

Proof.

i.
n∑

i=1

λ2
i = Tr(S(G)2) =

n∑
i=1

n∑
j=1

sijsji =

n∑
i=1

s2
ii +

∑
i 6=j

sijsji = 2
∑
i<j

s2
ij = 2

∑
uv∈E(G)

d2
u + d2

v = 2F (G).

ii. We know that, Tr(S(G)3) =
n∑

i=1

λ3
i . The result follows by equating the coefficient c3 values given in The-

orem 5.1, Lemma 5.2 and using the facts Tr(S(G)) = 0 and Tr(S(G)2) = 2F (G). We get the required
result.

�

6. Bounds for the largest eigenvalue

Theorem 6.1. If G is any graph with n verties with S(G) = (sij)n×n being its Sombor matrix and λ1 ≥ λ2 ≥ · · · ≥
λn are its eigenvalues, then

λ1 ≤
√

2(n− 1)F (G).

Proof. Taking ai = λi and bi = 1 for i = 1, 2, 3, . . . , n in Cauchy–Schwarz inequality we get:(
n∑

i=2

λi

)2

≤ (n− 1)

n∑
i=2

λ2
i .

On solving we get:

(−λ1)
2 ≤ (n− 1)(2F (G)− λ2

1)

=⇒ λ1 ≤
√

2(n− 1)F (G).

�
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7. Bounds for Sombor energy

Now we obtain some bounds on the Sombor energy of graphs. To this end, we make use of the following classical
inequalities
Lemma 7.1. [Diaz–Metcalf Inequality] Let (a1, a2, . . . , an) and (b1, b2, . . . , bn) be positive real numbers, satisfying
the condition rai ≤ bi ≤ Rai for 1 ≤ i ≤ n. Then:

n∑
i=1

b2i + rR

n∑
i=1

a2
i ≤ (r +R)

n∑
i=1

aibi.

Equality holds if and only if bi = Rai or bi = rai for 1 ≤ i ≤ n.
Lemma 7.2. Let a1, a2, . . . , an be non-negative real numbers, then:

n

 1

n

n∑
i=1

ai −

(
n∏

i=1

ai

)1/n
 ≤ n n∑

i=1

ai −

(
n∑

i=1

√
ai

)2

≤ n(n− 1)

 1

n

n∑
i=1

ai −

(
n∏

i=1

ai

)1/n
 .

7.1. Lower bounds for the Sombor energy

Theorem 7.3. Let G be any graph with n verties and let P be the absolute value of the determinant of Sombor matrix
S(G), then: √

2F (G) + n(n− 1)P 2/n ≤ ES(G).

Proof.

[ES(G)]2 =

(
n∑

i=1

|λi|

)2

=

n∑
i=1

|λi|2 +
∑
i 6=j

|λi||λj | = 2F (G) +
∑
i 6=j

|λi||λj |.

Clearly we have:

1

n(n− 1)

∑
i 6=j

|λi||λj | ≥
∏
i 6=j

(|λi||λj |)1/(n(n−1))
=

∣∣∣∣∣
n∏

i=1

λi

∣∣∣∣∣
2/n

= P

2

n =⇒
∑
i6=j

|λi||λj | ≥ n(n− 1)P 2/n,

therefore √
2F (G) + n(n− 1)P 2/n ≤ ES(G).

�

Theorem 7.4. Let G be a graph with n verties. Then

2F (G) + n|λ1||λn|
|λn|+ |λ1|

≤ ES(G),

where, |λ1| and |λn| are maximum and minimum of the absolute value of eigenvalues of S(G). Equality will be
attained if and only if for each 1 ≤ i ≤ n, either |λi| = |λ1| or |λi| = |λn|.

Proof. substituting bi = |λi|, ai = 1, r = |λn| and R = |λ1| in lemma 7.1, we have

n∑
i=1

|λi|2 + |λn||λ1|
n∑

i=1

1 ≤ (|λ1|+ |λ1|)ES(G)

=⇒ 2F (G) + n|λ1||λn|
|λ1|+ |λn|

≤ ES(G).

�
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7.2. Upper bound for Sombor index

Theorem 7.5. If G is a graph with n verties, then

ES(G) ≤
√
nF (G).

Proof. Put ai = 1 and bi = |λi| in Cauchy–Schwarz inequality, we get

[ES(G)]2 ≤ n

(
n∑

i=1

|λi|

)2

= nF (G).

Simplifying the above equation we get the required result. �

Theorem 7.6. If G is a graph with n verties, then:

ES(G) ≤
√
n
{

2F (G) + [Det(N(G)2)]1/n
}
− 2F (G),

where |Det(N(G))| is absolute value of the determinant of Sombor matrix S(G).

Proof. Substituting ai = λ2
i for i = 1, 2, . . . , n in lemma 7.2, we have:

n

 1

n

n∑
i=1

λ2
i −

(
n∏

i=1

λ2
i

)1/n
 ≤ n n∑

i=1

λ2
i −

(
n∑

i=1

λi

)2

.

Using results in theorem 5.1, we get:

n

(
1

n
2F (G)− |Det(S(G))|1/n

)
≤ n2F (G)− (ES(G))

2
.

On simplifying above equation we arrive the required result. �

8. Conclusion

Recently, Gutman introduced a new vertex-degree-based topological index, called the Sombor index SO(G) in
chemical graph theory. In this paper, we have introduced a new matrix for a graph G, called the Sombor matrix, and
defined a new variant of graph energy called the Sombor energy ES(G) of a graph G. The striking feature of this new
matrix is that it is related to the well-known degree-based topological indices called forgotten indices. When ES(G)
values of some molecules containing hetero atoms are correlated with their total π-electron energy, we obtained a good
correlation with the correlation coefficient r = 0.952. Further, bounds ( lower and upper) and characterizations on the
largest eigenvalue of S(G) and Sombor energy of graphs have been studied.
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[23] Milovanović I., Milovanović E., Matejić M. On some mathematical properties of Sombor indices. Bull. Int. Math. Virtual Inst., 2021, 11,

P. 341–353.
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1. Introduction and formulation of the problem

In recent years, the range of problems under consideration for partial differential equations, as well as for equa-
tions of hyperbolic, parabolic and mixed types, has significantly expanded. Along with the study of the main boundary
value problems for such equations, since the 1970’s, much attention of researchers is paid to the formulation and study
of nonlocal boundary value problems. This is explained by the fact that many practically important problems asso-
ciated with the dynamics of soil moisture, with the process of particle diffusion in turbulent plasma with cooling an
inhomogeneous curved rod, modeling the process of laser radiation lead to nonlocal problems [1, 2].

In prior research to date, mainly nonlocal boundary value problems for second-order equations have been studied.
Equations of the third and higher order, which, according to similar equations of the second order, have very

important applications, were considered in the works of Berdyshev A. S. [3], Sabitov K. B. [4], Zikirov O. S. and
Kholikov D. K. [5], Kh. Belakroum, A. Ashyralyev, A. Guezane-Lakoud [6], Khashimov A. R, Smetanová D. [7], as
well as in [8, 9].

On the other side, in connection with intensive research on problems of optimal control of the agro economical
system, long-term forecasting and regulating the level of ground waters and soil moisture, problems of mathematical
biology: population dynamics and problems of mathematical economics, it has become necessary to investigate a new
class of equations called as “loaded equations”. Such equations were investigated for the first time by A. Knezer
(1914), L. Lichtenstein (1931). However, they did not use the term “loaded equation”. This terminology was in-
troduced by A. M. Nakhushev (1976), where the most general definition of the loaded equation is given and various
loaded equations are classified in detail [1].

We can cite by many examples as which emphasized the development of the theory of the loaded equation in
the last several decades. As we know [1], mathematical models of nonlocal physics-biological fractal processes
represented by loaded integro-differential equations or loaded differential equations especially with integro-differential
operators [1, 9].

How we know, there has been a significant development in nonlocal problems for fractional differential equations
or inclusions (we can see [10] and their literature). Very recently, in the works [11], [12] authors investigated the
fractional order integro-differential equations with nonlocal conditions. However, to the best of our knowledge, the
nonlocal problems for fractional integro-differential equations in the Caputo derivative sense have not been discussed
extensively [10].

Based on the above, the main aim of this paper is to formulate and investigate the unique solvability of a boundary-
value problem type of Darboux (Cauchy-Goursat) for a third-order loaded partial differential equation of hyperbolic
type, with the Caputo operators. For investigating this problem, we reduce the boundary-value problem for the loaded
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equation to a new non-local problem for the fractional order integro-differential equation [8, 9]. Taking into account
the unique solvability of non-local problems, we prove the solvability of the local boundary-value problem for the
loaded equation.

We consider the following linear loaded [13] integro-differential equation:
∂

∂x
(uxx − uyy + aux + buy + cu) = cDα

0xu(x, 0), (1)

where cDα
0xf (x) is a fractional differential operator of Caputo type [14], 0 < α < 1, a, b, c are given real parameters.

Let Ω be a characteristic triangle bounded by the segment AB the axis OX and two characteristics

AC : x+ y = 0, BC : x− y = 1

of equation (1) for y < 0, I = {(x, y) : 0 < x < 1, y = 0}.
Problem D1. (Darboux) Find a regular solution u(x, y) of the equation (1) in Ω, which is continuous in Ω, has

continuous derivatives ux(uy), up to AB ∪AC, and satisfies the boundary-value conditions:

uy(x, 0)|y=0 = ϕ1(x), 0 ≤ x < 1, (2)

u(x,−x) = ψ1(x),
∂u(x, y)

∂n

∣∣∣∣
y=−x

= ψ2(x), 0 ≤ x ≤ 1

2
, (3)

where ϕ1 (x) , ψ1(x) and ψ2(x) are given functions.

2. Representation of solution of the equation

One of the most important aspect of the investigation of the boundary-value problem, is shown by the following
theorem.

Theorem 1. Any regular solution of equation (1) is represented in the form:

u(x, y) = z(x, y) + w(x), (4)

where z(x, y) is a solution to the equation:

∂

∂x
(zxx − zyy + azx + bzy + cz) = 0, (5)

w(x) is a solution of the following integro-differential equation

w′′′(x) + aw′′(x) + cw′(x)− cDα
0xw(x) = cDα

0xz(x, 0). (6)

Proof. Let z(x, y) be a regular solution of the equation (5), w(x) is a solution of the equation (6). Then, we must
prove that the function represented by formula (4) will be solution of the equation (1). Thus, in (1), u(x, y) instead of
z(x, y) + w(x) taking into account (5) and (6), it is easy to verify that the relation:

∂

∂x
(uxx + auxx + buy + cu)− cDα

0xu(x, 0) =
∂

∂x
(zxx + azx + bzy + cz) +

+w′′′(x) + aw′′(x) + cw′(x)− cDα
0xw(x)− cDα

0xz(x, 0) = 0,

that is, represented by formula (4), is a solution of the equation (1) for y > 0. Then, vice versa, let u(x, y) be a regular
solution of the equation (1), and w(x) be a certain solution of the following integro-differential equation:

w′′′(x) + aw′′(x) + cw′(x) = cDα
0xu(x, 0). (7)

Let us prove the validity of the relation (4).
Consequently, the function:

u(x, y) = z(x, y) +

(
−2

a

) x∫
0

((
x− t+

2

a

)
e−

a
2 (x−t) − 2

a

)
cDα

0tu(t, 0)dt,

is a solution of the equation (1), as for equation with right side at a2 = 4c 6= 0, where z(x, y) is a solution of the
equation (5), and the function:

u(x, y) = −2

a

x∫
0

((
x− t+

2

a

)
e−

a
2 (x−t) − 2

a

)
cDα

0tu(t, 0)dt,

is a partial solution to the equation (1). Hence, (1) highlights the validity of the representation (4), i.e. u(x, y) =
z(x, y) + w(x).
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It follows from the latter representation that u(x, 0) = z(x, 0) + w(x). Thus, from equation (7), it provides:

w′′′(x) + aw′′(x) + cw′(x)− cDα
0xw(x)− cDα

0xz(x, 0) = 0,

and the function z(x, y) = u(x, y)−w(x), satisfies equation: (5) for y > 0. In cases a2 > 4c and a2 < 4c respectively.
Analogously, it was proved in the case for y < 0. Theorem 1 is thus proved.

Remark 1. Taking into account, that the function z(x) = ãe
√
λx + b̃e−

√
λx + c̃ satisfies the equation (5), for the

investigation of the problem D1, we can assume without loss of generality that

w(0) = w′(0) = w′′(0) = 0. (8)

Denoting w′(x) = y(x) in the equation (6) we have:

y′′(x) + ay′(x) + cy(x)− 1

Γ(1− α)

x∫
0

(x− t)−αy(t)dt = cDα
0xz(x, 0). (9)

The characteristic equation, corresponding to the homogeneous equation, has the form

k2 + ak + c = 0. (10)

Let us introduce the notation ∆ = a2 − 4c:
1) If ∆ = 0 then, the equation (10) has two real roots, moreover they are equal. Thus, at a2 > 4c the equation (9)
equivalent to the following form:

y(x)− 1

Γ(1− α)

x∫
0

y(t)dt

x∫
t

(x− s)(s− t)−αe− a
2 (x−s)ds =

= l1(0)e−
a
2 x + l2(0)xe−

a
2 x +

x∫
0

(x− t)e− a
2 (x−t)cDα

0xz(t, 0)dt, (11)

where l1(0) and l2(0) are unknown constants to be defined. In equation (9) at s = t + (x − t)v, with respect to
y′(0) = y(0) = 0, we obtain the Volterra integral equation relative to y(x):

y(x)−
x∫

0

K1(x, t)y(t)dt =

x∫
0

(x− t)e− a
2 (x−t)cDα

0xz(t, 0)dt, (12)

where:

K1(x, t) =
(x− t)2−α

Γ(1− α)

1∫
0

v−α (1− v) e−
a
2 (x−t)(1−v)dv.

Solving the next integral equation (12) we obtain:

y(x) =

x∫
0

K1(x, t) +

x∫
t

R1(x, s)K1(s, t)ds

z′(t, 0)dt, (13)

where R1 (x, s) is the resolvent of the kernel K1(x, t).
Hence, by virtue of the (8), (13) and the designation w′(x) = y(x), after some transformation, we have:

w (x) =

x∫
0

K(x, t)z′(t, 0)dt, (14)

where:

K(x, t) =

x∫
t

K1(s, t) +

s∫
t

R1 (s, z)K1 (z, t) dz

ds.
Similarly we can receive in the cases 2) a2 > 4c, and 3) a2 < 4c.
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3. The main results

Theorem 2. If ψ1
′(0) + 2ϕ1(0) =

√
2ψ2(0), and ϕ1 (x) ∈ C1[0, 1) ∩ C2 (0, 1) ,

ψ1 (x) ∈ C1

[
0,

1

2

]
∩ C3

(
0,

1

2

)
, ψ2(x) ∈ C [0, 1/2] ∩ C2 (0, 1/2) , (15)

then there exists a unique solution to the problem D1 in the domain Ω.
Proof. Firstly, by virtue of the representation (4) and in view of (8), the equation (1) and boundary-value conditions
(2), (3), are reduced to the form (5):

zy(x, 0) = ϕ1(x), 0 ≤ x < 1, (16)

z(x,−x) = ψ1(x)−
x∫

0

K(x, t)z′(t, 0)dt, 0 ≤ x ≤ 1

2
, (17)

∂z(x,−x)

∂n
= ψ2(x)− 1√

2

x∫
0

K ′(x, t)z′(t, 0)dt, 0 ≤ x ≤ 1

2
. (18)

Since, problem D1 was reduced to the equivalent non-local problem for a third order equation of mixed type (5),
we may conclude that Problem D1 has a unique solution, as a direct result of the unique solvability of the non-local
problem.
Bearing in mind [15], after integration of the equation (5), with respect to x, we have the following form:

zxx − zyy + azx + bzy + cz = ω̃(y), y < 0, (19)

where ω̃(y) is arbitrary continuous function.
First, we find the main functional relations on I deduced from the domain Ω. We introduce the following notation:

z(x, y)|y=−0 = τ(x), (x, 0) ∈ I, (20)

where τ(x) is unknown function.
The solution of the Cauchy problem for the equation (19) with the conditions (2), (20) can be represented in the

form:

z(x, y) =
1

2

[
τ(x− y)exp

(
−a− b

2
y

)
+ τ(x+ y)exp

(
−a+ b

2
y

) ]
−

−1

2
exp

(
b

2
y

) x+y∫
x−y

(
b

2
J0

[√
λ ((x− ξ)2 − y2))

]
− λy Ĵ1

[√
λ ((x− ξ)2 − y2)

])
× (21)

×exp
(
−a

2
(x− ξ)

)
τ (ξ) dξ+

+
1

2
exp

(
b

2
y

) x+y∫
x−y

J0

[√
λ ((x− ξ)2 − y2)

]
exp

(
−a

2
(x− ξ)

)
ϕ1 (ξ) dξ+

+
1

2

y∫
0

ω̃ (η) dη

x+y−η∫
x−y+η

J0

[√
λ
(

(x− ξ)2 − (y − η)
2
)]

dξ,

λ =
1

4

(
4c2 − a2 − b2

)
,

where J0 [z] , J1 [z] is Bessel function, Ĵ1 [z] = J1 [z] /z.
Then using condition (18) from (21), taking account of τ ′(0)+ϕ1(0) =

√
2ψ2(0) and considering of the property

of the Bessel functions and by replacing the argument x for−y in the relation, we get the following functional relation,
transferred from the domain Ω to I:

ω̃ (y) + λ2

y∫
0

L(η, y)ω̃ (η) dη = Φ
′
(y), (22)

L(η, y) =

−η∫
η−2y

[
Ĵ1 [z (−y, y; ξ, η)]− 1

2
J2 [z (−y, y; ξ, η)]

]
dξ, (23)
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Φ(y) =
√

2ψ2 (−y)− w′(−y) +
a− b

4
τ(−2y)exp

(
−a− b

2
y

)
−

−1

2
exp

(
a+ b

2
y

) 0∫
−2y

[p0 (ξ, y)τ (ξ) + p1 (ξ, y)ϕ1 (ξ)] dξ−

−
[
ϕ1(0) +

2λy + a− b
4

τ(0) + τ
′
(0)

]
exp

(
a+ b

2
y

)
,

z (x, y; ξ, η) =

√
λ
(

(x− ξ)2 − (y − η)
2
)
, z (x, y; ξ, 0) = z (x, y; ξ) .

Both p0 (ξ, y), p1 (ξ, y) are known continuous functions. Hence, if we reckon the right-hand side known, with regards
the properties of the special functions, and the theory of the integral equations of the Volterra type, the solution of the
equation (22) can be written in the form:

ω̃(y) = Φ
′
(y) +

y∫
0

R2(y, t)Φ
′
(t)dt, (24)

here R2(y, t) is the resolvent of the kernel L(η, y).
Further, from (21) bearing mind (17), τ(0) = ψ1(0), we deduce the next functional relation, transferred from the Ω to
I:

τ(x) +

x∫
0

p̃0

(x
2
, ξ
)

exp
(
−a

2
(x− ξ)

)
τ (ξ) dξ−

−
x∫

0

J0

[
z
(x

2
,−x

2
; ξ
)]

exp
(
−a

2
(x− ξ)

)
ϕ1 (ξ) dξ =

= −ψ1(0)exp
(
−a

2
x
)

+ 2exp

(
−a− b

4
x

)
×

×

ψ1

(x
2

)
− ω

(x
2

)
− 1

2

− x
2∫

0

ω̃ (η) dη

−η∫
x+η

J0 [z (x,−x; ξ, η)] dξ

 . (25)

The equality (25) with regards (24), is equivalent to the system of integral equation with shift. We can easily obtain the
Volterra integral equation with shift regarding the unknown function τ ′(y), transferred from the domain Ω to I . Hence,
taking account of (15) and based on the general theory of integral equations, one can easily be sure that equation has
a unique solution.

Thus, solution of the problemD1 in the domain Ω in view of (14), (24) and (25) is determined uniquely according
to the formula (4). Therefore, we can conclude that, there exists a regular solution of problem D1. Thus, the con-
structed solution of the problem D1 is unique. Indeed, let ϕ1 (x) = ψ1 (x) =ψ2 (x) = 0, then from (14) (respectively
(24) and (25)), we have w (x) = 0 and τ (x) = 0. It follows from this and (21) that z(x, y) ≡ 0 in Ω. Consequently,
the homogeneous boundary value problem has no nontrivial solutions, i.e. from formulas (4), we have u(x, y) ≡ 0 in
the domain Ω, Q.E.D.

Thus, we have proved that Problem D1 is uniquely solvable.
For example, let a = c = 0 in the equation (1), in that case, the kernel of the equation (12) has the form

K1(x, t) =
(x− t)2−α

Γ(3− α)
and we can find the resolvent of the kernel as:

R1(x, t) =

n∑
i=1

(x− t)(3−α)i−1

Γ((3− α)i)
.

If we can choose the given functions taking into account the conditions of Theorem 2, applying z(x, y) = x− y,
then we obtain the solution of the problem (6) and (8) in the form:

w(x) =
x4−α

Γ(5− α)
+

∞∑
i=1

x4−α+(3−α)i

Γ(5− α+ (3− α)i)
, 0 < α < 1.

Consequently, we can find the exact solution to the problem (1), (2) and (3), which is represented in the Fig. 1.
Similarly, we can prove solvability of this analogous problem Darboux D2.
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FIG. 1. Exact solution to the problem (1), (2) and (3)

Problem D2. Find a regular solution u(x, y) equation (1) in Ω, which has continuous derivatives ux(uy), up to
AB ∪BC(BC), and satisfies the conditions (2):

u(x, x− 1) = ψ3(x),
∂u(x, y)

∂n

∣∣∣∣
y=x−1

= ψ4(x),
1

2
≤ x ≤ 1, (26)

where ψ3(x) and ψ4(x) are given real-valued functions.
Theorem 3. If ψ

′

3 (1) = −
√

2ψ4 (1) +2ϕ
′

2 (0), and the conditions (15) and:

ψ3(x) ∈ C1 [1/2, 1] ∩ C3 (1/2, 1) , ψ4(x) ∈ C [1/2, 1] ∩ C2 (1/2, 1)

are satisfied, then there exists a unique solution to the problem D2 in the domain Ω.
Theorem 3 is proved in the same way as the Theorem 2. That is, by virtue of the Theorem 1, equation (1) and the

conditions (2), (16), in view of (8), are reduced to the form (5), (16) and:

z (x, x− 1) = ψ3 (x)− w (x) , 0 ≤ x ≤ 1

2
, (27)

∂z(x, y)

∂n

∣∣∣∣
y=x−1

= ψ4(x)− 1√
2
w′(x), 0 ≤ x ≤ 1

2
, (28)

where w(x) expressed in terms of (14).
Since, problem D2 was reduced to the equivalent non-local problem. The equation (5) can be represented in the form
(19). Thus, using the solution of the Cauchy problem (21), taking into account (18):

τ(1) = ψ3(1), τ(x) = ψ3(1)−
1∫
x

τ ′(t)dt, ψ
′

3 (1) = −
√

2ψ4 (1) + 2ϕ
′

1 (0) ,

we obtain the first functional relation, transferred from the Ω to I . On the other side, the relation (25) between the
functions τ (x) and ϕ1 (x) transferred from the Ω to I is correctly. Further, conducting an analogous reasoning to that
of τ(x), from the main functional relations with regards of conditions of the problem, we can find the τ(x) and w(x).
The subsequent investigations are performed by analogy with problem D1.

4. Conclusion

One of the directions of the modern theory of partial differential equations, which has been rapidly developing
in recent years, is the theory of nonlocal problems. In this paper, we investigated solvability of problems for linear
loaded integro-differential equations. Taking into account Theorem 1, our problem reduced to nonlocal problems for
partial differential equations with conditions (16)–(18) and (16), (27)–(28). Attention to such problems is not due
to only theoretical interest, but also practical necessity. Mathematical modeling a number of physical and biological
processes is of interest to modern natural science as nanosciences, nano-engineering.

We should note that the problem under consideration has investigated the equation with a wave operator which
appears in problems of nanophysics and is present in some micro and nanoflow models of spinodal decomposition
models, and also described flow in thin viscous layers subjected to ultrasonic acoustic field and etl [17–21].

Results [22] show that for tension bars in small length scales, nonlocal effects would have significant influences
on the study of nano-structures and nonlocal theory could potentially play a useful role in analysis related to nan-
otechnology applications [22]. In prior studies [23], nonlocal differential problem, supplemented with non-standard
boundary conditions, is highlighted and shown to lead to mathematically well-posed problems of nano-engineering.
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The theoretical predictions, exhibiting stiffening nonlocal behaviors, are therefore appropriate to significantly model
a wide range of small-scale devices of nanotechnological interest [23].

In the work [24] researchers considered a general form of fractional integro-differential equations arising in nano-
transistors, which were described with loaded differential equation.

As noted in other studies [25, 26], many important materials used in modern technologies (such as nanotechnol-
ogy) are viscoelastic and anisotropic. In mathematical modeling of processes taking place in viscoelastic materials,
there is a so-called system with memory, whose behavior is not completely determined by the state at the moment, but
depends on the systems of entire history, and therefore, describes an integro–differential equation which contains the
corresponding integral with respect to the time variable. The equation (1), taking into account the integro-differential
operator is basic in the linear theory of viscoelastic anisotropic media [26].
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1. Introduction

In the past few decades, quantum graphs have become the subject of intense study. We will not describe in detail
the history of the development of the theory of quantum graphs, but refer to works [1, 2]. In this article, we will study
the Weyl asymptotics of resonances for the Dirac operator on a quantum graph with Kirchhoff coupling conditions at
the vertices.

As for the Weyl asymptotics of resonances, almost all results were obtained for the Schrödinger operator acting
on the edges of a quantum graph. For example, E. B. Davies and A. Pushnitski in prior research [3] obtained results
for a quantum graph, on the edges of which the Schrödinger operator acts, and Kirchhoff constraints are used as the
connection conditions at the vertices. Earlier, a similar problem with connection conditions at vertices of a general
type was also investigated, the results can be seen, for example, in the articles [4, 5]. In addition to the above, results
were also obtained by adding a magnetic field [6] to the system. We would like to obtain similar results for the Dirac
operator acting on the edges of a quantum graph.

Resonances have attracted great attention over time. There are a number of works concerning the problem of
resonances, particularly the completeness of resonance states which is related to the resonance asymptotics (see,
e.g., [7–17]). The purpose of this paper is to investigate the asymptotics of the resonances of the Dirac operator on a
quantum graph. The Dirac operator D at edge e has the domain W 1

2 (e) ⊗ C2, W 1
2 (e) is the Sobolev space. At j−th

edge, it acts as follows:

Dj = −i d
dx
⊗ σ1 + aj ⊗ σ3, (1)

where σ1 =

(
0 1

1 0

)
, σ3 =

(
1 0

0 −1

)
, aj ∈ R is some constant, specific for each edge. As the conditions for

the connection at the vertices, we will use the assumption of the continuity of the function f (1) and the Kirchhoff
coupling conditions: ∑

j

∂fej (V ) = 0, (2)

where ∂fej (V ) = f ′ej (0) if the vertex V is the beginning of the edge ej , and ∂fej (V ) = −f ′ej (ρ(ej)) if the vertex V
is the end of the edge ej and ρ(ej) is edge length ej .

The main result about the asymptotics of resonances will be given for the function N(R,F ), which calculates the
number of zeros of the function F (k), taking into account their multiplicity, not exceeding the parameter R:

N(R,F ) = {#k : F (k) = 0 and |k| < R}, (3)

where the form of the function F will be described below.
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2. Preliminary

As mentioned previously, we will consider a quantum graph consisting of the so-called inner and outer parts. The
rigorous mathematical definitions for the inside and outside are taken from [3] and provided below.

Definition 2.1. An edge e ∈ G is internal if it has finite length. Other-wise, the edge e ∈ G is external.

Definition 2.2. A vertex v ∈ G is interior if all edges outgoing from it are interior. Otherwise, the vertex v ∈ G is
external.

Definition 2.3. The interior of the quantum graph G is the quantum graph G0, which contains all the interior edges
of the graph G and the vertices that are their ends.

Definition 2.4. The volume of the inner quantum graph is equal to the sum of the lengths of all inner edges.

It will be shown that the topological structure of a quantum graph affects the form of the asymptotics of reso-
nances. In studying the asymptotics of resonances in a similar problem with the Schrödinger operator acting on the
edges, the so-called balanced vertices play an important role. If the Dirac operator acts on the edges, then the balanced
vertices also play an important role.

Definition 2.5. An outer vertex v ∈ G is balanced if the number of inner and outer edges going out from it is equal.
Otherwise, the vertex v ∈ G is unbalanced.

Let us study in more detail the form of the system of differential equations (1) and coupling equations at the
vertices (2). On each interior edge, the solution to the differential equation (1) is the following vector-function:

yj(x) = bje
i(λ−aj)x + cje

−i(λ−aj)x, (4)

and on each outer edge the solution (1) is the following function:

yj(x) = dje
i(λ−aj)x. (5)

Strictly speaking, on the outer edge, the solution (1) has the form yj(x) = dje
i(λ−aj)x + d̃je

−i(λ−aj)x, but within the
framework of this problem, we assume that the boundary conditions at infinity of the outer edge are such that d̃j = 0
for any outside edge.

When describing the formulation of the problem, we used the coupling conditions at the vertices described by the
equations (2). The system of coupling conditions at the vertices can be written in matrix form:

A · ϕA = 0, (6)

where ϕA is a vector whose coordinates are the variables bj , cj , dj and the values of the function f at the vertices are
f(Vj).

It is easy to see that the matrix A is determined ambiguously for a fixed quantum graph, namely, it is possible
to change the order of the variables bj , cj , dj , f(Vj), as well as to change the order of the constraint equations at
the vertices. The following function will be taken as the function F , which will be used to study the asymptotics of
resonances (3):

F (λ) = det(A), (7)
where the matrix A can be any matrix describing the conditions of communication at the vertices of a quantum graph
(6). This definition is correct, since the function is the determinant of the invariant up to a sign with respect to the
permutation of rows and columns. In what follows, as a matrix A, it is more convenient to use the matrices A+, A−:

A+ · ϕ+ = 0,

A− · ϕ− = 0.
(8)

In order to describe the form of the vectors ϕ± and matrices A±, we introduce auxiliary notation. Consider some
vertex Vi. Suppose that it contains p interior edges eij , the solutions of which are characterized by the coefficients
bij , cij (4). Suppose q of the inner edges eik emerges from the vertex, the solutions of which are characterized by
the coefficients b̃ik, c̃ik (4). And finally, suppose that r of outer edges eil emerge from the vertex Vi, the solutions of
which are characterized by the coefficients dil (5). Then the vectors ϕ± are equal to the following:

ϕ± = (V ±1 , ..., V
±
N )T , (9)

where N is the number of vertices in a quantum graph and V ±i denotes the following:

V +
i = (bi1, ..., bip, c̃i1, ..., c̃iq, di1, ..., dir, f(Vi)),

V −i = (ci1, ..., cip, b̃i1, ..., b̃iq, di1, ..., dir, f(Vi)).
(10)
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Thus, we have decided on the order of the columns of the matrices A±, it remains to choose a convenient order of the
rows. The rows of the matrix are arranged as follows. Using the notation introduced above, suppose that the vertex
Vi has the number of internal edges that enter it, is equal to pi, the number of internal edges that go out of it is qi, the
number of external edges that go out of it, is equal to ri. Then the first p1 + q1 + r1 rows of the matrices A± describe
the equations characterizing the continuity of the function f at the vertex V1. The next line describes the Kirchhoff
constraint equation at the vertex V1. In a similar way, p2 + q2 + r2 + 1 lines describe the constraint equations at the
vertex V2, and so on for all other vertices.

It is worth noting that, depending on the choice of the orientation of the inner edges of the quantum graph, the form
of the matrices A, and as a consequence of the matrices A±, will change. In this regard, the question arises whether
the orientation of the zeros of the function F (λ) will not be affected. It was shown in the [3] article that changing the
orientation will not affect the zeros of F (λ). And although this was proved for quantum graphs on whose edges the
Schrödinger operator acts, we can also use this result, since the general form of the equation (4) coincides with the
general form of the solution on the edges for the Schrödinger operator.

When investigating the asymptotics of resonances, we will use a theorem formulated below. A rigorous mathe-
matical proof of this theorem can be found in [5].

Theorem 2.6. Let F (k) =
n∑
r=0

kvrar(k)eikσr , where vr ∈ R, ar(k) are rational functions of the complex variable

k with complex coefficients that do not vanish identically, and σr ∈ R, σ0 < σ1 < ... < σn. Suppose also that vr
are chosen so that lim

k→∞
ar(k) = αr is finite and non-zero for all r. There exists a compact set Ω ⊂ C, real numbers

mr and positive Kr, r = 1, ..., n such that the zeros of F (k) outside Σ lie in one of n logarithmic strips, each one
bounded between the curves −Imk +mr log |k| = ±Kr. The counting function behaves in the limit R→∞ as:

N(R,F ) =
σn − σ0

π
R+O(1). (11)

3. Results

Before proceeding to the main results, we prove some auxiliary statements.

Lemma 3.1. The following relation takes place:∣∣∣∣∣∣∣∣∣∣∣∣

a1 0 · · · 0 −1

0 a2 · · · 0 −1

· · · · · ·
. . . · · ·

...
0 · · · 0 an −1

b1 b2 · · · bn 0

∣∣∣∣∣∣∣∣∣∣∣∣
=

n∏
i=1

ai ·
n∑
j=1

bj
aj
. (12)

To prove this, it is sufficient to add all (j−th) columns multiplied by
1

aj
to the last column. As a result, one

obtains the triangular determinant.
As you can see from the theorem 2.6, the coefficients before e in various powers of the function F (λ) are of

particular interest. For further convenience, we introduce several auxiliary variables:

e+ =
M∏
j=1

zj ,

e− =
M∏
j=1

z−1j ,

zj = ei(λ−aj)ρ(ej),

(13)

where ρ(ej) is the length of the edge ej , M is the number of interior edges in the quantum graph. Next, we will
calculate the coefficient in front of e± of the function F (λ).

Lemma 3.2. The coefficient c+ before e+ of the function F (λ) = det(A+) is as follows:

c+ =
∏N
i=1 cVi ,

cVi
=
∑
Vi∈ej

aj −
∑

Vi∈ek
ak + λ · l, (14)
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where ej are inner edges, ek are outer edges, l is a number equal to the difference between the number of outer and
inner edges containing the vertex Vi.

Proof. According to the choice of the order of rows and columns for the matrix A+, it has the following form:

A+ =


Ṽ1 · · · · · · · · ·
· · · Ṽ2 · · · · · ·

...
...

. . .
...

· · · · · · · · · ṼN

 , (15)

where the blocks Ṽi characterize the vertex Vi, have the size (pi + qi + ri + 1) × (pi + qi + ri + 1), where the
designations pi, qi, ri are taken from the description of the construction of the matrix A+, and contain the elements
zj = ei(λ−aj)ρ(ej). Moreover, by the construction of the matrix A+, the elements of zj are contained only in the
blocks Ṽj . Then, it is easy to see that the coefficient before e+ in det(A+) is the same as the coefficients before e+ of
the function FV , which is equal to the following:

FV =

N∏
i=1

det Ṽi. (16)

Recalling the description of the matrix A+, as well as the system of differential equations (4), (5) with matching
conditions at the vertices (2), let us study in more detail the form of the block Ṽi:

zi1 0 · · · · · · · · · · · · · · · · · · 0 −1

· · ·
. . . · · · · · · · · · · · · · · · · · · · · · · · ·

· · · · · · zip 0 · · · · · · · · · · · · 0 −1

0 · · · 0 1 0 · · · · · · · · · 0 −1

· · · · · · · · · · · ·
. . . · · · · · · · · · · · · · · ·

0 · · · · · · · · · 0 1 0 · · · 0 −1

0 · · · · · · · · · · · · 0 1 · · · · · · −1

· · · · · · · · · · · · · · · · · · · · ·
. . . · · · · · ·

0 · · · · · · · · · · · · · · · · · · 0 1 −1

−zi1χi1 · · · −zipχip −χj1 · · · −χjq) χk1 · · · χkr 0



, (17)

where χij = λ− aij , the vertex Vi has p inner edges entering it, q inner edges leaving it, and r outer edges leaving it.
Using lemma 3.1, we calculate det(Ṽi):

det(Ṽi) =

p∏
l=1

zil · (
p∑
l=1

(−λ+ ail) +

q∑
m=1

(−λ+ ajm) +

r∑
n=1

(λ− akn)) =

=

p∏
l=1

zil · (
∑
ej∈G0

aj −
∑

ek∈G\G0

ak + λ · (r − p− q)) =

p∏
l=1

zil · cVi
.

After calculating det(Ṽi), it is easy to determine what FV is equal to:

FV =

M∏
i=1

zi · cV , (18)

where M is equal to the number of interior edges. From 18 it can be seen that c+ =
N∏
i=1

cV . Thus, the lemma is

proved.
Note. It is worth mentioning similar coefficients for e−. If solutions of the form d̃ie

−i(λ−ai)x are considered on
the outer edges, the coeffici-ents will be similar to the results of the lemma 3.2 up to sign. In the case of considering
solutions of the form die

i(λ−ai)x on the outer edges, the coefficients will be similar to the results of the lemma 3.2
with the only difference that the sums over the outer and inner edges will not be subtracted, but added.

Now let us formulate a theorem, which is the main result of this article.
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Theorem 3.3. Consider a quantum graph consisting of a compact interior and a finite number of edges of infinite
length that are attac-hed to the interior of the quantum graph. The edges of this quantum graph will be acted upon
by the Dirac operator 1. As the connection conditions at the vertices of the quantum graph, we will use the Kirchhoff
connection conditions and the assumption of the continuity of the solution function on the quantum graph. Then the
asymptotics of the resonance counting function as R→∞ is of the form:

N(R,F ) =
2W

π
R+O(1), (19)

where the variable W satisfies the following inequalities:

0 ≤W ≤ V =

N∑
j=1

lj . (20)

It should be noted that W < V is equivalent to the existence of an external balanced vertex Vi, in which the
following relation holds: ∑

Vi∈ej

aj =
∑
Vi∈ek

ak. (21)

Proof. To prove the statement (20), we use the theorem 2.6. Then, using the notation from this theorem 2.6

and using the results of the lemma 3.2, we obtain −V ≤ σ0 ≤ 0, 0 ≤ σn ≤ V , where V =
N∑
j=1

lj . Consequently

0 ≤ σn − σ0 ≤ 2V and by theorem 2.6 N(R,F ) = 2W
π R + O(1), where 0 ≤ W ≤ V , as required in the relation

(20).
To prove the relation (21), note that for the inequality W < V to hold, it is necessary and sufficient that at least

one of the two inequalities−V < σ0 or σn < V . That is, the coefficient before e+ or e− must be equal to 0. In lemma
3.2 the coefficient before e+ of F (λ) was determined. It is easy to see that the coefficient before e+ is 0 if and only if
there is an external balanced vertex for which the relation (21) holds.

Thus, the theorem is proved.
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1. Introduction

To solve many practical problems, it is necessary to form a powerful electromagnetic pulse with specified char-
acteristics. In this case, an important issue is the study of the pulse’s behavior in a medium under the action of the
strong external fields [1]. Note that the magnetic field can be used to control the properties of optical pulses, which
is confirmed by the Faraday effect and the magneto-optical Kerr effect [2]. In this context, media containing carbon
nanotubes with their stabilizing effect have a high potential for application in the development of optoelectronic de-
vices [3]. We have studied the effect of external constant magnetic and alternating electric fields on the ultrashort
pulse propagation in CNTs [4, 5], but without taking into account the anisotropy of the medium, which can have a
significant effect on the character of pulse propagation. Therefore, the problem of the correct accounting the optically
anisotropic properties of a nonlinear medium naturally arises. These properties can lead to various interesting effects,
for example, the Zakharov–Benny resonance [6].

Since the works [7, 8], the stable propagation of optical pulses in the CNT array has been shown repeatedly. As
an example, we cite recent papers on this topic [9, 10]. In previous studies, we took into account only one (linear)
polarization of light, when the nanotube axis was parallel to the electric field vector. Here, we take into account the
second polarization, as well as different values of the velocity components. In this work, we study the dynamics of a
three-dimensional ultrashort optical pulse in a dielectric anisotropic crystal with CNTs under the action of a constant
magnetic field.

2. Model and basic equations

We consider an array of carbon nanotubes immersed in an anisotropic dielectric medium (crystal). The OX, OY
and OZ axes are aligned with the crystal axes. The CNT axis lies in the XOY plane and makes an angle α with the
OX axis (Fig. 1). We investigate the propagation of three-dimensional ultrashort electromagnetic pulses in the array
of zigzag carbon nanotubes. We consider only semiconductor carbon nanotubes to avoid the effects associated with
intraband absorption. The magnetic field H is directed along the CNT axis. Under the action of the electric field E
directed along the OX axis, a current begins to flow in the CNTs and a field appears along the other axis, the OY axis.
Note, in this paper, we consider a positive crystal [11]. There are several ways to obtain well-oriented nanotubes in a
dielectric matrix. It is important that the distance between CNTs is much greater than the distances between atoms.
For example, one of the methods is induced anisotropy using external fields due to the Kerr effect. Moreover, we
consider the pulse field to be much larger than the external field responsible for the anisotropy. Another method is
media of polar molecules. It should be noted that our approach is a generalization, but it is also suitable for an isotropic
medium.

The vector potential has the form: A = (Ax(x, y, z, t), Ay(x, y, z, t), 0), the electric current density is:
j = (jx(x, y, z, t), jy(x, y, z, t), 0).
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We write the three-dimensional wave equation for the electric field component directed at an angle to the CNT
axis (taking into account the calibration: E = −∂A/c∂t):

1

c2
∂2A

∂t2
=
∂2A

∂x2
+
∂2A

∂y2
+
∂2A

∂z2
+

4π

c
j (A) , (1)

where c is the light velocity.
Next, we go over to a cylindrical coordinate system and rewrite equation (1) into two components of the vector

potential:

1

v20

∂2Ax

∂t2
=

1

r

∂

∂r

(
r
∂Ax

∂r

)
+
∂2Ax

∂z2
+

1

r2
∂2Ax

∂ϕ2
+

4π

c
jx (Ax, Ay),

1

v2e

∂2Ay

∂t2
=

1

r

∂

∂r

(
r
∂Ay

∂r

)
+
∂2Ay

∂z2
+

1

r2
∂2Ay

∂ϕ2
+

4π

c
jy (Ax, Ay) ,
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(2)

r, z, ϕ are the cylindrical coordinates; nx, ny are the refractive indices for x polarization and for y polarization
respectively, v0 is the velocity of an ordinary ray, ve is the velocity of an extraordinary ray. Earlier in [12,13], we have
shown that there is a damping of azimuthal harmonics during the propagation of an electromagnetic wave in an array
of CNTs. Therefore, we neglect the derivative with respect to the angle.

The standard expression for the current density along the CNTs axis can be written as [14]:

j = 2e

m∑
s=1

∫
vs (p) · f (p, s) dp, (3)

where e is the electron charge, hereinafter ~ = 1, the integration is carried out over the first Brillouin zone, p is the
projection of the quasi-momentum of the conduction electron along the axis of the nanotube, vs(p) = ∂εs(p)/∂p is
the electron velocity, f(p, s) is the Fermi distribution, εs(p) is the dispersion law, which describes the properties of
electrons of CNTs and takes into account a magnetic field [15]:

εs (p) = ±γ0
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, (4)

where s = 1, 2 . . . , n, CNTs type is (n, 0), γ0 ≈ 2.7 eV, a = 3b/2~, b is the distance between adjacent carbon
atoms, Φ is the magnetic flux through the cross section of CNT, Φ0 = h/e ≈ 2.068 · 10−15 Wb is the magnetic flux
quantum [16]. Because the magnetic field is codirectional to the nanotube axis, then Φ = B · S, where S is the CNT
cross-sectional area, B is the modulus of the magnetic induction vector.

Based on calculations in [14], we assume that the derivative with respect to the angle is zero. In this case, we
obtain a system of the effective equations for the components of the vector potential, taking into account the transition
to the cylindrical coordinate system:
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Ã
)

= 0,

1

r

∂

∂r

(
r
∂Ay

∂r

)
+
∂2Ay

∂z2
− 1

v2e

∂2Ay

∂t2
+

4en0γ0a · sinα
c

∞∑
q=1

bq sin
(
Ã
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n0 is the electron concentration:

bq =
∑
s

asq

∫
ZB

dp · cos (pq)
exp (−εs(p)/kBT )

1 + exp (−εs(p)/kBT )
, (6)

kB is the Boltzmann constant, T is the temperature, asq is the coefficients in the expansion of the electron dispersion
law (4) as a Fourier series:

εs (p) =
1

2π

m∑
s=1

∞∑
q=1

asq cos (pq) , (7)

asq =

∫
ZB

dp · cos (pq) εs (p) . (8)
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Note, due to a decrease in the coefficients bq (6), with an increase in q, we can restrict ourselves to the first 15
nonvanishing terms [17].

The system of equations (5) is solved numerically. We use an explicit finite-difference three-layer scheme of the
“cross” type with the following initial conditions:
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)
,

Ay = 0,
d

dt
Ay = 0

, (9)

where Q is the initial amplitude of the electromagnetic pulse, lz , lr determine the pulse width along the z and r
directions, respectively, z0 is the initial coordinate of the pulse center along the axis z.

3. Results and discussion

Further, we make numerical calculations at the following system parameters: CNT of type is (80, 0), coefficients
bq , are calculated at the temperature T = 293 K [18]. It should be noted some points of our model. The substrate
field is not taken into account. Distances between adjacent carbon nanotubes are much larger than their diameter. The
magnetic field is directed strictly along the axis of the nanotubes. We consider pulses from the near-IR, with a duration
of 1 period, and a width of 2 wavelengths. Examples of the pulse producing, see in [19, 20].

The evolution of the electromagnetic field during its propagation over the sample in the presence of a constant
magnetic field is shown in Fig. 2. We presented the field intensity I , which is determined according to the formula:

I =
1

c2

(
∂Ax

∂t

)2

. (10)

FIG. 1. The geometry of the problem

Figure 2 shows that dispersive spreading of the pulse is observed. Despite this, the pulse is localized in the
propagation direction. The dispersion spreading of the pulse is essential here and it is associated with the fact that both
field components (Ex and Ey) are taken into account in the problem. This is the most important difference between
this problem and the problems considered earlier.

The dependence of the pulse width lz (which is defined as the distance at which its intensity drops by half of the
intensity at the center) is shown in Fig. 3.

The essential point here is that the pulse component that was initially excited is broadened least of all. It can be
associated with the fact that nonlinear effects act there from the very beginning, which compensate for the spreading.
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FIG. 2. Evolution of the pulse: a) t = 6.5; b) t = 9.5. The nondimensional unit along the r and z
axes corresponds to 2 · 10−5 m, in time 10−14 s. I0 is the field intensity at t = 0.

FIG. 3. Dependence of the pulse width on time: a) for the componentEy; b) for the component Ex.
The nondimensional unit along the vertical axis corresponds to 2 · 10−5 m, in time 10−14 s.

At the same time, this dependence explain us why the broadening is much stronger than in previous works, for ex-
ample [9, 12]. This is due to the presence of the second component of the electric field vector, which makes its own
contribution.

The influence of the angle between the electric field Ex with the carbon nanotubes axis on the dynamics of the
pulse propagation is shown in Fig. 4.

It can be seen, that the greater the magnetic field, the higher the field intensity for different angles of inclination
of the CNT to the crystal axis.

The influence of the magnetic field on the pulse dynamics is presented in Fig. 5.
It follows from Figs. 4 and 5 that the amplitude and shape of the pulse can be controlled both by the angle at

which the CNT array is located in the dielectric matrix, and by the magnitude of the magnetic field. It can be seen,
that by choosing in a certain way the angle α and the magnitude of the magnetic field, we can control the longitudinal
dispersion of the pulse.

Let us analyze the shape of the Fourier spectrum (ω is the angular frequency) of the pulse at a fixed time (Fig. 6).
Figure 6 shows, that for sharp angles, α, between the nanotube axis and the crystal axis, additional peaks appear

in the Fourier spectrum. It indicates the generation of additional harmonics. Note, when the magnitude of the constant
magnetic field increases, the number of these peaks also increases. By varying the magnitude of the external magnetic
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FIG. 4. Dependence of the electric field intensityEx on the z coordinate for the time instant t = 9.5
(slices at r = 0): (a) α = 0.75 rad; (b) α = 1.05 rad. For the dashed line, the magnetic field is
2 times greater than for the solid one. The nondimensional unit along the z axis corresponds to
2 · 10−5 m, the dimensionless unit on time is 10−14 s. Imax is the maximum value of field intensity
at t = 9.5.

FIG. 5. Dependence of the electric field intensity Ex on the z coordinate for the time instant 9.5
(slices at r = 0). For the Fig. (b) the magnetic field is 2 times greater than for (a). The solid line
corresponds to α = 0.75 rad, the dashed line – α = 1.05 rad. The nondimensional unit along the
z-axis corresponds to 2 · 10−5 m, the dimensionless unit on time is 10−14 s. Imax is the maximum
value of field intensity at t = 9.5 (at the following parameters: α = 0.75 rad, Φ/Φ0 = n/2).

FIG. 6. Absolute values of Fourier spectra at time t = 9.5 · 10−14 s for several values of α and the
magnetic field. For the Fig. (b) the magnetic field is 2 times greater than for (a). The dashed line
corresponds to α = 1.05 rad, the solid line corresponds to α = 0.75 rad. The unit on the ω axis
corresponds to 1013 s−1, on the axis |E| = 107 V/m.
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field (as well as the angle α), it is possible to achieve the effective generation of the second harmonic, or vice versa,
to suppress this generation and make the generation of the third harmonic more efficient. It is also possible to control
the generation of higher harmonics and harmonics at intermediate frequencies. This is undoubtedly important for
practical applications, since it allows one to make a device on a single crystal for generating harmonics controlled by a
magnetic field. We note another application. The value of the magnetic field applied to the sample can be determined
from the harmonic output. That is this effect can be useful for optical magnetism sensors.

4. Conclusion

This study reports three key results, which have some practical applications in the harmonic generation:
(1) A model of propagation of ultrashort optical pulses in an anisotropic optical media with carbon nanotubes in

the presence of a magnetic field is proposed.
(2) The magnitude of the magnetic field makes it possible to change both the amplitude and the shape of the pulse

during its propagation over the sample.
(3) The magnitude of the magnetic field effectively controls the output of optical harmonics.
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We demonstrated a Q-switched thulium-doped fiber laser (TDFL) based on Mxene Ti3C2Tx saturable absorber (SA) as Q-switcher. Ti3C2Tx was
obtained using selective etching and embedded into polyvinyl alcohol (PVA) film. As the film was added into a TDFL cavity, a stable Q-switched
pulse train operating at 1996 nm was produced within a single mode 1552 nm pump power range from 161.8 to 237.1 mW. When the pump power
was varied within this range, the repetition rate increased from 19.6 to 33.3 kHz while the pulse width decreases from 6.71 to 3.55 µs. To the best
of our knowledge, this is the first report of a Ti3C2Tx SA for passively generating Q-switched pulses in the 2 µm wavelength region.
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1. Introduction

Mid-infrared light sources operating at around 2 µm have drawn a great deal of interest in recent years due to their
potential applications in various areas, including biomedical diagnostic [1], atmospheric gas analysis [2], free-space
communication [3], and THz generation [4]. To date, many laser sources have proposed and developed for operation
in 2 µm region, including the quantum cascaded based solid-state lasers and thulium or holmium doped fiber lasers. In
this regard, fiber-based laser systems are preferable, due to their numerous advantages: they are compact, alignment
free, compact, low maintenance cost, and featuring excellent heat dissipation etc.

Thulium doped fiber (TDF) has a broad gain bandwidth, ranging from 1800 nm to 2100 nm, and thus, it offers
opportunities for short pulse generation and wide tuneability. For instance, Q-switched TDF lasers (TDFLs) were
widely proposed and demonstrated for various industrial and scientific applications, such as LIDAR [5], nonlinear
frequency conversion [6] and supercontinuum generation in mid-infrared region [7]. They could be achieved passively
by using an external controller such as modulator as Q-switcher to provide variability of laser performance including
repetition rate and pulse duration. However, the modulator is a bulky component with complex electronics and thus
would be a barrier towards robust and portable systems design. Therefore, the passive technique utilizing physical
saturable absorber (SA) is preferable for Q-switching. This technique is more desirable due to its flexible design,
inexpensiveness and less complexity.

Many SAs have been reported for use in pulse generation via Q-switching such as semiconductor saturable ab-
sorber mirror (SESAM) [8], carbon nanotube (CNT) [9, 10] and graphene [11, 12]. SESAM offers high stability
during the high intensity of light but operating in narrow bandwidth regime. Due to this limitation, more research
has focused on CNT and graphene, that can be fabricated in lower cost and operated in broad bandwidth regime. Re-
cently, the groups of topological insulators, transition metal dichalcogenide, noble metal nanoparticle [13] and black
phosphorus [14] have also been used as a Q-switcher.

Recently, a ternary metal carbide/nitride so-called MXene has also gained interest as a new member for 2D
nanomaterial class [15]. It has a general formula of Mn+1XnTx, where M, X and T is a transition metal, carbon
or nitrogen (with n = 1, 2, 3. . . ), and face-termination group likes oxygen or fluorine, respectively. MXene can be
produced by selectively etching of MAX layer [16, 17]. The MXene has been previously utilized in various photonic
and nanoscience applications due to its excellent optical, thermal and physical properties [18]. It has a small band gap
size, excellent metallic conductivity, and hydrophilic nature of its surface, which are advantages for many applications.
Mxene also has an excellent saturable absorption characteristic, which is suitable for photonic diodes [19]. It is also
reported that the MXene also exhibits the zero-bandgap structure, which has the potential to be used for the broadband
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optical device [20]. Here, we proposed the use of Mxene Ti3C2Tx film for realizing Q-switching operation in Thulium-
doped fiber laser (TDFL). The Mxene Ti3C2Tx obtained by a simple selective etching technique was mixed with
polyvinyl alcohol (PVA) solution to fabricate the SA thin film. The film was slot in between two ferrules and inserted
into a ring TDFL cavity to function as a Q-switcher.

2. Fabrication and characterization of SA

The MAX Ti3AlC2 and hydrofluoric acid were obtained respectively from Shanghai Winfay Industry Ltd and
Merck KGaA while the PVA powder was purchased from Sigma Aldrich. We performed selective etching of Ti3C2Tx

with hydrofluoric acid to fabricate MXene Ti3C2Tx. The etching process was conducted at room temperature for
six hours. Then, we obtained the sample of Ti3C2Tx through vacuum-assisted filtration by polyvinyl difluoride filter
membrane. It was dried with a vacuum oven at 80 ◦C for 24 hours for formation of clay. The powder was collected and
put into a clean beaker. Next, 20 mg of Ti3C2Tx powder was mixed with 10 mg of PVA powder and 40 ml of distilled
water. The mixture was then agitated at room temperature for 24 hours. We used the ultrasonic bath for 2 hours to
separate the agglomerate of Ti3C2Tx particles by cavitation. Consequently, about 5 mL of the Ti3C2Tx solution was
placed inside a clean petri dish and left for 48 hours to dry. Finally, the dried MXene Ti3C2Tx-film was peeled out for
use as Q-switcher.

Figures 1(a) and (b) show the actual and FESEM images of the prepared Ti3C2Tx PVA film, respectively. The
FESEM image reveals that the Ti3C2Tx elements are uniformly distributed in the polymer composite. The prepared
Ti3C2Tx thin film was then cut to a tiny piece and placed onto a fiber ferrule after depositing index-matching gel
onto the fiber end as shown in Fig. 1(c). The ferrule was then linked to another clean ferrule via a fiber adaptor to
assemble a transmissive type of SA as shown in Fig. 1(d). The nonlinear absorption of the MXene Ti3C2Tx film
was also characterized by utilizing a twin balance detection approach. It is worthy to note that the saturable intensity,
saturable absorption, and non-saturable absorption of the film were measured to be about 20 MW/cm2, 4.8 and 3.6 %,
respectively.

FIG. 1. Ti3C2Tx PVA film (a) real image (b) FESEM image (c) the attachment of the film on the
fiber ferrule, (b) construction of transmissive type SA

3. Cavity setup for Q-switched TDFL

A ring cavity TDFL was built to examine the performance of the proposed Ti3C2Tx based SA as a Q-switcher, as
illustrated in Fig. 2. The total cavity length was estimated to be around 13 m. In the experiment, a 5 m thulium-doped
fiber (produced by Nufern) with a nominal absorption of about 27 and 9.3 dB/m at 793 and 1180 nm, respectively,



438 M. A. Buntat, A. H. A. Rosol, M. F. M. Rusdi, A. A. Latif, M. Yasin, S. W. Harun

was used as the active medium. The TDF was pumped via wavelength division multiplexer (WDM) by a homemade
erbium-ytterbium co-doped fiber laser (EYDFL) operating at 1552 nm up to a maximum power of 1.8 W. 10 % of the
oscillating laser was coupled out from the laser cavity by a 10 dB output coupler. 90 % of the oscillating laser was re-
tained within the ring cavity. The spectral and temporal characteristics of the Q-switched laser were analyzed utilizing
a mid-infrared spectrometer (Miriad Technologies) and a 7.8 GHz photodetector (ELECTRO-OPTICS TECHNOL-
OGY, INC., ET-3500F) followed by a 350 MHz digital oscilloscope (GWINSTEK, GDS-3352), respectively. The
electrical spectrum of the Q-switched TDFL was measured by a RF spectrum analyzer.

FIG. 2. Configuration of the proposed Ti3C2Tx based Q-switched TDFL

4. Result and discussion

To prove that the Q-switching operation here was induced by Ti3C2Tx thin film, we intentionally removed the
thin film from the TDFL cavity. No Q-switching operation could be observed by the current laser setup even though
the pump power was varied across the entire range and the cavity arrangement was manipulated. With the Ti3C2Tx,
the Q-switching behavior was started in the laser as we tuned power of the 1552 nm pump power within a range from
161.8 to 237.1 mW. The characteristics of the Q-switching operation of the fiber laser is summarized in Fig. 3. Fig. 3(a)
shows the spectral characteristic of the laser. The laser operated at 1996 nm due to the transition of thulium ions from
3F4 to 3H6 energy level as the TDF was pumped at a wavelength of approximately 1552 nm. Fig. 3(b) shows the
measured oscilloscope trace within 1000 µs time scale when 1552 nm pump was fixed at the threshold of 161.8 mW. It
shows a peak-to-peak period of 51 µs, which can be translated to the repetition rate of 19.6 kHz. It is observed that the
pulse period reduces with the increase of pump power, corresponding to typical pulse behavior of Q-switched laser.
Fig. 3(c) illustrates the RF spectrum of the Q-switched pulse train at the maximum pump power of 237.1 mW. The
fundamental peak was obtained at 33.3 kHz, which corresponds to the repetition rate of the laser at 237.1 mW pump
power. The signal to noise ratio (SNR) of the fundamental frequency is measured to be about 31 dB above the noise
level, which indicates that stable Q-switched pulses were being produced. The stability of the Q-switching operation
by Ti3C2Tx film was further confirmed by the observation of many harmonics within a wideband RF spectrum.

The repetition rate and pulse width of the Ti3C2Tx Q-switched fiber laser can be tuned by varying the 1552 nm
pump power as shown in Fig. 4(a). The pulse repetition rate increases almost linearly from 19.6 kHz at threshold pump
of 161.8 to 33.3 kHz at the maximum power of 237.1 mW. On the other hand, the pulse width decreases from 6.71 to
3.55 µs with the increase of pump power within the same range. This phenomenon is due to a strong pumping, which
induced gain compression effect; a similar trend has been commonly observed in SA-based Q-switched fiber lasers.
The relation between the average output power and pump power is presented in Fig. 4(b). The output power rises with
pump and the maximum output power of 3.7 mW was obtained at 237.1 mW pump power. The slope efficiency of the
laser was 1.84 %. No residual pump was also observed at 1552 nm, which indicates the pump light was fully absorbed
by the active TDF. The pulse energy was calculated to be around 111 nJ at 237.1 mW pump power. The performance
of the Q-switched laser could be improved by reducing the total cavity loss by optimizing the SA and gain medium
parameters. Finally, a performance comparison between the previously demonstrated Q-switched TDFLs with SAs
and our laser is presented in the Table 1. Comparatively, the laser generated in this work has lower pulse energy,
which is mainly caused by its small output power. However, it is obvious from the table that our laser exhibited better
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FIG. 3. (a) spectral (b) temporal and (c) frequency characteristics of the Q-switched TDFL with
Ti3C2Tx SA

TABLE 1. Comparison of proposed laser performance against other works on Q-switched TDFL

SAs
Center

Wavelength
(nm)

Max.
Repetition
Rate (kHz)

Minimum
Pulse

Width (µs)

Max
Pulse

Energy (nJ)
Reference

CNT 1890 7.2 3.2 — [21]

Al2O3 1950 40.3 5.3 173.5 [22]

Antimony 1947 23.5 4.9 120.1 [23]

Alcohol 1885 66.7 1.5 930 [24]

Ti3C2Tx 1996 33.3 3.55 111 This work

performance than antimony in terms of repetition rate and pulse width. The proposed laser also operated at the longest
wavelength in the thulium region at 1996 nm.

5. Conclusion

We have successfully generated a Q-switched pulses train in TDFL cavity using a newly developed Mxene
Ti3C2Tx based SA. The Ti3C2Tx was prepared from MAX Ti3AlC2 based on a selective etching technique. It was
then embedded into PVA to form a SA film. By incorporated the SA into TDFL cavity, a Q-switched pulse train oper-
ating at 1996 nm was produced with a tuneable repetition rate and pulse width. The repetition rate can be tuned from
19.6 to 33.3 kHz by changing the 1552 nm pump power from 161.8 to 237.1 mW. The pulse width decreases from
6.71 to 3.55 µs with the increase of pump power within the same range. This experiment demonstrated the promising
potential of Ti3C2Tx material as a kind of SA for pulse generation in 2-micron wavelength region.
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FIG. 4. (a) The repetition rate and pulse width, and (b) average output power performances of the
laser at various pump power values
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Quantum Dot Cellular Automata is an emerging technology in the field of nanotechnology and has the potential to replace the existing CMOS
technology. CMOS technology has its limitations in terms of high leakage current. However, QCA technology has higher speed of operation and
very low power consumption. In this paper, designs for 2-4 and 3-8 decoder circuits have been made using a novel inverter circuit design which
helps in decreasing the energy dissipation of the circuits. Finally, the proposed designs are compared to previously made designs. All the circuits in
this paper have been simulated using QCA Designer software.
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1. Introduction

The QCA technology is a transistorless technology which is superior to the existing CMOS technology in terms
of power consumption, area coverage and speed of operation. Many basic electronic components which are essential
have been made using the QCA technology, namely adders [1–3], subtractors [1,3], multiplexers [4–7], decoders [8,9]
and memory elements [10, 11]. This technology uses the Coulombic forces between charged particles. Unlike the
CMOS technology, in QCA, they transfer the polarization of each cell [12]. Hence, polarization of QCA cell plays
a very important role in choosing the perfect QCA device for use. There are two polarizations, P = +1 and −1 as
shown in Fig. 1 which are treated as logic 1 and logic 0 respectively.

FIG. 1. QCA cell with the polarizations

The basic gate in this technology is a majority voter gate [13], as shown in Fig. 2, which can be programmed to
act as an AND gate or an OR gate, depending on the control value given. Any one of the inputs can be used as a
control input and the remaining two can act as normal inputs. When the control input is given as +1 the majority voter
acts as a OR Gate and when the control input is given as −1, the majority voter acts as an AND Gate.

FIG. 2. Majority voter gate
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One important aspect in this QCA technology is the concept of clocks shown in Fig. 3. They are used to syn-
chronize the whole circuit and provide the direction of state transition. There are four clocks, namely clock 0, clock
1, clock 2 and clock 3 and each of them has four clocking zones, switch, hold, release and relax. During the switch
phase, the inter-dot potential barrier becomes high and the cell becomes polarized based on the polarization state of its
driver cell. In the hold phase, the barrier remains high as the cells preserve their state. In the release phase, the cells
become unpolarized as the potential barrier decreases and in relax phase they remain unpolarized [12, 14].

FIG. 3. The clocking zones

In the subsequent sections of the paper, we have designed a 2:4 decoder and a 3:8 decoder with an efficient
architecture using QCA technology. The designs are made such that it can be scaled up from 2:4 to 3:8 to 4:16
decoders and so on. Finally, we compare it to the previous designs as mentioned in [15–18].

2. 2:4 Decoder circuit

Figure 4 is the proposed design of 2:4 decoder circuit using QCA Designer tool [19]. The whole circuit is designed
in a single layer only. The design consists of 50 cells and occupies the area of 0.016 µm2. The output of this decoder
is shown in Fig. 5 and the truth table is shown in Table 1.

TABLE 1. Truth table for 2:4 decoder

INPUT OUTPUT

S1 S0 I0 I1 I2 I3

0 0 1 0 0 0

0 1 0 1 0 0

1 0 0 0 1 0

1 1 0 0 0 1

It is evident from Fig. 6(a), that the polarization decreases as the temperature increases. For the output to be
within tolerable ranges, the temperature of operation of the circuit is 1 to 9 K. Within that temperature frame, the
lowest energy recorded is 0.0237 eV as shown in Fig. 6(b).

Calculation of kink energy is important in QCA-based design circuit. Kink energy is the energy difference be-
tween two neighboring or adjacent cells. Kink energy between two cells depends on the dimension of the QCA cell as
well as the spacing between adjacent cells. It is independent of temperature. It is one of the most significant parameters
for the stability of the design. The state having minimum Kink Energy is most stable state.

The kink energy (in Joule) between two electron charges is calculated using the formula:

U =
kQ1Q2

2
,

where k = 1/(4πε0εr) = 9× 10−9, Q1 = Q2 = 1.6× 10−19 C – charge of an electron.

U =
23.04× 10−29

r
,

r – distance between the two charges.
UT =

∑
i

Ui,

UT – summation of all the individual kink energies (in Joule).
For this calculation, the below postulates are considered.
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FIG. 4. Proposed 2:4 decoder

(1) All cells are alike and the distance of end to end of each cell is 18 nm as shown in Fig. 7.
(2) The space between two neighbouring cells (interspacing distance) is 2 nm.
(3) The diameter of each quantum dot is 2.5 nm.
(4) The distance between the two layers used for the design is 11.5 nm.

Below, a particular value of the two inputs is taken and the kink energy of all the corresponding output cells are
calculated. Here, S1 = 1 and S0 = 0 is considered for the kink energy calculation. As per the truth table of 2:4
Decoder, for input (S1S0) = (10), the outputs are I0 = 0, I1 = 0, I2 = 1 and I3 = 0. The yellow cells are the output
cells. As it can be observed from Fig. 8, the I2 is only high and the rest are low. All the electrons (black dots) are
arranged such that minimal possible energy configuration is achieved. Then the kink energies are calculated. Table 2
shows the kink energies for the proposed 2:4 decoder circuit.

3. 3:8 Decoder circuit

Figure 9 shows the 3 layered 3:8 decoder circuit. The 3:8 decoder can be derived from the 2:4 circuit. The three
layers of the decoder circuit is shown in Fig. 10.

Figure 11 shows the simulated output for the 3:8 decoder circuit and Fig. 12 shows the polarization and energy
dissipation graph with the temperature variation. Below, a particular value of the three inputs is taken and the kink
energy of all the corresponding output cells are calculated. Here, S2 = 1, S1 = 1 and S0 = 0 is considered for the
kink energy calculation. As per the truth table of Table 3 of 3:8 Decoder, let the input (S2S1S0) = (110), the outputs
are I0 = 0, I1 = 0, I2 = 0, I3 = 0, I4 = 0, I5 = 0, I6 = 1 and I7 = 0. The yellow cells are the output cells. As it can
be observed from Fig. 13, the I6 is only high and the rest are low. Again, all the electrons (black dots) are arranged
such that minimal possible energy configuration is achieved just like the 2:4 decoder case. Then the kink energies are
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FIG. 5. Output of proposed 2:4 decoder circuit

FIG. 6. Polarization (a) or energy dissipation (b) vs temperature
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FIG. 7. Dimensions of the QCA cells

FIG. 8. Kink energy calculation diagram reference (from left to right I0, I1, I2, I3)

TABLE 2. Kink Energy for 2:4 decoder circuit

I0 (×10−21) I1 (×10−21) I2 (×10−21) I3 (×10−21)

x1 x2 x1 x2 x1 x2 x1 x2

Ue1 6.54 6.54 8.15 7.42 8.15 5.62 8.15 7.42

Ue2 10.08 10.08 7.42 8.15 14.81 8.15 7.42 8.15

Ue3 11.52 16.21 11.52 16.21 11.52 7.59 11.52 16.21

Ue4 7.59 11.52 7.59 11.52 16.21 11.52 7.59 11.52

Ue5 8.15 14.81 8.15 14.81 8.15 7.42 8.15 10.08

Ue6 5.62 8.15 5.62 8.15 7.42 8.15 6.54 10.08

Ue7 5.76 7.14 5.76 7.14 7.43 5.62 5.76 7.14

Ue8 4.62 5.76 4.62 5.76 5.62 4.70 4.62 5.76

Total (UT ) 59.88 80.21 58.83 79.16 79.31 58.77 59.75 76.36

calculated. Table 4 and 5 shows the kink energies for the proposed 3:8 decoder circuit. Now, I1, I2 and I3 has 16
possible interactions with the electrons, so there are 16 rows in their case (Table 5), and the remaining have 8 rows
(Table 4). From Fig. 13, it is also clear that due to the interaction of the output cell electrons with the main cell layer
electrons, the calculations of kink energies for I1, I2 and I3 are a bit complex.

4. Observation and results

Table 6 summarizes few of the parameters of the existing 2:4 decoders. It is a comparison between the already
available decoder circuits and our proposed 2:4 decoder circuit design. In terms of cell count, layer separation and
consumption of area proposed 2:4 decoder is better design compare to the 3 layered circuits proposed in [15] and [16].
Though the papers in [17] and [18] had designed a single layered circuit but number of cells and area requirement is
more than the proposed design. Due to this single layer, the space occupied by our proposed circuit is much less. Also,
this structure can be further extended to make a 3:8 decoder circuit. And, because of this single layered circuit, the
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FIG. 9. Proposed 3:8 decoder (3 layered circuit)

cost of fabricating the circuit is much less. Table 7 shows the comparisons among the 3:8 decoders with the proposed
decoder.

5. Conclusion

There are few decoder circuits designed in QCA. The work in [15] is slightly efficient design in terms of the
cells count for the 3:8 decoder circuit but the layers used for the design and the consumption of area is same with the
proposed design. The proposed design can be formed from 2:4 decoder and can be easily scaled up to form 3:8, 4:16
decoders and so on. Designing higher complex decoders will be easier with the proposed design.
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FIG. 10. Breakup of the 3 layers in the circuit

TABLE 3. Truth table for 3:8 decoder

INPUT OUTPUT

S2 S1 S0 I0 I1 I2 I3 I4 I5 I6 I7

0 0 0 1 0 0 0 0 0 0 0

0 0 1 0 1 0 0 0 0 0 0

0 1 0 0 0 1 0 0 0 0 0

0 1 1 0 0 0 1 0 0 0 0

1 0 0 0 0 0 0 1 0 0 0

1 0 1 0 0 0 0 0 1 0 0

1 1 0 0 0 0 0 0 0 1 0

1 1 1 0 0 0 0 0 0 0 1
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TABLE 4. Kink energy for I0, I4, I5, I6, I7

I0 (×10−21) I4 (×10−21) I5 (×10−21) I6 (×10−21) I7 (×10−21)

x1 x2 x1 x2 x1 x2 x1 x2 x1 x2

Ue1 8.15 7.42 8.15 7.42 8.15 7.42 8.15 5.62 8.15 7.42

Ue2 7.42 8.15 7.42 8.15 7.42 8.15 14.81 8.15 7.42 8.15

Ue3 11.52 16.21 11.52 16.21 11.52 16.21 11.52 7.59 11.52 16.21

Ue4 7.59 11.52 7.59 11.52 7.59 11.52 16.21 11.52 7.59 11.52

Ue5 8.15 14.81 8.15 10.08 8.15 10.08 8.15 7.42 8.15 10.08

Ue6 7.59 8.15 6.54 10.08 6.54 10.08 7.42 8.15 6.54 10.08

Ue7 5.76 7.14 5.76 7.14 5.76 7.14 7.43 5.62 5.76 7.14

Ue8 4.62 5.76 4.62 5.76 4.62 5.76 5.62 4.7 4.62 5.76

Total (UT ) 60.8 79.16 59.75 76.36 59.75 76.36 79.31 58.77 59.75 76.36

TABLE 5. Kink energy for I1, I2, I3

I1 (×10−21) I2(×10−21) I3 (×10−21)

x1 x2 x1 x2 x1 x2

Ue1 8.15 7.42 6.54 6.54 8.15 7.42

Ue2 7.42 8.15 10.08 10.08 7.42 8.15

Ue3 11.52 16.21 11.52 16.21 11.52 16.21

Ue4 7.59 11.52 7.59 11.52 7.59 11.52

Ue5 8.15 14.81 8.15 14.81 8.15 14.81

Ue6 5.62 8.15 5.62 8.15 5.62 8.15

Ue7 5.76 7.14 5.76 7.14 5.76 7.14

Ue8 4.62 5.76 4.62 5.76 4.62 5.76

Ue9 9.04 7.25 9.04 7.25 9.04 7.25

Ue10 7.25 6.22 7.25 6.22 7.25 6.22

Ue11 9.33 9.33 9.33 9.33 9.33 9.33

Ue12 9.33 9.33 9.33 9.33 9.33 9.33

Ue13 6.22 7.25 6.22 7.25 6.22 7.25

Ue14 7.25 9.04 7.25 9.04 7.25 9.04

Ue15 4.26 4.9 4.26 4.9 4.26 4.9

Ue16 4.9 5.97 4.9 5.97 4.9 5.97

Total (UT ) 116.41 138.45 117.46 139.5 116.41 138.45
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FIG. 11. Output of proposed 3:8 decoder circuit

TABLE 6. Observations for 2:4 decoders

Decoder circuit No of cells No of layers Area (µm2)

[15] 62 3 0.03

[16] 88 3 0.06

[17] 212 1 0.25

[18] 93 1 0.09

proposed 50 1 0.01
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FIG. 12. Polarization (a) or energy dissipation (b) vs temperature

FIG. 13. Reference Diagram for kink energy calculation (I0, I1, I2, I3 (top row left to right); I4,
I5, I6, I7 (bottom row left to right))

TABLE 7. Observations for 3:8 decoders

Decoder circuit No of cells No of layers Area (µm2)

[15] 136 3 0.04

[18] 312 1 0.1

proposed 168 3 0.04
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In this work, gold and silver nanoparticles are separately dispersed in n-hexyloxy-cyanobiphenyl (6O.CB) liquid crystal in the ratio 1:100. The
optical textures of pure and nano-dispersed compounds are recorded by using polarizing optical microscope. Differential scanning calorimeter
(DSC) is used to compute enthalpy and transition temperature values. Due to the dispersion of nanoparticles, the clearing temperature of the
compounds are slightly reduced but there is no significant change in the nematic phase exhibited by pure 6O.CB. Further characterization is done by
various spectroscopic techniques like scanning electron microscopy (SEM) and X-ray diffraction (XRD). The optical textures have been analyzed
using MATLAB software for the evaluation of display parameters viz., Luminance, Luminance coefficient, Luminance uniformity and Contrast
ratio.
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diffraction.

Received: 26 June 2021

1. Introduction

Owing to the supreme properties of liquid crystals (LCs) like physical tuning and molecular designing, supramolec-
ular hydrogen bonded liquid crystals (HBLCs) became most important materials in current research. Intermolecular
hydrogen bonding between non-mesogenic-mesogenic materials, mesogenic-mesogenic materials or non-mesogenic-
non-mesogenic materials produces the self-assembling of molecules, which induces new novel materials with different
shapes and structures [1–11]. Further, these materials induce the new phases and physical properties. Such develop-
ments made hydrogen bonded LC’s as essential materials for many applications such as optical storage devices, display
devices, optical switches etc. Different types of HBLCs have been used by many authors in their research to derive
different forms of applications.

Basically, display devices are specified in terms of chromaticity, i.e., black and white points. Where chromaticity
is related to color information and black and white points, this represents luminance values [12,13]. This type of spec-
ification includes the determination of display parameters obtained from the color information and luminance of the
novel materials. There are several spectroscopic and experimental methods to measure the color information and lumi-
nance of the LCs [13–15]. In previous work, LC texture were utilized to calculate desired display parameters. Display
parameters like luminance, luminance coefficient, luminance uniformity and contrast ratio have been estimated from
the optical textures through MATLAB software [16–18] To compute the display parameters, LCs’ textures are used as
function of temperature.

2. Materials and methods

2.1. Synthesis of gold nanoparticles

The gold nanoparticles are synthesized from the citrate reduction process. The chemical ingredients for synthesis,
the reducing agent trisodium citrate dehydrate (Na3C6H5O7·2H2O) 99% and hydrogen tetrachloroaurate (III) trihy-
drate (HAuCl4·3H2O) ACS, 99.99% were purchased from Sigma Aldrich laboratories, USA and used as such. From
Inductively Coupled Plasma Optical Spectrometry (ICPOS) report (ICAP6500 Thermo Fisher Scientific make), the
amount of gold present in solution of 1 ml (1000 µl) of citrate capped gold nanoparticles is 96.75 µg. The author has
dispersed very small amounts of citrate capped gold nanoparticles which contain the gold nanoparticles of amounts
4.83 µg, respectively.
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2.2. Synthesis of silver nanoparticles

150 mg of silver nitrate (AgNO3) is taken into 30 ml of distilled water and is mixed to the solution of 225 mg of
tetraoctylammonium bromide (TOAB) in 24 ml of toluene. This solution is stirred continuously for one hour, and then
0.189 ml of dodecanethiol is added and so obtained homogeneous solution is further stirred for 30 minutes. In 24 ml
of distilled water, 398 mg of sodium borohydride (NaBH4) is dissolved and mixed with above obtained homogeneous
solution.

This solution is stirred at room temperature for approximately three hours. From the solution, the organic phase
is separated from aqueous solution and is reduced to 2 to 3 ml of solution by evaporating in a roto-evaporator under
vacuum at room temperature. Next 50 ml of ethanol was added and the solution was centrifuged at 5000 rpm for
one hour. The supernatant liquid, which is dodecane thiol protected silver nanoparticles, was dissolved in 1 ml of
dichloromethane to get precipitated. This was washed with ethanol for many times for complete removal of organic
material. 60 mg of thiol capped silver nanoparticles were obtained after this centrifugation process.

2.3. Homogeneous dispersion of gold and silver nano nanoparticles in LC compounds

LC compound 6O.CB was obtained from Sigma-Aldrich laboratories, USA and used without further purification.
For homogeneous dispersion, gold and silver nanoparticles were dissolved in toluene and stirred in magnetic stirrer
(Remi make) for 1 hour. Then, this solution was added to isotropic state of 100 mg of 6O.CB and the mixture is stirred
well about 3 hours. Then the complex was cooled to room temperature which afforded 6O.CB with homogeneous
dispersion of gold and silver nanoparticles. After cooling, 6O.CB mixtures were subjected to examination of both their
textures and phase transition temperatures using polarizing optical microscope (POM) (SDTECHS make) attached
with hot stage and differential scanning calorimetry (DSC) (Perkin Elmer Diamond DSC) along with the enthalpy
values. The presence of gold and silver nanoparticlesNanoparticles in 6O.CB is characterized by the experimental
techniques Scanning Electron Microscope (SEM) and XRD.

2.4. POM (Polarising Optical Microscopy)

Due to change in local molecular order, the LC molecule is characterized into different LC phases with an increase
in temperature. Determination and characterization of these mesophase will give very important information on the
textures and pattern of the LCs. The thermal ranges of nematic phase are slightly changed due to the dispersion of gold
and silver nanoparticles in LC compounds and the textures of the phase changes by the self-assembly of nanoparticles.

2.5. DSC Thermo grams

DSC gives complete and accurate information about thermal history of liquid crystal melting points at different
rates of cooling and heating. In this instrument an accurately weighted sample which is placed in an aluminum pan
crimped tightly closed with a sealing press and placed in the sample chamber of DSC. In this process the instructions
are provided with each type of instrument for obtaining a good DSC scan.

Small values of enthalpy gives the mesophase transitions involved in pre- or post-transitional or second order tran-
sitions. While increasing the concentration of nanoparticles at the nematic phase transition, the clearing temperatures
are reduced. ItThis is the best complementary tool with the optical polarizing microscope. The DSC curve for the
same is shown in Figs. 1 – 3.

2.6. Scanning Electron Microscope (SEM) Analysis

To estimate the morphology and chemical composition of nanoparticles, SEM acts as a wonderful tool with im-
age magnification range from 10X to 300,000X and the resolution is almost down to few nanometers. In addition to
the topographical information, the elements present in LC compounds as well as dispersed nanocomposites can be
obtained from SEM analysis. In SEM, a very small amount of LC Nano-composite material sample is sufficient for
characterization studies, and homogeneous dispersion of citrate capped gold nanoparticles in the respective LC com-
pounds are studied from the different parts of the compounds which gives the similar Energy Dispersive Spectroscopy
(EDS) data.

SEM detects the spatial variations in chemical compositions by generating high resolution images of the shape of
the metal nanoparticles. The chemical composition of the elements in terms of the atomic percent and weight in the
given LC Nano-composites and SEM images of LC compounds are well studied from SEM analysis. The SEM and
EDS of 6O.CB with the dispersed gold nanoparticles is shown in Fig. 4.The SEM and EDS data of 6O.CB with the
dispersed silver nanoparticles is shown in Fig. 5. Results from data of EDS reveal the presence of chemical compounds
in sample. Carbon(C), sulfur (S), silver (Ag) and oxygen (O) elements are present in the 6O.CB with dispersed silver
nanoparticle sample.
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FIG. 1. DSC thermogram of 6O.CB pure

FIG. 2. DSC thermogram of 6O.CB with gold nanoparticles

FIG. 3. DSC thermogram of 6O.CB with silver nanoparticles
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FIG. 4. SEM and EDS data of 6O.CB with the dispersed gold nanoparticles

FIG. 5. SEM and EDS data of 6O.CB with the dispersed silver nanoparticles

2.7. X-Ray diffraction (XRD) studies

By utilizing XRD, the study of crystal structure of solids, defects, stresses, grain size and identity of the phases of
LCs, by broadening of X-ray diffraction peaks. The Bragg’s equation is given by:

λ = 2d sin θ.

Here, d is the inter-planar spacing, λ represents the wavelength of X-rays in which wavelength of the beam of
X-rays varying from 0.07 to 0.2 nm and 2θ is angle of diffraction.

A good amount of powder sample is required for X-ray diffraction to give the collective information about the
size of the nanoparticles dispersed in LC materials. An ideal powder sample will provide a similar diffraction pattern
in the isotropic, nematic and smectic phases.

When there are no inhomogeneous strains in the LC sample, the size of the crystal t, can be measured from
Sherrer’s formula,

t =
Kλ

β cos θ
.

K is Scherrer’s constant and its value approaches to unity for a spherical crystal and 0.9 for LCs, λ is wavelength of
X-rays, β is the full width half maxima (FWHM) height of a diffraction peak and θ is diffraction angle.

The XRD data is taken for the 6O.CB with homogeneous dispersion of the gold nanoparticles is shown in Fig. 6.
In comparison of JCPDS data peaks were well resolved and are matched with JCPDS card no. 03-0652870 which is
clearly evidenced the existence citrate capped Au nanoparticles in LC compound 6O.CB. By using Scherrer’s Formula,

t =
kλ

β cos θ
, grain size 33 nm, λ = 1.54 Å, β =FWHM, Peaks at 38.39◦, 44.24◦ and 64.55◦ resembles the existence

of citrate capped Au nanoparticles. The XRD data for 6O.CB with dispersion of silver nanoparticles is shown in Fig. 7.



Influence of silver and gold nano particles on luminance properties... 457

FIG. 6. XRD data of 6ocb pure and with the dispersion of gold nanoparticles

FIG. 7. XRD data of 6O.CB pure and with the dispersion of gold nanoparticles

3. Theory

The display device parameters of the LC compound images are calculated using MATLAB software [19]. The
test image I(m,n) is of the size i×j is recorded from POM with i number of pixels in vertical direction and j number
of pixels in horizontal direction, where m and n are the spatial coordinates of the image. The total number of pixels
can be computed as N = i · j, where 0 ≤ m ≤ i, 0 ≤ n ≤ j. The parameters for display device applications can thus
be computed.

3.1. Luminance

The amount of light which is being transmitted or reflected from the object is being illuminated is called as
luminance. In analysis of image, the weighted sum of intensities of color components (R, G, B) is referred as
luminance and is defined as [20, 21]:

L = 0.2126 ·R+ 0.152 ·G+ 0.0722 ·B, (1)
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where L is luminance and R, G, B are the color components of the image.

3.2. Luminance coefficient

The ratio of luminance to the illuminance of the image is called as luminance coefficient. Where illuminance
of the image is referred as intensity of the incident light [23]. It can be computed from the components of parallel
polarisation where no sample is there in POM:

LC =
L

(IL)
, (2)

where LC is luminance coefficient and IL is the illumination of the image.

3.3. Luminance uniformity

The percentage of luminance carried out from the one corner to another corner (pixel to pixel) of an image. The
higher value of luminance uniformity provides the better consistency in brightness of the total image and which can
be calculated as [22]:

∆LU = [(Lmax − Lmin) − 1] · 100, (3)
where LU is luminance uniformity.

3.4. Contrast ratio

The basic property of the display devices is contrast ratio. It is represented as the ratio between maximum to the
minimum luminance of the recorded image from POM. Contrast in terms of luminance is defined as:

CR =
(Lmax − Lmin)

Lmax
, (4)

where CR is contrast ratio and Lmax and Lmin are maximum and minimum luminance.

4. Results and discussions

FIG. 8. 6O.CB pure Nematic phase textures at temperatures (a) 55 ◦C, (b) 60 ◦C, (c) 65 ◦C,
(d) 66 ◦C, (e) 74.4 ◦C and (f) 74.7 ◦C

The nematic phase textures of the pure 6O.CB and dispersed with gold, silver nanoparticles are shown in
Figs. 8 – 10.

From the Figs. 11 – 14 it is evident that the Luminance, Luminance coefficient, Luminance uniformity, and
contrast ratio values are high at nematic phase for gold and silver nanoparticles as compared with pure 6O.CB. It is
found that the percentage of increase in Luminance, Luminance coefficient, Luminance uniformity and contrast ratio
for 6O.CB dispersed with gold nanoparticles are 8.57%, 9.813% , 31.52% and 27.96%. Correspondingly for 6O.CB
dispersed with silver Nanoparticles are 14.89%,27.93%,83.29% and 39.85%. The higher luminance uniformity value
offers well consistency in brightness of total image.

In our present studies silver nanoparticles dispersed in 6O.CB compound has higher value hence this may be a
better material for display applications. Compare to gold silver nanoparticles dispersed in 6O.CB illustrates greater
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FIG. 9. 6O.CB with gold nanoparticles nematic phase textures at temperatures (a) 59.9 ◦C,
(b) 67 ◦C and (c) 73.4 ◦C

FIG. 10. 6O.CB with silver nanoparticles nematic phase textures at temperatures (a) 54.1 ◦C,
(b) 56.5 ◦C and (c) 63.1 ◦C

FIG. 11. Luminance values of the 6O.CB Pure and 6O.CB dispersed with gold, silver nano particles

values of above display parameters. This may be due to the fact that in visible region the reflection coefficient of silver
is more than gold. For design of display devices luminance values play an important role. Higher the luminance the
better is the compound for display device applications.

In alkoxy cyanobiphenyl liquid crystal compounds, good parallel molecular alignment exists in molecular struc-
ture due to the presence of oxygen atoms. Whereas in alkyl cyanobiphenyls in nematic phase there is imperfection
in molecular arrangement [24]. Aligned molecules have the optical properties of uniaxial crystals this makes them
exceptionally useful materials. Further the occurrence of oxygen atoms in molecular moiety increases the transition
temperature.

By spectroscopic investigations, it is manifest that gold and silver nanoparticles are homogeneously dispersed in
host 6O.CB liquid crystal compound. No variation in molecular structure and no substantial change in nematic phase
due to the presence of gold and silver nanoparticles in mass material.
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FIG. 12. Luminance uniformity values of the 6O.CB Pure and 6O.CB dispersed with gold, silver
nano particles

FIG. 13. Luminance Coefficient values of the 6O.CB Pure and 6O.CB dispersed with gold, silver
nano particles

FIG. 14. Contrast Ratio values of the 6O.CB Pure and 6O.CB dispersed with gold, silver nanoparticles
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5. Conclusion

Display device parameters as a function of temperature for 6O.CB Pure and 6O.CB dispersed with gold, silver
nnanoparticles are studied for LCD (Liquid Crystal Display) applications. The nematic transition temperatures are
reduced by small amounts due to nano-dispersion. The conformation of gold and silver nanoparticles is evident by
various spectroscopic techniques like SEM, and XRD studies. XRD studies confirm no alteration of structure of LCs
by the dispersion of gold and silver nanoparticles. From the obtained parameters of luminance, luminance uniformity,
luminance coefficient and contrast ratio, it is evident that the luminance values for the textures with dispersion of gold,
silver nanoparticles have higher values than pure LC textures. It is concluded that nano-dispersed compounds are more
suitable for display device applications as compared with pure LC.
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1. Introduction

There is a large class of mathematical and physical problems concerning to “systems with small coupling win-
dows”, i.e., systems of connected quantum waveguides, Helmholtz resonators and other structures with perturbation
caused by small windows on different boundaries. Such systems have long been of interest to physicists and mathe-
maticians. Transport properties of waveguides and other additional phenomena caused by resonators are widely used
in electrodynamics and theories of acoustic and electromagnetic waves.

Currently, scientists study such systems in the context of nanoelectronics. The development in this field has led
to the creation of a new class of objects used in electronic devices – quantum threads (nanowhiskers), quantum dots,
antidots and so on. Of course, “quantum” is a keyword here because studying mesoscopic systems (systems where
the coherence of the phases of the electrons is preserved on a scale much larger than atomic) is absolutely impossible
if we ignore quantum properties of the electron. Obviously, taking into account the quantum behavior of an electron
requires the development of fundamentally new physical, and, most importantly, mathematical approaches.

When we consider mesoscopic systems, we actually mean studying wave propagation in waveguides and other
structures. Properties of this propagation are described as spectral properties of corresponding mathematical operator.
This is usually a Schrödinger operator. Laplace operator is also applicable for problems considering the ballistic mode.
Resonance phenomena are widely used for development of new nanoelectronic devices.

Systems with small coupling windows were studied since the beginning of the 20th century [1, 2]. Currently, we
use term “asymptotic analysis” for large class of problems including resonance phenomena. Great variety of electronic
device caused great variety of systems in resonance problems. Different combinations of waveguides and resonators
were considered [3–6], in addition to different geometry characteristics [7, 8], windows amount [9–11], and boundary
conditions [12, 13].

The core of the mathematical approach in this work is “Matching asymptotic expansions of solutions of boundary
problems”. This method was previously described in [14]. This method is intended for boundary problems of equations
containing naturally occurring small parameter. It is very typical for mathematical physics problems, in particular for
problems we described previously.

Semitransparency was studied by Ikebe, Shimada, Exner, Kreicirik, Popov in [15–20] in terms of spectral and
scattering properties. Resonance asymptotics for such systems were studies in [21, 22].

2. Preliminaries

Let us consider the pair of quantum waveguides in two-dimensional Cartesian coordinates with widths d−
and d+.

The common wall of both waveguides is semitransparent and is coupled through small windows. Semitrans-
parency was studied in [21] for the same system but with single window. In this work, we consider finite number of
windows. We will rely on the results of that work but we won’t describe in detail the preliminary calculations. So let’s
take a quick look at used formulas and assumptions.
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FIG. 1. Waveguides with common semitransparent wall (windows abscissas are relative to each center)

The wall semitransparency is described by the parameter α. Generally, α ∈ (0; +∞), where zero value means no
barrier and infinity means absolutely nontransparent barrier. Zero value is not included because actually it is not the
case of the considered problem.

Boundary conditions on the walls are the key point: we choose the Dirichlet conditions on non-common walls
but semitransparency causes special requirements for common wall. When a wave passes through the barrier, a jump
occurs in the derivative of the considered function u(x1, x2), so, we will consider specific boundary conditions:{

u+ = u−,

u′+ − u′− = αu,
(1)

where u′+− are vertical derivatives at the top and bottom of the wall. The conditions of such type appear if one
considers the singular potential supported on hypersurface. These potentials have been intensively investigated during
last two decades (see, e.g., [23–25]).

Problems with several windows may be very different. The number of windows can be finite or infinite; the “order
of smallness” can vary for each window. We consider somewhat simple case – finite number of windows with the same
order of smallness.

Let us have n coupling windows with the centers at the points (xq; 0), where q = 1..n. Each window has width
2aq = 2a − −ωmωm−1ωm+1. Parameter a is exactly common order of smallness. We will construct asymptotics in
a. This also means that ωq , q = 1..n, describes the relative sizes of all the windows.

Unperturbed eigenfunctions of the transversal problem for the Laplace operator with semitransparency can be
written as follows:

χn(x) =

{
−Cn sin(d−νn) sin((x2 − d+)νn), x2 > 0,

Cn sin(d+νn) sin((x2 + d−)νn), x2 < 0.
(2)

One can see that it satisfies conditions (1). The corresponding eigenvalues are denoted as νn and can be found from
the equation −νctg(d+ν) − νctg(d−ν) = α. For investigating resonances, we need to choose “threshold” value.
Threshold is such value of νn, that there are no summands with imaginary part exponent in Green’s function series
which are lower than νn. Imaginary exponent corresponds to periodic summands which mean propagating waves. We
will seek terms of asymptotic expansions close to the second threshold ν2.

“Perturbed” eigenvalue, also known as quasi-eigenfrequency, will be denoted as ka. Difference between ka and
ν2 is actually small value. We will use convenient expansion for its asymptotics:√

ν22 − k2a =

∞∑
j=2

[j/2]−1∑
i=0

kjia
j lni

a

a0
. (3)

The Green function for waveguide is well-known [25] and appears as follows in our case:

G±(x, y, k) =
∞∑
n=1

χn(x2) · χn(y2)

2pn
· e−pn|x1−y1|, where p±n = pn =

√
ν2n − k2a.
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Finally, we can write down eigenfunctions for perturbed case near each window:

ψa(x) =
√
ν22 − k2a ·

∞∑
j=0

n∑
q=1

aj P qj+1

(
Dy, ln

a

a0

)
G+(x, y, k)

∣∣∣∣
y=(xq ;0)

, x ∈ Ω+\
n⋃
q=1

Sq
a0(a/a0)1/2

,

ψa(x) =
∞∑
j=1

[(j−1)/2]∑
i=0

vji

(x
a

)
aj lni

a

a0
, x ∈

n⋃
q=1

Sq
2a0(a/a0)1/2

,

ψa(x) = −
√
ν22 − k2a ·

∞∑
j=0

n∑
q=1

aj P qj+1

(
Dy, ln

a

a0

)
G−(x, y, k)

∣∣∣∣
y=(xq ;0)

, x ∈ Ω−\
n⋃
q=1

Sq
a0(a/a0)1/2

.

(4)

Here, Sq
a0(a/a0)1/2

is as sphere with a center at q-th window. Last important thing is differential operator P qj . It is
described as follows:

P1(Dy, ln
a

a0
) = a

(1)
10 D

1
y, Dn

y =
∂n

∂nny
, Pm

(
Dy, ln

a

a0

)
=

m−1∑
j=1

[(j−1)/2]∑
i=0

a
(m)
ji

(
ln

a

a0

)i
D

m−j+1

y , m ≥ 2,

P qm(Dy, ln
a

a0
) = αqPm(Dy, ln

a

a0
).

Here, αq are very important coefficients which describe operator action in distribution between windows.

3. Calculating

Boundary problems for vji
(x
a

)
from (4) can be obtained in the following manner. We substitute the series (4)

and (3) into the Helmholtz equation (for k = ka) and then change variables ξ =
x

a
. The coefficients in the terms with

the same powers of a and ln
a

a0
should be equal. Hence, we obtain the following problems:

∆ξvji = −
j−3∑
p=0

[p/2]∑
q=0

Λpqvj−p−2,i−q, ξ ∈ R2\γ, vji = 0, ξ ∈ γ, (5)

where γ = {ξ|ξ2 = 0 ∧ ξ1 ∈ (−∞;−1] ∪ [1; +∞)} and Λpq are the coefficients of the series:

k2a =
∑
p

∑
q

Λpqa
p lnq

a

a0
.

As next step we need to introduce operatorMpq(U) – it changes variables in expressions U (ξ =
x

a
, ln r = ln ρ+ln a)

and filters summand with ap lnq
a

a0
ϕ(ξ). Also, Mp =

∑
q
Mpq , it is used to obtain all summands with ap.

3.1. Calculating of k20

Considering matching at q-th window we can obtain the following a-degree selections:

a−1M1

(
±
√
ν22 − k2a ·

n∑
q=1

P q1G
±(x, y, ka)|y=(xq ;0)

)
=

±a
(1)
10 C

2
2ν

2
2 sin2(d∓ν2) cos2(d±ν2)

2
·
n∑
p=1

αpρ sin θ ∓ 1

π
αqk20a

(1)
10 ρ
−1 sin θ.

(6)

An extremely important point to note – k-singularity has its place in all window summands but x-singularity exists

only in current window, so we have
n∑
p=1

αp for positive ρ degree and just αq for negative degree being in context of

q-th window.
In accordance with the lemma concerning the vji representation in the form of a linear combination of harmonic

functions, we need to choose those functions as a summary of all windows. Function f1(z) =
1

2

(
z +
√
z2 − 1

)
was
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used for single window so we choose summary function as follows:

f̂1(z) =
n∑
q=1

αqωqf1

(
z − xq
ωq

)
=

n∑
q=1

αqωq
z − xq
ωq

−
n∑
q=1

αq
ω2
q

4z
−

n∑
q=1

αq
ω2
qxq

4z2
−

n∑
q=1

αq

(
ω2
qx

2
q

4
+
ω4
q

16

)
1

z3
− ..., z → +∞,

n∑
q=1

αq
ω2
q

4z
+

n∑
q=1

αq
ω2
qxq

4z2
+

n∑
q=1

αq

(
ω2
qx

2
q

4
+
ω4
q

16

)
1

z3
+ ..., z → −∞.

For different coordinates, we will use notation f̂i(z) = X̂i(z) + iŶi(z).To match terms increasing on ρ → ∞ in
accordance with (6), we shall select v10(ξ) in such a way:

v10(ξ) =
a
(1)
10 C

2
2ν

2
2 sin2(d−ν2) cos2(d+ν2)

2
· Ŷ1(ξ) +

a
(1)
10 C

2
2ν

2
2 sin2(d+ν2) cos2(d−ν2)

2
· Ŷ1(ξ∗).

Hence, we can match terms of order ρ−1 sin θ for each window and get the system of equations:

∓ 1

π
αqk20a

(1)
10 = ±

a
(1)
10 C

2
2ν

2
2

(
sin2(d−ν2) cos2(d+ν2) + sin2(d+ν2) cos2(d−ν2)

)
2

·

(
n∑
p=1

αp
ω2
p

4

)
⇒

n∑
p=1

αpcωp
= βαq, β =

−2k20

πC2
2ν

2
2

[
sin2(d−ν2) cos2(d+ν2) + sin2(d+ν2) cos2(d−ν2)

]
=

−4k20
πC2

2ν
2
2 [1− cos(2d−ν2) cos(2d+ν2)]

.

This system has nontrivial solution if:

det


cω1
− β cω1

... cω1

cω2 cω2 − β ... cω2

... ... ... ...

cωn
cωn

... cωn
− β

 = 0,

where
ω2
q

4
is actually harmonic capacity of the corresponding segment in R2, so we will use sometimes a symbol:

cωq =
ω2
q

4
. Determinant of this matrix is (−β)

n−1

((
n∑
q=1

cωq

)
− β

)
. Hence:

β =

n∑
q=1

cωq
⇒ −4k20

πC2
2ν

2
2 [1− cos(2d−ν2) cos(2d+ν2)]

=

n∑
q=1

cωq ⇒

k20 = −πC
2
2ν

2
2

4
[1− cos(2d−ν2) cos(2d+ν2)]

n∑
q=1

cωq
.

If you compare it with k20 for the single window case, you will see that the only difference is sum
n∑
q=1

cωq . It is

actually something like “common size” of the windows, characterized by sum of capacities. For n = 1 it equals
1

4
.

3.2. Calculating of k30

Procedure for k30 is absolutely the same. Selecting of a2 gives us:

±a−2M2

(√
ν22 − k2a ·

n∑
q=1

P q1G
±(x, y, ka)|y=(xq ;0)

)
=

−a(1)10 C
2
2 sin2(d∓ν)ν32 cos(d±ν2) sin(d±ν2)

8

n∑
p=1

αpρ
2 cos 2θ ∓ 1

π
αqk30a

(1)
10 ρ
−1 sin(θ),

(7)
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±a−2M2

(√
ν22 − k2a ·

n∑
q=1

a · P q2G±(x, y, ka)|y=(xq ;0)

)
=

a
(2)
10 C

2
2 sin2(d∓ν2)ν32 · sin(d±ν2) cos(d±ν2)

2

n∑
p=1

αpρ sin θ ∓ 1

π
αqk30a

(2)
10 ρ
−2 cos 2θ.

Harmonic function of the second order uses the same formula except one more multiplier ωq and uses f2(z) =

z · f1(z) =
1

2

(
z2 + z

√
z2 − 1

)
:

f̂2(z) =
n∑
q=1

αqω
2
qf2

(
z − xq
ωq

)
=

n∑
q=1

αqω
2
q

z2

ω2
q

−
n∑
q=1

αqω
2
q

2xqz

ω2
q

−
n∑
q=1

αqω
2
q

ω2
q

16z2
−

n∑
q=1

αqω
2
q

2ω2
qxq

16z3
− ..., z → +∞,

n∑
q=1

αqω
2
q

ω2
q

16z2
+

n∑
q=1

αqω
2
q

2ω2
qxq

16z3
+ ..., z → −∞.

Unfortunately, it contains not only positive ρ degree, so we need to subtract corresponding additional summand using
X̂1(ξ):

v20(ξ) =
−a(1)10 C

2
2 sin2(d−ν)ν32 cos(d+ν2) sin(d+ν2)

8
X̂2(ξ)

−a(1)10 C
2
2 sin2(d+ν)ν32 cos(d−ν2) sin(d−ν2)

8
X̂2(ξ∗)

−2a
(1)
10 C

2
2 sin2(d−ν)ν32 cos(d+ν2) sin(d+ν2)

8

n∑
q=1

αqxq

n∑
q=1

αq

X̂1(ξ)

−2a
(1)
10 C

2
2 sin2(d+ν)ν32 cos(d−ν2) sin(d−ν2)

8

n∑
q=1

αqxq

n∑
q=1

αq

X̂1(ξ∗)

+
a
(2)
10 C

2
2 sin2(d−ν2)ν32 · sin(d+ν2) cos(d+ν2)

2
Ŷ1(ξ)

−a
(2)
10 C

2
2 sin2(d+ν2)ν32 · sin(d−ν2) cos(d−ν2)

2
Ŷ1(ξ∗).

Equations system is similar to previous:

∓ 1

π
αqk30a

(1)
10 = ±a

(2)
10 C

2
2 sin2(d−ν2)ν32 · sin(d+ν2) cos(d+ν2)

2

(
n∑
p=1

αp
ω2
p

4

)

∓a
(2)
10 C

2
2 sin2(d+ν2)ν32 · sin(d−ν2) cos(d−ν2)

2

(
n∑
p=1

αp
ω2
p

4

)

⇒
n∑
p=1

αpcωp = βαq, β =
−8k30

πC2
2ν

3
2 [sin(d−ν2) sin(d+ν2) sin((d− − d+)ν2)]

.

Determinant of this matrix is (−β)
n−1

((
n∑
q=1

cωq

)
− β

)
. Hence:

β =
n∑
q=1

cωq
⇒ −8k30

πC2
2ν

3
2 (sin(d−ν2) sin(d+ν2) sin((d− − d+)ν2))

=

n∑
q=1

cωq
⇒

k30 =
−πC2

2ν
3
2 (sin(d−ν2) sin(d+ν2) sin((d− − d+)ν2))

8

n∑
q=1

cωq
.
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3.3. Calculating of k40

As we previously noticed, equation (5) is homogeneous for v10(ξ), v20(ξ), but becomes more complicated for the
next step. So we need to solve the Poisson equation:

∆ξv30 = − π
2

d2+
v10, v30(ξ) = 0, ξ ∈ γ, γ = {ξ|ξ2 = 0 ∧ ξ1 ∈ (−∞;−1] ∪ [1; +∞)}.

The solution of this boundary problem can be presented as:

v30(ξ) = v̂30(ξ) + ṽ30(ξ),

where v̂30(ξ) is solution of homogeneous Laplace equation satisfying the boundary conditions (as we seek for previous
steps) and ṽ30(ξ) is particular solution of inhomogeneous Laplace equation satisfying the boundary conditions. M -
operator expressions are not much different with single-window ones:

a−3M30

(
±
√
ν22 − k2a · P1G

±(x, y, ka)|y=0

)
= ±

n∑
p=1

αp
a
(1)
10 k20C

2
1 sin2(d∓ν1)ν21 cos2(d±ν1)

2i
√
ν22 − ν21

ρ sin θ

±
n∑
p=1

αp ·
a
(1)
10 C

2
2ν2 sin2(d∓ν) cos(d±ν)

2
·
[

1

24
cos(d±ν2)ν32ρ

3 sin 3θ ± sin(d±ν)k20ρ cos θ

]
±

n∑
p=1

αp · a(1)10 k20g
±
x ρ sin θ ∓ a(1)10 αq

1

π
k40ρ

−1 sin θ,

(8)

a−3M30

(
±
√
ν22 − k2a · a · P2G

±(x, y, ka)|y=0

)
=

∓
n∑
p=1

αp ·
a
(2)
10 C

2
2 sin2(d∓ν2)ν42 · sin2(d±ν2)

8
· ρ2 cos 2θ ∓ 1

π
αqk40a

(2)
10 ρ
−2 cos 2θ,

(9)

a−3M30

(
±
√
ν22 − k2a · a2 · a

(3)
10 D3G

±(x, y, ka)
∣∣∣
y=0

)
=

±
n∑
p=1

αp ·
−a(3)10 C

2
2 sin2(d∓ν2)ν42 cos2(d±ν2)

2
· ρ sin θ ± a(3)10 αq

ν22
2π
k20ρ

−1 sin θ ± a(3)10 αq
2

π
k40ρ

−3 sin 3θ,

(10)

a−3M30

(
±
√
ν22 − k2a · a2 · a

(3)
20 D2G

±(x, y, ka)
∣∣∣
y=0

)
=

=
n∑
p=1

αp ·
a
(3)
20 C

2
2 sin2(d∓ν2)ν32 sin(d±ν2) cos(d±ν2)

2
ρ sin θ ∓ 1

π
αqk30a

(3)
20 ρ
−2 cos 2θ.

(11)

The harmonic summary for f3(z) =
1

2

(
z3 +

3

2

√
z2 +

(√
z2 − 1

)3)
can be presented as follows:

f̂3(z) =
n∑
q=1

αqω
3
qf3

(
z − xq
ωq

)
=

n∑
q=1

αqω
3
q

z3

ω3
q

−
n∑
q=1

αqω
3
q

3xqz
2

ω3
q

+
n∑
q=1

αqω
3
q

3x2qz

ω3
q

+
n∑
q=1

αqω
3
q

3ωq
16z

+ ..., z → +∞,

−
n∑
q=1

αqω
3
q

3ωq
16z
− ..., z → −∞.

Here, we also obtain a set of positive degrees instead of one so we will need the same idea as for previous order.
Separating summands from (8)–(11) with positive ρ degrees, we can obtain the following representation for v̂30(ξ):

v̂30(ξ) = β21X̂2(ξ) + β̃21X̂2(ξ∗) + β11X̂1(ξ) + β̃11X̂1(ξ∗)+
β32Ŷ3(ξ) + β̃32Ŷ3(ξ∗) + β22Ŷ2(ξ) + β̃22Ŷ2(ξ∗) + β12Ŷ1(ξ) + β̃12Ŷ1(ξ∗)

,

where coefficients can be found:

β21 =
−a(2)10 C

2
2 sin2(d−ν2)ν42 · sin2(d+ν2)

8
, β̃21 =

a
(2)
10 C

2
2 sin2(d+ν2)ν42 · sin2(d−ν2)

8
,

β11 =
a
(1)
10 k20C

2
2ν2 sin2(d−ν) cos(d+ν) sin(d+ν)

2
+ 2


n∑
q=1

αqxq

n∑
q=1

αq

β21,
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β̃11 =
a
(1)
10 k20C

2
2ν2 sin2(d+ν) cos(d−ν) sin(d−ν)

2
+ 2


n∑
q=1

αqxq

n∑
q=1

αq

 β̃21,

β32 =
a
(1)
10 C

2
2ν

4
2 sin2(d−ν2) cos2(d+ν2)

48
, β̃32 =

a
(1)
10 C

2
2ν

4
2 sin2(d+ν2) cos2(d−ν2)

48
,

β22 = 3


n∑
q=1

αqxq

n∑
q=1

αq

β32, β̃22 = 3


n∑
q=1

αqxq

n∑
q=1

αq

 β̃32,

β12 =
a
(1)
10 k20C

2
1 sin2(d−ν1)ν21 cos2(d+ν1)

2i
√
ν22 − ν21

+ a
(1)
10 k20g

+
x − 3


n∑
q=1

αqx
2
q

n∑
q=1

αq

β32 + 2


n∑
q=1

αqxq

n∑
q=1

αq

β22

−a
(3)
10 C

2
2 sin2(d−ν2)ν42 cos2(d+ν2)

2
+
a
(3)
20 C

2
2 sin2(d−ν2)ν32 sin(d+ν2) cos(d+ν2)

2
,

β̃12 =
a
(1)
10 k20C

2
1 sin2(d+ν1)ν21 cos2(d−ν1)

2i
√
ν22 − ν21

+ a
(1)
10 k20g

−
x − 3


n∑
q=1

αqx
2
q

n∑
q=1

αq

 β̃32 + 2


n∑
q=1

αqxq

n∑
q=1

αq

 β̃22

−a
(3)
10 C

2
2 sin2(d+ν2)ν42 cos2(d−ν2)

2
− a

(3)
20 C

2
2 sin2(d+ν2)ν32 sin(d−ν2) cos(d−ν2)

2
.

Particular solution of inhomogeneous equation can be obtained by integrating:

v10(ξ) =
a
(1)
10 C

2
2ν

2
2 sin2(d−ν2) cos2(d+ν2)

2
· Ŷ1(ξ) +

a
(1)
10 C

2
2ν

2
2 sin2(d+ν2) cos2(d−ν2)

2
· Ŷ1(ξ∗),

ṽ30(ξ) = −ν22
a
(1)
10 C

2
1ν

2 sin2(d−ν) cos2(d+ν)

2

×



(
n∑
q=1

αq

)
1

8
ρ3 sin θ +

(
n∑
q=1

αq
ω2
q

8

)
ρ ln ρ sin θ − 1

8

(
n∑
q=1

αq

(
ω2
qx

2
q

4
+
ω4
q

16

))
ρ−1 sin 3θ − ..., ξ2 > 0,

−

(
n∑
q=1

αq
ω2
q

8

)
ρ ln ρ sin θ +

1

8

(
n∑
q=1

αq

(
ω2
qx

2
q

4
+
ω4
q

16

))
ρ−1 sin 3θ + ..., ξ2 < 0,

−ν22
a
(1)
10 C

2
2ν

2
2 sin2(d+ν2) cos2(d−ν2)

2

×



(
n∑
q=1

αq
ω2
q

8

)
ρ ln ρ sin θ − 1

8

(
n∑
q=1

αq

(
ω2
qx

2
q

4
+
ω4
q

16

))
ρ−1 sin 3θ − ..., ξ2 > 0,

−

(
n∑
q=1

αq

)
1

8
ρ3 sin θ −

(
n∑
q=1

αq
ω2
q

8

)
ρ ln ρ sin θ +

1

8

(
n∑
q=1

αq

(
ω2
qx

2
q

4
+
ω4
q

16

))
ρ−1 sin 3θ + ..., ξ2 < 0.
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Finally, we obtain full solution for ξ2 > 0:

v30(ξ) = β21ρ
2 cos 2θ + β11ρ cos θ + β32ρ

3 sin 3θ + β22ρ
2 sin 2θ + β12ρ sin θ

−ν22
a
(1)
10 C

2
2ν

2
2 sin2(d−ν2) cos2(d+ν2)

2
×


(

n∑
q=1

αq

)
1

8
ρ3 sin θ +

(
n∑
q=1

αq
ω2
q

8

)
ρ ln ρ sin θ

−1

8

(
n∑
q=1

αq

(
ω2
qx

2
q

4
+
ω4
q

16

))
ρ−1 sin 3θ − ...



−ν22
a
(1)
10 C

2
2ν

2
2 sin2(d+ν2) cos2(d−ν2)

2
·


(

n∑
q=1

αq
ω2
q

8

)
ρ ln ρ sin θ

−1

8

(
n∑
q=1

αq

(
ω2
qx

2
q

4
+
ω4
q

16

))
ρ−1 sin 3θ − ...


+
∞∑
j=1

(β12b
+
1j + β̃12b

−
1j + β22b

+
2j + β̃22b

−
2j + β32b

+
3j + β̃32b

−
3j)ρ

−j sin jθ

+
∞∑
j=1

(β11a
+
1j − β̃11a

−
1j + β21a

+
2j + β̃21a

−
2j)ρ

−j cos jθ.

For ξ2 < 0, one has:

v30(ξ) = β̃21ρ
2 cos 2θ + β̃11ρ cos θ − β̃32ρ3 sin 3θ − β̃22ρ2 sin 2θ − β̃12ρ sin θ

−ν22
a
(1)
10 C

2
2ν

2
2 sin2(d−ν2) cos2(d+ν2)

2
×


−

(
n∑
q=1

αq
ω2
q

8

)
ρ ln ρ sin θ+

+
1

8

(
n∑
q=1

αq

(
ω2
qx

2
q

4
+
ω4
q

16

))
ρ−1 sin 3θ + ...



−ν22
a
(1)
10 C

2
2ν

2
2 sin2(d+ν2) cos2(d−ν2)

2
×


−

(
n∑
q=1

αq

)
1

8
ρ3 sin θ −

(
n∑
q=1

αq
ω2
q

8

)
ρ ln ρ sin θ+

+
1

8

(
n∑
q=1

αq

(
ω2
qx

2
q

4
+
ω4
q

16

))
ρ−1 sin 3θ + ...


+
∞∑
j=1

(−β12b+1j − β̃12b
−
1j − β22b

+
2j − β̃22b

−
2j − β32b

+
3j − β̃32b

−
3j)ρ

−j sin jθ

+
∞∑
j=1

(β11a
+
1j − β̃11a

−
1j + β21a

+
2j + β̃21a

−
2j)ρ

−j cos jθ.

Matching terms of order ρ−1 sin θ, one obtains:

∓a(1)10 αq
1

π
k40 ± a(3)10 αq

ν22
2π
k20 =

±ν22
a
(1)
10 C

2
2ν

2
2

[
sin2(d−ν2) cos2(d+ν2) + sin2(d+ν2) cos2(d−ν2)

]
2

·

[
3

8

(
n∑
p=1

αp

(
ω2
px

2
p

4
+
ω4
p

16

))]
±
(
β12b

+
11 + β̃12b

−
11 + β22b

+
21 + β̃22b

−
21 + β32b

+
31 + β̃32b

−
31

)
⇒

−a(1)10 αq
1

π
k40 + a

(3)
10 αq

ν22
2π
k20 = ν22

3a
(1)
10 C

2
2ν

2
2S+

16
·

(
n∑
p=1

αp

(
ω2
px

2
p

4
+
ω4
p

16

))
−

(
n∑
p=1

αp
3ω4

p

16
· a

(1)
10 C

2
2ν

4
2S+

48

)

+

(
n∑
p=1

αp
ω2
p

4

)


a
(1)
10 k20C

2
1ν

2
1

2i
√
ν22 − ν21

S+ + a
(1)
10 (g+x + g−x ) · k20 +

a
(1)
10 C

2
2ν

4
2

16
S+

+
a
(3)
20 C

2
2ν

3
2

2

(
sin2(d−ν2) sin(d+ν2) cos(d+ν2)− sin2(d+ν2) sin(d−ν2) cos(d−ν2)

)
−3


n∑
q=1

αqx
2
q

n∑
q=1

αq

 a
(1)
10 C

2
2ν

4
2

48
S+ + 2


n∑
q=1

αqxq

n∑
q=1

αq

 3


n∑
q=1

αqxq

n∑
q=1

αq

 a
(1)
10 C

2
2ν

4
2

48
S+


,

where S± = sin2(d−ν2) cos2(d+ν2)± sin2(d+ν2) cos2(d−ν2).
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As we can see this system of equations is not linear because of expressions like


n∑
p=1

αpx
2
p

n∑
p=1

αp

. That’s why we

will consider only imaginary part of both sides and it will make system actually linear:

−a(1)10 αq
1

π
Imk40 =

(
n∑
p=1

αp
ω2
p

4

)[
−a

(1)
10 k20C

2
1ν

2
1

2
√
ν22 − ν21

(
sin2(d−ν1) cos2(d+ν1) + sin2(d+ν1) cos2(d−ν1)

)]
⇒

βαq =

n∑
p=1

αp
ω2
p

4
, β =

2
√
ν22 − ν21 Imk40

πk20C2
1ν
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We can compare this formula with result from single-window case:

Imk40 =
−π2C2

1ν
2
1C

2
2ν

2
2

128
√
ν22 − ν21

(1− cos(2d−ν1) cos(2d+ν1)) (1− cos(2d−ν2) cos(2d+ν2))

and verify it is absolutely consistent, the difference is just in multiplier
( n∑
q=1

cωq

)2
characterizing common size of

windows. As usual, it is the square of the coefficient appearing in the first order term.

4. Conclusion

The results for the imaginary part of the resonance allow us to pose the problem of minimizing/maximizing the
lifetime of the resonance by changing the configuration of the windows, e.g., fixing the summary size of windows.
The results pertaining to the real part of the resonance, give one an estimation of the shift of resonance with respect
to the threshold. These results can be useful for the description of “quantum waveguide – quantum dot – quantum
waveguide” systems. One can find such systems in different nanotechnology applications.
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In this work, a number of ZrO2 · nH2O and ZrO2 samples were synthesized by direct precipitation and hydrolysis with different duration (36
and 61 h) followed by neutralization and thermal treatment. The prepared samples were analyzed using DT-TGA, PXRD, N2 physisorption and
LD methods. The dependence of the size of crystallites and secondary particles, phase composition, texture, and particle morphology on the
amount of zirconium hydrolyzed to form m-ZrO2 is shown. The possibility of regulating the phase composition of ZrO2 has been established
while maintaining the specific surface area (110 – 120 m2/g), as well as creating a hierarchical system of micro-mesopores. The mechanism of the
ZrO2 · nH2O formation during hydrolysis and precipitation is considered. The size of the critical nucleus is estimated (1.5 – 2 nm).
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1. Introduction

Zirconia has found application in the production of ceramic and catalysts, incl. those used in industrial applica-
tions [1–3]. It is considered that the tetragonal modification of ZrO2 (t-ZrO2) is preferable because it has a better
porous structure, developed surface acidity, and defective structure. It was however shown [4, 5] that catalysts based
on the monoclinic modification (m-ZrO2) are more active but less stable by time om stream. Therefore, it is urgent to
study in detail the possibility of obtaining m-ZrO2 with a more developed porous structure and to study the possibility
of obtaining and controlling the t-ZrO2/m-ZrO2 ratio.

Precipitation from aqueous solutions of salts is the main method for the synthesis of ZrO2, during which nanosized
X-ray amorphous hydrous zirconia (ZrO2 · nH2O) is formed. This is an effective method for the preparation of
t-ZrO2 nanocrystallites with a developed mesoporous structure, which is formed during thermal treatment at 350 –
450 ◦C. There are other methods: hydrolysis of aqueous solutions of salts [6–9], hydrothermal treatment [10], solution
combustion [11], thermal decomposition of salts [12], heterophase conversion [13], etc. Matsui et al. [6–9] showed
that a sol consisting of m-ZrO2 nanoparticles (crystallites 2.2 – 4.9 nm, agglomerates 100 – 200 nm) is formed upon
the long-term maintenance of a ZrOCl2 solution at 100 ◦C during complete hydrolysis of the salt. The hydrolysis
reaction proceeded as follows:

ZrOCl2 + (n+ 1)H2O→ ZrO2 · nH2O + 2H+ + 2Cl−. (1)

This method makes it possible to obtain phase-purified m-ZrO2. However, the results on the porous structure are
absent in the listed works, and in [5] and other similar studies, only the value of the specific surface area is given. Salt
concentration, temperature and duration of hydrolysis are the most important parameters of synthesis [9]. Extraneous
cations (Al3+, Ca2+) have no effect [7], while the presence of HCl, NaCl, NH4OH allows regulation of the rate and
completeness of hydrolysis, crystallite size and agglomerates of m-ZrO2 due to a decrease in the effect of the electric
double layer and an increase in heterocoagulation [6–8]. However, the intermediate states remained unexplored, when
only a part of the primary forms of zirconium passed into the sol during complete hydrolysis. The residual solution
can be neutralized with a base solution, thus allowing the phase composition of ZrO2 to be adjusted.

In this work, the effect of the hydrolysis duration of a ZrOCl2 solution, additionally neutralized with an NH4OH
solution, on the structural and morphological properties of ZrO2 ·nH2O and ZrO2 is analyzed. The phase composition,
crystallite size, porous structure and agglomeration during neutralization are studied by a complex of physicochemical
methods to establish the formation mechanism, and to assess the possibility of obtaining ZrO2 with the required porous
structure. The obtained results and the formation mechanism are discussed from the point of view of non-classical
concepts of nucleation and crystal growth.
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2. Experimental

2.1. Synthesis technique

A 0.2 M ZrOCl2 solution was used as the initial solution. For this, 25.78 g of ZrOCl2·8H2O was dissolved in
200 ml of doubly distilled water and the volume of the solution was brought to 400 ml (ρ = 1.027 g/cm3). The
hydrolysis was carried out in a three-necked borosilicate glass flask in a batch mode (8 h at (100 ± 1) ◦C – 16 h at
room temperature). The timing began when the solution temperature reached 95 ◦C. Sol samples with a volume of
95 ml were taken after 36±2 and 61±3 h. The final hydrolysis time of the remaining sol was 126±4 h. The resulting
sols were neutralized by adding a 13 M ammonia solution (ρ = 0.909 g/cm3 at 20 ◦C) to pH = 9.1. The preparation of
ZrO2 · nH2O by direct precipitation from a 0.6 M ZrOCl2 solution with a 13 M ammonia solution is described in [1].

Then the mother liquor was vacuum filtered using a Buchner funnel. The resulting mass was washed via decanta-
tion until there was no Cl− (∼ 0.2 L H2O / g ZrO2, controlled with 0.1 N AgNO3). After washing, the mother liquor
was squeezed out, and the resulting mass was dried for 4 h at 60 ◦C and 1 h at 90 ◦C. To study the pore structure and
phase composition of ZrO2, the ZrO2 · nH2O samples were subjected to thermal treatment in a muffle furnace in the
stepwise mode of 170 ◦C, 0.5 h; 250 ◦C, 0.5 h; 300 – 500 ◦C, 0.5 h. The temperature growth rate was 4 ◦C/min. The
samples are denoted as ZrO2–P/H(x)–y, where P – precipitation method, H(x) – hydrolysis method and its duration,
h, y – treatment temperature, ◦C.

2.2. Characterization methods

Synchronous thermal analysis of ZrO2 ·nH2O samples was conducted on a Shimadzu DTG-60A thermal analyzer.
The weighed portion of a sample was 16 – 20 mg; the material of the crucibles and the reference was corundum; the
heating rate was 10 ◦C/min. The heat of crystallization data was used to determine the proportion of ZrO2 that passed
into the solid phase as a result of hydrolysis:

aH =

(
1− ∆Q(ZrO2 −H(x))

∆Q(ZrO2 − P )
× 100%

)
. (2)

Characteristics of the pore structure of ZrO2 ·nH2O and ZrO2 were identified via the low-temperature sorption of
N2 on a Quantachrome Autosorb 6iSA instrument at 77 K. Before analysis, the samples were degassed in vacuum for
1 h at 100 ◦C (for ZrO2 · nH2O) or 250 ◦C (for ZrO2). Specific surface area (SBET , m2/g) was calculated using the
Brunauer–Emmett–Teller (BET) technique; total pore volume (VΣ, cm3/g) was determined from the limiting value of
absorbed N2 at p/p0 = 0.97; pore size distribution was calculated according to the density functional theory [14].

The phase composition and crystalline size of the ZrO2 samples were studied by powder X-ray diffraction on a
Shimadzu XRD-6100 diffractometer (Cu anode, Ni filter) using D:S:R = 0.5◦ : 0.5◦ : 0.15 mm slits in the step of
0.02◦ with an acquisition time of 3 s per point. The volume fraction of the tetragonal phase (t-ZrO2, Vt, vol.%) was
calculated as described in [15]. The Scherrer equation (K = 0.94; λ(CuKα1) = 0.15406 nm) was used to calculate
the crystalline size of t-ZrO2 (dt, nm) and m-ZrO2 (dm, nm).

The size distribution of particles in the as-synthesized ZrO2 · nH2O sols and colloidal suspensions were investi-
gated by laser diffraction (LD) on a “Shimadzu SALD-2300” particle size analyzer. For this, colloidal suspensions of
the samples were prepared by mixing 80 mg of the product with 250 mL of distilled water and sonicating the mixture
for 3 min by a 700 W ultrasonic disperser. The Refractive index was 1.85.

3. Results and discussion

3.1. Simultaneous TG-DTA

Fig. 1 and Table 1 shows results from simultaneous thermal analysis of ZrO2 · nH2O samples. Two regions can
be distinguished from the differential thermal curves.

In the first region (20 – 300 ◦C), ZrO2 · nH2O underwent two steps of dehydration: the desorption of unbound
water (∆m1) and the removal of structural water during the thermal decomposition of oxyhydroxide (∆m2) [16]. An
increase in the hydrolysis duration leads to a non-monotonic increase in the amount of structural water and the total
amount of water n (Table 1). Wherein the content of unbound water changes insignificantly. The ZrO2–H(36) sample
has the highest hydration, and the ZrO2–H(126) sample has the lowest.

Crystallization of X-ray amorphous ZrO2 (a-ZrO2) obtained after dehydration of ZrO2·nH2O occurs in the second
region (370 – 470 ◦C). Here, weight loss (∆m3) is also observed, which does not depend on the hydrolysis duration.
The ZrO2–P sample obtained by precipitation is characterized by the maximum heat of crystallization of a-ZrO2 (∆Q).
The crystallization peak of a-ZrO2 for the ZrO2–H(126) sample is insignificant. The ∆Q value and the crystallization
onset temperature (Tinit) decrease with increasing the hydrolysis duration (Table 1). This regularity indicates an
increase in the content of the hydrolysis product and, accordingly, a decrease in the content of a-ZrO2 ·nH2O, formed
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FIG. 1. DT-curves of samples (A) and results of determining the fraction of hydrolyzed zirconia

TABLE 1. Results from the simultaneous TG-DTA of ZrO2 · nH2O

Weight loss, wt%
a-ZrO2 crystallization

Sample nH2O* ∆m1 ∆m2 ∆m3

20 – 125 ◦C 125 – 300 ◦C 300 – 800 ◦C ∆Q, J/g ZrO2 Tinit, ◦C

ZrO2–P 1.16 2.4 9.7 2.4 130 411

ZrO2–H(36) 1.54 3.6 11.6 3.2 102 402

ZrO2–H(61) 1.20 4.0 7.4 3.4 43 397

ZrO2–H(126) 0.80 2.1 5.2 3.2 ∼ 7 –

*n =
6.85 ·∆m
100−∆m

, where ∆m – total weight loss, wt%

during the neutralization of partially hydrolyzed solutions. The change in the heat of crystallization made it possible
to estimate the amount of ZrO2 · nH2O (αH) formed during complete hydrolysis (Fig. 1B). Comparison with the
results [6–9], which determined αH by chelation titration, shows a similar dependence and close absolute values of
αH .

3.2. Powder X-Ray diffraction

The results of X-ray diffraction are shown in Fig. 2 and Table 2. The ZrO2–P sample obtained by precipitation
is characterized by an X-ray amorphous state, which corresponds to the halo (Fig. 2A). The content of the poorly
crystallized m-ZrO2 phase in the resulting precipitates increased with longer hydrolysis durations. The formation
of a mixture of m-ZrO2 · nH2O and a-ZrO2 · nH2O (hydrolysis duration of 36 and 61 h) was associated with the
partial formation of m-ZrO2 during hydrolysis of ZrOCl2, as well as the precipitation from residual ZrOCl2 upon
neutralization with an ammonia solution, respectively. This was consistent with the results of TG-DTA: the content of
the crystalline m-ZrO2 increases. with lengthening the hydrolysis duration. The crystallite size (coherent scattering
region) of m-ZrO2 increased with the hydrolysis duration reaching 3.4 nm (Table 2) upon hydrolysis for 126 h, which
was consistent with prior results [8].

Significant changes in the phase composition and crystallite size of the ZrO2–P sample occurred after thermal
treatment at 450 ◦C, which corresponds to the completion of the a-ZrO2 crystallization: a mixture of t- and m-ZrO2

is formed with a predominance of t-ZrO2 (Fig. 2B). The fraction of m-ZrO2 increased, and the size of the crystallites
of m-ZrO2 and t-ZrO2 decreased with longer hydrolysis times in the samples thermally-treated at 450 ◦C (Table 2).

The formation of metastable t-ZrO2 during crystallization and its further polymorphic transformation into m-
ZrO2 is explained by the structural similarity of a-ZrO2 and t-ZrO2 [17], and the achievement of the critical crystallite
size of about 30 nm, previously obtained [18] based on thermodynamic considerations about the influence of surface
energy, respectively. However, the critical size of the t-ZrO2 crystallite depends on the conditions of synthesis, and
subsequent processing of ZrO2 and can be much less than 30 nm [19]. The crystallite size of t-ZrO2 is different for
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FIG. 2. XRD results of the as-prepared (A) and thermal treatment samples (B)

TABLE 2. m-ZrO2 crystalline size (dt given in parentheses)

Hydrolysis Thermal treatment, ◦C
duration, h 100 300 350 450 500 600

0 (precipitation) < 2 – – – 13.9 (24.1) –

36 2.1 – 3.6 5.3 (14.4) – –

61 3.1 – 3.9 5.5 (8.3) – –

126 3.4 3.7 3.8 4.2 4.4 5.8

samples that differ in the duration of hydrolysis and heat-treated at 450 – 500 ◦C (Table 2). The imposition of the
kinetic factor proposed in [20], namely, only a part of the crystallites with a size above a critical value pass into a
new phase, explain the observed decrease in dt. The formation of m-ZrO2 crystallites smaller than t-ZrO2 can be
explained by twinning [21].

An increase in the treatment temperature of ZrO2–H(126) leads to a gradual increase in the size of m-ZrO2

crystallites (Table 2). A noticeable change in dm begins to occur at T≥ 300◦C, and a sharp increase occurs at 600 ◦C.
After crystallization of a-ZrO2, a stronger increase in the size of m-ZrO2 crystallites occurs than with an increase in
temperature from 100 to 350 ◦C in the case of samples with an intermediate duration of hydrolysis. This is due to the
contribution of the t-ZrO2 →m-ZrO2 transition, which results in the formation of larger m-ZrO2 crystallites.

4. Porous structure

The results of studying the texture of samples by the N2 physisorption method are shown in Fig. 3 and Fig. 4.
The isotherm for the ZrO2–P–500 sample obtained by precipitation belongs to type IVa with an H4 hysteresis loop,
which corresponds to a mesoporous structure according to IUPAC [14]. The contribution of the type I isotherm on the
isotherms of the corresponding thermally treated samples increases with lengthening the hydrolysis duration. In this
case, the hysteresis loops are retained and the contribution of the type IVa isotherm is present. The listed characteristics
of the isotherms indicate the presence of micro- and mesopores in the texture of the samples. For the ZrO2–H(61)–500
sample, a change in the type of hysteresis to H3 is observed, and for which it can be assumed that the pores are formed
by aggregates of plot-like particles. In samples ZrO2–H(126)–300 and ZrO2–H(126)–500, the hysteresis loops are
small; therefore, the texture is mainly represented by micropores.

The conclusions based on the isotherms are confirmed by the results of calculating the pore size distribution
curves. Samples ZrO2–P–500 and ZrO2–H(36)–500, in the preparation of which the precipitation product predomi-
nated, are represented by small mesopores 2 – 10 nm. The proportion of micropores simultaneously increases with the
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FIG. 3. N2 physisorption isotherms (A) and pore size distribution (B) for ZrO2 samples

contribution of hydrolysis to the formation of ZrO2 (samples ZrO2–H(126)–300 and ZrO2–H(126)–500). The absorp-
tion of a large amount of nitrogen at p/p0 > 0.97 is a feature of the sorption isotherms of the ZrO2–H(126)–300 and
ZrO2–H(126)–500 samples. The corresponding pore size distribution curves show nonzero dV/d values at diameters
greater than 5 nm (Fig. 3B) and the presence of a local maximum at 70 nm (not shown here). This may be due to the
presence of secondary porosity formed by the gap between agglomerates (secondary particles).

FIG. 4. Dependence of specific surface area and total pore volume vs hydrolysis duration for ther-
mal treatment at 450 – 500 ◦C samples

The specific surface area of ZrO2 increases with lengthening the hydrolysis duration (Fig. 4). A similar depen-
dence is observed for VΣ at p/p0 = 0.97. The specific surface area of the ZrO2–H(126) sample obtained by complete
hydrolysis decreases from 156 to 113 m2/g, and the total pore volume from 0.149 to 0.124 cm3/g with an increase in
the treatment temperature from 300 to 500 ◦C. High SBET and VΣ correspond to loose packing of crystallites. The
appearance in the phase composition of an amount of m-ZrO2 comparable to the amount of t-ZrO2 (sample ZrO2–
H(36)–450), and reduced size of t-ZrO2 crystallites contribute to a noticeable increase in SBET with lengthening the
hydrolysis duration from 0 to 36 h (samples ZrO2–P–500 and ZrO2–H(36)–450, respectively). Poorly crystallized
m-ZrO2, which has a high SBET (sample ZrO2–(H126)–450), begins to make a greater contribution to SBET with
a further increase in the duration of hydrolysis to 61 h. The obtained SBET values of ZrO2–H(36)–450 and ZrO2–
H(61)–450 exceed the sum of SBET of individual t-ZrO2 and m-ZrO2 samples ZrO2–P–500 and ZrO2–(H126)–450,
respectively, taking into account their share in the phase composition.
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There is an inverse proportionality between the crystallite size of the phases and SBET according to the ratio:

dAds =
A

SBET × ρ
, (3)

where ρ – density, A – coefficient depending on the shape of the crystallites. The calculation of dAds according to
formula (3) and data on SBET taking into account the density of the predominant phase (6.134 g/cm3 for t-ZrO2 and
5.817 g/cm3 for m-ZrO2) for different morphologies of particles (A = 6 for spherical, A = 4 for rod-shaped and
A = 2 for plate-like particles) showed that dAds values closest to dXRD for samples with a predominance of m-ZrO2

are achieved under the assumption of a plate-like or rod-shaped particle and in the case of the predominance of t-ZrO2

assuming a spherical shape (Table 3). The order of the dXRD and dAds values is the same. Consequently, the specific
surface area calculated from the N2 sorption data is determined precisely by crystallites, and the formation of larger
agglomerates and aggregates does not affect its value. It should be noted that the initial non-heat treated ZrO2–P
sample with SBET = 231 m2/g has an equivalent particle size of 1.8 nm in the approximation of lamellar morphology
(ρ = 4.86 g/cm3 [22]), which corresponds to the PXRD result on its X-ray amorphous state (Table 2).

TABLE 3. Particle size dSSA values calculated using equation (3)

Sample
dAds (A = 6), dAds (A = 4), dAds (A = 2),

nm nm nm

ZrO2–P 5.3 3.6 1.8

ZrO2–P–500 17.5 11.6 5.8

ZrO2–H36–450 8.2 5.4 2.7

ZrO2–H61–450 8.5 5.6 2.8

ZrO2–H126–300 6.6 4.4 2.2

ZrO2–H126–500 9.1 6.1 3.0

5. Laser diffraction

The resulting dispersed systems visually differed in sedimentation and coagulation stability. The ZrO2 ·nH2O sol
obtained by hydrolysis of a ZrOCl2 solution for 126 h (ZrO2–H(126) sol, Fig. 5) was characterized by a small size of
secondary particles (agglomerates 210 nm) and a narrow size distribution. The sol of this sample was characterized
by sedimentation and coagulation stability since noticeable signs of sedimentation were detected after several days,
and ultrasonic treatment did not affect the given distribution. The results of laser diffraction for the ZrO2–H(126) sol
agreed with the results [6], where the TEM method showed the formation of agglomerates with a size of 170 nm upon
hydrolysis of a 0.2 M ZrOCl2 solution. For the sol obtained after 36 h of hydrolysis, the distributions could not be
measured due to the low concentration of particles, while for the sol obtained after 61 h of hydrolysis, the distributions
differ little from the distribution for ZrO2–H(126), and the mean diameter was 0.20 µm. Active coagulation of the
primary parts with the formation of nanoscale agglomerates occurred during the first 60 h of hydrolysis, at which 60%
conversion of ZrOCl2 to m-ZrO2 · nH2O was achieved. The obtained results partially agree with the results [23, 24],
where it was shown by the DLS method that active growth of agglomerates was observed in the first 30 – 40 h
of hydrolysis, and the time interval decreased to ∼20 h with an increase in the initial concentration of the ZrOCl2
solution.

Neutralization of the resulting sol with an ammonia solution is a common technique [5, 25], which makes it
possible to simplify the subsequent washing of the precipitate from Cl− and separation from the mother liquor. The
addition of ammonia promotes additional coagulation of the sol, the formation of aggregates larger by an order (ZrO2–
H(126) suspension, Fig. 5), and the appearance of a bimodal distribution. The lack of coagulation stability of the
ZrO2–H(126) suspension led to a gradual coarsening of the aggregates, and the size distribution became close to
that of the ZrO2–P suspension. The aggregates of particles of the sample obtained by direct precipitation (ZrO2–P
suspension, Fig. 5) had an even larger size and retained a bimodal distribution.

6. Formation mechanism

According to [26,27], during the dissolution of ZrOCl2 because of hydrolysis and primary polymerization, zirco-
nium is in solution mainly in two forms, between which there is a mobile equilibrium depending on pH:
[Zr4(OH)8(H2O)16]8+ and [Zr8(OH)20(H2O)24]12+. The 0.2 M ZrOCl2 solution used in this work had a pH equal to
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FIG. 5. Agglomerate and aggregate size distribution of the sol and suspensions

0.9 and 0.5 at 20 and 90 ◦C, respectively, which indicates the predominant presence of zirconium in
[Zr4(OH)8(H2O)16]8+ form. The pH of the resulting suspensions after 36, 61, and 126 h of hydrolysis was 0.4 –
0.5 at 20 ◦C. Consequently, the form [Zr4(OH)8(H2O)16]8+ predominated at any time of hydrolysis.

The above data shows the following. X-ray amorphous ZrO2 · nH2O is formed during direct precipitation from
a ZrOCl2 solution and characterized by a plot-like morphology of primary particles, which are randomly folded into
larger agglomerates and aggregates resulting from rapid coagulation. ZrO2 · nH2O crystallizes upon further heat
treatment with the formation of predominantly t-ZrO2 due to the inheritance of the structure of primary nanometer
particles in ZrO2 · nH2O, and the morphology of t-ZrO2 crystallites is close to spherical. The porous structure is
represented by micropores in a-ZrO2 · nH2O and mesopores in t-ZrO2.

Long-term hydrolysis of the ZrOCl2 solution at 100 ◦C led to the formation of m-ZrO2 · nH2O. A mixture of
crystalline m-ZrO2 · nH2O and a-ZrO2 · nH2O with a predominance of the latter was formed after 36 h of hydrolysis
and subsequent neutralization of the resulting sol with an ammonia solution. Monoclinic and tetragonal zirconia,
respectively, were formed due to dehydration and crystallization during subsequent thermal treatment, and their ratio
depends on the ratio ofm-ZrO2·nH2O and a-ZrO2·nH2O in the initial precipitates. The observed excess of the content
ofm-ZrO2 after heat treatment relative to its content in untreated mixtures ofm-ZrO2·nH2O and a-ZrO2·nH2O maybe
since m-ZrO2 from m-ZrO2 ·nH2O is a nucleus for the growth of new crystallites of m-ZrO2 from a-ZrO2 ·nH2O or
accelerating the transition t-ZrO2 to m-ZrO2 [28].

The increased hydration of the ZrO2–H(36) sample detected by the TG-DTA method was associated with the
fact that in the first 36 h of hydrolysis, the polymerization of [Zr4(OH)8(H2O)16]8+ proceeded with the formation
of a larger size polymer cluster and increased content of (OH) and (H2O) due to olation and oxolation. A similar
explanation for the induction period was suggested by Hu et al. [24] based on the results of a study of thermohydrolytic
polymerization of a ZrOCl2 solution by the SAXS method. An increase in the duration of hydrolysis led to the
consumption of [Zr4(OH)8(H2O)16]8+ and its oligomers for the growth of m-ZrO2 crystallites, and a regular decrease
in the hydration of the resulting product. The main growth of m-ZrO2 crystallites occurred in the period from 36
to 61 h (Table 2), and the maximum CSR value was 3.4 nm. This stage is limiting. The addition of a base in the
synthesis by direct precipitation seems to greatly accelerate the passage of the above steps. As a result, the olation
and oxolation with the formation of oligomers are less deep, which determines the X-ray amorphous nature of the
precipitation product.

The growth of agglomerates 100 – 300 nm proceeds in parallel with the process of crystallite growth. The size of
the agglomerates did not change after 61 h of hydrolysis. Agglomerates were composed of plot-like and/or rod-shaped
nanocrystallites of m-ZrO2 and have a microporous structure. These resultsfor the morphology of aggregates confirm
the prior results of TEM by other authors [7, 24]. The plot-like and/or rod-shaped morphology of m-ZrO2 particles
indicated an oriented attachment of crystallites [29].

The final scheme of the sequence of the formation of ZrO2 · nH2O during hydrolysis and precipitation based on
the data of this work is shown in Fig. 6.
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FIG. 6. Formation mechanism of ZrO2 · nH2O during hydrolysis and precipitation

The presence of polymeric zirconium hydroxocomplexes in the initial solution does not allow one to consider
the formation of ZrO2 · nH2O within the framework of the classical theory of crystal growth. Comparison of the
stages in Fig. 6 with nonclassical mechanisms of nucleation and growth of crystals shows that the formation of m-
ZrO2 during hydrolysis is the closest to the mechanism of aggregation nucleation [28]. Comparison of XRD data and
adsorption-structural analysis indicated that the size of the m-ZrO2 nucleus is in the range of 1.5 – 2 nm, which is
4 – 6 times greater than the gyration radius of the dominant [Zr4(OH)8(H2O)16]8+ (Rg = 3.7 Å [24, 27]). Rapid
crystallite growth begins Wwhen the size of the m-ZrO2 crystallite reaches 2.1 nm after 36 h of hydrolysis, and this
value is the upper limit. The lower value depends on the size of the oligomers formed from [Zr4(OH)8(H2O)16]8+ and
its exact experimental determination by the used methods is impossible. The same range of possible critical nucleus
size includes the equivalent particle size in a-ZrO2 · nH2O equal to 1.8 nm.

7. Conclusion

As a result of the work, the phase formation, texture, and morphology of ZrO2 · nH2O and ZrO2 were studied
depending on the hydrolysis duration of the ZrOCl2 solution followed by neutralization of the sol. It was found that the
above characteristics strongly depend on the completeness of the hydrolysis of ZrOCl2 with the formation of poorly
crystallized m-ZrO2. The properties of ZrO2 · nH2O and the corresponding ZrO2 obtained by hydrolysis are very
different from the properties of ZrO2 · nH2O and the corresponding ZrO2 obtained by direct precipitation, which is
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due to the differences in the number of stages by which the formation of ZrO2 · nH2O occurs. The size of the critical
nucleus was estimated. An important practical result was show the possibility of adjusting the ratio of t- and m-ZrO2

with a constant high specific surface area exceeding the additive effect of individual t- and m-ZrO2. The possibility
of creating a hierarchical porous micro-mesoporous structure was also shown, which is important for the preparation
of catalytic materials based on ZrO2.
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1. Introduction

Magnetic nanocrystalline bimetallic iron-based oxides are technologically important due to an excellent combina-
tion of structural, magnetic, and electrical properties. The transition metal oxides with formula MFe2O4, also termed
as magnetic spinels, have attracted research interest in recent years attributable to their significant stability, ease of syn-
thesis, high magnetization, low toxicity, small coercivity, less remanent magnetization, and high electrical resistance.
The tunable magnetic and electrical properties of ferrites have turned the prime focus of researchers towards their
potential use in biomedical and electronic applications [1–11]. The unique physicochemical properties are dependent
on the structure of the crystal. The occupancy of metal cations on both sites is governed by electrostatic, elastic, and
crystal field stabilization energy. Following the cation distribution, ferrites can be classified into normal, inverse, and
mixed spinel. In normal spinel, the divalent cations occupy tetrahedral sites (A-sites), whereas the trivalent cations
occupy octahedral sites (B-sites). On the contrary, in inverse spinel structure, divalent cations occupy B-sites, while
trivalent cations occupy the A-sites. In mixed spinels, the site occupancy is intermediate to that of normal and inverse
spinel structure [12–15]. Among ferrites, CoFe2O4, ZnFe2O4, Fe3O4, and MnFe2O4 nanoparticles have drawn appre-
ciable attention due to their wide application range taking into consideration their magnificent properties. CoFe2O4

and Fe3O4 possess inverse spinel structures; ZnFe2O4 forms normal spinel ferrite, whereas MnFe2O4 represents
mixed spinel ferrite with 80% predominantly inverse structure. Although significant research has been done which
reports the physicochemical properties of all the above ferrites, a systematic and thorough investigation is imperative
to study and compare the properties of transition metal nano-ferrites [16–22].

Naseri et al. [20] reviewed ZnFe2O4, MnFe2O4, and CoFe2O4 nanoparticles prepared by the thermal treatment
method. The average particle size of prepared ferrites ranged from 15 nm to 21 nm with very low saturation mag-
netization (2 – 5 emu/g). The saturation magnetization values reported are not sufficient for their use in electronic
devices and are not in agreement with previous reports [23–28]. Kolhatkar et al. [29] presented a review of mag-
netic nanoparticles focusing on magnetic properties. Pandervand et al. [30] studied XFe2O4 (X=Mn, Fe, Ni, Co, and
Zn) nanoparticles prepared by coprecipitation and hydrothermal methods. The average particle size varied from 21 –
30 nm. The paper lacks any detailed discussion of magnetic behavior and its relation to the structure. Banerjee et
al. [31] synthesized polyethylene glycol (PEG) coated transition metal ferrites and compared the observed properties.
PEG coating increases saturation magnetization but is undesirable due to its nonbiodegradability and holds several
drawbacks in the biomedical field [32, 33]. Moreover, insufficient literature exists highlighting the comparative study
of optical and thermal properties. The properties of ferrites at the nanoscale are not well defined due to their dy-
namic behavior. Replication of experimental study is required to observe the patterns and trends in the behavior of the
material and to conclude the findings based on sufficient evidence.
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Therefore, in the present work, we investigate the properties of four different magnetic nanoparticles with varying
spinel structures synthesized by the co-precipitation technique, which is a simple and cost-effective method with an
eco-friendly route. The structural, magnetic, optical, and thermal properties of the obtained ferrites are studied and
compared for a better understanding of structure-property relation from a specific application based-perspective.

2. Materials and methods

2.1. Synthesis method

Cobalt ferrite, zinc ferrite, ferrous ferrite, and manganese ferrite nanoparticles were prepared using the co-
precipitation technique. Analytical grade chemical reagents used for preparation were FeSO4·7H2O, Fe(NO3)3·9H2O,
Zn(NO3)2·6H2O MnCl2·4H2O, and CoCl2·6H2O. Separate homogeneous aqueous solutions of two precursors includ-
ing Fe(NO3)3·9H2O were prepared in distilled water with continuous stirring. The solutions were mixed, keeping the
resultant solution at 70 ◦C. Surfactant (oleic acid) was added to avoid agglomeration. After 30 min, aqueous NH3 was
added drop-wise with uninterrupted stirring to attain pH 11. The precipitates so formed were finally dried at 80 ◦C
on a hot plate followed by crushing using agate mortar. Further, the prepared samples were annealed at 300 ◦C for
2 hrs to improve their crystalline properties. The physicochemical properties of obtained samples were studied using
various characterization techniques.

2.2. Characterization tools

Powder X-ray diffraction measurements were performed in the 2θ range of 20 – 70 ◦ with a scan rate of 5 ◦/min
using Cu-Kα radiation (λ = 1.5406 Å). Thermogravimetric analysis (TGA) was carried out to study mass loss at
a heating rate of 10 ◦C/min by varying temperature from room temperature to 800 ◦C in an aerobic atmosphere.
FTIR spectra were recorded using a Perkin Elmer Frontier FTIR spectrophotometer in the range of 4000 – 450 cm−1.
Magnetic measurements were recorded using a Vibrating sample magnetometer (Lakeshore model 7400) at room
temperature within the range of ±1.5 T. The absorption spectra are obtained using an Ultraviolet spectrophotometer
by Perkin Elmer (LAMBDA 950) in the range 200 – 1600 nm.

3. Results and Discussion

3.1. Structural analysis

Figure 1 shows the XRD pattern of CoFe2O4 (CNP), ZnFe2O4 (ZNP), Fe3O4 (FNP) and MnFe2O4 (MNP). The
formation of a single-phase spinel cubic structure with an Fd3m space group for all the samples is confirmed by the
diffraction peaks (JCPDS #22-1086, #89-1010, #19-0629, #73-1964). The average crystallite size is calculated using
the most intense peak belonging to the (311) plane by employing the Scherrer formula (1).

FIG. 1. XRD pattern of CoFe2O4 (CNP), ZnFe2O4 (ZNP), Fe3O4 (FNP), MnFe2O4 (MNP) nanoparticles
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TABLE 1. Average crystallite size, lattice parameter, X-ray density, specific surface area, micro-
strain and dislocation density for CNP, ZNP, FNP, and MNP

Average Lattice X-ray Specific Micro- Dislocation

Sample crystallite size Parameter Density surface area strain Density ρD

D (nm) a(Å) ρx (g/cc) S (m2/g) ε (1015 m−2)

CNP 11.35 8.381 5.29 99.85 0.003 4.82

ZNP 5.89 8.411 5.38 189.28 0.006 17.81

FNP 12.54 8.337 5.31 90.14 0.003 3.97

MNP 19.86 8.334 5.29 57.08 0.002 1.58

TABLE 2. Interionic distances and hopping lengths at A and B sites for CNP, ZNP, FNP and MNP

Sample dAL(Å) dBL(Å) dAE(Å) dBE(Å) dBEU (Å) LA(Å) LB(Å)

CNP 1.8871 2.0542 3.0817 2.8446 2.9643 3.6291 2.9631

ZNP 1.8939 2.0616 3.0927 2.8548 2.9749 3.6421 2.9737

FNP 1.8772 2.0434 3.0655 2.8297 2.9488 3.6100 2.9476

MNP 1.8765 2.0427 3.0644 2.8287 2.9477 3.6087 2.9465

D =
Kλ

β cos θ
, (1)

where D is the average crystallite size, K is Scherrer constant (0.9 for spherical crystallites with Cubic symmetry), λ
is X-ray wavelength (1.5406 Å), β is FWHM of XRD peak in radians, θ is the diffraction angle. The lattice parameter
(a) is calculated using (2) [34]:

a = d
√
h2 + k2 + l2, (2)

where d is interplanar spacing and h, k, l is the Miller indices. All the elementary information like X-ray density ρx,
specific surface area (S), micro-strain (ε), and dislocation density ρD can be retrieved from the XRD pattern using the
below-mentioned formulas (3-6):

ρx =
ZM

Na3
, (3)

S =
6

ρxD
, (4)

ε =
β cos θ

4
, (5)

ρD =
15ε

aD
, (6)

where Z, M , N , β, and θ denote the number of atoms per unit cell, molecular weight, Avogadro’s number, full width
at half maximum, and diffraction angle respectively. The values obtained are tabulated in Table 1. Considering the
preferred spinel structure, site occupancy, crystal field stabilization energy, and coordination number (CN), the ionic
radii of all the cations can be chosen from the database of ionic radii [35]. The estimated ionic radii are 0.785 Å for
Fe3+ ions at B sites, 0.63 Å for Fe3+ ions at A sites, 0.88 Å for Co2+ ions (as it occupies B sites with CN 6 being in the
high spin state), 0.74 Å for Zn2+ ions (as it occupies A sites with CN 4 being in the high spin state), 0.92 Å for Fe2+

ions (as it occupies B sites with CN 6 being in the high spin state) and 0.80 Å for Mn2+ ions at A sites and 0.97 Å for
Mn2+ ions at B sites [36–38]. The hopping lengths (LA and LB), interionic distances (i.e., M–O bond length at A site
(dAL), M–O bond length at B site (dBL), tetrahedral and octahedral shared edge length (dAE and dBE), and unshared
octahedral edge length (dBEU ) are calculated using the relations 7 – 13 [39–42].

LA =
√
3a/4, (7)
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LB =
√
2a/4, (8)

dAL = a
√
3(u− 0.25), (9)

dBL = a

√
(3u2 − 11u

4
+

43

64
), (10)

dAE = a
√
2 (2u− 0.5) , (11)

dBE = a
√
2(1− 2u), (12)

dBEU = a

√
4u2 − 3u+

11

16
, (13)

where u is the oxygen positional parameter. The calculated values are listed in Table 2. From the variation observed
in the interionic distances and hopping lengths, it can be inferred that the lattice parameter is strongly influenced by
the distances between cations and anions. In the present study, all the cases possess different spinel structures; hence
the lattice parameter cannot be compared. Although a cation distribution can be proposed by correlating the lattice
parameter and the magnetic measurements which depend on the cations site occupancy. Former studies reveal that
effective magnetism is observed in inverse and mixed spinel structures where A–B interactions are dominant. The
average crystallite size, lattice parameter, and magnetic moments of the cations determine the magnetic properties of
spinel ferrites [1].

3.2. Thermogravimetric analysis

Mass loss of prepared samples (TGA) and the first derivative of TGA (DTG) as a function of temperature are
shown in Fig. 2. The thermal decomposition of CNP and ZNP takes place in two stages, whereas that of FNP and
MNP takes place in three stages. The initial weight loss up to 250 ◦C is due to the loss of adsorbed water. This
weight loss is approximately 6%, 2%, 6.6%, and 12% for CNP, ZNP, FNP, and MNP respectively which indicates
surface water adsorption is highest for MNP and least for ZNP. The second mass loss up to 550 ◦C is due to the
evaporation of surfactant used in the synthesis process. The boiling point of oleic acid used in the synthesis is 360 ◦C.
Approximately 40%, 57%, 35%, and 34.8% mass loss is observed in this range corresponding to CNP, ZNP, FNP, and
MNP respectively. This major loss indicates that nanoparticles prepared with the coprecipitation technique contained
a large amount of organic compound. It can be inferred in the synthesis process, organic content increased in the order
MNP<FNP<CNP<ZNP with a corresponding decrease in particle size. This phenomenon can be attributed to the
increase in specific surface area in the order MNP<FNP<CNP<ZNP. The same trend has been reported and explained
previously [43–45]. The third mass loss of 4% at 600 ◦C for FNP is due to the formation of secondary phases (α-
Fe2O3 and γ-Fe2O3). The formation of these phases at higher temperatures is favorable due to its thermal stability
above 570 ◦C [46]. A similar minor mass loss of 0.5% above 700 ◦C for MNP indicates the partial decomposition
of MnFe2O4 to α-Mn2O3 and α-Fe2O3 [47, 48]. This signifies an increase in impurity phases in MNP at a higher
temperature. As the temperature reaches 800 ◦C, the remaining mass% values of the samples were 51.6%, 42.2%,
52.3%, and 49.1% for CNP, ZNP, FNP, and MNP respectively. The analysis of all the TGA/DTG curves suggests
thermal stability in the order CNP>ZNP>MNP>FNP.

3.3. Fourier transform infrared spectroscopy analysis

Figure 3 shows FTIR spectra of CNP, ZNP, FNP, and MNP respectively. The absorption bands between 3600 –
3300, 1700 – 1500 and 1000 – 1200 cm−1 correspond to stretching and bending of H2O molecules [49]. Low-intensity
peaks are observed in the above-mentioned regions corresponding to ZNP indicating less surface water adsorption by
the particles. Although the peaks for ZNP belonging to range 2800 – 2900 cm−1 are more intense, indicating the
presence of organic groups more than others. Oleic acid inhibits grain growth by binding the surface molecules which
in turn induces strain [50]. The same has been proved in XRD and TGA analysis for ZNP. The peaks belonging
to region 1300 – 1500 cm−1 are attributed to the stretching and bending of the COO- group [51]. The presence of
absorption band at frequency ∼550 cm−1 for all the samples is attributed to the intrinsic vibrations of the M–O bonds
(M=Co, Zn, Fe, Mn) at tetrahedral sites which is the characteristic feature confirming the formation of spinel ferrite
structures [52]. It is also observed that wavenumber corresponding to tetrahedral vibrations increases in the order
FNP<ZNP<MNP<CNP respectively. The same trend has been observed in various reports [53]. This phenomenon
particularly depends on the cation distribution, cation mass, and the ionic radii of the divalent cations.
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FIG. 2. TGA-DTG curve for (a) CNP (b) ZNP (c) FNP (d) MNP

TABLE 3. Magnetic parameters for CNP, ZNP, FNP, and MNP

Samples MS(emu/g) HC(Oe) MR(emu/g) R K(erg/Oe) ηB(µB)

CNP 35.55 595.34 8.98 0.253 21593.22 1.493

ZNP 15.29 51.43 0.41 0.027 802.34 0.660

FNP 26.04 15.62 0.44 0.017 415.10 1.079

MNP 14.94 97.88 1.65 0.111 1492.59 0.617

3.4. Magnetic properties

Fig. 4 shows the magnetization curves for CNP, ZNP, FNP, and MNP recorded at room temperature. The values of
saturation magnetization (MS), coercivity (HC), retentivity (MR), squareness ratio (R), magnetic anisotropy constant
(K), and magnetic moment (ηB) are tabulated in Table 3 [54]. The relation between magnetic anisotropy constant,
squareness ratio, and magnetic moment is given below:

K =
HCMS

0.98
, (14)

R =
MR

MS
, (15)

ηB =
(M ×MS)

5585
. (16)

The variation of MS follows the order CNP>FNP>ZNP>MNP. However, a very small difference exists be-
tween MS of MNP and ZNP. Saturation magnetization is mainly governed by cation distribution and average crys-
tallite size. Magnetic moments corresponding to different cations belonging to high spin state follows the order of
Mn2+=Fe3+(5.92 µB)>Fe2+(4.90 µB)>Co2+(3.87 µB)>Zn2+(0 µB) [55,56]. The variation of MS can be explained
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FIG. 3. FTIR Spectra for (a) CNP (b) ZNP (c) FNP (d) MNP

FIG. 4. Magnetic hysteresis curves for CNP, ZNP, FNP, and MNP
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efficiently by taking into consideration their respective spinel structure and net magnetic moment. The net magneti-
zation per formula unit is calculated using Neel’s model where nnet is the difference between net magnetization at
B-sites and net magnetization at A-sites [57]. CNP belongs to the inverse spinel structure, with a majority of Co2+

ions and Fe3+ ions occupying B-sites. This increases the net magnetic moment which is clear from the data in the
table. FNP also belongs to inverse spinel structure, due to which net magnetization of B-sites is greater than that of
A-sites, thereby yielding a high magnetic moment. A slight variation of the net magnetic moment for both the ferrites
is due to the inversion degree. The fraction of Co2+ ions occupying B-sites in CNP is greater than that of Fe2+ ions in
FNP. ZNP belongs to a normal spinel structure in which a maximum of non-magnetic Zn2+ ions occupy the A-sites.
A small magnetic moment of 0.6 µB agrees well with previous reports, which is correlated with a low fraction of Fe3+

ions in A-sites [12]. MNP belongs to a mixed spinel structure in which Mn2+ ions get distributed between both sites.
Moreover, the magnetic moments of Mn2+ and Fe3+ are equal, resulting in very small magnetic moments. Small val-
ues of coercivity and retentivity for all the prepared ferrites except CNP indicate superparamagnetic nature. However,
CNP exhibits ferromagnetic behavior. CNP possessed the highest coercivity with a highly anisotropic structure. The
values of MR, HC, and K follow the same variation as MS . The squareness ratio termed as Stoner–Wohlfarth value is
less than 0.5 signifying uniaxial anisotropy influenced by lattice strain [58].

3.5. Optical properties

Figure 5 shows the absorption spectra of CNP, ZNP, FNP, and MNP demonstrating the absorption in the visible
and near-infrared region. The absorption band of MNP shows a shoulder-like structure attributed to the absorption
taking place due to surface states [59].

FIG. 5. Absorption spectra for CNP, ZNP, FNP, and MNP

The absorption spectrum is obtained due to the transition of the electrons from the valence band of O-2p to the
conduction band of Fe-3d. The absorption in the visible region is highest in the case of MNP whereas it is least
in the case of CNP. The optical band gap for direct transitions can be calculated using the Tauc plots by employ-
ing (17) (Fig. 6) [60]:

αhν = A
√
(hν − Eg), (17)

where α is the absorption coefficient, hν is the energy of the photon, Eg is the optical band gap and A is the propor-
tionality constant.

The obtained values of optical band gaps are tabulated in Table 4. The optical bandgaps of prepared spinel ferrites
varied from 2.44 – 2.83 eV. The tuning of bandgap signifies the potential of bandgap engineering in spinel ferrites.
The variation observed in the optical band gap is explained by correlating it with average crystallite size. A decrease
in average crystallite size increases the binding energy of valence electrons and parent atoms, which increases the
bandgap energy [61]. The trend verifies Brass’s effective mass model. The optical band gap is also influenced by the
site occupancy of transition metal cation [56]. The spinel ferrites possess good absorption properties in the visible
region which makes them suitable for optoelectronic devices. The study of optical properties is quite useful for
photocatalytic reactions.
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FIG. 6. Plot of (αhν)2 as a function of photon energy (eV) for CNP, ZNP, FNP, and MNP

TABLE 4. Optical bandgaps for CNP, ZNP, FNP, and MNP

Sample Optical band Refractive Real dielectric Imaginary dielectric

gap (eV) index (n) constant (ε′) constant (ε′′)

CNP 2.82 2.40 3.97 6.47

ZNP 2.83 2.40 3.66 6.96

FNP 2.81 2.41 3.96 6.52

MNP 2.44 2.53 3.41 8.80

The Ravindra empirical relation can be employed to calculate optical parameters such as the refractive index (n),
real and imaginary part of dielectric constant (ε′ and ε′′) [62, 63]. The values obtained using the below relations (18–
21) are shown in Table 4:

n = A+ (B × Eg), (18)

k =
αλ

4π
, (19)

ε′ = n2 − k2, (20)

ε′′ = 2× n× k, (21)

where A = 4.05 eV−1, B = −0.62 eV−1, k is the extinction coefficient, α is the absorption coefficient and λ is the
wavelength calculated from bandgap energy. The high value of the refractive index for MNP makes it suitable for
antireflection coatings. It can be inferred that optical conductivity strongly depends on the absorption coefficient [64].
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4. Conclusion

The physicochemical properties of spinel ferrites entirely depend on the crystal structure and cation distribution.
In the present study, four different spinel ferrites belonging to normal, inverse, and mixed spinel structure were suc-
cessfully synthesized using the chemical co-precipitation technique. XRD confirmed the formation of single-phase
cubic spinel structures with average crystallite sizes of 11 nm, 6 nm, 13 nm, and 20 nm for CoFe2O4, ZnFe2O4,
Fe3O4, and MnFe2O4 respectively. The lattice parameter ranged from 8.334 – 8.411 Å. The specific surface area was
highest for ZnFe2O4 and least for MnFe2O4 nanoparticles. TGA/DTG curves illustrated thermal stability in the order
CoFe2O4 >ZnFe2O4 >MnFe2O4 >Fe3O4. The fundamental peak attributed to tetrahedral M–O bond vibrations was
obtained around 550 cm−1 confirming the formation of spinel ferrites. All the ferrites exhibited superparamagnetic
behavior except CoFe2O4. CoFe2O4 showed ferromagnetic behavior with high magnetic coercivity and anisotropy.
The saturation magnetization and coercivity ranged from 14.94 emu/g to 35.55 emu/g and 15.62 – 595.34 Oe respec-
tively. A strong dependence of optical properties on average crystallite size was observed. MnFe2O4 has the highest
refractive index and imaginary dielectric constant but the least real dielectric constant. Optical conductivity depends
on the absorption coefficient. The study of optical and magnetic properties is useful in determining the applications of
the prepared ferrites in electrical and magnetic devices.
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Mössbauer spectroscopy. Journal of Alloys and Compounds, 2015, 646, P. 550–556.

[28] Hashim M., Shirsath S.E., Meena S.S., Mane M.L., Kumar S., Bhatt P., Şentürk E. Manganese ferrite prepared using reverse micelle process:
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Cobalt ferrite nanoparticles were synthesized both in hydro and in solvothermal conditions from Co and Fe salts of different chemical nature (nitrates
and chlorides) taken in a 1:2 cation ratio. Varying the chemical prehistory, synthesis temperature, isothermal holding time, and the reaction medium
composition made it possible to obtain a set of CoxFe3−xO4 nanoparticles of different average diameters and isomorphic substitution degree x.
The resulting nanoparticles’ elemental composition, crystal structure, sizes, and magnetic properties were determined using EDX analysis, X-ray
diffraction, transmission electron microscopy, and SQUID magnetometry. The temperature dependences of the coercivity, remanent magnetization,
squareness on both the average diameter and the stoichiometry of nanoparticles are considered. CoxFe3−xO4 nanocrystals ranged from 11 to
29 nm were single magnetic domains and showed ferrimagnetic behavior at room temperature. The hardest magnetic nanoparticles with maximum
squareness values in the high-temperature region were formed with x = 0.79 using solvothermal treatment of cobalt and iron nitrates at 250 ◦C,
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1. Introduction

Cobalt ferrite is well known as a hard magnetic material with a high coercive force (11.9 kOe) [1], moderate
saturation magnetization (85 emu/g) [2], strong magnetocrystalline anisotropy (2.7 × 106 J/m), and high Curie tem-
perature (520 ◦C) [3], which are combined with its increased mechanical hardness and chemical stability. This opens
up opportunities for the potential use of CoFe2O4 in high-frequency applications [4], microwave devices [5], high-
density magnetic storage materials [6], ferrofluids [7], as well as functional systems for hyperthermia [8], targeted
drug delivery, and MRI diagnostics [9].

CoFe2O4 belongs to the single-phase structure of a cubic reverse spinel with the Fd-3m space group, where
one half of Fe3+ ions occupies tetrahedral vacancies (A-position), and the other populates octahedral interstices (B-
position) along with Co2+ [10, 11]. In the case of cobalt ferrite nanoparticles, there is also a mixed spinel structure
with the (Co2+z Fe3+1−z)

A[Fe3+1+z Co2+1−z]BO4 formula, where z is the inversion degree of the corresponding metal
ions [3,12]. A change in x values of CoxFe3−xO4 particles strongly affects their magnetic properties since properties
largely depend on the superexchange interaction between the tetrahedral and octahedral sublattices [3, 10, 13, 14].
So, for dispersions of cobalt ferrite nanoparticles obtained by the pH-controlled coprecipitation method, the coercive
force (Hc) did not change monotonically depending on the stoichiometry. At first, Hc decreased up to the substitution
degree of 0.2, then increased in the range x = 0.2 − 0.6, after which it again decreased at a higher concentration of
Co2+ (x = 0.8). The saturation magnetization (Ms), on the contrary, increased to x = 0.2 and, having reached its
maximum value of 61.78 emu/g, decreased with a further increase in the concentration of divalent cobalt in the spinel
structure [3]. The coprecipitation method presented in another work [13] made it possible to obtain cobalt ferrite
nanoparticles for which an increase in x from 0 to 1 promoted growth in Hc from 7.75 to 340.5 Oe and a decrease in
Ms from 59.1 to 32.7 emu/g at room temperature. For CoxFe3−xO4 particles synthesized by thermal decomposition
of precursors, starting with an substitution degree of 0.1 and ending with 0.7, the authors of [14] recorded an increase
in the coercivity from 120 to 610 Oe, after which it began to decrease down to 325 Oe at x = 1.5. In turn, the Ms

of these nanoparticles decreased as their composition approached stoichiometric since Co2+ has a lower magnetic
moment than Fe3+. In [10], during the formation of cobalt ferrite nanocrystals under hydrothermal conditions, a
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similar tendency was observed in the variation of Ms and Hc, but the maximum value for the latter was reached at
x = 0.75 and was 810 Oe. Thus, the substitution degree of Fe3+ by Co2+ in octahedral positions and the conditions
of formation of cobalt ferrite nanoparticles affect their final magnetic characteristics.

In addition, to precise control of the composition and structure of CoFe2O4, practical applications require the
ability to regulate particle size at the nanoscale. It is known that fine tuning the size of cobalt ferrite nanocrystals in
the single magnetic domain region can achieve extremely high values of the coercive force at room temperature [1,15].
With an increase in the particle diameter, both the saturation magnetization and the coercive force rapidly accrue, but
upon transition to the multidomain state, Ms reaches a plateau with a characteristic value of bulk CoFe2O4, and Hc

passes through a maximum. Depending on the synthesis conditions, the critical size (Dcr) of CoFe2O4 nanoparticles
corresponding to the boundary of the single-domain region varies from 5 to 40 nm [14, 16–22]. For cobalt ferrite
nanoparticles synthesized by the forced hydrolysis in polyol, Dcr was about 5 nm with a maximum coercivity of
14.5 kOe (5 K) and a saturation magnetization of 85 emu/g (5 K) [16]. The micellar microemulsion method [17] made
it possible to obtain the maximum value of Hc (16 kOe) and provided a plateau for Ms (70 emu/g) at a particle size
of 10 nm. In the case of approaches associated with thermal decomposition of precursors [14] and high temperature
non-hydrolysis process combined with seed-mediated growth [18], the critical size was 12 nm with magnetic char-
acteristics of 22.8 kOe, 69 emu/g (2 K), and 18 kOe, 82 emu/g (5 K), respectively. Larger Dcr were recorded for
CoFe2O4 nanoparticles obtained by coprecipitation of cobalt and iron salts in the presence of oleic acid (28 nm) [19],
hydrothermal synthesis with annealing (40 nm) [20], and the polymeric method via a thermal decomposition process
(40 nm) [21]. A special place among the above methods is occupied by hydro(solvo)thermal synthesis due to rela-
tively mild temperature conditions, the possibility of effective control of the composition, size, and morphology of the
resulting nanoparticles, as well as due to the high purity and homogeneity degree of the resulting products [23–26].

Therefore, the main task of this work was to determine the effect of the nature of precursors, the composition of
the reaction medium, the temperature and time of isothermal holding on the size, structure, and magnetic properties of
cobalt ferrite nanoparticles formed under hydro(solvo)thermal conditions.

2. Experimental part

2.1. Synthesis of cobalt ferrite nanoparticles under hydrothermal conditions

CoxFe3−xO4 nanoparticles were obtained by coprecipitation of cobalt and iron hydroxides from aqueous solu-
tions of their chlorides or nitrates, followed by dehydration under hydrothermal conditions. Based on the analysis of
published data, the following procedure for synthesizing cobalt ferrite nanoparticles was developed.

Prepared solutions of Co(NO3)2·6H2O (analytically pure, GOST 4328-77, Vecton, Russia) and Fe(NO3)3· 9H2O
(chemically pure, CAS 10294-41-4, Vekton, Russia) or CoCl2·6H2O (analytically pure, GOST 4328-77, Vecton,
Russia) and FeCl3·9H2O (chemically pure, CAS 10294-41-4, Vekton, Russia) were mixed for 2 hours. Then an
aqueous solution of ammonia (NH4OH) was added dropwise in an amount of 10 ml. The precipitate had formed at
pH=10, it was repeatedly washed with distilled water until a negative reaction for chloride or nitrate ions and dried
at 65 ◦C to constant weight. After cooling to room temperature, the resulting powder was crushed and transferred in
an amount of 0.5 g to an autoclave with a teflon cell. 14.5 ml of distilled water was added to a weighed portion of a
mixture of cobalt and iron hydroxides, and hydrothermal treatment was carried out. The holding time of the reaction
mixture in the autoclave was 10 hours at a temperature of 200 ◦C and pressure of 7 MPa. Further, for nanoparticles
of cobalt ferrite obtained from chlorides and nitrates under hydrothermal conditions, the abbreviations HC200 and
HN200 will be used, respectively.

2.2. Synthesis of cobalt ferrite nanoparticles under solvothermal conditions

Co(NO3)2·6H2O and Fe(NO3)3·9H2O were each dissolved separately in 15 ml of ethylene glycol (C2H6O2)
and, after complete dissolution, were mixed. Then, 3.8 ml of ammonia in the form of a 25% aqueous solution as a
precipitant (pH=10) were added and mechanically stirred for 1 hour. The resulting mixture was placed in an autoclave
and kept for 5 hours at 250 ◦C or 10 hours at 100 – 250 ◦C, where the step was taken equal to 50 ◦C. The pressure
in the reaction vessel during the synthesis was 7 MPa. After cooling to room temperature, the resulting black powder
was centrifuged for 10 minutes at 8000 rpm. The precipitate of nanoparticles washed with alcohol was dried in air at
45 ◦C. Subsequently, for brevity, these samples will be designated as SN100, SN150, SN200, SN2505, and SN25010,
where the number in the title block indicates the temperature, and the superscript indicates the synthesis time.

Using CoCl2·6H2O and FeCl3·9H2O to form cobalt ferrite nanoparticles under solvothermal conditions, the syn-
thesis procedure was identical to that described above, and the name of the sample was taken as SC250.
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TABLE 1. Parameters of the CoFe2O4 phase with a cubic cell α = γ = β = 90◦

Sample
Unit cell parameters Crystalline domain

a = b = c, Å D, nm

HC200 8.3809± 0.0008 13.9± 0.5

HN200 8.3832± 0.0009 11.9± 0.5

SC250 8.3965± 0.0005 28.7± 0.5

SN25010 8.3992± 0.0008 24.8± 0.5

SN2505 8.3974± 0.0008 15.5± 0.5

SN200 8.4015± 0.0006 16.7± 0.5

SN150 8.4176± 0.0012 12.2± 0.5

SN100 – –

2.3. Instruments and characterization

The size and shape of the cobalt ferrite nanoparticles obtained in this study were determined using a Jeol JEM-
2100F transmission electron microscope at an accelerating voltage of 200 kV. Aqueous dispersions of CoFe2O4

nanopowders were deposited onto copper grids covered with graphene paper to obtain bright-field images.
X-ray diffraction (XRD) patterns of CoFe2O4 nanoparticles were obtained using a Rigaku SmartLab diffractome-

ter with CoKα radiation. The survey was carried out in the 2θ range of angles from 5 to 90◦ with a scanning speed of
0.5◦/min. The structure analysis of the obtained XRD patterns was carried out in the MAUD program [27] using the
Rietveld method.

Energy dispersive X-ray (EDX) analysis was carried out to investigate the elemental composition of the obtained
cobalt ferrite nanoparticles. EDX analysis was carried out on a TESCAN VEGA 3 SBH scanning electron microscope
(TESCAN BRNO, Czech Republic) with an Advanced Aztec Energy energy-dispersive attachment for elemental mi-
croanalysis based on an X-act semiconductor energy dispersive detector (Oxford Instruments NanoAnalysis, Great
Britain).

The study of the magnetic properties of the synthesized cobalt ferrite nanoparticles was carried out on a super-
conducting quantum interferometer (SQUID) MPMS SQUID VSM (Quantum Design) with a magnetic field up to
7 T.

3. Results and discussion

Qualitative X-ray phase analysis of nanoparticles obtained from salts (nitrates, chlorides) of cobalt and iron under
hydro- and solvothermal conditions was carried out using the PDWin 4.0 software package (Burevestnik, Russia). Its
results showed that HC200, HN200, SN150, SN200, SN2505, SN25010 and SC250 samples correspond to the crystal
structure of CoFe2O4 (PDF card No. 3-864). No supplementary impurity phases were found during the analysis,
except for the SN100 and SN150 nanoparticles. In their XRD patterns, in addition to the amorphous halo and peaks of
partially crystallized cobalt ferrite in the 2θ region of 8◦, a reflection corresponding to the double layered hydroxide
(Co-Fe LDH) [28] was observed. This phase, passed into CoFe2O4 when the synthesis temperature increased to
200 ◦C and higher (Fig. 1a,b,c). Analysis of powder XRD data (Fig. 1) using the Rietveld method made it possible
to track the simultaneous changes in crystallite sizes and unit cell parameters (Table 1). For nanoparticles formed
from cobalt and iron nitrates under solvothermal conditions, the crystallite size grew with an increase in the synthesis
temperature, while the volume of a cubic unit cell, on the contrary, decreased. A longer isothermal holding of the
reaction mixture also promoted an increase in the size of the CoxFe3−xO4 crystallites, but at the same time, had
little effect on the unit cell parameters. The use of CoCl2·6H2O and FeCl3·9H2O as precursors for the synthesis of
nanoparticles led to the compaction of the cubic unit cell and the formation of larger coherent scattering regions in
comparison with the samples obtained from the corresponding nitrates (Table 1).

The same tendencies persist for cobalt ferrite nanoparticles obtained by hydrothermal synthesis (Fig. 1e,f). How-
ever, it should be noted that the average size of crystallites formed in an aqueous medium at elevated pressure and
temperature is noticeably lower than that of their analogs obtained in ethylene glycol (Fig. 1c,e). The same can be said
about the volume of the unit cell (Table 1).

The value of microstresses for the synthesized CoxFe3−xO4 nanoparticles, regardless of their chemical prehistory
and preparation method, was 0.0025± 0.0001 (0.25± 0.01%).
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FIG. 1. XRD patterns of SN100 (a), SN150 (b), SN 200 (c), SN2505 (d), HN200 (e), HC200 (f) nanoparticles
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The morphology of CoxFe3−xO4 nanoparticles synthesized by the hydro- and solvothermal method from various
precursors is shown in TEM micrographs (Fig. 2a). Cobalt ferrite nanoparticles are mostly quasi-spherical, although
a small number of large crystals in the form of plates and octahedra are observed. In Fig. 2b, the diameter data of
quasi-spherical nanoparticles as histograms are statistically treated using a lognormal distribution. Data processing
was performed in the program OriginPro 2021b (built 9.8.5.201). The lognormal distribution usually describes the
size of the synthesized nanoparticles well. In our case, it is better than the normal one. Besides, the obtained data are
shown as Half Violin with data points in the left size (Fig. 2c). The size distribution of nanoparticles turned out to be
relatively wide and asymmetric for all the selected synthesis conditions (Fig. 2b,c). It should be noted that the maxima
in the size histograms corresponding to the average diameter of nanoparticles, within the limits of the method errors,
are comparable to the crystallite sizes determined from the XRD data (Fig. 2b,c, Table 1). Thus, this confirms the
earlier conclusion that the formation of smaller CoxFe3−xO4 nanoparticles is facilitated by the hydrolysis of nitrates
of the corresponding metals, followed by the dehydration of oxyhydroxides under hydrothermal conditions.

Elemental analysis showed that the content of cobalt in the products of solvothermal synthesis carried out at
100 ◦C did not exceed 0.5% and, therefore, no CoxFe3−xO4 phases were formed (Table 2). This was also confirmed
by the XRD data (Fig. 1a). In the case of an increase in the synthesis temperature to 150 ◦C, a mixed spinel with a
stoichiometric coefficient x = 0.535 was formed. Higher temperatures of isothermal holding of cobalt and iron salts
under both hydro and solvothermal conditions increased the degree of substituting Fe3+ ions in octahedral positions
by Co2+ but the stoichiometric composition was still not achieved (Table 2).

TABLE 2. Elemental analysis of nanoparticles

Sample
Ratio at.% Stoichiometric ratio1

κ = [Co]/[Fe] Co Fe O x 1− x
HC200 0.401 12.18 30.4 57.42 0.858 0.142

HN200 0.396 8.97 22.66 68.37 0.851 0.149

SC250 0.384 10.3 26.8 62.9 0.833 0.167

SN25010 0.357 8.31 23.26 68.43 0.790 0.210

SN2505 0.307 9.79 31.92 58.29 0.704 0.296

SN200 0.353 9.25 26.23 64.52 0.782 0.218

SN150 0.217 4.24 19.54 76.22 0.535 0.465

SN100 0.026 0.5 19.24 80.26 0.076 0.924
1The formula for calculating the stoichiometric coefficient:

κ =
x

3− x
⇔ x =

3κ

1 + κ
; κ =

[Co]
[Fe]

; CoxFe3−xO4 ⇔ (CoFe2O4)x(Fe3O4)1−x

Studies of the synthesized cobalt ferrite nanoparticles using SQUID magnetometry showed that their magnetiza-
tion curves have hysteresis loops regardless of the type of precursor used, as well as the chosen conditions of hydrolysis
and dehydration (Fig. 3, Table 3). The only exception was SN2505 for which almost superparamagnetic behavior (low
coercive force and zero remanent magnetization) was observed at room temperature (Table 3). This may be due to
the short synthesis time during which the magnetic domains do not yet have time to form and the magnetic properties
of nanoparticles are practically absent [29] (Fig. 3b). It should also be noted that “constricted” hysteresis loops were
recorded for cobalt ferrite nanoparticles obtained under hydrothermal conditions or in an organic solvent at tempera-
tures of 150 and 200 ◦C (Fig. 3a,c), which are typical for a mixture of soft and hard magnetic materials [1,30]. In this
cases, such a “necking” in the central part of the M-H loop can be explained by a small amount of superparamagnetic
single-domain particles in ferrimagnetic CoxFe3−xO4 nanocrystals.

The coercive force (Hc), saturation magnetization (Ms), remanent magnetization (Mr) were determined from the
M-H curves at 400, 300, and 5 K for the resulting nanoparticles (Fig. 3, Table 3). The values of Hc and Ms as a function
of the average nanoparticle diameter (D) are shown in Fig. 4a,b for a series of crystallites obtained under solvothermal
conditions (S) from cobalt and iron nitrates at different temperatures. It was found that the coercive force grew with
an increase in the size of the formed CoxFe3−xO4 crystallites. It is known from the literature that, for spherical cobalt
ferrite nanoparticles, Hc grows with an increase in their diameter to a specific critical single-domain size, after which
the coercivity begins to decrease against the background of further enlargement of crystallites [31]. The maximum
Hc is associated with the transition from a magnetic single-domain regime to a multidomain one: from the coherent
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FIG. 2. TEM micrographs (a), histograms of size distribution (b) and Half Violin with data points
(c) for SN25010 (1), SC250 (2), HN200 (3) and HC200 (4) nanoparticles
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FIG. 3. The low-temperature magnetic hysteresis (M-H) loops for CoxFe3−xO4 nanoparticles syn-
thesized under solvo–(a,b) and hydrothermal conditions (c)



500 B. V. Vasil’ev, R. Yu. Smyslov, D. A. Kirilenko, A. N. Bugrov

FIG. 4. Particle size dependences of (a) coercivity, (b) saturation magnetization for SN150, SN200,
and SN250 samples of CoxFe3−xO4 nanoparticles measured at 5, 300, 400 K

to incoherent rotation of spins (twisting rotation and motion of domain walls) [21]. Since we record an increase in
the coercivity in the size range from 10 to 24 nm and do not reach the maximum, we assume that all nanoparticles
obtained in the S series are single-domain. The saturation magnetization plotted as a function of size at 400, 300, and
5 K shows its initial increase with growing D, but above a specific size, it tends to be a kind of plateau with values
comparable to those of bulk CoFe2O4 (Fig. 4b) [16]. The increase in Ms with diameter for single-domain particles
can be understood by considering the core-shell model [16, 31, 32]. An oriented magnetic domain is considered as a
core, and disordered spins on the surface due to imperfect coordination of surface atoms create a shell, the so-called
surface “dead magnetic layer” [21]. As the particle size increases, the ratio of the shell thickness to the volume of
the domain (core) decreases, which leads to an increase in Ms. When particles approach the multidomain state, the
growth of the magnetization values stops.

Low remanent magnetization and almost zero squareness at room temperature for SN150 and SN200 nanoparticles
may mean their superparamagnetic behavior is replaced by ferrimagnetic behavior with an increase in the synthesis
temperature to 250 ◦C. According to the Stoner-Wohlfarth model, the fixed Mr/Ms values for synthesized single-
domain particles are within the range of values characteristic of non-interacting three-dimensional random particles
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FIG. 5. Dependence of the magnetization hysteresis loop squareness on the stoichiometry of the
elemental composition and nanoparticle size at 5 (a) and 300 K (b)

with uniaxial anisotropy [26]. Only samples SN250 and SC250 are knocked out of the available row. The Mr and
Mr/Ms values measured at 5 K turned out to be larger than the values estimated at 300 and 400 K. For this, a possible
reason may be associated with the increased ratio of magnetic anisotropy to thermal energy at low temperatures [21].

Figure 5 shows surfaces of the squareness (Q) dependence of the hysteresis loops for the magnetization of syn-
thesized cobalt ferrite nanoparticles (Table 3) on their stoichiometry and size:

Q =
Mr

Ms
= f(x,D),

where Mr is the remanent magnetization, Ms is the saturation magnetization, x is the stoichiometric coefficient of the
composition of CoxFe(3−x)O4 nanoparticles (Table 2), D is the size of CoxFe(3−x)O4 nanoparticles obtained from
TEM data.

Part of Fig. 5, corresponding to the coordinate plane (x,D), shows the projection of the two-dimensional surface
of the quantity Q in the form of a color map. It was determined that the maximum squareness of 0.82 at 5 K of the
hysteresis loop is at a composition stoichiometry x of about 0.77 – 0.80 and a particle diameter in the range of 16 –
25 nm. At 300 K, the maximum Q value of about 0.33 is observed at the same x and a nanoparticle size of 25 nm.

The analysis of the magnetic properties of CoxFe3−xO4 nanoparticles obtained under hydro or solvothermal
conditions, depending on the nature of the anion of the salt used, concludes that there is no noticeable difference
between them at low temperatures. At 300 K and higher, for nanoparticles obtained from Co and Fe nitrates, the
values of Hc, Mr are higher than those for their analogs SC250 and HC200.

The magnetic parameters strongly depend on the distribution of cations (Co2+, Fe2+, Fe3+) between the tetra-
hedral and octahedral positions. Fe3+ and Co2+ ions can occupy tetrahedral vacancies (A-positions) or octahedral
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FIG. 6. Dependence of the coercive force on the stoichiometry of the elemental composition and
size of cobalt ferrite nanoparticles at 5 (a) and 300 K (b)

TABLE 3. Magnetic characteristics of CoxFe3−xO4 nanoparticles depending on their chemical and
thermal prehistory

Temperature
Sample 5 K 300 K 400 K

Q1) Mr, Ms, Hc, Q Mr, Ms, Hc, Q Mr, Ms, Hc,
emu/g emu/g Oe emu/g emu/g Oe emu/g emu/g Oe

HC200 0.75 60.2 80.8 13935 0.16 11 68.2 385 0.04 2.2 58.6 46

HN200 0.77 66.7 87.2 13657 0.19 13.8 72.7 499 0.06 3.6 61.4 86

SC250 0.73 69.5 95 13210 0.21 16.8 79.9 504 0.04 3.1 70.4 56

SN25010 0.82 67.1 82.3 12783 0.33 23.9 71.6 1007 0.21 12.9 62.7 421

SN2505 – 0.07 0.09 15635 – 0.01 0.08 276 – – 0.06 –

SN200 0.81 75.7 93.7 7583 0.05 4 74.1 47 0.07 4.5 62.8 33

SN150 0.69 49.1 70.8 4856 0.08 4.1 51.8 35 0.08 3.3 42.3 36
1squareness of magnetization hysteresis loops for CoxFe3−xO4 nanoparticles: Q =

Mr

Ms
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interstices (B-positions) in a cation-substituted spinel (Co2+z Fe3+1−z)
A[Fe3+1+z Co2+1−z]BO4, where z is the extrinsic site

inversion [3, 33]. The change of the magnetization in the ferrimagnetic spinel can be explained by the antiparallel
interaction between the moments of the cations in the A and B positions. The magnetic moment of the Co2+ ion
(3 µB) is less than that of the Fe2+ (4 µB) and Fe3+ (5 µB) ions. At low degrees of inversion, Co2+ ions prefer to
substitute for Fe3+ ions in the A-sites, which decreases the magnetic moment of the tetragonal regions and increases
the total magnetic moment. The exchange interaction A–O–B remains stronger than A–O–A and B–O–B. However,
the exchange interactions A–O–B weaken with an increase in the degree of substitution of Fe3+ ions on Co2+ in the
A-sites. Because of the latter, the magnetic moments of the tetrahedral and octahedral positions align antiparallel to
each other.

The increase in the coercive force seen in Fig. 6a is associated at 5 K with an increase in the stoichiometric ratio.
The Hc extremum of 13 – 15 kOe is observed at x in the range of 0.82 – 0.85, while the particle diameter varies
over a wide range of 12 – 28 nm. However, at 300 K, an Hc maximum is equal to ca. 1 kOe, observed at 0.79 for
nanoparticles with a diameter of 25 nm (Fig. 6b), which agrees with the literature data [10, 14].

4. Conclusions

The synthesis of cobalt ferrite, an essential step towards creating new efficient ferrimagnetic nanoparticles, re-
quires control over many physicochemical parameters. When synthesizing cobalt ferrite nanoparticles by the
solvo(hydro)thermal method, varying the temperature, nature of the solvent, and counterions for cobalt(II) and iron(III)
makes it possible to create CoxFe3−xO4 nanoparticles with different stoichiometric ratios. Analysis of the data ob-
tained allowed us to conclude that changes in the conditions for the synthesis of particles from Fe3+ and Co2+ lead
to significant changes in the nanoparticles’ properties. These properties include the contribution of the superparamag-
netic fraction, the degree of spinel inversion, the average size of nanoparticles, coercivity, and saturation magnetiza-
tion. The results obtained can be used to develop scientific recommendations for developing state-of-the-art materials
for medical applications and in engineering. Further research is needed to understand the relationship between the
solvo(hydro)thermal synthesis conditions, the structure of the nanoparticles formed, and their functional (magnetic)
properties.
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[2] López-Ortega A. Lottini E., Fernandez C.D.J., Sangregorio C. Exploring the magnetic properties of cobalt ferrite nanoparticles for the devel-

opment of a rare-earth-free permanent magnet. Chem. Mater., 2015, 27, P. 4048–4056.
[3] Kumar P., Pathak S., Singh A., Kuldeep, Khanduri H., Wang X., Basheed G.A., Pant R.P. Optimization of cobalt concentration for improved

magnetic characteristics and stability of CoxFe3−xO4 mixed ferrite nanomagnetic fluids. Mater. Chem. Phys., 2021, 265, P. 124476.
[4] Goh S.C., Chia C.H., Zakaria S., Yusoff M., Haw C.Y., Ahmadi Sh., Huang N.M., Lim H.N. Hydrothermal preparation of high saturation

magnetization and coercivity cobalt ferrite nano crystals without subsequent calcinations. Mater. Chem. Phys., 2010, 120, P. 31–35.
[5] Labchir N., Hannour A., Aithssi A., Vincent D., Ganster P., Ihlal A. Controlled electrochemical growth and magnetic properties of CoFe2O4

nanowires with high internal magnetic field. J. Alloys Compd., 2021, 868, P. 159196.
[6] Suginoto M. The past, present, and future of ferrites. J. Am. Ceram. Soc., 1999, 82, P. 269.
[7] Karthick R., Ramachandran K., Srinivasan R. Study of Faraday effect on Co1−xZnxFe2O4 nanoferrofluids. Nanosystems: Physics, Chemistry,

Mathematics, 2016, 7(4), P. 624–628.
[8] Manohar A., Geleta D.D., Krishnamoorthi C., Lee J. Synthesis, characterization and magnetic hyperthermia properties of nearly monodisperse

CoFe2O4 nanoparticles. Ceramics International, 2020, 46(18), P. 28035-28041.
[9] Javed F., Abbas M.A., Asad M.I., Ahmed N., Naseer N., Saleem H., Errachid A., Lebaz N., Elaissari A., Ahmad N.M. Gd3+ doped CoFe2O4

nanoparticles for targeted drug delivery and magnetic resonance imaging. Magnetochemistry, 2021, 7, P. 47.
[10] Li Y., Lu X., Yang S., Duan W., Zhang Y., Zhou C., Li K., Zhang Y., Shi Q. Synthesis of monodisperse ferromagnetic CoxFe3−xO4 colloidal

particles with magnetically tunable optical properties. CrystEngComm, 2019.
[11] Shirsath S.E., Liu X., Yasukawa Y., Li S., Morisako A. Switching of magnetic easy-axis using crystal orientation for large perpendicular

coercivity in CoFe2O4 thin film. Scientific Reports, 2016,6, P. 30074.
[12] Long N.V., Yang Y., Teranishi T., Thi C.M., Cao Y., Nogami M. Related magnetic properties of CoFe2O4 cobalt ferrite particles synthesised

by the polyol method with NaBH4 and heat treatment: new micro and nanoscale structures. RSC Adv., 2015, 5, P. 56560–56569.
[13] Yasemian A.R., Kashi M.A., Ramazani A. Exploring the effect of Co concentration on magnetic hyperthermia properties of CoxFe3−xO4

nanoparticles. Mater. Res. Express, 2020, 7, P. 016113.
[14] Dehsari H.S., Asadi K. The impact of stoichiometry and size on magnetic properties of cobalt-ferrite nanoparticles. J. Phys. Chem. C, 2018.



504 B. V. Vasil’ev, R. Yu. Smyslov, D. A. Kirilenko, A. N. Bugrov

[15] Gandha K., Elkins K., Poudyal N., Liu J.P. Synthesis and characterization of CoFe2O4 nanoparticles with high coercivity. Journal of Applied
Physics, 2015, 117, P. 17A736.

[16] Artus M., Tahar L.B., Herbst F., Smiri L., Villain F., Yaacoub N., Gren‘eche J.-M., Ammar S., Fi’evet F. Size-dependent magnetic properties
of CoFe2O4 nanoparticles prepared in polyol. J. Phys.: Condens. Matter., 2011, 23, P. 506001.

[17] Liu C., Rondinone A.J., Zhang Z.J.Synthesis of magnetic spinel ferrite CoFe2O4 nanoparticles from ferric salt and characterization of the
size-dependent superparamagnetic properties. Pure Appl. Chem. 2000, 72(1,2), P. 37.

[18] Song Q., Zhang Z.J. Correlation between spin-orbital coupling and the superparamagnetic properties in magnetite and cobalt ferrite spinel
nanocrystals. J. Phys. Chem. B, 2006, 110, P. 11205–11209.

[19] Maaz K., Mumtaz A., Hasanain S.K., Ceylan A Synthesis and magnetic properties of cobalt ferrite (CoFe2O4) nanoparticles prepared by wet
chemical route. J. Magn. Magn. Mater., 2007, 30(8), P. 289–295.

[20] Shyamaldas, Bououdina M., Manoharan C. Dependence of structure/morphology on electrical/magnetic properties of hydrothermally synthe-
sised cobalt ferrite nanoparticles. Journal of Magnetism and Magnetic Materials, 2020, 493, P. 165703.

[21] Das A., Bestha K.K., Bongurala P., Gorige V. Correlation between size, shape and magnetic anisotropy of CoFe2O4 ferrite nanoparticles.
Nanotechnology, 2020, 31, P. 335716.

[22] Kumar Y., Sharma A., Ahmed Md.A., Mali S.S., Hong C.K., Shirage P.M. Morphology-controlled synthesis and enhanced energy product
(BH)max of CoFe2O4 nanoparticles.

[23] Fayazzadeh S., Khodaei M., Arani M., Mahdavi S.R., Nizamov T., Majouga A. Magnetic properties and magnetic hyperthermia of cobalt
ferrite nanoparticles synthesized by hydrothermal method. Journal of Superconductivity and Novel Magnetism, 2020,3(3), P. 2227–2233.

[24] Almjasheva O.V., Gusarov V.V. Prenucleation formations in control over synthesis of CoFe2O4 nanocrystalline powders. Russian Journal of
Applied Chemistry, 2016, 89(6), P. 851–856.

[25] Dippong T., Levei E.A., Cadar O. Recent advances in synthesis and applications of MFe2O4 (M = Co, Cu, Mn, Ni, Zn) nanoparticles.
Nanomaterials, 2021, 11, P. 1560.

[26] Kuznetsova V., Almjasheva O., Gusarov V.V. Influence of microwave and ultrasonic treatment on the formation of CoFe2O4 under hydrother-
mal conditions. Glass Physics and Chemistry, 2009, 35(2), P. 205–209.

[27] Lutterotti L., Bortolotti M., Ischia G., Lonardelli I., Wenk H.-R. Rietveld texture analysis from diffraction images. Z. Kristallogr., Suppl.,
2007, 26, P. 125–130.

[28] Barashok K.I., Panchuk V.V., Semenov V.G., Almjasheva O.V., Abiev R.Sh. Formation of cobalt ferrite nanopowders in an impinging-jets
microreactor. Nanosystems: Physics, Chemistry, Mathematics, 2021, 12(3), P. 30–310.

[29] Yuan Y., Wei S., Liang Y., Wang B., Wang Y. Effect of solvothermal reaction-time on microstructure and microwave absorption properties of
cobalt ferrite. Materials, 2020, 13, P. 5331.

[30] Zhao L., Zhang H., Xing Y., Song S., Yu S., Shi W., Guo X., Yang J., Lei Y., Cao F. Studies on the magnetism of cobalt ferrite nanocrystals
synthesized by hydrothermal method. J. Solid State Chem., 2008, 181, P. 245–252.

[31] Lu R.E., Chang K. G., Fu B., Shen Y.J., Xu M.W., Yang S., Song X.P., Liu M., Yang Y.D. Magnetic properties of different CoFe2O4

nanostructures: nanofibers versus nanoparticles. J. Mater. Chem. C, 2014, 2, P. 8578.
[32] Ansari S.M., Sinha B.B., Phase D., Sen D., Sastry P.U., Kolekar Y.D., Ramana C.V. Particle size, morphology, and chemical composition

controlled CoFe2O4 nanoparticles with tunable magnetic properties via oleic acid based solvothermal synthesis for application in electronic
devices. ACS Appl. Nano Mater., 2019, 2, P. 182–1843.
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Single-phase BaF2:Ce solid solutions containing 30 – 40 mol. % cerium with the simultaneous entry of potassium into the crystal lattice in an
amount of 0.7 – 0.8 mol. % were prepared by coprecipitation from aqueous nitrate solutions with potassium fluoride as the fluoridating agent. The
cerium X-ray luminescence intensity increases in response to increasing cerium concentration contrary to the concentration quenching effect.
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1. Introduction

Barium fluoride is a well-known heavy scintillator with two X-ray luminescence bands. The 220-nm band exhibits
a very short decay time (0.8 ns), and a broad exciton band peaking around 300 nm has a decay time of 600 – 800 ns
[1, 2]. In cerium-doped barium fluoride, exciton luminescence transforms to cerium ion luminescence induced by
d–f electron transitions in Ce3+ ion [3–8]. The highest luminescence light yield occurs when the CeF3 concentration
is approximately 0.1 mol. %. At higher cerium concentrations, the luminescence intensity declines dramatically
due to the concentration quenching phenomenon [9]. The decline was observed both for single crystals and for
BaF2:Ce3+ optical ceramics [10–15]. The concentration decay effect was assigned to defect cluster formation in
fluorite-type lattices upon formation of Ba1−xCexF2+x solid solutions [9]. The composition corresponding to the
highest luminescence light yield is the one with the highest concentration of free Ce3+–F− dipoles in the BaF2 lattice
[16]. In addition, barium fluoride dissolves up to 52 mol. % CeF3, which radically changes the physical properties of
its crystals, in particular, appreciably increases their density [17, 18].

A natural strategy to gain X-ray luminescence in high-cerium Ba1−xCexF2+x solid solutions is to destroy defect
clusters to release Ce3+–F− free dipoles. This can be fulfilled by doping the solid solution with univalent cations, e.g.,
potassium. Potassium fluoride is frequently used to prepare precursors of fluoride optical ceramics [19–23]. It was
due to the use of potassium fluoride in the synthesis of precursors that X-ray luminescence was induced in BaCeF5

ceramics [24].
The goals of this work were to prepare Ba1−xCexF2+x solid solutions by coprecipitation from aqueous nitrate

solutions with KF as the precipitating agent and to study X-ray luminescence of Ce3+ ions.

2. Experimental section

The initial reagents were used Ce(NO3)3 · 6H2O (99.99% pure, Lanhit, Moscow, Russia), Ba(NO3)2 (specialty
grade, Vekton, St. Petersburg, Russia), KF·2H2O (reagent grade, the Fluoride Salts Plant, Russia), and bidistilled
water. The potassium fluoride was stored in a desiccator. The reagents were used as received.

Samples were prepared by coprecipitation from aqueous solutions [25] by reaction (1):

(1−x)Ba(NO3)2+xCe(NO3)3 ·6H2O+(2+x)KF·2H2O = Ba1−xCexF2+x ↓ +(2+x)KNO3+(10+2x)H2O. (1)

Barium nitrate and cerium nitrate solutions (0.08 mol/L each) were mixed, and the mixed solution was added drop
by drop to a 0.16 M potassium fluoride solution under vigorous stirring on a magnetic stirrer. The potassium fluoride
was used in a 7% excess over the stoichiometry. Once dropwise addition was over, the resulting suspension was
stirred for 2 hours. After a precipitate settled, the mother solution was decanted, and the precipitate was washed with
bidistilled water. Nitrate leaching was monitored by the diphenylamine test. The as-washed precipitate was air-dried
at 45 ◦C. The cerium fluoride content in samples ranged from 30 to 55 mol. %. X-ray phase analysis of samples were
carried out on Bruker D8 ADVANCE diffractometer using CuKα radiation. The unit cell parameters and coherent
scattering domain (CSD) sizes were calculated in the TOPAS software (Rwp < 10). The size of the particles and the
morphology of the samples were studied by means of Carl Zeiss NVision 40 scanning electron microscope (Germany)
with an Oxford Instruments XMAX microprobe analyzer (UK) (80 mm2) for energy dispersive X-ray spectroscopy.
The particle size was averaged over 25 particles in the ImageJ software. The X-ray luminescence (XRL) spectra of the
prepared samples were measured on a laboratory installation built of an X-ray source (tungsten anode) and an FSD-10
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mini-spectrometer (Optofiber LLC, Moscow, Russia). A test sample was placed onto the holder horizontally under the
beam of the X-ray source operating at a voltage of 40 kV and a current of 35 mA. The XRL signal was collected by a
waveguide and transferred to the FSD-10 spectrometer. The luminescence was recorded in the 200 – 1000 nm range
of the spectrum.

3. Results and discussion

Prior studies [26–29] imply that the coprecipitation of barium and cerium fluorides from aqueous solutions by
various precipitating agents yields two-phase samples (pure barium fluoride and a fluorite phase containing 30 –
45 mol. % CeF3). Single-phase samples can be prepared at 32–58 mol. % CeF3 with hydrofluoric acid or ammonium
fluoride as the precipitating agent [28].

X-ray diffraction patterns for samples with as-batch cerium concentrations of 30.0, 35.0, 40.0, 42.5, 45.0, 47.5,
50.0, and 55.0 mol. % shows on Fig. 1. X-ray diffraction experiments showed that our syntheses of solid solutions
yielded single-phase powders with the fluorite structure containing 30 – 40 mol. % cerium. When the cerium concen-
tration increased to 42.5 mol. %, a second (CeF3-based) phase appeared, and its X-ray reflection intensity increased
as the cerium concentration increased further (Fig. 1).

FIG. 1. X-ray diffraction patterns of BaF2–CeF3 samples with various cerium concentrations (the
peaks marked with arrow refer to the CeF3 tysonite phase)

Table 1 displays the calculated unit cell parameters and CSDs of prepared samples. An inspection of the tabu-
lated values shows that, as the cerium concentration increases, the unit cell parameter of the fluorite phase decreases
systematically due to the cerium radius being smaller than the barium radius [31].

The unit cell parameter versus rare-earth-ion concentration relationship for Ba1−xCexF2+x fluorite solid solutions
borrowed from [30] was used to estimate the cerium concentration as

a = a0 + kx, (2)

where a0 = 6.2000 Å is the BaF2 unit cell parameter and k = −0.36 (Table 2). The estimated compositions were
richer in cerium compared to the as-batch compositions for single-phase samples and were depleted in cerium for
biphase samples.

Figure 2 shows the SEM images of single-phase samples. The mean particle sizes in these samples were 15 nm,
in match with the CSD calculations (Table 1).

The EDX results reveals that potassium does enter the solid solution lattice when the as-batch cerium concen-
tration is 35.0 or 40.0 mol. % (Table 2). Despite the additional entrance of potassium, there is a satisfactory match
between the estimates by Eq. (2) and EDX measurements. Between the as-analyzed and as-batch concentrations, there
is a reasonable match.

X-ray luminescence spectra for single-phase Ba1−xCexF2+x samples presented on Fig. 3.
An inspection of the X-ray luminescence spectra elucidated an increase in intensity of the 347-nm cerium lumi-

nescence in response to increasing cerium concentration.
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FIG. 2. SEM images of Ba1−xCexF2+x samples containing (a) 30.0 mol. %, (b) 35.0 mol. %, and
(c) 40.0 mol. % nominal composition
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TABLE 1. Unit cell parameters and CSDs of prepared samples

Nominal composition Phase Unit cell parameter, Å CSD, nm

Ba0.70Ce0.30F2.30 Fluorite 6.071(1) 18(1)

Ba0.65Ce0.35F2.35 Fluorite 6.059(1) 19(1)

Ba0.60Ce0.40F2.40 Fluorite 6.050(1) 17(1)

Ba0.575Ce0.425F2.425
Fluorite 6.054(1) 16(1)

presence a tysonite phase

Ba0.55Ce0.45F2.45
Fluorite 6.048(1) 16(1)

presence a tysonite phase

Ba0.525Ce0.475F2.475
Fluorite 6.046(1) 16(1)

presence a tysonite phase

Ba0.50Ce0.50F2.50
Fluorite 6.039(1) 15(1)

presence a tysonite phase

Ba0.45Ce0.55F2.55
Fluorite 6.035(1) 15(1)

presence a tysonite phase

TABLE 2. Estimated compositions of prepared samples

Nominal As calculated from the
As probed by EDX

composition unit cell parameter

Ba0.70Ce0.30F2.30 Ba0.642Ce0.358F2.358 Ba0.645Ce0.355F2.355

Ba0.65Ce0.35F2.35 Ba0.608Ce0.392F2.392 Ba0.594Ce0.398K0.008F2.390

Ba0.60Ce0.40F2.40 Ba0.583Ce0.417F2.417 Ba0.563Ce0.430K0.007F2.423

Ba0.575Ce0.425F2.425 Ba0.594Ce0.406F2.406 ——–

Ba0.55Ce0.45F2.45 Ba0.578Ce0.422F2.422 ——–

Ba0.525Ce0.475F2.475 Ba0.572Ce0.428F2.428 ——–

Ba0.50Ce0.50F2.50 Ba0.553Ce0.447F2.447 ——–

Ba0.45Ce0.55F2.55 Ba0.542Ce0.458F2.458 ——–

The unit cell parameter of the fluorite solid solution changes due to the interplay of two factors: the substitution
of barium by a smaller cerium ion [31] and the entrance of an additional (interstitial) fluoride ion for providing charge
compensation as

Ba2+ → Ce3+ + F−
int (3)

Individual dipoles are observed only for low cerium concentrations in the solid solutions. The formation of nnn
dipoles of trigonal symmetry is characteristic of low concentrations of cerium in the BaF2 matrix [16, 32].

The association of dipoles in the barium fluoride matrix occurs with an increase in the cerium concentration,
which leads to the formation of defect clusters. There is, as yet, no common structural description in terms of defect
clusters for concentrated Ba1−xCexF2+x solid solutions in spite of numerous structural studies for chemically similar
Ba1−xLaxF2+x [33–40] solid solutions. An essential factor for a reliable interpretation of the results is the concen-
tration range over which fluorite phases are formed in low-temperature syntheses of solid solutions in BaF2–RF3

systems. High-temperature syntheses in these systems yield ordered fluorite-related phases of Ba4R3F17 stoichiom-
etry [18, 42–45]. These phases were found in all BaF2–RF3 systems for R = Ce–Lu, Y when their phase equilibria
were studied [18, 42, 46]. Kieser and Greis [46] prepared an ordered Ba4Ce3F17 phase by heat-treating a disordered
solid solution of the appropriate concentration at 400 ◦C. The fluorite-related Ba4R3F17 phases are distinguished by
a trigonal distortion of the fluorite-type lattice caused by spatial ordering of R6F37 clusters [44]. Accordingly, the
synthesis of single-phase fluorite solid solutions containing 30 – 40 mol. % cerium may be regarded as the synthesis
of a Ba4±xCe3±xF17±x phase, whose ordering is not manifested at the nanoscale level [47–51]. It is quite natural to
suggest that R6F37 clusters exist in the structure of this phase, substituting for parts of the Ba6F32 lattice in accordance
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FIG. 3. X-ray luminescence spectra of single-phase Ba1−xCexF2+x solid solution samples

with the isomorphic substitution scheme advanced by Bevan et al. [52]. The shift of the X-ray luminescence peak from
330 to 347 nm may serve as an argument for this suggestion. The observation of X-ray luminescence in the prepared
samples both by us and by Chen and Wu [24] may be regarded as the verification of the expected increase in free
dipole concentration due to additional entrance of potassium in the barium fluoride host.

The concerted entrance of univalent and trivalent cations to form solid solutions is typical of the fluorite lat-
tice [53]. Potassium was systematically observed to enter the host fluorite lattice in nanofluorides synthesized by
coprecipitation of solid solutions [19]. In the NaF–BaF2–GdF3 ternary system, univalent sodium enters the lattice of
the Ba4Gd3F17 phase thereby extending its existence area [54].

4. Conclusions

A range of single-phase Ba1−xCexF2+x (x = 0.30 – 0.40) solid solutions, with an average particle size of 15 nm,
prepared by coprecipitation from aqueous solutions, has been determined. It has been suggested that these solid
solutions actually have a more complex composition, namely, Ba4±xCe3±xF17±x. The X-ray luminescence intensity
in the solid solution samples increased in response to cerium concentration, increasing from 30 to 40 mol. % without
concentration quenching. The absence of concentration decay was most likely due to potassium (0.7 – 0.8 mol. %)
entering the crystal lattice, and thus, precluding cerium-based cluster formation.

References
[1] Rodnyi P.A. Core-valence luminescence scintillators. Radiat. Meas., 2004, 38, P. 343–352.
[2] Seliverstov D.M., Demidenko A.A., Garibin E.A., Gain S.D., Gusev Yu. I., Fedorov P.P., Kosyanenko S.V., Mironov I.A., Osiko V.V., Rodnyi

P.A., Smirnov A.N., Suvorov V.M. New fast scintillators on the base of BaF2 crystals with increased light yield of 0.9 ns luminescence for
TOF PET. Nuclear Instruments and Methods in Physics Research, 2012, 695, P. 369–372.

[3] Visser R., Dorenbos P., van Eijk C.W.E., Meijerink A., Blasse G. Energy transfer processes involving different luminescence center in
BaF2:Ce. J. Phys. Condens. Matter, 1993, 5, P. 1659–1680.

[4] Sobolev B.P. Multicomponent crystals based on heavy metal fluorides for radiation detectors. Barcelona: Institut d‘Estudis Catalans, 1995,
P. 265.

[5] Wojtowicz A.J., Szupryczynski P., Glodo J., Drozdowski W., Wisniewski D. Radioluminescence and recombination processes in BaF2:Ce. J.
Phys.: Condens. Matter, 2000, 12, P. 4097–4124.

[6] van Eijk C.W.E., et.al. Inorganic-scintillator development. Nucl. Instrum. Meth.: Phys. Res., 2001, 460(1), P. 1–14.
[7] Dorenbos P., et al. The Effects of La3+ and Ce3+ Dopants on the Scintillation Properties of BaF2 Crystals. Radiat. Effects Defects Solids,

2000, 119-121(1), P. 87–92.
[8] Janus S., Wojtowicz A.J. Scintillation light yield of BaF2:Ce. Opt. Mater., 2009, 31, P. 523–526.
[9] Batygov S.Kh., Fedorov P.P., Kuznetsov S.V., Osiko V.V. Luminescence of Ba1−xCexF2+x:Ce3+ Crystals. Doklady Physics, 2016, 61(1),

P. 50–54.
[10] Rodnyi P.A., Gain S.D., Mironov I.A., Garibin E.A., Demidenko A.A., Seliverstov D.M., Gusev Yu.I., Fedorov P.P., Kuznetsov S.V. Spectral-

kinetic characteristics of crystals and nanoceramics based on BaF2 and BaF2:Ce. Phys. Solid State, 2010, 52(9), P. 1910–1914.



510 D. S. Yasyrkina, S. V. Kuznetsov, A. A. Alexandrov, et al.

[11] Fedorov P.P., Ashurov M.Kh., Boboyarova Sh.G., Boibobeva S., Nuritdinov I., Garibin E.A., Kuznetsov S.V., Smirnov A.N. Absorption and
Luminescence Spectra of CeF3-Doped BaF2 Single Crystals and Nanoceramics. Inorganic Materials, 2016, 52(2), P. 213–217.

[12] Batygov S.Kh., Bolyasnikova L.S., Garibin E.A., Demidenko V.A., Doroshenko M.E., Dykelskii K.V., Luginina A.A., Osiko V.V., Fedorov
P.P. BaF2:Ce3+ scintillation ceramics. Doklady Physics, 2008, 53(9), P.485–488.

[13] Fedorov P.P., Kuznetsov S.V., Osiko V.V. Elaboration of nanofluorides and ceramics for optical and laser applications. Photonic and Electronic
Properties of Fluoride Materials, 2016, 513, P. 7-31.

[14] Luginina A.A., Baranchikov A.E., Popov A.I., Fedorov P.P., Preparation of barium monohydrofluoride BaF2HF from nitrate aqueous solutions.
Materials Res. Bull., 2014, 49(1), P. 199–205.

[15] Luo J., Ye L., Xu J. Preparation and properties of Ce3+:BaF2 transparent ceramics by vacuum sintering. J. Nanoscience and Nanotechnology,
2016, 16, P. 3985–3989.

[16] Fedorov P.P. Association of point defects in nonstoichiometric M1−xRxF2+x fluorite-type solid solutions. Butll. Soc. Cat. Cien., 1991, 12(2),
P. 349–381.

[17] Sobolev B.P. The Rare Earth Trifluorides. P.2. Introduction to materials science of multicomponent metal fluoridecrystals. Barcelona: Institut
d‘Estudis Catalans, 2000, P. 460.

[18] Sobolev B.P., Tkachenko N.L. Phase diagrams of BaF2-(Y, Ln)F3 systems. J. Less-Common Metals, 1982, 85(2), P. 155–170.
[19] Kuznetsov S.V., Aleksandrov A.A., Fedorov P.P. Optical Fluoride Nanoceramics. Inorganic Materials, 2021, 57(6), P. 555–578.
[20] Liu Z., Jia M., Yi G., Mei B., Jing Q., Liu P. Fabrication and microstructure characterizations of transparent Er:CaF2 composite ceramic. J.

Am. Ceram. Soc., 2019, 102(1), P. 285–293.
[21] Li J., Chen X., Tang L., Li Y., Wu Y. Fabrication and properties of transparent Nd-doped BaF2 ceramics. J. Am. Ceram. Soc., 2019, 102(1),

P. 178–184.
[22] Yi G., Li W., Song J., Mei B., Zhou Z., Su L. Structural, spectroscopic and thermal properties of hot-pressed Nd:(Ca0.94Gd0.06)F2.06

transparent ceramics. J. Eur. Ceram. Soc., 2018, 38(9), P. 3240–3245.
[23] Zhou Z., Mei B., Song J., Li W., Yang Y., Yi G. Effects of Sr2+ content on microstructure and spectroscopic properties of Nd3+ doped

Ca1−xSrxF2 transparent ceramics. J. Alloys Compd., 2019, 811, P. 152046.
[24] Chen X., Wu Y. High Concentration Ce3+ doped BaF2 transparent ceramics, J. Alloys Compd., 2020, 817.
[25] Fedorov P.P., Kuznetsov S.V., Mayakova M.N., Voronov V.V., Ermakov R.P., Baranchikov A.E., Osiko V.V. Coprecipitation from aqueous

solutions to prepare binary fluorides. Russian J. Inorg. Chem., 2011, 56(10), P. 1525–1531.
[26] Kuznetsov S.V., Fedorov P.P., Voronov V.V., Samarina K.S., Ermakov R.P., Osiko V.V., Synthesis of Ba4R3F17 (R stands for Rare-Earth

Elements) Powders and Transparent Compacts on Their Base. Rus. J. Inorg. Chem., 2010, 55(4), P. 484–493.
[27] Batygov S.Kh., Mayakova M.N., Kuznetsov S.V., Fedorov P.P., X-ray luminescence of BaF2:Ce3+ powders. Nanosystems: Physics, Chem-

istry, Mathematics, 2014, 5(6), P. 752–756.
[28] Mayakova M.N., Voronov V.V., Iskhakova L.D., Kuznetsov S.V., Fedorov P.P. Low-temperature phase formation in the BaF2-CeF3 system. J.

Fluorine Chem., 2016, 187, P. 33–39.
[29] Fedorov P.P., Mayakova M.N., Kuznetsov S.V., Voronov V.V., Ermakov R.P., Samarina K.S., Popov A.I., Osiko V.V. Co-Precipitation of

Yttrium and Barium Fluorides from Aqueous Solutions. Mat. Res. Bull., 2012, 47, P. 1794–1799.
[30] Fedorov P.P., Sobolev B.P. Concentration dependence of unit-cell parameters of phases M1−xRxF2+x with the fluorite structure. Sov. Phys.

Crystallogr., 1992, 37(5), P. 651–656.
[31] Shannon R.D. Revised effective ionic radii and systematic studies of interatomic distances in halides and chalkogenides. Acta Cryst., 1976,

32, P. 751–767.
[32] Murin I.V., Gunsser W. Relaxation methods for the study of ion transport in halide systems. Solid State Ionics, 1992, 53-56, P. 837–842.
[33] Den Hartog H.W., Langevoort J.C. Ionic thermal current of concentrated cubic solid solutions of SrF2:LaF3 and BaF2:LaF3. Phys. Rev. B.,

1981, 24(6), P. 3547–3554.
[34] den Hartog H.W., Pen K.F., Meuldijk J. Defect structure and charge transport in solid solutions Ba1−xLaxF2+x. Phys. Rev. B, 1983, 28(10),

P. 6031–6040.
[35] Wapenaar K.E.D., Van Koesveld J.L., Schoonman J. Conductivity enhancement in fluorite-structured solid solutions. Solid State Ionics, 1981,

2, P. 145–154.
[36] Andersen N.H., Clausen K.N., Kjems J.K., Schoonman J. A study of the disorder in heavily doped Ba1−xLaxF2+x by neutron scattering,

ionic conductivity and specific heat measurements. J. Phys. C: Sol. St. Phys., 1986, 19, P. 2377–2389.
[37] Alexandrov V.B., Otroshchenko L.P., Fykin L.E., Bydanov N.N., Sobolev B.P. Features of the defective structure of Ba0.5Ce0.5F2.5 fluorite

solid solution according to the neutronographic study of single crystals. Cryst. Reports., 1989, 34(6), P. 1997–1501 (in Russian).
[38] Otroshchenko L.P., Alexandrov V.B., Muradyan L.A., Sarin B.A., Sobolev B.P. Neutron diffraction study of the features of fluorine ions

incorporsation into Ba1−xRxF2+x solid solutions. Butll. Soc. Cat. Cien., 1991, 12(2), P. 383–391.
[39] Sobolev B.P., Golubev A.M., Otroshchenko L.P. et.al. Crystallography Rep., 2003, 48(6), P. 1012.
[40] Aminov L.K., Kurkin I.N., Kurzin S.P., Gromov I.A., Mamin G.V., Rakhmatullin R.M. Detection of cuboctahedral clusters in mixed crystals

by the EPR method. Physics of the Solid State, 2007, 49(11), P. 1990–1993 (in Russian).
[41] Maksimov B.A., Solans Kh., Dudka A.P., Genkina E.A., Font-Badria M., Buchinskaya I.I., Loshmanov A.A., Golubev A.M., Simonov V.I.,

Font-Altaba M., Sobolev B.P. The Fluorite-matrix-based Ba4R3F17 (R=Y, Yb) crystal structure. Ordering of cations and specific features of
the anionic motif. Crystallography Rep., 1996, 41, P. 50–57.

[42] Sobolev B.P. The Rare Earth Trifluorides. P.1.The high temperature chemistry of the rare earth trifluorides. Barcelona: Institut d‘Estudis
Catalans, 2000, P. 520.

[43] Grover V., Arhary S.N., Patwe S.S.J., Tyagi A.K. Synthesis and characterization of Ba1−xNdxF2+x (0.00 ≤ x ≤ 1.00). Mat Res. Bull.,
2003, 38, P. 1101–1111.

[44] Zolotova K.N., Kolbanev I.V., Ardashnikova E.I., Abakumov A.M., Dolgikh V.A. Interactions in the NdF3-Nd2O3-MF2 (M=Ba, Sr) systems.
Russ. J. Inorg. Chem., 2011, 56, P. 1623-1631.

[45] Fedorov P.P., Luginina A.A., Popov A.I. Transparent Oxyfluoride Glass Ceramics. J. Fluorine Chem., 2015, 172, P. 22–50.
[46] Kieser M., Greis O. Preparation and properties of fluorite-related superstructure phases Ba4RE3F17 with RE = Ce-Nd, Sm-Lu, and Y. Z.

anorg. allg. Chem., 1980, 469, P. 164–171.



Preparation and X-ray luminescence of Ba4±xCe3±xF17±x solid solutions 511

[47] Karbowiak M., Cichos J., Does BaYF5 nanocrystals exist? – The BaF2-YF3 solid solution revisited using photoluminescence spectroscopy.
J. Alloys Compd., 2016, 673, P. 258–264.

[48] Kuznetsov S.V., Nizamutdinov A.S., Mayakova M.N., Voronov V.V., Madirov E.I., Khadiev A.R., Spassky D.A., Kamenskikh I.A., Yapryntsev
A.D., Ivanov V.K., Marisov M.A., Semashko V.V., Fedorov P.P. Synthesis and down conversion of luminescence of Ba4Y3F17:Yb:Pr solid
solutions for photonics. Nanosystems: Phys., Chem., Math., 2019, 10(2), P. 190–198.

[49] Li T., Li Y., Luo R., Ning Zh., Zhao Y., Liu M., Lai X., Zhong Ch., Wang Ch., Zhang J., Bi J., Gao D. Novel Ba(Gd1−xYx)0.78F5: 20 mol %
Yb3+, 2 mol % Tm3+(0 6 x 6 1.0) solid solution nanocrystals: A facile hydrothermal controlled synthesis, enhanced upconversion
luminescent and paramagnetic properties. J. Alloys Comp., 2018, 740, P. 1204–1214.

[50] Nizamutdinov A.S., Kuznetsov S.V., Madirov E.I., Voronov V.V., Khadiev A.R., Yapryntsev A.D., Ivanov V.K., Semashko V.V., Fedorov P.P.
UV to IR down-conversion luminescence in novel Ba4Y3F17:Yb:Ce solar spectrum sensitizer for silicon solar cells. Optical Materials, 2020,
108, P. 110185.

[51] Kuznetsov S.V., Nizamutdinov A.S., Madirov E.I., Voronov V.V., Tsoy K.S., Khadiev A.R., Yapryntsev A.D., Ivanov V.K, Kharintsev S.S.,
Semashko V.V. Near infrared down-conversion luminescence. of Ba4Y3F17:Yb3+:Eu3+ nanoparticles under ultraviolet excitation. Nanosys-
tems: Phys., Chem., Math., 2020, 11(3), P. 316–323.

[52] Bevan D.J.M., Strahle J., Creis O. The crystal structure of tveitite, an ordered yttrofluorite mineral. J. Solid State Chem. 1982, 44(1), P. 75–81.
[53] Rozhnova Yu. A., Kuznetsov S.V., Luginina A.A., Voronov V.V., Ryabova A.V., Pominova D.V.,Ermakov R.P., Usachev V.A., Kononenko

N.E., Baranchikov A.E., Ivanov V.K., Fedorov P.P. New Sr1−x−yRx(NH4)yF2+x−y (R = Yb, Er) solid solution as precursor for high
efficiency up-conversion luminophor and optical ceramics on the base of strontium fluoride. MatChemPhys., 2016, 172, P. 150–157.

[54] Pavlova L.N., Fedorov P.P., Ol’khovaya L.A., Ikrami D.D, Sobolev B.P. Ordering of heterovalent solid solution with the fluorite structure in
the NaF-BaF2-GdF3 system. Crystallogr. Rep., 1993, 38(2), P. 221–224.



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2021, 12 (4), P. 512–519

Properties of Prussian Blue filled membrane mini-reactor
in Cs(I) adsorption processes

A. Ioshin1, E. Polyakov1, I. Volkov1, E. Denisov2

1Institute of Solid State Chemistry, 91, Pervomaiskaya str., Ekaterinburg, 620990, Russia

2Ural Federal University named after the first President of Russia B. N. Yeltzin,
Physical-technical Institute, 28, Mira str., Ekaterinburg, 620002, Russia

polyakov@ihim.uran.ru

PACS 47.56.+r, 68.43.-h DOI 10.17586/2220-8054-2021-12-4-512-519

We present the results of investigation of Cs(I) ion mass-transfer from outer solution into the inner part of membrane mini-reactor (MR), which
is a centimeter-sized hermetically sealed pocket made of polyethylene terephthalate track membrane and filled with Prussian Blue (PB) colloidal
solution. The mean size of colloidal particles was 74 ± 20 nm (98.4%) and ξ-potential was −(33 ± 6) mV. The pore diameter of the track
membrane in the experiments varied from 50 to 50000 nm. It was found that the construction and properties of PB filled MR allow one to realize
an extremely high distribution coefficient of (1.50± 0.05) · 106 ml/g with respect to Cs(I), which is characteristic of colloid-sized PB. Adsorption
is a diffusion-controlled process localized in the pores of TM, which can be fulfilled in solution without agitation.
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1. Introduction

The development of methods for the decontamination of materials, technogenic and natural objects and soil on the
principles of minimal intervention in the environment becomes an increasingly more topical problem of radioecology
in view of the growing share of nuclear power engineering in the energy balance of the Russian Federation and
other countries, as well as complication of atomic power engineering technologies and methods for recovery and
processing of uranium and rare-earth elements [1–6]. The decontamination approach based on the introduction of
sorbents into radionuclide polluted soil that are able to block the transition of radionuclides into vegetation owing to
their competitive sorption has been actively discussed in recent years [7]. The sorbent remains in soil in dispersed
form. This complicates its removal and makes further geochemical fate of highly active sorbent particles uncertain
over the long term. The chemical mechanism of deactivation of contaminated material (hereinafter called material)
by sorbent purifier (hereinafter called sorbent) placed into aqueous electrolyte solution has been considered by the
authors in terms of competitive sorption in the system “material – aqueous solution – sorbent” [8, 9]. The application
of competitive sorption for the isolation of radionuclide from soil with minimal intervention in the environment is
possible in the case of membrane separation of sorbent and purified material. For example, the introduction of sorbent
in the composition of compact chemical reactor, whose walls are made of sorbent-impermeable membrane material
allowing the outer solution to pass through, makes it possible to separate the internal sorbent or its suspension from
particle mass transfer outside the reactor walls while retaining chemical contact of sorbent with external environment
through membrane wall pores. Such membrane reactor with linear dimensions 5 – 20 mm (mini-reactor [8]) filled with
selective sorbent [10], can provide spontaneous sorption extraction of ions from solution with subsequent mechanical
removal of mini-reactor with spent sorbent from solution or suspension [11,12]. Owing to a large range of pore sizes,
track membranes are suitable as a semipermeable material of mini-reactor walls. They allow the sorbent in the form
of colloidal solution (1 – 100 nm) or suspension [12] to be placed inside the reactor.

The aim of this work was to determine the functional properties of membrane mini-reactor filled with nanopar-
ticles in the form of a colloidal solution during sorption of microelements from solution. We considered the effects
of membrane area, pore size, hydrodynamic regime of membrane wall contact with solution and temperature on the
sorption properties and application of sorbent filled mini-reactor in the processes of sorption of microelements from
aqueous solutions during convection and/or diffusion mass transfer of sorbate through reactor wall. The study was
concerned with the system “137CsCl – electrolyte solution – Prussian Blue colloid (PB)”, for which high values of
distribution coefficient of cesium ion, Kd∼106 ml/g are typical according to the data of sorption statics [9, 10, 13].
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2. Experiment

In the investigation, we used membrane reactors having a form of square or rectangular envelopes with edge
length ranging from 15 to 25 mm (Fig. 1). The envelopes were made of a Lavsan (polyethylene-terephthalate) track
membrane [14, 15] with pore size in the interval 0.1 – 50 µm using the technique described in [12]. Prussian Blue
(Ecsorb) [13] was used as sorbent. According to X-ray diffraction analysis of the sorbent, the PB powder had a dark-
blue color and was a phase with space group F 4/m - 3 2/m with lattice parameters (Å): a = b = c = 10.1723, angles
(deg.) a = b = g = 90.0000 and composition Fe3[Fe(CN)6]214H2O – 97.8 wt.%. The size of dry aggregated PB
particles was 30 – 60 µm. The average size of primary particles (average value of coherent scattering region) was
14.7 nm. The impurity phase was the basic sulfate K2Fe(SO4), space group R -3 2/m with lattice parameters (Å):
a = 7.29250, b = 7.2925, c = 17.2094, angles (deg.) a = b = 90.0000, g = 120.0000, content – 2.2 wt.%. The
hydrodynamic diameter of PB particles was determined using the dynamic light scattering method on a Zetasizer Nano
ZS instrument (Malvern Instruments Ltd.). The measurements were performed at 25 ◦C. Samples were taken from
the upper part of examined suspension volume. According to light scattering data, the average diameter Dh of PB
particles in initial suspension was (145 ± 67) nm (90.2 mol. % of the whole concentration), ξ-potential was equal to
−(27± 4.0) mV. Approximately 9.8 mol. % PB particles were (600± 230) nm in size and had the same ξ-potential.
After dilution and ultrasonic dispersion, the PB solution with a concentration of 100 mg/l consisted of particles with
Dh = (70± 20) nm (98 mol. % of the whole concentration of PB suspension), ξ-potential = −(33± 6) mV, Fig. 1B.

The kinetic regime of microelement (CsCl) mass transfer was analyzed using a facility, whose design allowed one
to control and vary the lateral flow velocity of the electrolyte with microelement (sorbate) relative to the membrane
reactor outer wall. The diagram of this facility is presented in Fig. 2; it included a glass cup (Fig. 2B), in which 500 ml
electrolyte solution (hydrochloric solution with pH = 4.1) and an aliquot (2.5 ml) of standard solution of cesium ions
(CsCl) with a concentration of 100 mg/l were poured. During radiometric measurement of sorbate concentration,
only an aliquot of radiochemically pure 137CsCl solution was added to the electrolyte. After homogenizing a sorbate
composition by stirring, a 5 ml solution was sampled to establish the initial concentration of cesium ions in the
working solution by mass-spectrometry (ELAN 9000) [16], or g-spectrometry methods on an MKS-AT1315 gamma-
spectrometer (Atomtekh) with a NaI(Tl) 63×63 mm detector [17]. The counting rate interval was 0.4 – 150 Bq.
The membrane pore diameter, mini-reactor edge area and PB mass inside the reactor we varied depending on the
experiment objective.

FIG. 1. (A) Appearance of membrane mini-reactors made of track membrane with pore diameter
100 nm and thickness 50 µm filled with PB sorbent powder [13]. The line in the Figure is 1.0 cm. (B)
Empirical size (Dn) distribution of PB particles in the initial solution with PB concentration 500 mg/l
and in diluted solution with PB concentration 100 mg/l after 30 min irradiation in ultrasonic field
with frequency 40 kHz and power 50 W, pH=7.1

When studying the hydrodynamic regime of sorption statics with the use of membrane mini-reactor, a perforated
high-pressure polyethylene cylinder with radius (r) and apertures of 4 mm in diameter (Fig. 2A) was placed into
container (1) of the setup, Fig. 2B. The cylinder was coaxially jointed with the mixer using a flexible drive. During the
experiment, the membrane mini-reactor with a sorbent, placed inside the cylinder, took the position near the cylinder
side wall, in the zone of the maximal angular (Wliq) and linear (Lliq) velocity of sorbate lateral motion relative to the
container walls.
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The angular velocity of cylinder rotation W0 (1/min) was measured by means of a laser tachometer and varied
during the experiments in the range 20 – 560 1/min. At certain time intervals from the beginning of experiment,
aliquots of sorbate solution were sampled from the container to measure the microelement concentration. Before
elemental analysis, the aliquot was diluted with 0.1 M HCl solution and the concentration of cesium ions in it was
measured. In addition, the behavior of PB powder in solution was studied without the use of the membrane mini-
reactor at W0 = 550 1/min.

FIG. 2. The layout drawing (A) and diagram of laboratory setup (B) for measuring the linear flow
rate of HCl–CsCl–H2O electrolyte solution relative to the membrane mini-reactor wall surface. (A):
1 – rod for fixing a mixer motor to the axis of top driving rotor; 2 – 100 cm3 cylinder made of
high-pressure polyethylene with perforated walls for passage of sorbate solution; 3 – mini-reactor
located inside the cylinder; 4 – aperture in the cylinder for passage of sorbate solution during axial
rotation of the cylinder with solution, diameter 0.4 cm. (B): 1 – glass container with 500 cm3 sorbate
solution; 2 – top driving rotor with reducing unit and laser meter of the number of rotor revolutions;
3 – rotating cylinder with perforated walls and a mini-reactor inside; 4 – sorbate solution level.
Arrows – direction of sorbate solution flow during rotation of cylinder with a mini-reactor

The dependence between the angularW0 and linear Lliq velocities of sorbate motion inside the rotating perforated
cylinder (Fig. 2) was estimated using a previously described technique [18]. Vertical marking of length (mm) was done
on the plastic cylinder so that the point of origin coincides with the upper level of sorbate solution in the container;
the scale goes down with a spacing of 5 mm. The cylinder was immersed into the container with distilled water. After
15 – 20 sec operation of the mixer with perforated cylinder, the position of water meniscus (∆h) in the cylinder was
registered relative to the scale zero. The angular rotation velocity of the cylinder W0 (1/min) was determined using a
laser tachometer and converted into angular velocity W (1/s) according to formula:

W = W0 ·
2π

60
. (1)

The angular rotation velocity of liquid in the perforated cylinder Wliq (1/s) was calculated by eq. (2), [18]:

Wliq =

√
∆h · 2 · g

r2
, (2)

where ∆h is the height of the parabolic water meniscus determined from the scale (cm), g is the free fall acceleration
981.0 (cm/s2) and r is the cylinder radius, 1.425 (cm). Then the average linear velocity of sorbate solution at the
cylinder wall, Lliq , (cm/s) was determined from formula (3):

Lliq = Wliq · r. (3)

Figure 3A shows the dependence between the angular and linear rotation velocities of sorbate solution in the
cylinder, from which the value of Lliq was used for the estimation of hydrodynamic sorption regime with participation
of mini-reactor.
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FIG. 3. A: Empirical dependence between angular (W0, 1/min) and linear (Lliq , sm/s) velocity
of electrolyte solution motion near the cylinder wall in the setup. Fig. 2. B: correlation between
the velocity coefficient (k) of irreversible first-order reaction of Cs(I) ion sorption by PB powder
in the mini-reactor and the linear velocity Lliq of solution near the mini-reactor wall. The mini-
reactor edge area S = 6.5 cm2, pH=4.1, 22 ◦C. The point with coordinates k = 5 · 10−2 1/min and
Lliq = 550 cm/s, referring to the experiment with PB powder without mini-reactor, is marked by the
arrow. Inset: the Cs(I) sorption velocity coefficient logarithm as a function of reciprocal temperature
for pH=4.0, Lliq = 120 cm/s

In order to determine the degree of sorption of microelement by the sorbent in the mini-reactor (D), we used the
known relationship:

D =
(Ii − If )

Ii
, (4)

where Ii and If are the initial and final concentration (specific activity during measurement of 137Cs in the region
of photopeak of 660 keV) of microelement in solution. The equilibrium value of concentration/specific activity of
solution (I∞) was calculated from the equation of sorption reaction kinetics, whereupon we found the equilibrium
value of sorption D∞ from eq. (4) and the equilibrium distribution coefficient Kd (ml/g):

Kd =
D∞

(1−D∞)
· V
m
, (5)

where V is the volume of solution in the container, ml, and m is the sorbent sample in the mini-reactor, g.
The variation in the fraction of cesium absorbed by the membrane mini-reactor with the sorbent as a function of

contact time of the system “mini-reactor–sorbate” revealed that the dependence of sorption on the contact time (t),
Fig. 4, corresponds to the kinetics of the irreversible first-order reaction of Cs(I) ion sorption

D = a · (1− exp(−k · t)), (6)

where a is the dimension coefficient and k is the sorption reaction velocity coefficient, 1/min. The equilibrium adsorp-
tion isotherm of cesium ions at pH4.1 and 22 ◦C is described by the single-sort Langmuir model with the cesium ion
distribution coefficient Kd(ml/g) = (1.50± 0.05) · 106 and sorption capacity G(mmol/g) = (9.80± 0.80) · 10−3.

The diffusion kinetics of competitive sorption of cesium ions in the system “SiO2-CsCl-H2O‖PB” (MR‖ is the
symbol of membrane mini-reactor) was studied by the space-limited method. 200 ml of the solution containing
0.25 mg/l cesium with HCl pH = 4.1 were poured in 500 ml flasks made of chemically resistant glass with a ground
stopper. 3.0 g of silica gel powder of 100 – 200 µm fraction (SiO2) were added to the flasks and agitated for 48 h on a
magnetic mixer until sorption equilibrium in the system was established [8, 19]. Then the agitation was discontinued
and a membrane mini-reactor with surface area 10 cm2 and 100 mg PB sample inside was placed in each flask. The
cesium ion distribution between sorbents and solution in a chosen flask was analyzed at certain intervals. The solution
from the flask was filtered through a “blue tape” paper filter, the filter cake (SiO2) was treated for 8 h using 40 ml 5M
sodium hydroxide.
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FIG. 4. The fraction (D) of 137Cs(I) sorbed by PB powder filled mini-reactor vs. contact time, t.
The cesium concentration in the sorbent was determined using γ-spectrometry from the 662 keV
line of the equilibrium pair 137Cs–137Ba. The solution contained an acetate buffer with pH=7. The
sorbent mass in the mini-reactor with S = 6.5 cm2 and pore size d = 1.0 µm was 200 mg, 22 ◦C.
The line was plotted using the regression equation of the irreversible first-order reaction of Cs(I)
sorption: a = (0.926 ± 0.006) r.u., b = (1.030 ± 0.05) · 10−3, 1/min, determination coefficient
R2 = 0.997

The membrane mini-reactor was opened and treated for 8 h with the use of 20 ml 5M solution of sodium hy-
droxide. In the “background” experiment, cesium ion sorption by PB filled membrane mini-reactor was controlled
depending on the contact time of the reactor with the solution in the absence of silica gel. Based on cesium ion con-
centration measurement, we determined the dependence of cesium content in silica gel, aqueous solution and PB on
the contact time of phases.

3. Experimental results

The experimental relationship between cesium ion sorption velocity coefficient (k) by PB in membrane mini-
reactor and the linear velocity of sorbate solution (Lliq), Fig. 3B, shows that the kinetic regime of sorption does not
depend on the sorbate ion mass transfer rate from the solution bulk to the membrane reactor surface. The Arrhenius
dependence of the velocity coefficient on temperature gives a sorption activation energy value (1.62 ± 0.03, kJ/mol)
which agrees with the average activation energy of cesium ion diffusion in aqueous salt solutions [19,20], Fig. 3B. The
limiting stage of cesium ion mass transfer in PB inside the mini-reactor is external diffusion in the bulk of electrolyte.
This follows from the fact that the sorption velocity coefficient according to eq. (6) changes linearly with the contact
area of the membrane reactor edges (S) with outer solution, Fig. 5. The sorption velocity coefficient is proportional to
the membrane pore cross-sectional area at relatively small pore sizes (d < 5 µm), Fig. 6. With further enhancement
of the pore diameter, the sorption velocity coefficient increases abruptly due to transition from diffusion to convection
transfer in membrane pores [20]. Comparison of the obtained data shows that the slowest mass transfer process
is localized in the pore space of reactor membrane. The values of cesium sorption velocity coefficient obtained
in sorption experiments with sorbent with and without application of membrane reactor are shown in Fig. 3B for
Lliq = 550 cm/s for comparison. The difference in the sorption velocity coefficients is about two orders of magnitude,
which also confirms the diffusion character of sorbate mass transfer mechanism in PB in case of membrane regime of
sorption.

The diffusion character of the limiting stage of cesium ion sorption by PB in the membrane mini-reactor allows
one to use this regime for sorption of microquantities of cesium ions without convective stirring of sorbent suspension
and sorbate solution. To verify this assumption, we studied the kinetics of spontaneous cesium ion mass transfer in the
heterogeneous system “SiO2–CsCl–H2O‖ PB”, in which silica (SiO2) powder was preliminarily sorption-saturated
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FIG. 5. Velocity coefficient (k, 1/min) of Cs(I) sorption by PB powder filled membrane mini-reactor
vs. the surface area of mini-reactor edges (S). pH = 4.1, S = 7.3 cm2, d = 1.0 µm, Lliq = 50 cm/s
23 ◦C

FIG. 6. Cs(I) sorption velocity coefficient (k, 1/min) by PB powder filled membrane mini-reactor
vs. membrane pore diameter (d). pH =4.1, S = 7.3 cm2, Lliq = 5.0 cm/s, 22 ◦C

with cesium ions. The data on cesium ion distribution between phases show that the dependence of cesium concentra-
tion on the contact time of phases agrees with the kinetic model of irreversible mass transfer by the first-order reaction
of cesium ion sorption, Fig. 7.

The lines connecting the points in Fig. 7 were fitted by estimating the coefficients of the experimental dependence
of cesium concentration in solution Cs(solution), silica Cs(SiO2) and sorbent in the membrane reactor Cs(PB) using
the least squares method [19]. From Fig. 7 it is possible to estimate the average sorption relaxation time, t ∼ 2·104 min,

corresponding to the cesium ion mass transfer coefficient,
1

t
∼ 5 · 10−5 1/min, which is in agreement with cesium ion

diffusion mass transfer coefficient in the PB filled mini-reactor, Fig. 6.

4. Conclusion

Thus, the results of studying the functional properties of PB sorbent filled membrane mini-reactor with respect to
cesium ions revealed that the sorption kinetics are determined by external diffusion transfer of sorbate ions through
membrane wall pores and are described by the first-order reaction equation for cesium ions. The sorption velocity
coefficient is proportional to the geometrical surface area of membrane mini-reactor and the total area of membrane
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FIG. 7. The isotherm of competitive cesium sorption kinetics in the system “SiO2-CsCl-H2O‖ PB”
without agitation. The initial cesium concentration in SiO2 saturated (8.5·10−7 mol/l) membrane
mini-reactor with pore diameter d = 0.1 µm, edge surface 10.0 cm2, PB concentration in mini-
reactor 100 mg/l, pH 4.1, 23 ◦C

wall pores and does not depend on the linear velocity of sorbate solution motion relative to the membrane reactor
wall. When the diameter of membrane pores becomes larger than 25 µm, the sorption velocity coefficient increases,
probably, because the mass transfer mechanism through membrane pores changes from diffusion to convection type.
The average sorption relaxation time of cesium ions, determined from competitive sorption experiment in the system
“SiO2–CsCl–H2O‖ PB” without agitation, corresponds to the cesium ion sorption velocity coefficient in diffusion
regime.
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1. Introduction

Zero valent iron nanoparticles have received considerable interest because of their potential applications in many
diverse fields, including ferrofluids, biomedical materials, sensors, catalysts, magnetic and electro-conductive mate-
rials [1–5]. In many cases nanoparticles are incorporated into polymeric composites [2–5]. In particular, it is the
case of magnetically active polymeric composites – ferroelastomers, which combine the elasticity of a polymer with
the magnetic properties of embedded solid magnetic particles [5]. These materials provide the advantage of remote
control of their mechanical characteristics by the application of the external magnetic field. The integral performance
of ferroelastomers depends on the combination of their mechanical and magnetic responses. Meanwhile, these two
aspects are in some respect controversial. The increase in the load of solid magnetic particles improves the magnetic
properties of a ferroelastomer, but at the same, time it can decrease its mechanical strength. The weak point for the
ultimate tensile stress in a composite is the polymer/solid interface. Hence, enhancement of the adhesion at the poly-
mer/solid interface can be a solution to the problem. The major route to provide this is the modification of embedded
solid magnetic particles.

There are two main ways to modify the surface of inorganic particles [6]. The first is accomplished through
surface absorption of small molecules or polymers, the second method is based on covalent bonding of a modifier
to the groups existing at the surface of the particles. Typically, surface adsorption is related to various surfactants
like oleic acid and its salts [7–9]. Covalent bonding, as well as surface graft-polymerization, requires the presence of
chemically active groups at the solid surface, like hydroxyls [10–13]. The surface of zero-valent metal nanoparticles,
however, is lacking active functional groups, and in this case, the modification by covalent bonding becomes a complex
multi-step procedure [14, 15].

A combination of the adsorption and bonding mechanisms of modification of zero-valent metal nanoparticles was
reported in references [16,17]. Modification was a one step process performed in situ during the synthesis of 3d metal
nanoparticles by the method of the electrical explosion of wire (EEW). This is a highly productive method based on
the evaporation of the metal wire by the high voltage electrical discharge with consequent condensation of spherical
particles in inert gas [18, 19]. As-synthesized particles were immersed in a liquid solution of a modifier, which was
deposited at the interface by chemical bonding, initiated by the active surface of metal particles.

The effect of the modification of the surface of solid particles on their adhesion to a polymer can be evaluated by
the thermodynamic approach, which gives the enthalpy of formation of nanocomposite as a measure for the enthalpy
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of adhesion at solid/polymer interface. This approach was successfully elaborated in our earlier studies concerning
composites based on various polymers filled with metal and metal oxide nanoparticles [20–22].

The objective of the present work was to study the influence of the surface modification of metallic iron nanopar-
ticles on the enthalpy of their interaction with poly(isoprene) in ferroelastomer. This polymeric matrix may be con-
sidered on one hand as a good model for the interaction of the amorphous polymer in an equilibrium conformational
state with the surface of metal nanoparticles. On the other hand, poly(isoprene) is the commercially available polymer
widely used in rubber industry in general and for the production of ferroelastomers in particular.

2. Experimental part

2.1. Synthesis and surface modification of Fe MNPs

The method of the electrical explosion of wire (EEW) was used for the synthesis of metallic iron magnetic
nanoparticles (Fe NPs). The detailed description of EEW equipment designed at Institute of Electrophysics of RAS
(Yekaterinburg, RF) is given elsewhere [18, 19]. The method is based on the evaporation of a portion of a metal wire
by the electrical high voltage discharge in the explosion chamber filled with an inert gas. Further condensation of the
expanding metal vapors resulted in the formation of spherical NPs. The applied voltage was 30 KV and the length of
the exploded portion of wire was 90 mm. The wire was continuously fed to the explosion chamber. The high voltage
source was concurrently recharged after each explosion, and the process was repeated in the pulsed manner. It resulted
in the rapid production of NPs (200 g/h). The reaction chamber was filled with a circulating 70:30 mixture of Ar and
N2 which provided the working gas pressure of 0.12 MPa.

The in-situ liquid-phase modification of MNPs was made by the immersing of the as-prepared Fe NPs in hexane,
toluene, 0.6 % solution of oleic acid in hexane, and 1 % solutions of poly(isoprene) (PI) and poly(styrene) (PS) in
toluene in the special hopper attached to the EEW installation and filled with the inert gas mixture. The details of
the modification are given elsewhere [16, 17]. All the modifiers were obtained from commercial suppliers and used
without further purification.

As it was shown earlier [16], hexane is an inert liquid for the active surface of the as-prepared Fe NPs, and if kept
under hexane, the metallic surface of Fe MNPs remained intact. It makes such samples highly pyrophoric. In order to
make them stable in the air controlled oxidation should be performed to provide the oxide shell 1.5–3 nm in thickness
on the surface of Fe MNPs [23]. Toluene is not inert to the as-prepared Fe NPs. Aromatic hydrocarbons condense on
the surface of 3d metal NPs producing the layer of polycyclic aromatic hydrocarbons. The details of the deposition
and its mechanism are given elsewhere [16]. The treatment of Fe NPs by the solutions of oleic acid, poly(isoprene),
poly(styrene) provided the deposition of these modifiers on the surface. The deposited layer was 3–5 nm (TEM) in
thickness and protected NPs from further oxidation.

The batches of modified Fe NPs taken for the study and their selected parameters are given in Table 1. Subse-
quently the batches will be addressed according to the marks listed in this table.

TEM images of the obtained Fe NPs are presented in Fig. 1. The particles are spherical and non-agglomerated.
Particle size distribution obtained by the image analysis is lognormal with a median value of 59 nm and a logarithmic
dispersion of 0.478. Fig. 1B presents the image of the protective oxide layer on the surface of NPs from batch FeOx.

The specific surface area of the NPs was determined by the low temperature adsorption of nitrogen using Mi-
cromeritics TriStar 3000 analyzer. Phase composition of NPs was characterized by XRD (Bruker D8 DISCOVER).
TEM and HTEM were performed using a JEOL JEM2100 microscope operating at 200 kV.

2.2. Preparation of poly(isoprene) ferroelastomers

Poly(isoprene) was the commercial product (RF – GOST 14925-79 corr. 1-8). The weight average molecular
weight of PI MW=5.4×105 was measured by viscometry in benzene solution at 25 ◦C (Kη = 5.02 × 10−4 dm3/g,
a = 0.675).

Nanocomposites based on PI with embedded Fe NPs were prepared by casting onto the glass substrate. First,
the 5 % stock solution of PI in toluene was prepared and equilibrated. Then, the weighted amounts of Fe NPs were
dispersed in 15 mL of stock solution to prepare mixed suspensions. They were homogenized in the Cole Parmer
ultrasound processor at 20 KHz and 300 W for 10 min in a pulse/pause regime (pulse – 15 sec, pause – 10 sec).
In all the cases except pyrophoric Fe0 air-dry powders of NPs were taken. Fe0 was used in the form of the hexane
suspension. The load of modified Fe NPs in the suspension varied to provide 10, 20, 30, 40, 50, 60, 70, 80, 90 % of
the filler in finally obtained ferroelasts. Homogenized suspensions of intact and modified Fe NPs in toluene solution
of PI were cast onto the Petri dishes and dried to the constant weight in vacuo at 25 ◦C.
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TABLE 1. Batches of modified Fe NPs and their selected parameters: specific surface area SBET ,
content of carbon and crystalline phase composition

No Batch Preparation
SBET Carbon Crystalline
(m2/g) content (%) phases (%)

1 Fe0 Intact Fe NPs kept 8.4 0.08 αFe:97.7
under hexane γFe: 2.3

2 FeOx Controlled oxidation 8.5 0.08 αFe:95.0
γFe:1.9

Fe2O3:3.1

3 FeT Modification by liquid toluene 7.8 0.25 αFe:88.6
γFe:6.7

Fe2O3:4.7

4 FeOA Modification by 0.6 % solution 8.4 0.39 αFe:97.5
of oleic acid in hexane γFe:62.5

5 FePI Modification by 1 % solution 7.8 0.56 αFe:89.5
of poly(isoprene) in toluene γFe:6.3

Fe2O3:4.2

6 FePS Modification by 1 % solution 7.8 0.45 αFe:89.8
of poly(styrene) in toluene γFe:6.5

Fe2O3:3.7

FIG. 1. (A) – TEM image of Fe NPs produced by EEW and taken as a filler for the composite.
(B) – HTEM image of FeOxNP with the protective oxide layer on the surface. Inset – particle size
distribution (1043 particles)
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2.3. Calorimetric measurements

The enthalpies of the processes incorporated in the thermochemical cycle were measured in isothermal conditions
at 25 ◦C using Calvet 3D calorimeter SETARAM C80. Ampoule mixing cells were elaborated. The weighted amounts
(ca 20 – 90 mg) of Fe NPs, or PI, or composite with certain Fe NPs content were placed into a thin glass ampoule
(ca 0.5 cm3) and dried to a constant weight. Then the ampoules were sealed, placed in a special holder, which was
mounted in the stainless steel cell (10 cm3), and loaded with 5 mL of chloroform. Two assembled cells were located in
the ports of the calorimeter set at 25 ◦C. Thermal equilibration took ca. 2 – 3 hrs and was monitored by the baseline.
When the baseline drift fell below 0.01 mW within 30 min, the calorimetric experiment in one of the cells was started
by breaking the ampoule in chloroform. The other cell was the reference. The heat evolution was observed for ca
60 min until the equilibrium baseline was reestablished. Then, the experiment in the second cell was performed in a
similar way. Typically measured heat effects fell within 0.1 – 5 J range, depending on the load in the ampoule. The
relative error of measurements of the heats of dissolution and the heats of wetting was estimated in 5 % for the heat
effects ranging from 0.1 to 0.5 J and 2 % for the heat effects in the 0.5 – 5 J range.

3. Results and discussion

The enthalpy of formation of filled polymer composite, which depends on the interaction at the solid/polymer
interface cannot be measured in the direct calorimetric experiment, as the solid particles do not spontaneously mix
with polymer matrix. In such cases, the enthalpy can be determined by the proper combination of the steps, which
can be performed in the calorimeter. These steps for the evaluation of the enthalpy of formation of the polymeric
nanocomposite with embedded solid particles are presented schematically in Fig. 2 [20].

FIG. 2. Thermochemical cycle for the determination of the enthalpy of formation of a polymer composite

The target thermodynamic function in the thermochemical cycle (Hess cycle) in Fig. 2 is ∆Hcomp – the enthalpy
of formation of composite from its constituents. However, the mixing of a composite cannot be performed in the
calorimetric cell; the composite with the definite filler content should be prepared separately. In order to evaluate
∆Hcomp, one should go through consequent steps of the cycle in Fig. 2, which is based on the interaction of the
components and the composite with an appropriate liquid. This liquid should be a good solvent for the polymer and
should provide full dissolution of the polymer and the composite. In the present study, we used chloroform for such a
liquid, as it is a good solvent for poly(isoprene) and for all its composites.

In the first step of the cycle, the enthalpy of dissolution (∆H1) of a polymer in a large extent of liquid was
measured. At the same step, but in a separate experiment, the powdered filler was wetted by the same liquid with the
enthalpy effect ∆H2. In the second step of the cycle the polymer solution was mixed with the suspension of the filler
with the heat effect ∆H3. In the final step of the cycle, the solvent should be eliminated to give the composite with
the definite filler content. Obviously, it was the reversal of the dissolution of the composite in the large extent of the
liquid with the enthalpy effect ∆H4. Finally, the enthalpy of formation of the composite was calculated as the linear
combination of enthalpy effects for these steps:

∆Hcomp = ω1∆H1 + ω2∆H2 + ∆H3 − ∆H4, (1)
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TABLE 2. The enthalpy of dissolution in chloroform at 25 ◦C for poly(isoprene) ferroelastomers
with embedded Fe NPs with intact and modified surface

Enthalpy of dissolution of a composite, ∆H4 (J/g)

ω2 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0*

Fe0 −7.63 −6.75 −5.91 −5.05 −4.18 −3.34 −2.52 −1.79 −1.32 −4.86

FeOx −7.38 −6.40 −5.40 −4.47 −3.42 −2.73 −1.95 −1.34 −0.94 −1.05

FeT −7.21 −6.03 −4.88 −3.62 −2.24 −1.05 −0.15 0.47 0.60 −4.27

FeOA −7.20 −6.06 −5.08 −4.27 −3.44 −2.70 −1.96 −1.34 −0.95 −1.47

FePI −7.44 −6.58 −5.76 −4.92 −4.05 −3.19 −2.42 −1.76 −2.18 −21.07

FePS −7.64 −6.88 −6.13 −5.36 −4.58 −3.75 −2.96 −2.45 −2.92 −21.29
∗The value of ∆H4 at ω2 = 1 is the enthalpy of wetting of a filler ∆H2

∗∗The value of the enthalpy of dissolution on poly(isoprene), ∆H1, was equal to – 8.39 J/g. This

was the same in all cases.

where ω1, ω2 are the weight fractions of the polymer (PI) and the filler (Fe MNPs) in the composite, which normal-
ize ∆Hcomp value per 1 g of the composite. The resulted value of ∆Hcomp obtained in the thermochemical cycle
corresponds to the temperature, at which the calorimetric measurements were made; and it was 25 ◦C in the present
study.

Table 2 gives the values of the enthalpy of dissolution of poly(isoprene) in chloroform (∆H1), the enthalpy of
wetting of Fe NPs with chloroform (∆H2), and the enthalpy of dissolution of composites (∆H4) with different Fe NPs
content (ω2). They were measured in calorimeter in the entire composition range for the composites filled with zero-
valent metallic iron NPs with the intact and modified surface. ∆H3 values in all the cases fell within the experimental
error and are not listed.

The values given in Table 2 were used for calculating the enthalpy of formation of nanocomposites with embedded
Fe NPs according to equation (1). They are plotted against the weight fraction of Fe NPs in Fig. 3. The values of
the enthalpy of formation (∆Hcomp) are negative for all the nanocomposites; it means that the interaction between
PI matrix and Fe NPs is energetically favorable. In all the cases, the concentration dependence is the smooth curve
with minimum. It is clear that the modification of Fe NPs strongly affects ∆Hcomp values. The largest absolute
values were obtained for the ferroelastomers with FePI and FePC NPs, which were modified by the polymeric layer
at the surface. The lowest absolute values of ∆Hcomp correspond to FeOx NPs with the passivating oxide layer on
the surface. Qualitatively, these results indicate that the modification of the surface of Fe NPs improves interaction
with PI matrix as a rule. The quantitative consideration needs more detailed treatment of the concentration plots for
∆Hcomp.

The enthalpy of interaction at the interface is the result of the numerous elementary molecular contacts among
the base-units of a polymer and the solid surface. If these contacts are short-range and independent (no cooperative
forces are involved), then the total enthalpy of interaction will be proportional to the number of elementary contacts
established at the interface. The number of such contacts is proportional to the fraction of the surface occupied by
the base-units of a polymer. If the entire surface of the solid particle is filled with base-units of a polymer, then the
enthalpy of interfacial interaction comes to saturation. Such a consideration leads to a Langmuir-type [24] equation
for the enthalpy of adhesion at the polymer/solid interface:

∆Hadh = ∆H∞adh
KCP

1 +KCP
. (2)

Here, ∆Hadh is the enthalpy of all contacts established by monomeric units with the surface of NPs at certain concen-
tration of polymer, ∆H∞adh is the enthalpy of all the contacts in the saturated layer, K is the effective constant of the
formation of an adhesive contact, CP is the concentration of a polymer (PI) in g per 1 m2 of the solid surface.

The function (∆Hadh) and the variable (CP ) are related to the enthalpy of formation of composite and to the
weight fraction of the filler by the obvious equations:

∆Hadh =
∆Hcomp

ω2SBET
, (3)

CP =
1 − ω2

ω2SBET
. (4)
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FIG. 3. Dependence of the enthalpy of formation of poly(isoprene) ferroelastomers on the content
of Fe NPs with the intact and modified surface for systems filled with 1 – Fe0, 2 – FeOx, 3 – FeT ,
4 – FeOA, 5 – FePI , 6 – FePS . The solid curves are the result of the interpolation by equation (5)

TABLE 3. Parameters of adhesion: ∆H∞adh and K for the interaction of poly(isoprene) with the
surface of the intact and modified Fe MNPs in poly(isoprene) ferroelastomers

Batch Fe0 FeOx FeT FeOA FePI FePS
∆H∞adh (J/m2) −0.64 −0.32 −1.08 −0.48 −2.79 −2.69

K (m2/g) 299.0 41.6 164.0 29.0 655.0 697.0

Substitution of equations (3), (4) in equation (2) gives the relation of the experimentally determined value of
∆Hcomp to the parameters of equation (2) – ∆Hadh and K:

∆Hcomp = ∆H∞adh
K(1 − ω2)ω2SBET
K(1 − ω2) + ω2SBET

. (5)

Figure 4 presents the model concentration dependencies of ∆Hcomp calculated for different parameter sets. One
can see that the curves have the same shape as the experimental plots presented in Fig. 3. In general, ∆H∞adh governs
the scale of the enthalpy changes, while K determines the position of the minimum on the curves. Large values of K
correspond to the strong adhesion at the interface and it shifts the minimum of ∆Hcomp to the large weight fraction
of NPs in the composition (compare curves 1 and 2 in Fig. 4). This occurs because the adhesion layers become
saturated at the relatively low levels of polymer content. If the adhesion is weak (i.e., low K), a large amount of the
polymer is required to saturate the adhesion layers and the minimum of ∆Hcomp is shifted to low fraction of NPs in
the composition. If ∆H∞adh is constant, the increase of K not only shifts the curve to the higher content of NPs but
makes the minimum deeper. It is the result of the normalization of ∆Hcomp value to 1 g of the composition. At high
K the enthalpy of interaction corresponds to the relatively small amount of the polymer and it enlarges the negative
values of ∆Hcomp.

At a constant K, the negative values of ∆Hcomp linearly increase with ∆H∞adh as each adhesion contact with
surface becomes stronger (compare curves 2 and 3 in Fig. 4).

Experimental values of ∆Hcomp in Fig. 3 were fitted by equation (5) to get adhesion parameters ∆H∞adh and
K for PI ferroelastomers under study. Lines in Fig. 3 correspond to this interpolation. It is clearly seen that simple
Langmuir model fits well the experimental results for the enthalpy of formation of nanocomposites.

Table 3 gives the parameters ∆H∞adh and K obtained by fitting the concentration plots of ∆Hcomp (Fig. 3) by
equation (5).

The weakest is the adhesion of PI to the surface of FeOx NPs with the passivating oxide layer. The absolute
∆H∞adh value is twice lower than the value for the non-passivated Fe0 with intact metal surface. This means that the
passivation of metallic Fe NPs by its oxidation is unfavorable for the adhesion of PI. On the contrary, adhesion of PI
to FeT NPs is almost twice stronger than that to the intact metallic surface. In reference [16], it was shown that the
treatment of the intact surface of 3d metal by the aromatic liquids resulted in the formation of polycyclic aromatic
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FIG. 4. The model concentration dependencies of ∆Hcomp calculated for: (1) K = 2 m2/g,
∆H∞adh = −1 J/m2; (2)K = 20 m2/g, ∆H∞adh = −1 J/m2; (3)K = 20 m2/g, ∆H∞adh = −0.5 J/m2

hydrocarbons (PAH) on the surface. According to the results presented in Fig. 3 and Table 3, the layer of PAH
substantially improves the adhesion of PI to the metallic surface of Fe MNPs. PI is a non-polar polymer with p-bonds
in its monomeric units. Molecular orbitals on the double bonds more likely will interact with the delocalized electrons,
which are present in the metal and in the benzene rings of PAH, than with the ionic crystalline oxide structure.

The strongest adhesion was obtained for the composites with Fe NPs modified by polymeric layers. Both poly-
meric modifiers – PI and PS contain π-electron density in their monomeric units and can effectively interact with
PI matrix. Furthermore, it is well-known [25] that the macromolecules in the polymeric shells on the surface contain
numerous loops and free tails, which substantially enhance the possibilities of the adhesion of PI matrix by interfusion.

Unexpectedly, FeOA showed rather poor adhesion to the PI matrix. It was lower than that for the intact Fe0 but
still stronger than for FeOx. Oleic acid is commonly known as a good dispersant for the suspensions of metal and
metal oxide particles in the non-polar liquids [1]. Its activity is based on the formation of the oriented adsorption
layers on the surface of the particles. Usually, metal surfaces isare oxidized, and thus, the mechanism of oleic acid
adsorption on the metal and on the metal oxide is likely the same. The polar heads of the oleic acid stick to the polar
surface of the oxide, while hydrocarbon tails form the hydrophobic shell around the particle. However, this is not the
case for the FeOA NPs studied in the present work. Modification by oleic acid was performed on the intact metal
surface not exposed to the air, which might not favor the formation of the oriented layer. No such layer on the surface
of Fe NPs was found by HTEM in our previous work [23]. Oleic layer on the surface was amorphous and the polar
carboxyl residues of oleic acid were facing any direction. Therefore these polar groups might as well be exposed to PI
matrix in the composite, and might effectively diminish the adhesion.

The trends inK values (Table 3) generally follow the trends in ∆H∞adh. This means that strong molecular contacts
provide higher adherence at the interface. However,K being the effective constant of the formation of adhesion contact
relates to the free energy of the adhesion, which includes not only the enthalpy, but also the entropy contribution. Most
likely it is the reason for the deviations from the linear correlation between ∆H∞adh and K (e.g. in the case of Fe0, see
Table 3).

4. Conclusions

The evaluation of the interaction energy at the interface between the polymeric matrix and dispersed solid par-
ticles is crucial for the development of the advanced composite polymeric materials. Specifically, it relates to the
elastic composites with embedded magnetic nanoparticles – ferroelastomers. In the present study, we have used ther-
modynamic approach based on the thermochemical cycle to evaluate the enthalpy of formation of poly(isoprene)
ferroelastomers with metal Fe NPs. We have taken Fe NPs with different surface treatment to study the influence of
the surface modification on the enthalpy of interaction between poly(isoprene) matrix and the surface of embedded
Fe NPs. In all the nanocomposites studied, the enthalpy of interaction between poly(isoprene) and Fe NPs was neg-
ative; it indicated adhesion between components at the polymer/solid interface. The dependence of the enthalpy of
interaction on the NP’s content in poly(isoprene) ferroelastomers is a smoothly shaped curve with a minimum. The
simple Langmuir-type model was shown to be a good choice for the quantitative description of the experimental data
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and provided solid grounds for the consideration of the role of surface modification on poly(isoprene)/Fe interaction
in the elastic nanocomposites.

The negative values of the enthalpy of adhesion increase almost ten-fold in a series FeOx (oxidized surface) –
FeOA (deposited oleic acid) – Fe0 (intact metal surface) – FeT (deposited polycyclic aromatics) – FePI (deposited
poly(isoprene)) = FePS (deposited poly(styrene)). It supports the delocalization of π-electrons as the likely source
for the interaction at the interface. Poly(isoprene) contains unsaturated double bond in each monomeric unit in the
macromolecule. The intact Fe surface can participate in such delocalization due to the electronic gas in the metal
lattice. The adhesion with poly(isoprene) matrix further improves when the intact Fe surface is covered by organic
deposits with unsaturated electronic structures (double bonds, benzene rings). Meanwhile, if the metal surface is
covered by oxide shell with ionic crystal lattice, the adhesion of poly(isoprene) diminishes. In a whole, the obtained
results revealed that the in-situ surface modification of zero-valent iron nanoparticles in the EEW synthesis allowed
controlled tuning of molecular adhesion at polymer/solid interface.
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We report here the production of curcumin conjugated polyvinylpyrrolidone (PVP)-capped Ag nanoparticles for potential biological applications.
Evidence for the efficient conjugation of hydrophobic curcumin to the synthesized nanoparticles (NPs) is expected from UV-Vis, zeta potential and
Fourier transform infrared (FT-IR) analysis. Curcumin conjugated to PVP-capped Ag NPs is observed to gain high water solubility and bioavail-
ability in a biological environment without diminishing its therapeutic properties. The presence of the main therapeutic group, the diarylheptanoid
chromophore of curcumin, indicates the existence of its medicinal behavior in the curcumin-Ag NPs complex. Moreover, the fluorescence ef-
ficiency of PVP capped Ag NPs in the breast cancer cellular medium have been found to be significantly enhanced (by factor of ∼2.37) with
curcumin conjugation. The production of bioavailable curcumin provides an opportunity to expand the clinical repertoire of this efficacious agent
without hampering the environment and human health.
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1. Introduction

Curcumin (Turmeric), a bio-active polyphenol component of Curcuma longa L., has attracted significant interest
in biological research owing to its unique therapeutic properties such as anti-inflammatory, antibacterial, antioxidant,
antifungal, anti-carcinogenic etc. [1,2]. Moreover, it has been found that curcumin is extremely safe even at very high
doses in an animals as well as in humans [3, 4]. Therefore, curcumin exhibits tremendous potential to be used for the
treatment and prevention of various human diseases. However, despite the possibility for the use of curcumin as a ther-
apeutic agent in vivo, poor aqueous solubility (i.e. 0.0004 mg/mL at pH 7.3) limits its use as a drug for the prevention
or treatment of various diseases. This results in low intrinsic activity, poor absorption and rapid elimination/clearance
from the living body [1].

Until now, various methods have been reported to explore the potential applications of curcumin in various bi-
ological fields. Nanoparticles, liposomes, micelles, and phospholipid complexes have been used to improve perme-
ability and circulation of curcumin in vivo. However, it has been observed that though the bio-availability improves
upon conjugation, the main therapeutic group of this molecule gets engaged in the conjugation thereby decreasing
its availability for therapeutic activity in a biological system [5]. In this regard, the conjugation of curcumin in the
nanoparticle-polymer composite may be an alternative and easier approach to enhance its water solubility as well as
bioavailability without diminishing its therapeutic property [6].

On the other hand, in recent years, metallic nanoparticles (NPs) in general and silver NPs (Ag NPs) in particular
have attracted considerable interest in various applications such as therapeutic [7], drug delivery [8], antimicrobial [9]
and medical imaging [10]. This is due to their unique physical, chemical, optical and biological properties [11].

We report here on the formation of water-soluble and biocompatible curcumin conjugated Ag NPs. Polyvinylpyr-
rolidone (PVP) will be used to conjugate Ag NPs with curcumin (Ag-PVP-C) to make it bioavailable without harming
its medicinal activity. Then the optical, vibrational, and morphological properties of the synthesized metallic NPs will
be considered. Moreover, the modification of these properties with conjugation of therapeutic agent curcumin will be
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studied. Finally, a critical evaluation with respect to cellular (MDA-MB-231 breast cancer cells) uptake of the PVP-
capped Ag NPs/Ag-PVP-CNPs (curcumin conjugated PVP-capped Ag NPs) will be carried out through fluorescence
imaging data.

2. Experimental details

2.1. Synthesis of PVP capped Ag nanoparticles (Ag NPs)

Silver nitrate (AgNO3) has been used as a metal precursor and borohydride (NaBH4) as reducing agent for the
preparation of Ag NPs. At first, 1 % PVP (MW 40000) solution was prepared by dissolving 0.1 g of PVP in 10 mL
distilled water and stirred it for 30 min. Then 10 mL volume of 1 mM stock solution of AgNO3 was prepared by
dissolving 0.00169 g silver salt in 10 mL distilled water. From the stock solution, 10 mL of 0.4 mM solution was
prepared and added to the PVP solution. After 15 minutes of stirring, 2 mL of 0.2 mM sodium borohydride (NaBH4),
freshly prepared in ice cold water, was added to the above mixture in a drop wise manner. With the addition of NaBH4,
the color of the solution turned to light yellow indicating the formation of the Ag NPs by reduction of Ag2+ to Ag0.
The solution was then cooled to room temperature.

2.2. Synthesis of curcumin conjugated PVP capped Ag nanoparticles (Ag-PVP-C NPs)

Conjugation of curcumin with PVP-capped Ag NPs was carried out by dissolving 30 mg of curcumin in 10 mL
of acetone. Acetone was used for as the solubility of curcumin is highest in acetone as compared to other commonly
used organic solvents, such as methyl ethyl ketone, ethyl acetate, methanol, ethanol, 1,2-dichloroethane, isopropanol,
ether etc.

5 mL curcumin solution was then added to 10 mL solution of the as synthesized PVP-capped Ag NPs, under
stirring at 100 ◦C temperature. The reaction was allowed to continue for up to 2 h to get curcumin conjugated-PVP
capped Ag NPs (Ag-PVP-C).

2.3. Characterization techniques

The structural characterization of the Ag NPs and Ag-PVP-C NPs complex was performed by using a high-
resolution transmission electron microscopy (HRTEM) (Model: JEM-2100, JEOL, USA) at NEHU, Shillong, India,
working at an accelerating voltage of 200 kV. The optical absorption study was performed by the UV-Visible absorp-
tion spectroscopy (UV 2450, Shimadzu Corporation). The zeta potential was measured using a Malvern Zetasizer
(Model Nano ZS, NSW, Australia). Furthermore, IR-active vibrational features were assessed through Fourier trans-
form infrared (FT-IR) (Nicolet model Impact-410) studies. Ag NPs and Ag-PVP-C NPs complexes were used as
cancer cell probes by using a fluorescent microscope (Model: Leica DM300, USA) equipped with a cooled color
CCD camera (Model DP71).

3. Results and discussions

We discuss below the analysis of PVP capped Ag NPs (Ag NPs) and curcumin conjugated-PVP capped Ag NPs
(Ag-PVP-C) characterized by different techniques.

3.1. Morphological analysis through transmission electron microscopy studies

High resolution transmission electron microscopy (HRTEM) was used to study themorphological behavior of the
as-synthesized PVP capped Ag NPs and curcumin conjugated PVP-capped Ag NPs. The HRTEM micrographs of the
PVP capped Ag NPs are shown in Fig. 1(a). The average size (diameter) of the NPs was found to be ∼ 2 nm with
nearly spherically symmetric structure. Further, good crystallinity of the sample could be predicted from the clear
lattice fringes (upper left inset of Fig. 1(a)). The typical interplanar spacing (d) was estimated to be ∼ 0.2 nm which
is close to the value (0.23 nm) reported in an earlier work [12]. The perfect periodicity of lattice atoms was mostly
witnessed in the central region (approx. at a distance within ∼ 0.7 nm from the center) while missing atoms and planes
are generally observable close to the surface of the Ag nanoparticle. The orientation of the planes of the upper right
side of a particle changes the orientation with regard the lower side planes ((lower left inset of Fig. 1(a)). This may
suggest the existence of some edge dislocation occurring as a result of undeveloped lattice planes at the nanoparticle
surface.

The HRTEM image of curcumin conjugated-PVP capped Ag NPs (Ag-PVP-C NPs) is shown in Fig. 1(b). The
average size of the Ag-PVP-C NPs are found to be ∼ 4.25 nm in diameter. It can be observed that Ag NPs are
surrounded by PVP. Similar behavior has also been observed for PVP-capped Au NPs conjugated to curcumin [13].
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FIG. 1. HRTEM image of (a) PVP capped Ag NPs. The enlarged, isolated NPs are shown as
upper left and lower right insets with indicating interplanar spacing and dislocation; respectively.
(b) HRTEM image of curcumin conjugated-PVP capped Ag NPs (Ag-PVP-C)

3.2. UV-Vis spectra of PVP capped Ag NPs, curcumin (C) and Ag-PVP-C NPs

The UV-Vis absorption spectra of PVP capped Ag NPs, curcumin and Ag-PVP-C NPs are depicted in Fig. 2. As
can be found, Ag NPs shows SPR peak at ∼ 400 nm arising from the collective oscillation of free conduction electrons
induced by an interacting electromagnetic field (Fig. 2(a)).

FIG. 2. Optical absorption of (a) PVP capped Ag NPs (Ag); (b) Curcumin(C); (c) Curcumin
conjugated-PVP capped Ag NPs (Ag-PVP-C)

Curcumin generally shows a strong and intense absorption band in the ranges of 350 – 480 nm and 200 – 280 nm.
In our case (Fig. 2(b)), the absorption spectrum in the region of 350 – 480 nm is very broad, having a number of
absorption bands. The presence of more than one shoulder i.e. at ∼ 406, 429 and 462 nm, (shown in enlarged in
the inset of the figure) indicates the possible presence of more than one isomeric form in the ground state of cur-
cumin [14,15]. Moreover, is to be noted that the peak observed at ∼ 429 nm is a signature of the basic diarylheptanoid
chromophore group of curcumin [6, 16], the main therapeutic group of this molecule. One characteristic absorption
band of curcumin, which correspond to the transfer of π–π* electrons in the benzene ring, is noticed at ∼ 263 nm.

The UV-Vis spectra of curcumin conjugated PVP-capped Ag NPs (Ag-PVP-C)(Fig. 2(c)) clearly shows two dis-
tinct peaks at ∼ 263 and 418 nm. The peak observed at ∼ 418 nm is red shifted by 18 nm from original SPR peak at
400 nm as observed in curcumin free PVP capped Ag NPs. Whereas, this peak is blue shifted by ∼ 11 nm from the
curcumin absorption peak at ∼ 429 nm related to the diarylheptanoid chromophore group. The presence of this peak
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at Ag-PVP-C complex demonstrates that curcumin retains its diarylheptanoid chromophore group while conjugating
to PVP capped Ag NPs, which is much needed in antimicrobial applications [6, 17].

3.3. Molecular vibrations in PVP capped Ag NPs, curcumin (C) and Ag-PVP-C NPs

Figure 3 shows the FTIR spectra of PVP capped Ag NPs, curcumin (C) and curcumin conjugated-PVP capped
Ag NPs (Ag-PVP-C).

FIG. 3. FTIR spectra of (a) PVP capped Ag NPs; (b) Curcumin (C); (c) Curcumin conjugated PVP-
capped Ag NPs (Ag-PVP-C)

Figure 3(a) shows the FTIR spectra of the PVP-capped Ag NPs. A broad band centered around 3412 cm−1

attributed to the stretching vibration of –OH group. The absorption bandof the C=O bond at 1663 cm−1 for pure PVP
was shifted to 1643 cm−1 for Ag NPs capped by PVP. This decrease in wavenumber for the C=O absorption may result
from bond weakening via partial donation of oxygen loan pair electrons of PVP to the vacant orbitals of the silver [18].
Whereas, the wavenumber observed at ∼ 1270 cm−1 was due to bond vibrations of the N=H–O complex [19]. Thus,
the FTIR spectra reveal the molecular interaction between Ag and PVP chain.

To determine the specific sites of interaction between PVP-capped Ag NPs and curcumin, FTIR spectra of both
curcumin (Fig. 3(b)) and curcumin conjugated-PVP capped Ag NPs (Ag-PVP-C) (Fig. 3(c)) have been studied. The
FTIR bands for stretching vibration of –OH group in curcumin is observed at 3398 cm−1. This –OH vibration absorp-
tion (at ∼ 3321 cm−1) observed for curcumin conjugated PVP-capped Ag NP is not sharp as obtained for curcumin.
This may be due to the hydrogen-bond intermolecular interaction between O–H of curcumin and C=O of PVP around
Ag NP [20].

The FTIR band due to the in-plane bending of two phenolic and one enolic hydroxyl groups of the curcumin are
observed at 1360 (phenolic) 1227 (phenolic) and 962 cm−1 (enolic). The absence of a band of at 962 cm−1 (due
to enolic group of curcumin) for the Ag-PVP-C compound may suggest the interaction of Ag NPs through this site
also [21]. Generally, metal coordination of curcumin occurs through the enolic group, where the enolic proton is
replaced by the metal ion and the o-methoxy phenolic moiety remains intact in the complexes [22].

The band at 1428 cm−1 observed in curcumin corresponds to the olefinic in-plane bending vibrations of the
heptadiene chain of curcumin. Similarly, the absorption at, 1091 cm−1 is due to aromatic C-O-C vibration of curcumin.
These bands at 1428 and 1091 cm−1 shown by curcumin as stated above were shifted to 1424 and 1178 cm−1;
respectively on conjugation of curcumin to PVP capped Ag NPs. This indicates the presence of intact curucmin moiety
in the Ag-PVP-C complex [21]. The shifting of aromatic C-O-C vibration in Ag-PVP-C NP signifies the symmetry
change related to benzene rings of curcumin [17]. The presence of basic diarylheptanoid group is confirmed from
the FTIR bandat 1424 cm−1 in Ag-PVP-C NPs. This is the chromophore group of curcumin which is required in the
antimicrobial application. Thus, FTIR spectra confirm that curcumin retains its diarylheptanoid chromophore group
while conjugating to PVP capped Ag NPs and hence preserving its therapeutic properties.
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3.4. Measurement of zeta potential

The stability of a colloidal system could be predicted from the value of the zeta potential. An increased value
of zeta potential (+ve or −ve) signifies the enhancement of repulsive behavior between the particles and thus results
a more stable colloidal dispersion. The respective values of zeta potential of PVP-capped Ag NPs (Ag NPs) and
curcumin conjugated PVP-capped Ag NPs (Ag-PVP-C) were observed to be −16.5 and −33.7 mV. The larger value
of zeta potential in Ag-PVP-C clearly indicates the efficient conjugation of curcumin to PVP capped Ag NPs while
simultaneously enhancing its stability in the colloidal solution.

3.5. PVP capped Ag NPs (Ag NPs) and curcumin conjugated-PVP capped Ag NPs (Ag-PVP-C NPs) as
cancer cell probe

Imaging snapshots of MDA-MB-231 cancer cells treated with PVP capped Ag NPs and curcumin conjugated
PVP-capped Ag NPs are shown in Fig. 4(a) and (b), respectively. The snapshots suggest high biocompatibility and
fluorescent behavior of both PVP capped Ag NPs and curcumin conjugated PVP capped Ag NPs in the cancer cellular
environment.

Using image J-1.46r software® the quantitative analysis of the fluorescence of the NPs was predicted presuming
complete localization of the NPs inside the cell as discussed in previous reports [23,24]. Fig. 4(c,d) highlight the areas
of interest (A, B, C, D etc.) and the selected background areas (region without fluorescence; bk1, bk2, bk3 etc.) of
fluorescent images marked with encircled regions. The corrected total counts of fluorescence (CTCF) intensity values
were calculated using the relation:

CTCF = Integrated Density − (Area × mean fluorescent of background setting),

here, the ‘integrated density’ (IntDen) of a fluorescent image is the sum of the values of the pixels in the selected
regions. Fig. 4(e) signifies a comparative view on representative histograms of the average CTCF and average IntDen
obtained for different NPs system. It predicts biocompatibility and fluorescent behavior of the NPs on being used for
the treatment of cancer cells. Moreover, the fluorescence intensity indicates the level of the internalization of NPs
by the cells. It could be observed that, the fluorescence efficiency (CTCF) of curcumin conjugated-PVP capped Ag
NPs in the cancer cellular medium is ∼ 2.37 times more than that the value obtained for curcuminfree PVP-capped
Ag NPs. Thus, the cellular uptake and bioimaging aspects of metallic Ag NPs were significantly affected by the
conjugation with the therapeutic agent curcumin. Similar response for the curcumin conjugated NPs is also reported
earlier [25]. Though the surface charge/zeta potential of NPs significantly impact the cellular uptake mechanism, there
are different opinions regarding uptake rate of cationic and anionic NPs by the cells [26–30]. Moreover, there may be
direct permeation of the NPs in to the cell irrespective of the surface charge of the NPs [31].

Fröhlich, in a review article [29], discusses the role of surface charge of the NPs on cytotoxicity, cellular uptake,
and their localization in the intracellular region. It was concluded that nonphagocytic cells have the ability to uptake
cationic NPs to a higher extent, while phagocytic cells favor anionic NPs. Apart from the surface charge, there
are different factors such as size, shape, type of material, charge density, surface hydrophobicity, concentration and
stabilizing agents that influence the cellular uptake process of a NP.

MDA-MB-231 breast cancer cells have the potential to function as phagocytes. They exhibit phagocytic activity
(engulfing and digesting) on the normal cells [32, 33]. Cellular uptake of PVP-capped anionic Ag NPs occur in the
MDA-MB-231 breast cancer cells in endosomes and then in the amphisomes (of the MDA-MB-231 breast cancer
cells) [34]. However, there is aggregation/degradation of the PVP-capped Ag NPs inside the cancer cells. In the
present case, we can expect preferential internalization of the curcumin conjugated PVP-capped Ag NPs (zeta potential
−33.7 mV) by phagocytic MDA-MB-231 breast cancer cells. As obtained from zeta potential curcumin conjugated
PVP-capped Ag NPs show better colloidal stability preventing their aggregation and hence the degradation. Moreover,
PVP-capped Ag NPs may increase the photostability of curcumin and hence reduce photobleaching resulting higher
fluorescence of the curcumin conjugated PVP-capped Ag NPs inside the cells [35].

An electrostatic repulsive force between anionic NPs and the negatively charged cell membrane can hinder the ef-
ficiency of NPs binding to the cell. This electrostatic repulsion can be suppressed by changing the capping/conjugated
material and the size of the NPs [36]. In this context, detailed of both PVP-capped Ag NPs and curcumin conjugated
PVP-capped Ag NPs which are anionic particles, are needed to determine the existence or extent of influence of elec-
trostatic repulsive behavior on the cellular uptake rates in the breast cancer cells considered in our study. However, at
present, a comprehensive assessment of this topic is beyond the present scope [37]. Though anionic NPs are charac-
terized by limited interaction ability, they are attractive for biomedical applications due to very low cytotoxic effects
as compared to the cationic ones. There are various reports which describe successful internalization of anionic NPs
to cells [36, 38–40].
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FIG. 4. Fluorescent imaging (using violate filter) of cancer cells with (a) Ag NPs (b) Ag-PVP-C
complex. Figure (c), (d) show selected fluorescent and background areas of fluorescent images
respectively (λex ∼ 300 nm). Histograms representing the average value of IntDen and CTCF of
different types of NP systems is shown in Figure (e)
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4. Conclusion

PVP-capped silver nanoparticles were synthesized and characterized for structural, optical and vibrational prop-
erties. The influence of curcumin on the aforementioned properties have been studied by conjugating curcumin to
PVP-capped Ag NPs. Curcumin was found to be water soluble and retained its therapeutic properties upon conju-
gation with PVP capped Ag NPs. While used as a cancer cell imaging probe, curcumin conjugated PVP-capped Ag
NPs showed higher fluorescence response as compared to the curcumin free ones. The production of water soluble
and biocompatible curcumin expands the clinical range of this efficacious agent without hampering the environment
and human health. In addition, the curcumin conjugated PVP-capped Ag NPs exhibited fluorescent properties, which
is believed to cater to a broad spectrum of diverse applications in biological and pharmacological activities such as
bio-imaging, targeted drug delivery, biosensing, examination of intracellular processes etc.
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