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In this paper, a parametrically driven discrete nonlinear Schrödinger equation will be considered for defocusing case. Analytical and numerical
calculations will be performed to determine the existence and stability of intersite dark discrete solitons admitted by discrete nonlinear Schrödinger
equation. It will be shown that a parametric driving can stabilizes intersite discrete dark solitons. Stability windows of all the fundamental solitons
will be presented and approximations to the onset of instability will be derived using perturbation theory, with accompanying numerical results.
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1. Introduction

We consider a parametrically driven discrete nonlinear Schrödinger (PDNLS) equation for defocusing case:

iϕ̇n = −C∆2ϕn + |ϕn|2 ϕn − ωϕn − γϕ̄n, (1)

where, ϕn ≡ ϕn(t) is a real-valued wave function at site n, the overdot and the overline indicates to time derivative and
complex conjugation, respectively. The coupling constant between two adjacent sites is represented by C. ∆2ϕn =
ϕn+1 − 2ϕn + ϕn−1 is the one-dimensional (1D) discrete Laplacian, γ is the parametric driving coefficient with
frequency ω. In the absence of parametric driving, i.e., for γ = 0, Eq. (1) is reduced to the standard discrete nonlinear
Schrödinger (DNLS) equation which appears in a wide range of important applications [1–5] and admits dark solitons
with defocusing nonlinearities, respectively.

With a focusing nonlinearity and finite C PDNLS has been studied first by Susanto et al. [6, 7, 9]. The PDNLS
model was also derived for coupled arrays of nonlinear resonators in micro and nano-electromechanical systems [8,10].
The same equation also applies to the study of Bose–Einstein condensates and long bosonic Josephson junctions [11,
12]. Dynamics of the parametrically driven NLS solitons beyond the onset of the oscillatory instability was studied by
N. V. Alexeeva et al. [13]. Bright and dark solitons in optical media with intensity-dependent non-linear response as
well as two-component solitary waves supported by parametric wave mixing in quadratic or cubic media was studied
by Yu. S. Kivshar [14]. Theory of stationary solitary waves generated by optical parametric interactions in the presence
of Kerr-type nonlinearities and dissipations was studied by K. Hayata and M. Koshiba [15].

In this study, the existence and stability of the fundamental intersite dark solitons in the defocusing PDNLS
is examined analytically and numerically. The method of perturbation theory for small C is adopted in analytical
calculation. Numerical comparisons are made by solving a corresponding eigenvalue problem.

Stationary solution of system (1) is in the form of ϕn = Zn, where Zn is a real-valued and time independent,
satisfy the following stationary equation:

−C∆2Zn + Z3
n − ωZn − γZn = 0. (2)

The solution of Eq. (1) is the form of solitonic and its linear stability is determined by solving a corresponding
eigenvalue problem. A linearization ansatz is introduced as follows

ϕn = Zn + δρn,

where δ � 1, and substitute this into the defocusing Eq. (1), to yield the following linearized equation at O(δ):

iρ̇n = −C∆2ρn − 2 |Zn|2 ρn − Z2
nρ̄n + ωρn + γρ̄n, (3)
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by writing ρn = ηn + iζn, equation (3) can be transformed into the eigenvalue problem: η̇n

ζ̇n

 = M

 ηn

ζn

 , (4)

where:

M =

 0 L+(C)

L−(C) 0

 , (5)

and the operators L+(C) and L−(C) are defined by

L+(C) ≡ −C∆2 + (3Z2
n − ω − γ),

L−(C) ≡ −C∆2 − (Z2
n − ω + γ).

By the eigenvalues of M the stability of Zn is determined. Let the eigenvalues of M is denoted by id, which
implies that Zn is stable if Im(d) = 0. Because the Eq. (5) is linear then one of the ‘eigenvectors’, for instance ζn,
can be eliminated, from which following eigenvalue problem is obtained

L+(C)L−(C)ηn ≡ d2ηn = Ωηn. (6)

2. Analytical calculations

To perform analytical calculations of the existence and stability of the intersite dark solitons for small coupling
constant C, a perturbation analysis is used. By expanding Zn in powers of C, the O(1) and O(C) equations are
obtained, which give the solutions Zn at order C as:

Z(1)
n =

∆2Z
(0)
n

3
(
Z

(0)
n

)2
− (ω + γ)

. (7)

Using a perturbative expansion, the configuration of intersite dark soliton in AC limit C = 0 is given by:

Z(0)
n =

{
−
√
ω + γ, n = 0,−1, ...,

√
ω + γ, n = 1, 2, ....

(8)

To study the eigenvalue(s) analytically, ηn and ω are expanded in power of C as

ηn = η(0)n + Cη(1)n +O(C2), (9)

ω = ω(0) + Cω(1) +O(C2). (10)

Then equation (6) can be written at O(1) and O(C) as[
L+(0)L−(0)− Ω(0)

]
η(0)n = 0, (11)

and [
L+(0)L−(0)− Ω(0)

]
η(1)n = fn, (12)

where
fn =

[
(∆2 − 2Z(0)

n Z(1)
n )L− (0) + L+ (0) (∆2 − 6Z(0)

n Z(1)
n ) + Ω(1)

]
η(0)n . (13)

To perform a stability analysis, firstly the significance of continuous spectrum for a intersite dark soliton is inves-
tigated by substituting a plane-wave expansion:

ηn = aeikn + be−ikn. (14)

From this, the dispersion relation for an intersite dark soliton is obtained as

Ω = [2C(cos k − 1)− (ω + 2γ)]
2 − ω2, (15)

thus the continuous band lies between
ΩL = 4(ω + γ)γ, (16)

when k = 0, and
ΩU = 4(ω + γ)γ + 8C(ω + 2γ) +O(C2), (17)

when k = π.



Stability of intersite dark solitons in a parametrically driven discrete nonlinear Schrödinger equation 393

It is shown from above analysis that there are only three possibilities for parameter values γ and ω in the contin-
uous spectrum above, i.e., either ω ≥ γ > 0, γ > ω > 0 or γ > −ω ≥ 0. However, this paper is restricted to the first
case only.

In this case, the leading order solution is given by the configuration (8) and the next correction can be obtained
from Eq. (7) resulting

u(1)n =



0, n = −2,−3, ...,
1√
ω + γ

, n = −1,

− 1√
ω + γ

, n = 0,

0, n = 1, 2, ....

(18)

Thus the intersite discrete dark soliton is given, with errors of O(C2), by

un =



−
√
ω + γ, n = −2,−3, ...,

−
√
ω + γ +

C√
ω + γ

, n = −1,

√
ω + γ − C√

ω + γ
, n = 0,

√
ω + γ, n = 1, 2, ...,

(19)

and for this configuration Eq. (6) can be written as

L+(0)L−(0) = 4ωγ + 4γ2 for all n, (20)

from which it is concluded that there is a single leading order eigenvalue, given by Ω(0) = 4ωγ + 4γ2, with infinite
multiplicity. Then a continuous spectrum for nonzero C is formed by the expansion of that eigenvalue.

From the fact of a single eigenvalue above, nothing can be said about the discrete eigenvalue(s) yet. However,
its continuation still can be calculated as the coupling constant is turned on, which can be carried out from Eq. (12).
Because

L+(0)L−(0)− Ω(0) = 0 for all n, (21)

the solvability condition for Eq. (12) has required fn = 0 for all n. Then after a simple calculation:

fn =


[
4ω + 16γ + 2(ω + 2γ)∆2 + Ω(1)

]
η(0)n , n = −1, 0,[

2(ω + 2γ)∆2 + Ω(1)
]
η(0)n , n 6= −1, 0.

(22)

Notice that the eigenvector for a localized mode in which there is only one eigenvalue with infinite multiplicity is
also localized and decaying exponentially (see, e.g., Baesens et al. [16] for a justification). Thus, a suitable ansatz for
η(0)n can be chosen as

η(0)n =


Pec(n+1.5), n ≤ −2,

P0, n = −1,

Q0, n = 0,

Qe−c(n+1.5), n ≥ 1,

(23)

for P , P0, Q, Q0 6= 0 and c > 0. Substituting Eq. (23) in Eq. (22) and after applying solvability condition fn = 0 for
all n, following Eqs. are obtained:

Pe−0.5c
[
2(ω + 2γ)(e−c − 2) + Ω(1)

]
+ 2P0(ω + 2γ) = 0, n = −2,

P0(8γ + Ω(1)) + 2Q0(ω + 2γ) + 2P (ω + 2γ)e−0.5c = 0, n = −1,

Q0(8γ + Ω(1)) + 2P0(ω + 2γ) + 2Q(ω + 2γ)e−2.5c = 0, n = 0,

Qe−2.5c
[
2(ω + 2γ)(e−c − 2) + Ω(1)

]
+ 2Q0(ω + 2γ) = 0, n = 1,

2(ω + 2γ)(ec − 2 + e−c) + Ω(1) = 0, n 6= −2,−1, 1, 0.

(24)
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It is clear from above first four equations that either P0 = Q0 or P0 = −Q0. From which it is obtained respec-
tively, either

c = ln

(
3ω + 10γ

ω + 2γ

)
, Ω(1) =

−8(ω + 4γ)2

3ω + 10γ
, (25)

or

c = ln

(
ω + 6γ

ω + 2γ

)
, Ω(1) =

−32γ2

ω + 6γ
. (26)

Therefore, the bifurcating discrete eigenvalues of an intersite dark soliton for small C are respectively given by

ΩE,1 = 4γω + 4γ2 − 8(ω + 4γ)2

3ω + 10γ
C +O(C)2, (27)

ΩE,2 = 4γω + 4γ2 − 32γ2

ω + 6γ
C +O(C)2. (28)

In the AC limit C = 0, the above eigenvalues correspond, respectively, to the following normalized eigenvectors

η(0)n =



2
√

(ω + 3γ)(ω + 4γ)

ω + 2γ

(
3ω + 10γ

ω + 2γ

)n

, n ≤ −2,

2
√

(ω + 3γ)(ω + 4γ)

3ω + 10γ
, n = −1,

2
√

(ω + 3γ)(ω + 4γ)

3ω + 10γ
, n = 0,

2
√

(ω + 3γ)(ω + 4γ)

3ω + 10γ

(
3ω + 10γ

ω + 2γ

)−n

, n ≥ 1,

(29)

and

η(0)n =



2
√
γ(ω + 4γ)

ω + 2γ

(
ω + 6γ

ω + 2γ

)n

, n ≤ −2,

2
√
γ(ω + 4γ)

ω + 6γ
, n = −1,

−
2
√
γ(ω + 4γ)

ω + 6γ
, n = 0,

−
2
√
γ(ω + 4γ)

ω + 6γ

(
ω + 6γ

ω + 2γ

)−n

, n ≥ 1.

(30)

It is clear from Eq. (28) that when C > 0 the eigenvalue ΩE,2 is always less than ΩL. As C is increased,
both ΩE,1 and ΩE,2 are decreased to zero but ΩE,2 > ΩE,1 (note that ΩE,2 is decreased more slowly than ΩE,1).
Therefore, it is concluded that the instability may occur due to ΩE,1 becoming negative as illustrated in Fig. 1. The
critical value of C can be found by equating ΩE,1 = 0 as

Ccr =
γ(3ω + 10γ)(ω + γ)

(ω + 4γ)2
, (31)

which approximate the onset of instability.

FIG. 1. A sketch of the dynamics of the eigenvalues and the continuous spectrum of a stable intersite
dark soliton in the (Re(Ω), Im(Ω))-plane. The arrows indicate the direction of movement as the
coupling constant C increases. Note that a soliton is unstable if there is some Ω with either Ω < 0
or Im(Ω) 6= 0
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3. Comparison with numerical computations

In this section, the numerical results are compared with the analytical calculation for previous section. The
steady-state equation (2) is solved numerically by using Newton–Rapson method. Stability of this numerical solution
is analyzed by solving the eigenvalue problem (4). ω is taken 0.9 in all the examples.

The comparisons between analytical predictions for the critical eigenvalues, given by equations (27)–(28) and
corresponding numerical results are presented in Fig. 2. One should not be surprised by the appearance of the branch-
ing curves in the figure as they reveal the bifurcation of the critical eigenvalues from the inner edge of the continuous
spectrum as soon as C is turned on from which they then split into two distinct eigenvalues. It is seen that the
approximations given by Eqs. (27)–(28) are in good agreement with the numerics. The range of validity of these
approximations is wider for the upper branches in each branching curve.

FIG. 2. Comparisons between the critical eigenvalue of intersite dark solitons obtained numerically
(solid lines) and analytically (red dots) for two values of γ. The upper branching curves correspond
to γ = 0.8 while the lower ones to γ = 0.1. The analytical approximations for the lower-upper
branches in each branching curve are given by Eqs. (27)–(28)

The eigenvalue structures and corresponding soliton profiles of two values of γ = 0.1, 0.8 are plotted in Fig. 3.
For γ = 0.1, when C = 0.04 the eigenvalues d lie in the gap between the two parts of the continuous spectrum,
therefore no instability is obtained (Fig. 3(a)). For γ = 0.1, when C = 0.5 the instability is caused by a collision
between one of the critical eigenvalues and its twin at the origin (Fig. 3(b)) (in Fig. 2, this eigen-value corresponds to
the lower branch of the lower branching curves). If the value of C is taken greater than 0.05 (taking γ = 0.1 constant)
the intersite dark solitons are remained always stable. It is interesting to note that the oscillatory instability can be
fully suppressed by the presence of parametric driving, which has been appeared in onsite dark soliton [8]. As shown
in the bottom panels of Fig. 3, there are values of the parameter γ for which no instability-inducing collision ever
occurs. The (in)stability region of this configuration as well as the analytical prediction for the onset of instability are
summarised in Fig. 4. It is seen from the figure that for any C and γ > 0.31 an intersite dark soliton is remained
always stable. By contrast, it is also seen that the intersite dark soliton is remaining always unstable for γ < 0. The
instability, in this case, is caused by the fact that the lower band of the continuous spectrum (d =

√
ΩL) lies on the

imaginary axis.

4. Conclusions

In this paper, analytical and numerical calculations are performed to determine the existence and stability of
intersite dark discrete solitons in the parametrically driven discrete nonlinear Schrödinger equation. It has been shown
that the presence of a parametric driving can stabilize intersite dark discrete solitons. An interval has been found in γ
for which a discrete dark soliton is stable for any value of the coupling constant, i.e., a parametric driving can suppress
oscillatory instabilities. Stability windows for all the fundamental solitons have been presented and approximations
using perturbation theory have been derived to accompany the numerical results.
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(a) (b)

(c) (d)

FIG. 3. The eigenvalue structures and soliton profiles of intersite dark solitons with parameter val-
ues as indicated in the caption for each panel. γ = 0.1, C = 0.04 (a); γ = 0.1, C = 0.5 (b);
γ = 0.8, C = 0.5 (c); γ = 0.8, C = 1.7 (d)

FIG. 4. The (in)stability region of intersite dark solitons in (C, γ)-space. For each value of C and
γ, the corresponding colour indicates the maximum value of | Im(d)| (over all eigenvalues d) for the
steady-state solution at that point. Stability is therefore indicated by the region in which Im(d) = 0,
namely the black region. Analytical approximation of Eq. (31) is given by white line.
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1. Introduction

Throughout the last few decades the field of quantum cryptography has been rapidly developing and advancing.
It has emerged with the first papers [1, 2] dedicated to the descriptions of protocols which allow secure distribution
of a finite bit sequence between legitimate partners, and it is still in the focus of research groups, for instance [3–5].
Not only the protocols are of special interest, but also different types of attacks are studied in order to find successful
countermeasures.

In this work we would like to concentrate on zero-error unambiguous state discrimination (USD) attack that is a
considerable threat for protocols utilizing weak coherent states. USD attack requires eavesdropper (Eve) tapping into
quantum channel of legitimate parties (Alice and Bob), errorlessly measuring the states and resending the modified
states to Bob in order to preserve detection statistics [6]. We explore the phase-coded protocol which utilizes several
pairs weak coherent states sent with unequal a priori probability. Imperfect state preparation that can result in the
sending probabilities’ inequality is the immanent part of every practical set-up. For example, quantum random number
generator may cause unequal probability of state preparation [7–9]. Hence we examine the influence of unequal a
priori probability on the discrimination probability.

USD measurement is subject of research for almost three decades. General approach to discrimination between
linearly independent states was introduced in [10, 12, 13]. The solution for minimum achievable probability of in-
conclusive outcome for three states was given by [11]. The method of minimizing the probability for N symmetric
states was considered in [12]. The special case of equal a priori probabilities for N states was discussed in [13].
Bounds of unambiguous state discrimination probabilities have been studied for the case of N linearly independent
states in [14–16]. Several approaches to numerical optimization were proposed as well in [16, 17]. Implementations
of USD in field of quantum computations also take place, e.g. for purpose of quantum cloning operation [18] or USD
between oracle operators [19].

2. Method description

To perform unambiguous discrimination of the N signal states |fi〉 Eve determines special positive-operator
valued measure (POVM). It consists of projection operators Âi which are related to probabilities of successful state
discrimination Pi (for each state) and operator Â0 that is related to obtaining inconclusive result which is always
present due to the nonorthogonality of the states and introduced in order to make the sum of the projection operators
satisfy the decomposition of the identity:

N∑
i=0

Âi = Î . (1)
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Extracted from (1) the operator Â0 is expressed as:

Â0 = Î −
N∑
i=1

Âi, (2)

and according to [11] Â0 is subject to condition:

det[Â0] = 0. (3)

The latter provides maximal allowed values for probabilities Pi. We specify operators Âi as follows:

Âi = Pi |vi〉 〈v1| , (4)

where |vi〉 is state that forms biorthogonal basis with the signal states |fi〉 (i.e. 〈vi|fj〉 = δij , where δij is Kronecker
delta).

Thus one needs to optimize the average probability of USD:

P =

N∑
i=1

piPi, (5)

where pi is a priori probability of sending each state. One may use Lagrange multiplier method in order to do so.
Hence, the function to be optimized is P from expression (5) and the following expression is bound [11]:

det Â0 = det

(
Î −

2N∑
i=1

Pi|vi〉〈vi|

)
= 0. (6)

Let us introduce orthogonal basis |ui〉 obtained by, for instance, Gram–Schmidt process. For simplicity let us de-
note matrix of the operator Â0 (inconclusive result) as A in this orthonormal basis, and operators |vk〉〈vk| as V (k)

respectively.
Thus system of equations is as follows:

d

dPn

N∑
k=1

pkPk − λ
d

dPn
detA = 0, (7)

detA = 0,

where λ is Lagrange multiplier. Insofar as

d

dPn
det(A) = Tr

(
adj(A)

d

dPn

(
I −

N∑
k=1

PkV
(k)

))
= Tr

(
− adj(A)V (n)

)
, (8)

where, Tr(X) =
∑
i

Xii is trace of arbitrary matrix X , adj(A) is adjoint matrix of matrix A, I is identity matrix,

hence

pn + λTr
(

adj(A)V (n)
)

= 0, (9)

detA = 0.

Since sum of pi is equal to unit than Lagrange multiplier is as follows:

λ = − 1

Tr
(
adj(A)

∑
k V

(k)
) , (10)

and consequently pi is expressed as

pi =
Tr
(
adj(A)V (i)

)
Tr
(
adj(A)

∑
k V

(k)
) . (11)

One needs to derive Pi as function pi in order to obtain expression of optimal USD as function of pi.
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3. Example

As an example let us consider two signal states. Their overlapping is denoted as B. Thus signal states can be
described in terms of orthonormal basis (obtained by Gram–Schmidt process) as follows:

|f1〉 =

1

0

 , |f2〉 =


−B√

1−B2

1√
1−B2

 . (12)

Considering

|v1〉 =

 1
−B√

1−B2

 , |v2〉 =

 0
1√

1−B2

 , (13)

condition (6) may be derived in the following form:

det Â0 = det

(1 0

0 1

−
 1

−B√
1−B2

−B√
1−B2

B2

1−B2

P1 −

0 0

0
1

1−B2

P2

)

= det

 1− P1
BP1√
1−B2

BP1√
1−B2

1−B2 −B2P1 − P2

1−B2

 =
1−B2 − P1 − P2 + P1P2

1−B2
= 0, (14)

thereby the probability P1 can be denoted as

P1 =
1−B2 − P2

1− P2
. (15)

Lagrange multiplier is as follows:

λ =
1−B2

(P1 + P2)− 2
, (16)

and probabilities p1 and p2 are as

p1 =
1− P2

2− (P1 + P2)
, (17)

p2 =
1− P1

2− (P1 + P2)
. (18)

By substituting expression (15) in expression (17) we find

p1 =
(1− P2)2

(1− P2)2 +B2
, (19)

and consequently:

P2 = 1−B
√

p1
1− p1

= 1−B
√
p1
p2
. (20)

Taking into account symmetry of expressions (15), (17), (18) with respect to P1 and P2 following expression for P1 is
derived analogously:

P1 = 1−B
√
p2
p1
. (21)

By substituting expressions (20) and (21) in (5) we obtain optimized USD probability:

P = p1

(
1−B

√
p2
p1

)
+ p2

(
1−B

√
p1
p2

)
= 1− 2B

√
p1p2. (22)

This result has well-known form [11] if p = p1 = p2 =
1

2
. Defining p1 =

1

2
+ ∆p and p2 =

1

2
−∆p, where ∆p is

considerably small deviation from equal a priori probabilities, we get
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P = 1− 2B

√(
1

2
+ ∆p

)(
1

2
−∆p

)
≈ 1−B + 2B(∆p)2. (23)

Therefore, the value of P has quadratic term dependent on small deviations from equal a priori probabilities.

4. Discussion and conclusion

In this work we analyze the probability of unambiguous discrimination for arbitrary number of states with unequal
a priori probabilities. The proposed method provides system of equations (expressions (11) and (3)) that can be solved
in order to find optimized USD probability as function of a priori probabilities. We consider rather simple and well-
studied example for two states; the result is the same as in [20]. However, the authors of that paper obtain result
only for two states. Concerning the method described in this paper it is unfortunate that the amount of calculations
for higher number of states grows rapidly so it might be rather difficult to obtain analytical expressions similar to
expression (22).

The results are important mostly in the field of quantum key distribution. In order to achieve certain level of
security, one should consider various attacks, estimate probabilities of their success, and apply corresponding counter-
measures to them. Thus estimation of optimal USD probability is crucial for bounding Eve’s information during, for
instance, advanced USD attack [6]. However consideration of an ideal case is not enough in this instance since there is
an additional quadratic term related to slightly unequal (e.g. due to the bias in quantum random number generator) a
priori probabilities in expression (23) that might provide additional information to Eve. Precise estimation of optimal
USD probability is a significant step towards complete evaluation of quantum key distribution security.
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1. Introduction

Modern technologies – nanotechnologies, bio-engineering, drug production and so on – need powerful tools
to predict properties of systems containing hundreds of thousands and millions of atoms. Traditional quantum–
mechanical approaches, such as Hartree–Fock theory, Quantum Chemistry methods and the Kohn–Sham version of
Density Functional Theory (DFT), do not provide an opportunity to operate with large amounts of atoms; their limits
do not exceed thousand atoms, even using pseudopotentials. Methods of empirical potentials and Monte–Carlo allow
operation with large systems but they do not provide reliability of results. On the other hand, opportunities for increa-
seing computer speed are near their physical limit, thus it is useless to hope for solution of the problem by this way. An
imperative need is a new modeling method, which would combine quantum-mechanical accuracy with a possibility of
operating with enormous number of atoms. The idea of such method has arisen in 1964 when Hohenberg and Kohn
formulated the theorem [1] that the ground state energy of any quantum system is completely defined by its electronic
density. In the same work, they have declared that there is a certain universal functional E[ρ], which minimization has
to lead to the equilibrium the electronic density ρ and total electron energy E. The functional E[ρ] has been written
in the following form:

E[ρ] =

∫
ε(ρ)dr =

∫
V (r)ρ(r)dr +

1

2

∫
ϕ(r)ρ(r)dr +

∫
εex−c(ρ)dr +

∫
εkin(ρ)dr, (1)

where ε(ρ) is the density of total electron energy, V (r) is an external potential, ϕ(r) =

∫
ρ(r′)
|r− r′|

dr′ is the electro-

static electron Hartree potential, εex−c(ρ) and εkin(ρ) are exchange-correlation and kinetic energies (per electron).
Minimization of (1) means solution has the following equation:

δE[ρ] =

∫
∂ε(ρ)

∂ρ
δρ(r) = 0, (2)

from where, according to the general variation theory, it follows:

∂ε(ρ)

∂ρ
= V (r) + ϕ(r) + µex−c(ρ) + µkin(ρ) = 0 (3)

with the condition
∫
ρ(r)dr = N, where N is the number of electrons in the system,

µkin(ρ) =
∂εkin(ρ)

∂ρ
, µex−c(ρ) =

∂εex−c(ρ)

∂ρ
(4)

are so called kinetic and exchange-correlation potentials.
The Hartree potential ϕ(r) may be calculated using Fourier transformations or Poisson equations, the external

potential V (r) usually consists of atomic potentials or pseudopotentials. There are some realistic approximations
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for the exchange-correlation potential µex−c(ρ) (for example [2–4]). The only real problem is the kinetic potential
µkin(ρ), or the kinetic energy εkin(ρ).

There were attempts to use the Thomas and Fermi (TF) approximation [5,6] based on the free electron approach:

εTF
kin(ρ) =

3

10

(
3π2
)2/3

ρ5/3, µTF
kin(ρ) =

1

2

(
3π2
)2/3

ρ1/3. (5)

This functional was found to be absolutely inadequate (all molecules were unstable); the von Weizsacker (vW) cor-
rection ∆εWkin(ρ) [7] added to the TF:

∆εWkin(ρ) =
1

8

∫
|∇ρ(r)|2

ρ(r)
dr (6)

also did not solve the problem (binding energies were incorrect).
There were no other serious innovations in this area therefore Kohn and Sham have offered a compromise ap-

proach [8]. They have proposed to find the kinetic energy Ekin by solving some one-electron equation, the Hamilton-
ian of which depended only on the electronic density:

−1

2
∆ψi(r) + Veff (r)ψi(r) = εiψi(r), (7)

Veff (r) = V (r) + ϕ(r) + µex−c(ρ), (8)

Ekin = −1

2

∫ ∑
i

ψi(r)∆ψi(r)dr =
∑
i

εi −
∫ ∑

i

ψi(r)Veff (r)ψi(r)dr, (9)

where ρ(r) =
∑
i

|ψi(r|2, ψi(r) are wave functions, or orbitals, εi – energy of i−state. Equation (7) is called the

Kohn–Sham (KS) equation.
The KS equation has become widely known, on its basis, many effective computing programs were created, many

tasks of modeling of polyatomic systems were solved; however, as has been mentioned above, its opportunities are
currently exhausted. The orbital-free (OF) approach as a version of the density functional theory could present an
alternative to the KS method. It is a consecutive development of the idea of Hohenberg–Kohn [1] that the basic state
of a quantum system can be completely described by means of electronic density. The advantage of this approach is
obvious: operating only with an electronic density instead of numerous wave functions, it allows to increase sharply
the speed of calculations and to include in consideration huge number of atoms.

The first attempts to develop an OF method of modeling began about 20 years ago. Those were simulations of
liquid metals in the jellium approximation [9, 10]. Then works of other researchers (see for example reviews and
original articles [11–14]) were applied to some simple molecules and solids. All of these were based on the use of
special pseudopotentials, with most of them trying to use the TF and vW approximations for the kinetic energy in
different combinations. However, these attempts did not have a large degree of success and were not widely adopted.
It seems to us that the main reason for their inadequate efficiency is that they try to use some universal functional of
kinetic energy for all systems. However, it was recently shown [15, 16], the Hohenberg–Kohn idea about existence
of the universal density functional leading to the energy minimum was not strictly proved. Therefore, the search of
specific types of kinetic potentials is necessary and justified.

In our recent works [17–21], we described an orbital-free pseudopotential approach for modeling of nanosystems
containing atoms with s, p and d electrons. The key point of the approach was finding of the kinetic energy using some
functions special for each type of atoms. This approach was tested on clusters contained C, Al, Si, O, Ti, and Cu atoms
and demonstrated good agreement with Kohn–Sham method and experimental data. However, construction of pseu-
dopotentials is a rather ambiguous operation and brings this method closer to the category of semi-empirical ones. In
our present work, we describe an attempt of the orbital-free full-potential approach working without pseudopotentials.

2. General points of the approach

First, let us consider a single atom of any type A, which equilibrium total electron density ρ(r) may be calculated
easily by the KS method. According to (3), we can write an equation for finding the single-atom kinetic potential
µ
(1)
kin :

µ
(1)
kin(r;A) = − Z(A)

|r− R|
− ϕ(r)− µex−c(r), (10)

where Z(A) is the total nuclear charge, R is an atomic position. If we know µ
(1)
kin as a function of r and ρ as a

function of r we can find r(ρ), substitute it into µ(1)
kin(r) and obtain µ(1)

kin(ρ). Using ρ(r) obtained from total potential
KS calculations (FHI98pp [22]), we constructed kinetic potentials for B, C, N, O. They are plotted in Fig. 1.
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FIG. 1. Kinetic potentials calculated for equilibrium single-atomic full-electrons densities. The top
panel demonstrates the total view of µ(1)

kin(ρ) for different atoms; the down panel shows µ(1)
kin(ρ) for

small densities

One can see that plotted curves differ from each other’s very much. In accordance with works [15, 16], there is
no universal kinetic potential for different quantum systems. However, a question arises: If we have the single-atomic
kinetic potentials for an each kind of atoms why we cannot use them for polyatomic systems? What is the difference
between a single atom and for example a dimer?

Let us consider a dimer consisted of two boron atoms using the full-potential KS code Elk [23]. The equilibrium
electron density of this dimer is plotted in Fig. 2.

FIG. 2. The equilibrium electron density of the boron dimer. The interatomic distance is 3.0 Å

The kinetic potential isn’t calculated in the KS approach. But we can determine it. Because we have the equilib-
rium KS density, we can find the two-atomic kinetic potential µB2−KS

kin (r) for the boron dimer, according to (3):

µB2−KS
kin (r) = −Z(boron)

|r− R1|
− Z(boron)

|r− R2|
− ϕ(r)− µex−c(r), (11)

where Z(boron) = 5; R1, R2 are coordinates of 1 and 2 atoms of a dimer; ϕ(r), µex−c(r) are calculated using the
equilibrium KS density.

It is clear from Fig. 2 that in the case of the dimer the two different types of regions exist. In the first one (I)
the density grows from zero at the large distance from the atom to the maximum value at the atomic nuclear. The
second region type (II) means the space between the atoms. Our calculations showed (Fig. 3) that in the I region the
two-atomic kinetic potential behaves identically the one-atomic potential. It is naturally because an electron in this
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region is far from the atom 2 and interacts with the atom 1 only. In the II region an electron interacts with the both
atoms; the kinetic potential decreases, and the level of the decreasing depends on the interatomic distance: less the
distance less the kinetic potential.

FIG. 3. Behavior of the kinetic potential in different regions of the boron dimer

Obviously, the direct way to provide correct results for orbital-free calculations is to fulfill KS calculations for
different atomic positions, to find the kinetic potential in the each space points, and to use it for OF calculations.
However, such way is very expensive and has no sense. It seems to us, the optimal method is to find some regularities
from the KS calculations on the dimer level and extend them to polyatomic systems in the OF approach. The simplest
way is to introduce some median kinetic potential acting in the multi-atomic system, leading to the correct binding
energy and atomic configuration. We constructed the following fitting expression for the kinetic potentials for any
homoatomic dimers :

µhomo dimer
kin (r;A) = µ

(1)
kin(r;A) ·

[
1.0− α

d
exp(−β · Z2

val(A))

]
, (12)

where A is the type atoms, d is the dimer length, α and β are fitting constants, Zval(A) is the number of valence
electrons in the dimer atom. Parameters α and β control values of the binding energy and the bond length. If they are
fitted for one system (for B2 for example) and are satisfied then for other dimers, this stage of our approach will be
successful and we can pass to modeling more complicated systems.

As different atoms have different functions for kinetic energy, some procedure to calculate the total kinetic func-
tions in the space of the atomic system has to be developed. Near each atom it has to be approximately equal to its
specific function, but it has to be equal to mixture of the specific atomic functions between atoms. It seems that, in
the case of a heteroatomic dimer, the simple way to construct the total function µhetero dimer

kin (r) is to summarize the
specific atomic kinetic functions with some weights:

µhetero dimer
kin (r) = W1(r) · µhomo dimer

kin (r;A1) +W2(r) · µhomo dimer
kin (r;A2), (13)

W1(r) =
exp

(
− (r−R1)

2

B1

)
exp

(
− (r−R1)2

B1

)
+ exp

(
− (r−R2)2

B2

) , (14)

W2(r) =
exp

(
− (r−R2)

2

B2

)
exp

(
− (r−R1)2

B1

)
+ exp

(
− (r−R2)2

B2

) , (15)

where A1, A2 are the types of atoms in the dimer, R1, R2 are coordinates of 1 and 2 atoms, B1, B2 are parame-
ters, with which the Gauss functions limit areas of valence electrons, and the equilibrium values of d are used for
µhomo dimer
kin (r;A1) and µhomo dimer

kin (r;A2) here.

3. Details of calculations

The full-electrons consideration of atoms meets some peculiarities, which makes it rather difficult. One of them
is a sharp intensive peak of the electron density centered on the atomic nucleus. These peaks correspond to localized
core states, which do not participate in interatomic interactions and usually are considered as “frozen” (for example
in the package Elk [23]. Such dividing of electron density helps to avoid awful operations with intensive sharp peaks
and to construct realistic computer codes. Here, we also follow that technique and divide the atomic density to core
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and valent components. In particularly, we consider that the B atom has two core electrons and three valence ones and
their densities distributions are shown in Fig. 4.

FIG. 4. Electron density of a single boron atom. The solid line (Total) demonstrates the total atomic
density, the dashed line presents the density of the 2s22p1 electrons, the Valent-OF line shows the
valent density used in our OF approach

Let us introduce a function F12(r) for a homoatomic dimer:

F12(r) =
Z(A)

|r− R1|
+

Z(A)

|r− R2|
+ ϕ12(r) + µ

(2)
kin(ρ12) + µex−c(ρ12), (16)

where Z(A) is an atomic nuclear charge, ρ12(r) = ρcore1 (r) + ρcore2 (r) + ρval12 (r),

ϕ12(r) =

∫
ϕ12(r′)
|r− r′|

, µex−c(ρ12) is calculated using some well-known approaches (LDA in our case).

Because we started with equilibrium states for single atoms 1 and 2 we can, according (10), write

Z(A)

|r− R1|
= −ϕa

1(r)− µ(1)
kin(ρa1)− µex−c(ρ

a
1), (17)

Z(A)

|r− R2|
= −ϕa

2(r)− µ(1)
kin(ρa2)− µex−c(ρ

a
2), (18)

where ρa1 and ρa2 are equilibrium electron densities of the 1 and 2 atoms, ϕa
1 and ϕa

2 are electrostatic potentials formed
by these densities.

Substituting (17) and (18) into (16) we obtain

F12(r) = ϕ12(r)−ϕa
1(r)−ϕa

2(r)+µ
(2)
kin(ρ12)−µ(1)

kin(ρa1)−µ(1)
kin(ρa2)+µex−c(ρ12)−µex−c(ρ

a
1)−µex−c(ρ

a
2). (19)

Our purpose is to find such density ρ12, which would turn (19) into zero.
Taking into account that the core densities do not change due to the interatomic interactions, we can write the

iteration equation for valent density ρval12 in any point r.

ρval12 (r; i) = ρval12 (r; i− 1) +Kiter · F12(r; i− 1)ρval12 (r; i− 1), (20)

where Kiter is an iteration parameter controlling the procedure convergence. The start step (i = 0) means that the
density ρval12 (r; 0) is a sum of equilibrium atomic valence densities: ρval12 (r; 0) = (ρval1 (|r-R1|))a + (ρval1 (|r-R2|))a.

If we have found the equilibrium electron density we can calculate all components of the total energy. Let us
remind that the total energy of the dimer (Etot)12 is a sum of the nuclear-nuclear repulsive energy (Erep)12, the
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Coulomb energy (EC)12, the Hartree energy (EH)12, the exchange-correlation energy (Eex−c)12 and the kinetic
energy (Ekin)12 :

(Erep)12 =
Z(A) · Z(A)

|R1 − R2|
, (21)

(EC)12 = −
∫ (

Z(A)

|r− R1|
+

Z(A)

|r− R2|

)
· ρ12(r)dr, (22)

(EH)12 =
1

2

∫
ϕ(ρ12) · ρ12(r)dr, (23)

(Eex−c)12 =

∫
εex−c(ρ12)dr, εex−c(ρ12) =

∫
µex−c(ρ12)dρ12, (24)

(Ekin)12 =

∫
ε
(2)
kin(ρ12)dr, ε(2)kin(ρ12) =

∫
µ
(2)
kin(ρ12)dρ12. (25)

4. Calculations and discussions

4.1. Homoatomic dimers

Let us not foorget that we chose theB2 dimer as a test object. We have found for it the binding energyEb = 1.8 eV
and the equilibrium length d = 1.59 Å taking parameters α = 1.08, and β = 0.13. Then we used these values for
all dimers of the Li–F and the Na–Cl rows. Results for binding energies are shown in Fig. 5; the dimer lengths are
collected in Table 1. Experimental data are taken from the book [24]. The cited book contains experimental data taken
from different sources; they often differ from each other very significantly. In these cases we averaged them and gave
average values with two numbers after a decimal point. Our results are yielded with one number after a decimal point,
because now we cannot guarantee higher precision for technical reasons. First of all, it is connected with the fact that
the equilibrium states of the modeled systems are found by “manual” change of distance between atoms. In this work,
we changed interatomic distances by the increments of 0.01 Å and we observed that we cannot guarantee the energy
accuracy more than 0.1 eV. We supposed that such accuracy is sufficient for comparing our results with experimental
data and the KS results.

We calculated mean absolute energy and distance deviations of OF and KS approaches with respect to reference
experimental data. They are 0.6 eV, 1.2 eV and 0.09 Å, 0.03 Å for OF and KS, respectively. Thus we see that our
approach provides better energy accuracy than the KS approach, however it is less accurate when finding interatomic
distances.

We did not attract the published data to comparison with our results. The matter is that these data, as a rule,
significantly differ from each other because they were obtained by different methods within different approaches and
approximations. Instead of this, we took a modern code (Elk [23]) based on the full-electrons KS–DFT approach and
fulfilled calculations for systems of interest to us using the same approach for the exchange-correlation interaction that
we used in our OF calculations.

Table 1. Equilibrium bond lengths d(Å) for studied dimers

Method Li2 Be2 B2 C2 N2 O2 F2 Na2 Mg2 Al2 Si2 P2 S2 Cl2

OF 3.02 2.43 1.59 1.16 1.00 1.16 1.59 3.02 4.02 2.33 2.16 1.91 1.91 1.85

KS 3.07 2.46 1.63 1.23 1.11 1.18 1.37 3.07 3.89 2.54 2.22 1.83 1.90 1.96

Exp. [24] 3.09 2.47 1.59 1.24 1.10 1.15 1.417 3.07 3.891 2.56 2.32 1.90 1.88 1.99

Notations : ”OF” are our OF calculations,

”KS” means full–potential calculations using the Elk [23]

It is clear from Fig. 5 that our OF energy results are in good agreement with the experimental data in many cases,
they demonstrate even better agreement than KS calculations. The OF dimer lengths (see Table 1) also agree well with
experimental ones, although this agreement is sometimes worse than in the case of the KS calculations. In general, we
can say that our OF approach demonstrates a rather good ability to describe the interaction of atoms, especially taking
into consideration the fact that parameters α and β were fitted only for one type of dimers (B2).
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FIG. 5. Binding energies for studied dimers. “Experiment” [24], “KS-full-potential” means calcu-
lations using the Elk code [23], “OF” are our OF calculations

4.2. Heteroatomic dimers

The dimers CSi, CB, CN, CO, SiO, NO, AlO, AlC, NaCl were taken as heteroatomic pairs interesting for tech-
nical and chemical applications. The Gaussian weight parameters B for corresponding atoms are shown in Table 2.
Calculated equilibrium bond lengths and dissociation energies are collected in Table 3. As in the case of homoatomic
dimers, we compare our results with experimental data and results of KS full-electrons calculations (Elk code [23]).

Table 2. The values of the parameters B for weight functions

C Si B N O Al Na Cl

B (a.u.)2 1.5 3.0 1.6 1.3 1.3 4.0 7.0 2.6

Table 3. Dissociation energies Ed and bond lenghts d for heteroatomic dimers

Source C–Si C–B C–N C–O Si–O N–O Al–O Al–C Na–Cl

Ed, eV OF 5.7 6.4 12.9 12.7 6.7 7.9 4.9 3.9 4.2

KS 5.9 6.32 13.35 14.7 15.55 10.95 2.3 1.69 5.07

Exp. [24] 4.6 4.6 7.7 11.09 8.26 6.5 5.2 2.8 4.23

d, Å OF 1.8 1.4 1.2 1.3 1.7 1.1 1.7 1.9 2.4

KS 1.74 1.43 1.11 1.15 1.53 1.08 1.64 1.90 2.41

Exp. [24] 1.7 1.49 1.15 1.11 1.60 1.15 1.62 1.96 2.36

Analysis of Table 3 shows that our OF approach describes interactions of studied atoms not worse than KS Elk-
code.

5. Conclusions

In this work, we demonstrated that it is possible to design a full-potential orbital-free approach for modeling of
atomic systems using one-atomic kinetic potentials obtained from Kohn–Sham calculations. We proposed a practical
way to construct the two-atomic kinetic potential for the B2 dimer and used successfully this way for dimers from
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Li2 up to Cl2. We have generalized our OF method on heteroatomic systems. For this purpose, we used some weight
functions and calculated equilibrium energies and bond lengths for dimers CSi, CB, CN, CO, SiO, NO, AlO, AlC,
NaCl. The analysis of our results shows that they will be coordinated with experiments not worse than results of
full-electrons KS calculations. Certainly, for development of this method in full, it is necessary to overcome a set
of difficulties: namely, to construct kinetic potentials for multi-atomic systems, to develop a relaxation procedure, to
develop a spin dependent version of the orbital free approach and the OF approach atoms with d-electrons. However,
these problems seems to us surmountable, and an opportunity to model very big nanosystems – of hundreds thousands
atoms and more – will be as a result had as an award.
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1. Introduction

The production of a working quantum computer has become a real possibility thanks to recent developments in
the field of nanotechnology but there is still a long way to go [1]. Optical channels are preferable in quantum com-
munications (see, e.g., [2, 3]). The idea of quantum signal transportation appeared at the very beginning of quantum
algorithms research or even earlier. The AbbeRayleigh diffraction limit constrains spatial resolution for classical imag-
ing methods. Quantum imaging exploits correlations between photons to reproduce structures with higher resolution.
Quantum-correlated N -photon states were shown to potentially surpass the classical limit by a factor of 1/N , corre-
sponding to the Heisenberg limit, using a method known as optical centroid measurement [4–6]. Quantum imaging
found many applications in communications, material investigation, biology, etc. [7–10].

The measurement problem discovered by Steven Weinberg in 1998 [11] does not give one the ability to use full
information contained in a quantum-entangled system. Thus, measurement avoidance is the main vector of quantum
algorithm development, including quantum information transfer algorithm. This leads to the use of an uncontrollably
big system in transport system. Other problem is overwhelming difficulty of maintaining an exclusive measurement
system. In this way, the measurement of high frequency waves is more difficult than the measurement of low frequency
waves. In [12], an example is given of a quantum circuit which transmits information using a wave twice as high
frequency as the measured. But this scheme has a problem, elements used in the suggested circuit are difficult for
expected behavior simulation. In the present work, we suggest to change all non-linear components by a linear
quantum entanglement operator.

2. Quantum imaging

2.1. Classic quantum computer interpreter

A modified quantum imaging algorithm is implemented with classic quantum computer interpreter. The main ele-
ment of the quantum algorithm is unitary operators. Operator A is called unitary operator if AA+ = A+A = E where
E is the identity operator and A+ is the adjoint operator. Each unitary operator corresponds to some quantum opera-
tion (quantum gate) applied to quantum system. A composition of two unitary operators is consequent application of
each one. A sequence of quantum gates forms a quantum algorithm.

Qubit is the main object for quantum computing. A physical qubit is a quantum system which can be in a
superposition of two states. In quantum informatics, any system has 2n states where n is the number of qubits. Each
qubit is a complex 2-vector

|φ〉 =

 α

β

 , α, β ∈ C,

where |α|2, |β|2 are the probabilities of observing the qubit in the corresponding state, respectively, |α|2 + |β|2 = 1.
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The state space for a multiqubit system is the tensor product of the state spaces for separate qubits. Let A be the
operator acting on the first qubit |φ〉 and B be the operator acting on the second qubit |ψ〉. Then,

(A⊗B)(|φ〉 ⊗ |ψ〉) = A(|φ〉)⊗B(|ψ〉),

where ⊗ is the tensor product of operators (in matrix case, it is the Kronecker product of matrices). Particularly, the
tensor product of two vectors |φ〉 , |ψ〉 of sizes n× 1,m× 1 is the vector ξ of size nm× 1, where:

ξni+j = φiψj ∀i ∈ (1 . . . n),∀j ∈ (1 . . .m).

The tensor product of two matrices A,B of sizes n×n,m×m is the block matrix C with the following block entries

Cij = AijB ∀i, j ∈ (1 . . . n).

So for implementation of a classic quantum interpreter, the following operations should be implemented:
(1) Algebra of application of matrix to vectors,
(2) Algebra of multiplication between two matrices,
(3) Algebra of tensor products between two vectors,
(4) Algebra of tensor products between two matrices.

2.2. Implementation features

In the current work some data structures were recreated to fulfill the requirements of clean functional style code.
Thus, the vector is linked list with generalized typing. Also the full experimental model used complex number type
which does not exist in vanilla Kotlin. The main idea is to use only recursive types with single exit point for tail-
optimization provided by JVM environment. These types of structures also solve the problem of state mutation, as, all
elements are made immutable objects.

Because the Kotlin sealed class model does not allow to extend them beyond this class, there are some features
such as boxed types. Any type used for this interpreter are boxed. So, formally, there are no outer usage of standard
types.

Finally, there is a problem that Kotlin does not have an apparatus for contract checking, as for pure functions so
for impure. Also, it can not guarantee that all objects are linear-typing. So, the usage of this interpreter is non-verified
and thus, there is a need for large test coverage or in formal verification. For image processing the standard java library
is used.

2.3. Gaussian beam model

The main transmitter is a laser with Gaussian beam characteristics. A Gaussian beam is one in which there is a
superposition of coherent waves each of which has special distribution of amplitudes:

Hij(x, y) = Hi(
x
√
2

ρ
)Hj(

y
√
2

ρ
)e−

x2+y2

ρ ,

where ρ is related to the width of the beam, Hi(x) is the Hermitian polynomial

Hi(x) =

dn/2e∑
j=0

(−1)j n!

j!(n− 2j)!
(2x)n−2j .

Examples of the amplitude distributions can be found below. In Figs. 2–5 one can see the amplitude distributions for
main gaussian beam modes which contribute the most important modes for the image.

Also for improvement of statistics, one uses relative distribution without any mode except |00〉 , |01〉 , |10〉 , |11〉.
In the present work, there are attempts to use different sets of Gaussian beams, but it does not confer an essential effect
for the quality of the restored image.

The rotation operator is, usually, described by the following matrix in standard basis:

T (φ) =

cos(φ) − sin(φ)

sin(φ) cos(φ)

 ,

however, we will use another, more convenient, representation:

T (t)(α |0〉+ β |1〉) = ξ |0〉+ ζ |1〉 ,

where
ξ = αt− βṫ, ζ = βt+ αṫ, ṫ =

√
1− t2
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Thus, the object can be transformed from a constant matrix to a functional matrix. Here, t is “the rotation function”
which is given by location of our beam. In this way, t : R × R → R. This leads to the final representation of the
rotation operator as the following matrix:

T (x, y) =

t(x, y) −ṫ(x, y)

ṫ(x, y) t(x, y)


This rotation operator is a one-qubit operator, but for many-qubit systems, one can consider the corresponding

tensor product:
Tk+1 = T ⊗ Tk, T1 = T.

Also, one can construct T , not for each pixel (or other atomic element), but for a cluster. This solves a problem of
transmission because we can easily facilitate data volume transmitted by classic channel.

Using this operator, one comes to the final representation of the quantum algorithm (the corresponding circuit is
shown in Fig. 5):

Q = (NL1n+n ⊗ En) ◦ (En ⊗ Tn(x, y)) ◦ (En ⊗NL2n+n).

Here NL1 and NL2 elements are non-linear crystals which splits the laser beam in two beams of single frequency.
These elements are not simple both for implementation and for computer modelling. We replace it by a linear optical
elements (CNOT-gates):

Q′ = (CNOTn+n ⊗ En) ◦ (En ⊗ Tn(x, y)) ◦ (En ⊗ CNOTn+n)

FIG. 1. The main circuit used in [12]

FIG. 2. H00 mode distribution
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FIG. 3. H01 mode distribution

FIG. 4. H10 mode distribution

FIG. 5. H11 mode distribution

2.4. Measurements with interference model

The measurements are particle numbers which are recorded by the sensors. It is important that the sensors detect
only low frequency signals which match them before they have an interference. Taking into account the distribution
for the modes, one can calculate the interference between them with simple addition:

A(x, y)+̇B(x, y) = I(x, y),

where A(x, y) is the distribution after entanglement with modified high-frequency, B(x, y) is the distribution after
entanglement with non-modified high-frequency and +̇ is the binary operator which sums only projection with right
angle. Thus there are two different interference pictures:

IA(x, y) = A(x, y) + T+(x, y)B(x, y),
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IB(x, y) = T+(x, y)A(x, y) +B(x, y).

Let us perform some pre-transformations. Let Ph(x, y) be the initial high frequency distribution, Pl(x, y) be the initial
low frequency distribution, Z(x, y) be the constant zero distribution, H(x, y) be the high frequency after-processed
distribution,

Q′(Ph ⊗ Pl ⊗ Pl) = (A⊗B ⊗H),

T IA = TA+ TT+B = TA+B.

As A,B are real scalars, their conjugation does not change the inner structure of them.

T+IA = T+A+B = IB ,

or
TIB = IA.

In this way, we can get A,B if we know nature of T . Keeping in mind the known values of A and B, one can obtain
the approximate picture.

Let us estimate the error. MSE (mean squared error) is a metrics for quality of the transmitted image (I1, I2 are
the initial and the transmitted signals).

MSE(I1, I2) =
1

mn

n∑
x=1

m∑
y=1

|I1(x, y)− I2(x, y)|2.

The corresponding results for different number of bits is presented in Table 1.

TABLE 1. Results

Size 16 32 64 128 256 512

MSE 0.5601 0.5559 0.5612 0.5603 0.5600 0.5603

3. Conclusion

Finally, the quantum image transmission method was suggested with use of linear elements in quantum circuit
(without non-linear ones). This scheme is simpler for implementation than the analogous non-linear ones. It shows
an appropriate quality of transmission. But there are two unsolved problems: strong blur on image and the need for
classic channel usage (moreover, with no constant size of data). The strong blur may be partially solved by other
non-quantum methods or with additional classical data transfer. This need in classic channel, unfortunately, can not
currently be resolved by this algorithm without additional complication of the scheme.
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1. Introduction

Problems concerning the small coupling window became interesting for mathematicians and theoretical physicists
after Rayleigh’s work in 1916 [1]. He considered the Helmholtz resonator and calculated the real part of the smallest
quasi-eigenfrequency. Actually, it was not very significant result because calculating the imaginary part of quasi-
eigenfrequencies and functions is a key point in such problems. For the first time, the imaginary part was calculated
by Morse and Feshbach [2] using the Rayleigh method in 1960. They found a simple algebraic equation, which made
it possible to approximately describe both components of this frequency – real and imaginary.

Related problems were widely studied in the second half of the 20-th century in connection with the development
of nanotechnology and are quite popular currently. Now, these problems concern asymptotic analysis, resonances and
resonance states. Such problems are characterized by a large number of different factors. The first factor is the system
itself, which can contain different units like Helmholtz resonator, quantum waveguides, angles and so on. Of course
we can consider systems with combination of such units; this may be system of two connected resonators [3], single
resonator opened to space [4], pair of waveguides with common boundary [5] or even system of waveguides with
resonators [6].

There are several other geometric factors characterizing such systems: shape of the resonator (it can be ideal
square, circle or just some domain) [7], amount of dimensions (we can consider both two-dimensional and three-
dimensional problems or even something else) [8], the window position (this can be significant, as a window on the
side of square resonator and window right on its angle is quite different) [9] and the number of windows [10]. There
are also works related to eigenstates and resonances induced by coupling window between waveguides [11–13].

One more fundamental factor is type of boundary conditions. Actually, we consider the Helmholtz equation in
most parts of problems, so we need to set up boundary conditions. Standard options are Dirichlet and Neumann condi-
tions, but there are cases when more complicated conditions are considered. Borisov and Gadylshin studied changing
conditions in the process of the problem [14] (see also another approach in [15]). This point is also important for
the subject of this work, because we will consider semitransparent boundary with specific condition on it, depending
on transparency parameter. Thus, this wide class of similar problems is very popular for mathematicians all over the
world [16–19]. The last introductory word brings us to the subject of this work – the transparency of the barriers is
one not so popular, but more important factor . A system of two waveguides with common semitransparent wall was
studied by Exner and Kreicirik in [20].
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FIG. 1. The geometry of the system

2. Asymptotics construction

We will consider similar system, but with semitransparent barrier placed across the waveguide.
Let us set introductory formulas. α-transparency parameter. α = 0 means no barrier, α = ∞ – nontransparent

barrier. Boundary conditions on the both waveguide walls are those of Dirichlet. But for barrier, there are specific
conditions: {

u+ = u−,

u′+ − u′− = αu.
(1)

The second condition characterizes the “jump” of the derivative on the barrier, α is a real constant. The condi-
tions of such type appear if one considers singular potential supported on hypersurface. These potentials have been
intensively investigated during last two decades (see, e.g., [21–25]).

The window size is 2ε, which is placed at the center of the barrier. For the corresponding unperturbed system (i.e.,
without coupling window), one can perform a separation of variables. Eigenvalues and orthonormal eigenfunctions
for Laplacian (i.e. the second derivative) in the waveguide cross-section are as follows:

ψn(x2) =

√
2

d
sin

πnx2
d

, λn =

(
πn

d

)2
.

These eigenvalues play the role of the thresholds for the corresponding branches of the continuous spectrum for the
waveguide Hamiltonian. The lower bound of the continuous spectrum of the Dirichlet Laplacian is greater than zero.
We seek the main terms of the asymptotic expansion of a quasieigenvalues close to the first threshold:√(π

d

)2
− τ2ε =

∞∑
j=2

[j/2]−1∑
i=0

τjiε
j

(
ln

ε

ε0

)i
. (2)

It’s not the only possible expansion, but it’s convenient for this case. Asymptotic series for the corresponding
eigenfunctions are the following:

ψε(x) =

√(π
d

)2
− τ2ε ·

∞∑
j=0

εj Pj+1

(
Dy, ln

ε

ε0

)
G−(x, y, k)

∣∣∣∣
y=0

, x ∈ Ω−\Sε0(ε/ε0)1/2 , (3)

ψε(x) =

∞∑
j=1

[(j−1)/2]∑
i=0

vji

(x
ε

)
εj lni

ε

ε0
, x ∈ S2ε0(ε/ε0)1/2 , (4)

ψε(x) = −
√(π

d

)2
− τ2ε ·

∞∑
j=0

εj Pj+1

(
Dy, ln

ε

ε0

)
G+(x, y, k)

∣∣∣∣
y=0

, x ∈ Ω+\Sε0(ε/ε0)1/2 . (5)
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Here, ε0 is natural unit of length, for example d, St is the circle of radius t with the center at the center of the window,

vji ∈W 1
2,loc(Ω

− ∪ Ω+),

P1

(
Dy, ln

ε

ε0

)
= c

(1)
10

∂

∂ny
,

ny is normal to barrier in y,

Pm

(
Dy, ln

ε

ε0

)
=

m−1∑
q=1

[(q−1)/2]∑
i=0

c
(m)
qi

(
ln

ε

ε0

)
Dm−q+1
y , m ≥ 2,

D2j+1
y =

∂2j+1

∂n2j+1
y

, D2j
y =

∂2j

∂n2j−1y ∂ly
.

The first thing we’re going to calculate is Green’s function for such system. Green’s function for standard planar
quantum waveguide is well known [26] and is written as:

G(x, y, k) =

∞∑
n=1

ψn(x2) · ψn(y2)

2pn
· e−pn·|x1−y1|.

Here, x1 and y1 are coordinates on waveguide axis, ψ are orthonormal eigenfunctions for non-perturbed case, pn =√
λn − k2 and for n = 1 it is exactly the left part of the asymptotic expansion given before.

Let’s consider our case, where waveguide is placed as in the Figure, x0 is the abscissa of the barrier, and two
arguments of Green’s function are x and y. One can write down Green’s function with some coefficients considering
three subdomains:

G(x, y, k) =

∞∑
n=1

ψn(x2) · ψn(y2)

2pn
· φ(x1, y1, k),

where

φ(x1, y1, k) =


an · e−pn·(x1−y1), y1 < x1,

bn · e−pn·(x1−y1) + cn · epn·(x1−y1), x0 < x1 < y1,

dn · epn·(x1−y1), x1 < x0.

Coefficients are calculated using conditions (1):

an · e−pn·(x1−y1)
∣∣∣
x1=y1

= bn · e−pn·(x1−y1)
∣∣∣
x1=y1

+ cn · epn·(x1−y1)
∣∣∣
x1=y1

,

−pnan · e−pn·(x1−y1)
∣∣∣
x1=y1

+ pnbn · e−pn·(x1−y1)
∣∣∣
x1=y1

− pncn · epn·(x1−y1)
∣∣∣
x1=y1

= 1,

bn · e−pn·(x1−y1)
∣∣∣
x1=y1

+ cn · epn·(x1−y1)
∣∣∣
x1=y1

= dn · epn·(x1−y1)
∣∣∣
x1=y1

,

−pnbn · e−pn·(x1−y1)
∣∣∣
x1=y1

+ pncn · epn·(x1−y1)
∣∣∣
x1=y1

− pn dn · epn·(x1−y1)
∣∣∣
x1=y1

= α · dn · epn·(x1−y1)
∣∣∣
x1=y1

⇔


an = bn + cn,

pn(bn − an − cn) = 1,

bn
1

γ
+ cnγ = dnγ,

2cnpn = dn(α+ 2pn)

⇔



an =
αγ2 − α− 2pn
2pn(α+ 2pn)

,

bn =
αγ2

2pn(α+ 2pn)
,

cn = − 1

2pn
,

dn = − 1

α+ 2pn
,

where γ = epn·(x0−y1) . Let’s notice that for no-barrier case (α = 0) we will obtain coefficients which satisfy
conventional formulas:

an = cn = dn = − 1

2pn
, bn = 0.

The derivative of Green’s function is used in (3) and (5), thus we need the following representation:

Dj
yG
±(x, 0, k) =

1

d
sin

πx2
d

sin
πy2
d
Dj
y (φ(x1, y1, k))

∣∣∣
y1=y0

((π
d

)2
− k2

)−1/2
+ Φj(x, k) ln

r

ε0
+ g±j (x, k),

where g±j (x, k) has no singularity at x = 0.
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Boundary problems for coefficients vji can be obtained by the following manner. Let’s consider asymptotic series
of τ2ε based on (2):

τ2ε =
∑
p

∑
q

Λpqε
p lnq

ε

ε0
, (6)

where coefficients Λpq are polynomials of τji which can be easily calculated. Then, one can substitute (4) and (6) into
the Helmholtz equation, change variables ξ =

x

ε
and match terms of corresponding orders in the both series. Hence,

one obtains the following equation:

∆ξvji = −
j−3∑
p=0

[p/2]−1∑
q=0

Λpqvj−p−2,i−q, ξ ∈ R2\Γ1,

vji = 0, ξ ∈ Γ1,

(7)

where
Γ1 = {ξ|ξ1 = 0 ∧ ξ2 ∈ (−∞;−1] ∪ [1; +∞)}.

Let us define operator Kpq for sums S(x, ε) like (3) and (5) by the following method: if S(x, ε) has coefficient
µ(ξ) for εp lnq

ε

ε0
in asymptotic expansion, then Kpq(S) = µ. Also let’s define Kp =

∑
q

Kpq .

Taking into account Green’s function derivative representation, we can use a procedure analogous to that in [27]
and [28] and obtain:

lim
k→π

d

(√(π
d

)2
− k2P1G

−(x, 0, k)

)
= − π
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c
(1)
10 sin

πx2
d
,
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(√(π
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)2
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)
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(√(π
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− τ2ε · P1G

+(x, 0, τε)

)
=

= ε−1c
(1)
10 K1
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τ20ε

2 + τ30ε
3 + τ40ε

4 + τ41ε
4 ln

ε

ε0
+ . . .

)
· ∂

∂x1

(
1

π
ln ρ+ g(x, 0, τε)

))
=

= ε−1c
(1)
10 · τ20 ·

x1
πρ2

= ξ1 · c(1)10 · τ20 · π−1ρ−2.

Lemma. There exist harmonic functions Yq(ξ) which have the following differentiable asymptotics in ρ→∞:

Yq =


−
∞∑
j=1

ρ−j(a+qj cos jθ + b+qj sin jθ), ξ1 > 0;

ρq(a0q cos qθ + b0q sin qθ) +

∞∑
j=1

ρ−j(a−qj cos jθ + b−qj sin jθ), ξ1 < 0.

To match terms from (8), we can choose v10 as follows:

v10(ξ) = c
(1)
10

∞∑
j=1

ρ−j(a+qj cos jθ + b+qj sin jθ). (8)

Now, we can equate coefficients of ρ−1 cos θ in (8) and (9) to obtain τ20:

ξ1 · c(1)10 · τ20 · π−1ρ−2 = ρ cos θ · c(1)10 · τ20 · π−1ρ−2 = ρ−1 cos θ · c(1)10 · τ20 · π−1 ⇒

τ20 · π−1 = a+q1 ⇒ τ20 = π · a+q1.

3. Conclusion

The suggested procedure can be continued to obtain terms of the asymptotic expansion of any order. The results
concerning the real part of the resonance, give one an estimation of the shift of resonance with respect to the threshold.
As for the last formula for τ20 , it shows the imaginary part of the resonance which corresponds to the decay rate
for the resonance state, i.e. to the lifetime of the quasi-bound state. These results can be useful for the description
of “quantum waveguide – quantum dot – quantum waveguide” systems. One can find such systems in different
nanotechnology-based applications.
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Molybdenum disulfide is a title compound among the layered metal dichalcogenides, being a prominent tribological agent and vital platform for
catalysts. The properties of a MoS2 layer can vary widely, depending upon polymorphic composition. Here, using the density-functional theory
calculations, the potential energy surfaces for polymorphic H- and T-MoS2 layers are mapped. While the energy barriers for H→T and T(T′)→H
transitions are found to be in fair agreement with previous studies which employed the nudged elastic band method, the bird’s-eye view at the
energy landscape of MoS2 layer has disclosed the as-yet undescribed energy plateau attributed to an intermediate – square lattice of MoS2 layer
(S-MoS2). The stability, structural and electronic properties of S-MoS2 are discussed in comparison with those for H- and T-MoS2 layers.

Keywords: layered chalcogenides, molybdenum sulfide, phase transition, DFT calculations.

Received: 13 August 2019

1. Introduction

Molybdenum disulfide MoS2 yields a wealth of crystalline and nanostructured materials, well respected in numer-
ous tribological applications [1] and promising in the fields of nanoelectronics [2, 3], photovoltaics [4] and photode-
tectors [5]. This compound under normal conditions crystallizes in the layered 2Hb-MoS2 phase, which hexagonal
unit cell includes two anti-parallel layers held together by van der Waals’ interactions [6]. The S atoms in every layer
(henceforth, H-layer) are arranged in trigonal prisms with the bases forming two S atom planes, while the Mo atoms
are located in the centers of these prisms. Related 3R-MoS2 polytype, containing three parallel H-layers in the hexag-
onal unit cell, was also found in nature [7]. 2Hb-MoS2 modification is a semiconductor with an indirect intrinsic band
gap (Eg) equal to 1.2 eV [2]. The exfoliation of either 2Hb-MoS2 or 3R-MoS2 crystals into individual monolayers
leads to the rise of a direct intrinsic band gap of material Eg = 1.8 eV [2].

Increasing of the pressure to ∼20 GPa initiates emergence of another polytypic form – 2Ha-MoS2 [8, 9]. This
phase differs from 2Hb-MoS2 by a shift of two H-layers relative to each other and a decrease in the interlayer distance.
The compound 2Ha–MoS2 exhibits metallic properties [9].

A heavy doping of the MoS2 lattice by electrons stimulates stabilization of another polymorph – the layered 1T-
MoS2 phase – regardless of the source of excessive electrons [10–14]. The S atoms in the single layer of 1T-MoS2

(henceforth, T-layer) are arranged as octahedra with Mo atoms in the center. 1T-MoS2 is characterized by the absence
of the band gap [15]. This phase is of interest in the development of supercapacitors [16, 17] and memristors [18, 19].
Due to natural metal-like character the catalytic properties of 1T-MoS2 in the hydrogen evolution reaction may be
significantly stronger than those of semiconducting 2Hb-MoS2 [10, 20].

A spontaneous reconstruction of the ideal hexagonal 1T-MoS2 monolayer results in several superstructures, col-
lectively designated as the T′ phase [21]. According to quantum-chemical calculations, 1T′-MoS2 superstructures
have a lower energy than the energy of hexagonal 1T-MoS2 crystals, since a band gap Eg = 50 meV is open in the
band structure of the precursor 1T-MoS2, due to the spin-orbit coupling (SOC) at the Dirac cone [22]. The band gap
opening due to SOC is of particular interest, as it is related to 2D topological insulators [22, 23].

A mixture of the H, T, and T′ phases within single MoS2 layer was observed in experiments on stabilization of
the T-phase by intercalating alkali metals into the interlayer space, followed by exfoliation [24, 25]. Due to the vital
potential of a metal-like MoS2 for practical applications, the evaluation of its controlled fabrication is of greatest im-
portance. Hence, a deep understanding of the phase transition from a stable 2Hb-MoS2 polymorph to a metastable
1T-MoS2 polymorph is required. The mechanism of the H-T phase transition was suggested earlier, as the one involv-
ing the gliding of atomic S planes [22,26–29]. The magnitude of the energy barrier for H→T and T(T′)→H transitions
was estimated using the DFT calculations with the nudged elastic band (NEB) method as 1.5–1.9 and 0.7–1.0 eV, re-
spectively. According to [27], the magnitude of the energy barrier can drop from 1.6 to 0.3 eV, when 4e− are injected
per MoS2 unit. The formation energy of 1T-MoS2 gradually decreases from +0.8 eV in neutral state to −0.3 eV in
such extremely charged 4e− state. The decrease of both the energy barrier and the formation energy of the T-phase by
the charging have also been obtained using the DFT calculations [22]. Experimentally, the H→T phase transition was
registered in Re-doped molybdenum disulfide using the method of scanning transmission electron microscopy [28].
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The mechanism observed in [28] involves the gliding of atom planes of sulfur and/or molybdenum and requires an
intermediate phase (so-called α-phase) as a precursor. A seed of the T-phase originates from the appearance of two
α-phase bands that are located relative to each other at an angle of 60◦.

Structural phase transition can significantly alter the properties of solids without modifying their chemical com-
position. Understanding the mechanisms of phase transitions and the formation of possible structural defects thereof
is the key to the synthesis of materials with desired and regulated properties. In this paper, we propose another mech-
anism for the H–T phase transitions in MoS2 layer, which might be realized not only under electron doping, but under
shock-wave propagation, too. Namely, the H–T transition is considered as an in-plane compression of a monolayer
along armchair and/or zigzag directions via formation of an intermediate metastable “square” phase (S-phase) not yet
disclosed on the minimum energy paths using DFT NEB method [26,27,29]. In addition, a relationship is established
between the different scenarios of subsequent structure relaxations of S-phase into H-phase and the experimentally
observed grain boundaries within the H-phase [30–35].

2. Computational details

As the basic models for the study of the H–T phase transition the supercells of both polymorphic single H- and T-
layers of MoS2 in rectangular a

√
3×a = b×a representation were employed, where a is the in-plane lattice parameter

(Fig. 1). The atomic positions within supercells were optimized, while their lattice parameters were fixed and varied
using the step 1% within 85%–150% a0 and 65%–120% b0, where a0 and b0 are equilibrium lattice parameters.

All quantum-chemical calculations were performed within the framework of the density-functional theory (DFT)
using the SIESTA 4.0 implementation [36]. The exchange-correlation potential was described within the Generalized
Gradient Approximation (GGA) in the Perdew-Burke-Ernzerhof parametrization. The core electrons were treated
within the frozen core approximation, applying norm-conserving Troullier–Martins pseudopotentials. The valence
electrons were taken as 4d55s15p0 for Mo and 3s23p43d0 for S. The pseudopotential core radii were chosen as 2.43
aB for Mo4d and Mo5s, 2.62 aB for Mo5p states, and 1.69 aB for all S states, respectively. In all calculations, a
double-ζ polarized basis set was used. The k-point mesh was generated by the method of Monkhorst and Pack. For k-
point sampling, a cutoff of 15 Å was used. The real-space grid used for the numeric integrations was set to correspond
to the energy cutoff of 300 Ry. The calculations of the pristine MoS2 structures were performed using variable-cell
and atomic position relaxations, with convergence criteria corresponding to the maximum residual stress of 0.1 GPa
for each component of the stress tensor, and the maximum residual force component of 0.01 eV/Å.

FIG. 1. Relation between H- and T-layers of MoS2 established via in-plane compression along
armchair direction of the layers suggests an existence of two-dimensional MoS2 transition state
with square lattice (S-phase). Ball-and-stick models represent the top and the side views on the
structures with the DFT optimized geometries (Mo and S atoms are painted in red and yellow,
respectively)
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3. Results and Discussion

3.1. S-phase of MoS2: a possible intermediate between H- and T-MoS2

Our main methodology for the study of H-T phase transition within individual MoS2 monolayer involved the
brute-force scan of the potential energy surface (PES) for both H- and T-phases depending on the imposed in-plane
strain along two directions. Hence, a function of the potential energy can be simply mapped as a three-dimensional
surface. Intuitively, the energy surfaces of both 2D polymorphs should share at least one joint point, when simply
considering the deformation of 2D structures (Fig. 1). The in-plane compression of H-layer along armchair direction
leads to rapprochement between a Mo atom and two S atoms opposing it as a couple within the same hexagonal ring.
The similar compression of T-layer also leads to rapprochement between a Mo atom and two S atoms opposing it
already as loners from two different hexagonal rings. One of the final common stages for both processes could be
represented as a phase with regular square-like atom ordering – henceforth, S-phase. Apart of the lattice symmetry,
the surmised intermediate S-phase should possess such coordination numbers of Mo and S atoms as 8 and 4, which are
drastically different to the coordination in both known hexagonal phases. Therefore, we have preliminary examined
by DFT calculations a possible stability and the properties of S-phase in comparison to those for the parent H- and
T-MoS2 layers.

The equilibrium lattice parameters a obtained in the present work for H- and T-layers are found equal 3.21 and
3.20 Å, respectively, which is in fair agreement with experimental and previous theoretical data [7,37]. The geometry
of the ideal S-MoS2 with square lattice has not been reported before. It is found preserved after full optimization,
yielding the lattice parameter a0 = 2.99 Å. The distances between sulfur planes within H-, T- and S-layers are equal
to w0 = 3.21, 3.27 and 2.98 Å, respectively. Hence, while the surface area of unit cells remains roughly the same for
all three polymorphs, a contraction of S-layer is observed in out-plane direction. The cubic MoS8 polyhedra within
S-layer are slightly distorted with distribution of Mo-S bond lengths l = 2.46–2.74 Å, which fits at the lower bound
l = 2.45 and 2.47 Å within MoS6 prisms and MoS6 octahedra.

According to our calculations, T-MoS2 is expectedly less stable, than H-MoS2 on 0.85 eV/MoS2 The correspond-
ing relative energy of S-MoS2 was found to be close to this value and is 1.04 eV/MoS2. Since the stability difference
between H- and T-MoS2 is ruled mostly by electronic factor, T- and S-MoS2 could share common features in elec-
tronic structure. The calculated electronic band structures for all three MoS2 layers are drawn on Fig. 2. H-MoS2 is
semiconductor with the direct K–K band gap of 1.63 eV. The top edge of the valence band at −2. . .−1 eV relative the
Fermi level as well as the bottom of conduction band are presented by Mo4d-states. The valence band below −2 eV
is mostly composed of S3p-states. In contrast, both T- and S-MoS2 layers have a metal-like character. Like in the case
of H-MoS2 the valence band of occupied S3p states can be found below −3 eV, while Mo4d-states form the bands
hosting the Fermi level.

FIG. 2. Electronic band structures for H-, S- and T-layers of MoS2. DFT calculations

In terms of ligand field theory the semiconducting nature of H-MoS2 is caused by the splitting of the Mo4d
levels within trigonal prismatic field into the levels of the fully occupied Mo4dz2 orbital and the unoccupied Mo4dxy ,
Mo4dx2−y2 , Mo4dxz and Mo4dyz orbitals. Octahedral crystal field in T-MoS2 splits the Mo4d levels into three
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FIG. 3. Phonon band structures for H-, S- and T-layers of MoS2. DFT calculations

degenerate Mo4dxy,yz,xz levels occupied with only two electrons and the unoccupied Mo4d2z and Mo4dx2−y2 levels.
Such partial population is not beneficial, hence, stimulating the Jahn-Teller distortion of MoS6 octahedron and the
reconstruction of T-MoS2 into a T′-MoS2 phase. The splitting of the Mo4d levels in cubic field of S-MoS2 is opposite
to the former: every Mo4dz2 and Mo4dx2−y2 level is occupied by single electron, while Mo4dxy,yz,xz levels are
unoccupied. Such electron configuration should be more resistant against the Jahn-Teller distortion, inhibiting a
reconstruction and, possibly, prolonging the life-time of intermediate S-MoS2 phase. To establish a dynamic stability
of the intermediate the phonon band structures have been calculated for all three MoS2 phases (Fig. 3). No imaginary
frequency is obtained for the kinetically stable H-MoS2. In contrast, a part of the Brillouin zone in the band structure
of T-MoS2 contains a deep “pocket” of negative dispersion curves, which should be attributed to kinetic instability
of the compound. The phonon band structure of S-MoS2 is reminiscent of that for H-MoS2, yet, demonstrating the
crossing of acoustic and optical modes. Here, a single phonon dispersion curve forms a small “pocket” of negative
values at Γ-point. If not related to a numerical error of DFT calculation, it may refer to a long-living state.

3.2. Energy landscape of MoS2 monolayer

The potential energy surfaces of H- and T-layers of MoS2 have been calculated as the total energies relative
to the total energy of H-layer at equilibrium. PES for T-layer lies mostly above PES of H-layer. Therefore, the
former is mapped in the mirror a/a0 coordinates for a better perception (Fig. 4). PES of H-layer is characterized by
single global minimum and a continuous up-hill energy valley along the decrease of b lattice parameter (i.e. upon
shrinkage along armchair direction of the layer). The valley egresses a plateau of energies corresponding to S-MoS2

layer. PES of T-layer unveils the presence of three minima in accordance to the three known monoclinic T′-phases
of MoS2 [21], arising from the reconstructions of hexagonal T-layer. Therefore, in addition to kinetic instability,
the perfect environment of Mo atoms within T-layer is not the most thermodynamically stable one among octahedral
coordinations.

The minimal energy paths plotted on the PES’s of H- and T-layers (closed circles, Fig. 4) demonstrate that the
global minima are separated by an energy barrier. Though, these paths are not strictly aligned along a/a0 coordinate
and should be connected via the energy plateau of S-layer. The cross section of both PES’s along these paths yields a
classical picture of the transition between two states, requiring the passage of an energy barrier (Fig. 5). The energy
barriers estimated using our brute-force scan of the MoS2 energy map are equal to 1.66 eV for H→T transition,
0.83 eV and 1.06 eV for T→H and T′ →H transitions, respectively, which are in-between the values found from the
DFT-based NEB approach [29] and from the DFT analysis of consecutive transition states [26]. However, the energy
path established here demonstrates the existence of a flattened part of the energy barrier, related to the S-MoS2 phase
as the transition state.
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FIG. 4. Energy landscape depending on the lattice parameters for single MoS2 layer unveils the
equilibrium positions of H-, T- and S-phases (large open circles) and the minimal energy path be-
tween H and T phases (small closed circles). All energies ∆E are given relative to the most stable
H-MoS2 phase. DFT calculations

FIG. 5. Energy path during H↔T transition within a MoS2 monolayer as derived from energy maps
for both H- and T-phases (Fig. 4). ∆E values for hexagonal H- and T-phases are plotted using open
squares and circles, for square S-phase using closed squares, for reconstructed monoclinic T′-, T′′-
phases using open triangles. DFT calculations
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4. Summary

The full energy mapping has disclosed a complicated energy landscape for MoS2 layer, including the field of
intermediate state of square lattice S-MoS2 between hexagonal lattices of H- and T-MoS2. Hence, the phase transitions
of MoS2 between H- and T-phases or these in related MX2 compounds may be not considered as a simple gliding of
X planes within the molecular MX2 layer. While the direct registration of S-MoS2 remains an open problem, the
traces of the manifestation of this state can be searched, analyzing the structural chemistry of two-dimensional MoS2

booming in the recent years.
Several possible defect types have been visualized within the molecular layers of MoS2 and related dichalco-

genides: point vacanices within metal or chalcogen sublattices, point-like reconstructions and extended line defects,
grain boundaries, doping or adsorbed atoms, which can affect the electronic, transport, optical properties of the com-
pounds [38]. Much attention was paid to the grain boundaries and line defects. One of the scenarios of their origin is
regarded to a merging of two growing nanoplates oriented relative to each other at a certain angle. According to [29],
the grain boundary with the lowest formation energy in H-MoS2 is the linear defect 4|4P consisting of four-membered
cycles. A similar type of defect was observed at the junction of the H and T phases [30]. Other types of linear de-
fects are also observed in the experiment, for example, squares and octagons or pentagons and heptagons among the
hexagonal pattern of H-MoS2 (4|8|4 and 5|7 defects) [31, 32].

However, the rise of these extended and perfectly organized grain boundaries in MoS2 can also be related to the
different tracks of relaxation of intermediate S-MoS2 layer once appeared. A few examples are depicted on Fig. 6. The
synchronous dissociation of cubic units MoS8 within S-MoS2 layer into distorted prisms MoS6 gives a characteristic
parquet-like pattern, which relaxes into perfect hexagonal H-MoS2 layer (1, Fig. 6). The violations during such
dissociation, e.g. due to a local mechanical strain or due to a substrate underneath, can finalize in various point-like or
linear defects, including the grain boundaries observed in experiments [32, 33].

Therefore, irrespective the direct observation of intermediate S-MoS2 layer, its model can serve as a useful tool
for the construction of model defective MoS2 layers.

FIG. 6. The reconstruction tracks of S-MoS2 layer can lead not only to the perfect H-MoS2 layer
(1), but to a wealth of line defects like these observed experimentally [32,33]: 4|4|8 grain boundary
(2), 4|4 grain boundary (3), 6|8 and 5|7 grain boundaries (4) etc.



426 I. S. Popov, A. N. Enyashin

Acknowledgment

The work was performed within the order from Ministry of Science and Higher Education of the Russian Feder-
ation (No. 0397-2019-0003).

References
[1] Chen Z., Liu X., Liu Y., Gunsel S., Luo J. Ultrathin MoS2 Nanosheets with Superior Extreme Pressure Property as Boundary Lubricants. Sci.

Rep., 2015, 5, P. 12869.
[2] Radisavljevic B., Radenovic A., Brivio J., Giacometti V., Kis A. Single-layer MoS2 transistors. Nat. Nanotechnol., 2011, 6, P. 147–150.
[3] Desai S.B., Madhvapathy S.R., Sachid A.B., Llinas J.P., Wang Q., Ahn G.H., Pitner G., Kim M.J., Bokor J., Hu C., Wong H.-S.P., Javey A.

MoS2 transistors with 1-nanometer gate lengths. Science, 2016, 354(6308), P. 99–102.
[4] Guan Z., Lian C.-S., Hu S., Ni S., Li J., Duan W. Tunable Structural, Electronic, and Optical Properties of Layered Two-Dimensional C2N

and MoS2 van der Waals Heterostructure as Photovoltaic Material. J. Phys. Chem. C, 2017, 121(6), P. 3654–3660.
[5] Yore A.E., Smithe K.K.H., Jha S., Ray K., Pop E., Newaz A.K.M. Large array fabrication of high performance monolayer MoS2 photodetec-

tors. Appl. Phys. Lett., 2017, 111, P. 043110.
[6] Bergmann, H.; Czeska, B.; Haas, I.; Mohsin, B.; Wandner, K.-H. Gmelin Handbook of Inorganic and Organometallic Chemistry. Springer-

Verlag, Berlin, 1992, Vol. B7.
[7] He Z., Que W. Molybdenum disulfide nanomaterials: Structures, properties, synthesis and recent progress on hydrogen evolution reaction.

Appl. Mater. Today, 2016, 3, P. 23–56.
[8] Cao Z-Y., Hu J.-W., Goncharov A.F., Chen X.-J. Nontrivial metallic state of MoS2. Phys. Rev. B, 2018, 97, P. 214519.
[9] Zhuang Y., Dai L., Wu L., Li H., Hu H., Liu K., Yang L., Pu C. Pressure-induced permanent metallization with reversible structural transition

in molybdenum disulfide. Appl. Phys. Lett., 2017, 110, P. 122103.
[10] Liu Q., Li X., He Q., Khalil A., Liu D., Xiang T., Wu X., Song L. Gram-Scale Aqueous Synthesis of Stable Few-Layered 1T-MoS2: Applica-

tions for Visible-Light-Driven Photocatalytic Hydrogen Evolution. Small, 2015, 11, P. 5556–5564.
[11] Xie X., Kang J., Cao W., Chu J.H., Gong Y., Ajayan P.M., Banerjee K. Designing artificial 2D crystals with site and size controlled quantum

dots. Scientific Reports, 2017, 7, P. 9965.
[12] Enyashin A.N., Seifert G. Denisty-functional study of LixMoS2 intercalates (0 ≤ x ≤ 1). Comp. Theor. Chem., 2012, 999, P. 13–20.
[13] Enyashin A.N., Yadgarov L., Houben L., Popov I., Weidenbach M., Tenne R., Bar-Sadan M., Seifert G. New Route for Stabilization of

1T-WS2 and MoS2 Phases. J. Phys. Chem. C, 2011, 115, P. 24586–24591.
[14] Kim S., Song S., Park J., Yu H.S., Cho S., Kim D., Baik J., Choe D.-H., Chang K.J., Lee Y.H., Kim S.W., Yang H. Long-Range Lattice

Engineering of MoTe2 by 2D Electride. Nano Lett., 2017, 17(6), P. 3363–3368.
[15] Kvashnin D.G., Chernozatonskii L.A. Electronic and Transport Properties of Heterophase Compounds Based on MoS2. JETP LETTERS,

2017, 105(4), P. 250–254.
[16] Acerce M., Voiry D., Chhowalla M. Metallic 1T phase MoS2 nanosheets as supercapacitor electrode materials. Nat. Nanotechnol., 2015, 10,

P. 313–318.
[17] Jiang L., Zhang S., Kulinich S.A., Song X., Zhu J., Wang X., Zeng H. Optimizing Hybridization of 1T and 2H Phases in MoS2 Monolayers

to Improve Capacitances of Supercapacitors. Mater. Res. Lett., 2015, 3, P. 177–183.
[18] Cheng P., Sun K., Hu Y.H. Memristive Behavior and Ideal Memristor of 1T Phase MoS2 Nanosheets. Nano Lett., 2016, 16(1), P. 572–576.
[19] Cheng P., Sun K., Hu Y.H. Mechanically-induced Reverse Phase Transformation of MoS2 from Stable 2H to Metastable 1T and Its Memristive

Behavior. RSC Adv., 2016, 6, P. 65691–65697.
[20] Sun T., Zhang H., Wang X., Liu J., Xiao C., Nanayakkara S.U., Blackburn J.L., Mirkin M.V., Miller E.M. Nanoscale mapping of hydrogen

evolution on metallic and semiconducting MoS2 nanosheets. Nanoscale Horiz., 2019.
[21] Heising J., Kanatzidis M.G. Structure of Restacked MoS2 and WS2 Elucidated by Electron Crystallography. J. Am. Chem. Soc., 1999, 121,

P. 638–643.
[22] Zhuang H.L., Johannes M.D., Singh A.K., Hennig R.G. Doping-controlled phase transitions in single-layer MoS2. Phys. Rew. B, 2017, 96,

P. 165305.
[23] Wang Z.F., Jin K.-H., Liu F. Computational design of two-dimensional topological materials. WIREs Comput. Mol. Sci., 2017, 7, P. e1304.
[24] Eda G., Fujita T., Yamaguchi H., Voiry D., Chen M., Chhowalla M. Coherent Atomic and Electronic Heterostructures of Single-Layer MoS2.

ACS Nano, 2012, 6, P. 7311–7317.
[25] Eda G., Yamaguchi H., Voiry D., Fujita T., Chen M., Chhowalla M. Photoluminescence from Chemically Exfoliated MoS2. NanoLett., 2011,

11, P. 5111–5116.
[26] Ryzhikov M.R., Slepkov V.A., Kozlova S.G., Gabuda S.P., Fedorov V.E. Solid-State Reaction as a Mechanism of 1T↔2H Transformation in

MoS2 Monolayers. J. Comput. Chem., 2015, 36, P. 2131–2134.
[27] Gao G., Jiao Y., Ma F., Jiao Y., Waclawik E., Du A. Charge Mediated Semiconducting-to-Metallic Phase Transition in Molybdenum Disulfide

Monolayer and Hydrogen Evolution Reaction in New 1T′ Phase. J. Phys. Chem. C, 2015, 119(23), P. 13124–13128.
[28] Lin Y.-C., Dumcenco D.O., Huang Y.-S., Suenaga K. Atomic mechanism of the semiconducting-to-metallic phase transition in single-layered

MoS2. Nat. Nanotechnol., 2014, 9, P. 391–396.
[29] Guo Y., Sun D., Ouyang B., Raja A., Song J., Heinz T.F., Brus L.E. Probing the Dynamics of the Metallic-to-Semiconducting Structural Phase

Transformation in MoS2 Crystals. Nano Lett., 2015, 15, P. 5081–5088.
[30] Komsa H.-P., Krasheninnikov A.V. Engineering the Electronic Properties of Two-Dimensional Transition Metal Dichalcogenides by Introduc-

ing Mirror Twin Boundaries. Adv. Electron. Mater., 2017, 3, P. 1600468.
[31] Lin Y.-C., Yeh C.-H., Lin H.-C., Siao M.-D., Liu Z., Nakajima H., Okazaki T., Chou M.-Y., Suenaga K., Chiu P.-W. Stable 1T WS2 monolayer

and its junctions: growth and atomic structures. ACS Nano, 2019, 12, P. 12080–12088.
[32] Najmaei S., Liu Z., Zhou W., Zou X., Shi G., Lei S., Yakobson B.I., Idrobo J.-C., Ajayan P.M., Lou J. Vapour phase growth and grain boundary

structure of molybdenum disulphide atomic layers. Nat. Mater., 2013, 12, P. 754.



Thermodynamics of H–T phase transition in MoS2 single layer 427

[33] van der Zande A.M., Huang P.Y., Chenet D.A., Berkelbach T.C., You Y., Lee G.-H., Heinz T.F., Reichman D.R., Muller D.A., Hone J.C.
Grains and grain boundaries in highly crystalline monolayer molybdenum disulphide. Nat. Mater., 2013, 12, P. 554–561.

[34] Ghorbani-Asl M., Enyashin A.N., Kuc A., Seifert G., Heine T. Defect-induced conductivity anisotropy in MoS2 monolayers. Phys. Rev. B,
2013, 88, P. 245440.

[35] Taha D., Mkhonta S.K., Elder K.R., Huang Z.-F. Grain Boundary Structures and Collective Dynamics of Inversion Domains in Binary Two-
Dimensional Materials. Phys. Rev. Lett., 2017, 118, P. 255501.

[36] Soler J.M., Artacho E., Gale J.D., Garcia A., Junquera J., Ordejon P., Sanchez-Portal D. The SIESTA method for ab initio order-N materials
simulation. J. Phys. Condensed Matter, 2002, 14, P. 2745–2779.

[37] Kan M., Wang J.Y., Li X.W., Zhang S.H., Li Y.W., Kawazoe Y., Sun Q., Jena P. Structures and Phase Transition of a MoS2 Monolayer. J.
Phys. Chem. C, 2014, 118, P. 1515–1522.

[38] Enyashin A.N., Seifert G. Electronic properties of MoS2 monolayer and related structures. Nanosystems: physics, chemistry, mathematics,
2014, 5, P. 517–539.



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2019, 10 (4), P. 428–437

The minimum size of oxide nanocrystals:
phenomenological thermodynamic vs crystal-chemical approaches

O. V. Almjasheva1,2, N. A. Lomanova2, V. I. Popkov2, O. V. Proskurina2,3, E. A. Tugova2, V. V. Gusarov2

1Saint Petersburg Electrotechnical University “LETI”, St. Petersburg, 197376 Russia
2Ioffe Institute, Politekhnicheskaya St. 26, St. Petersburg, 194021, Russia

3St. Petersburg State Institute of Technology, Moskovsky Pr., 26, St. Petersburg, 190013, Russia

almjasheva@mail.ru, nat-lomanova@yandex.ru, vadim.i.popkov@technolog.edu.ru, proskurinaov@mail.ru,
katugova@inbox.ru, victor.v.gusarov@gmail.com

PACS 61.46.+w, 64.60.Qb DOI 10.17586/2220-8054-2019-10-4-428-437

The minimum crystallite size in a group of oxides has been analyzed as a function of their synthesis conditions, critical nucleus size and the crystal
structure parameters. Nanocrystals were synthesized by solution combustion, hydrothermal synthesis and heat treatment in air of the precipitated hy-
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only the thermodynamic concept of the critical nucleus for determining the minimum possible particle size of a new phase in some cases of oxide
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1. Introduction

Though the methods based on phenomenological thermodynamics and on macrokinetic models of phase formation
processes [1–22] are widely used for determining the minimum limit size of crystallites [1–22], these approaches
encounter a series of problems when describing the formation of nanocrystals. Some possibilities to expand these
methods are based on determining how thermodynamic model parameters, in particular, the specific surface energy,
depend on particle size [23–30]. Another possibility is to describe the features of nucleation taking into account the
presence in the reaction system of the variously shaped and sized subcritical clusters, which determine the high rate of
stable nanoparticles formation in a new phase [10,31–48]. However, these approaches do not solve all the problems of
describing nucleation processes in the case of a crystalline phase formation. For example, at certain ratios of specific
surface energy values for the new phase particles and the Gibbs energy of their formation, cases are possible when
the calculated size of the crystal critical nucleus is smaller or comparable with the size of its unit cell. Such cases are
presented, e.g., in [47]. Since the unit cell of a crystal is its minimum structural element, the translation of which builds
a crystalline particle, the above hypothetical cases cannot exist in reality, as the very principle of a crystalline body
formation will be violated. Consequently, the minimum size of the forming particles in the case of crystallite formation
should be determined not only by the thermodynamically-determined critical nuclei size, but also by other reasons.
For example, the minimum size of crystals may be related to the dependence of the crystal structure stability on the
number of the minimum building blocks in the crystal lattice, i.e., on the elementary cells that form the crystalline
particles, and also, apparently, on the crystalline particles morphology, and on the unit cell composition and structure.
Experimental determination of the crystalline particles minimum size dependence on these factors is complicated by a
number of issues. First of all, it is not always possible to calculate the values of the critical nucleus size for particular
phase formation conditions. This means that it is impossible to attribute the experimentally-obtained dimensions of
the synthesized crystal particles to a factor associated with the nucleation process, or to a factor determined by the
dependence of the forming phase crystalline structure stability on the number of unit cells contained by this crystalline
particle, and on their crystal-chemical features. On the other hand, as a rule, it is very difficult to experimentally
register the minimum possible values of the crystalline particle size due to the rapid growth of nanoscale crystals
during phase formation [49–52], which depends on the conditions of their synthesis [38, 42, 43, 46, 52–59]. Crystal
growth can be reduced by using special synthetic methods, which include, in particular, soft chemistry methods,
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when synthesis proceeds at relatively low temperatures [36–48, 52–59]. Another group of methods that includes, for
example, solution combustion, self-propagating high-temperature synthesis (SHS), autocatalytic and other fast solid-
state reactions, is based on the use of rapid synthesis [49–51, 60–71]. Crystal growth can often be restricted by using
nano- and microreactors, or synthesis methods that use spatial constraints [63, 64, 72–82].

The interest in determining the minimum possible size of crystals is determined by the possibility of creating
promising functional and structural nanomaterials based on such crystalline particles [83–87]. One such widely used
class of nanomaterials is represented by oxide nanocrystalline materials [35–58, 83–87]. At the same time, literature
offers no systematic analysis of the influence of chemical composition, features of the crystal structure, and of the
methods and conditions of the nanocrystals synthesis on the possible limit values of their size.

The listed reasons show the relevance for the problem of determining the effect of methods and synthetic con-
ditions, and of thermodynamic and crystal-chemical characteristics on the production of oxide nanocrystals with the
smallest possible size.

2. Methods

2.1. Calculations and modeling

The sizes of critical nuclei were calculated for the methods of solid phase synthesis that were used in the work,
and for the cases when it was possible to obtain information on the specific surface energy of the particles and on
thermodynamic properties of the phases required for calculating the Gibbs energy of the corresponding reactions. The
data for thermodynamic properties of the phases were taken mainly from the databases listing the thermodynamic
properties of substances [88, 89]. In some cases, when the necessary experimental information was missing, approx-
imate methods of modeling and calculating thermodynamic properties were used. The use of such calculations is
described in [47]. In order to compare the experimental and calculated data, the critical nuclei sizes were calculated
for the phase formation conditions identical to the actual conditions of nanocrystals synthesis.

2.2. Experiment

Nanocrystalline oxide particles were synthesized by three main methods, which make it possible to use the
data from [33, 35–48, 60–69, 90, 91] and obtain nanocrystals of relatively small size and narrow size distribution.
The methods of precipitated hydroxides decomposition under hydrothermal conditions and thermal treatment in air
were used as soft chemistry methods for synthesizing oxide nanocrystals. The other method for synthesizing oxide
nanocrystals was solution combustion. The conditions of nanoparticle synthesis by these methods have been previ-
ously described [33,35–48,63–66,77–80,92–94]. In some cases, the growth of nanocrystals was retarded by applying
techniques based on the organization and self-organization of spatial constraints that prevent mass transfer and, con-
sequently, the growth of nanocrystals during the synthesis [63, 72, 77–80].

Crystal sizes in the synthesized phases were determined mainly using the data on the width of the X-ray diffrac-
tion lines. The calculations were carried out mainly using the Scherrer formula and assuming the isometric form
of crystallites and narrow crystallite size distribution. The possibility of using such calculations for determining the
size of crystallites in the considered cases was based on the coincidence of the crystal size data obtained by different
methods when analyzing a number of oxide nanocrystals synthesized under the conditions similar to the considered
ones [77, 79, 95].

3. Results and discussion

Table 1 presents the calculated values of the critical nucleus size (dcr) of some oxides for different conditions of
their formation. The maximum values of the unit cells parameters (Lmax) of these crystalline phases are given for
comparison.

It should be noted that under the considered nucleation conditions, dcr exceed Lmax by almost 10-fold for the
phases based on zirconia, α-Al2O3 and γ-Al2O3, while for other compounds, this difference is less significant. For
example, in some cases of Cr2O3 formation, dcr exceeds Lmax only by 2-4-fold. The dcr values calculated for some
conditions of α-Fe2O3, γ-Fe2O3, and TiO2 (rutile) formation are comparable with those of Lmax. This result raises
great doubts about the legitimacy of using the thermodynamic approach for estimating the minimum values of the
dimensions of a stable crystalline phase, since it is impossible to imagine a crystalline phase consisting of a single unit
cell. The calculation of dcr for the TiO2 (anatase) formation yields a result that is absolutely unrealistic for crystalline
phases. In this case, dcr < Lmax (see Table 1), but the size of a crystalline particle cannot be smaller than the minimum
translation unit that forms the crystal, which is the unit cell of the crystal. An analysis of the performed calculations of
the critical nucleus size showed that in the case of crystalline phases, the dcr value cannot be regarded as an estimate
of the minimum possible size of the forming nanocrystal.
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TABLE 1. Calculated values of the critical nucleus size depending on the synthesis conditions

Substance Lmax, nm dcr, nm
Synthesis conditions

Initial substance T ,◦C / P , atm

m-ZrO2
0.531

[PDF 01-089-9066]
5 – 9 – 40

Amorphous ZrO(OH)2

250 / 1 – 100 – 600

5 – 10 300 – 200 / 700

t-ZrO2
0.527

[PDF 00-042-1164]
5 – 12 – 35 250 / 1 – 100 – 300

8 – 30 300 – 200 / 700

c-ZrO2
0.509

[PDF 01-072-2742]
8 – 45 250 / 1 – 100

10 – 40 300 – 200 / 700

TiO2-rutile 0.459
[PDF 01-089-4202]

0.44 – 0.65 – 0.8

Amorphous TiO2 · nH2O

375 – 120 – 25 / 1

0.46 – 1.0 – 0.85 575 – 120 – 25 / 1000

TiO2-anatase 0.951
[PDF 01-089-4203]

0.5 – 0.6 120 – 25 / 1

0.6 – 0.75 120 – 25 / 1000

α-Al2O3
1.299

[PDF 01-089-7717]

8 – 40
γ-AlOOH

300 – 200 / 20

5 – 35 500 – 300 / 700

18 – 50
α-AlOOH

500 – 450 / 20

30 – 75 500 – 475 / 700

γ-Al2O3
0.794

[PDF 01-076-4179]

5 – 40
γ-AlOOH

500 – 300 / 20

10 – 40 500 – 400 / 700

10 – 55 α-AlOOH 450 – 350 / 20

α-Fe2O3
1.375

[PDF 01-087-1166]
1 – 25

γ-FeOOH

500 – 100 / 1

2.5 – 15 500 – 250 / 100

γ-Fe2O3
2.501

[PDF 00-013-0458]
2 – 25 500 – 200 / 1

3 – 15 600 – 400 / 100

Cr2O3
1.359

[PDF 01-082-1484]
3 – 10

γ-CrOOH
750 – 550 / 1

5 – 20 850 – 750 / 100



The minimum size of oxide nanocrystals: phenomenological thermodynamic vs crystal-chemical approaches 431

Table 2 presents the experimentally determined sizes (d) of oxide nanocrystals synthesized under different condi-
tions. An analysis of the data in Table 2 shows that d� Lmax for all the considered methods of synthesis.

Table 2: Nanocrystal sizes in some simple and complex oxides

Composition Lmax, nm d, nm

m-ZrO2 0.531 [PDF 01-089-9066] 15–25*

t-ZrO2 0.527 [PDF 00-042-1164] 10–30*; 5-10*

c-ZrO2 0.509 [PDF 01-072-2742] 4–20*(solid solutions with Y2O3)

TiO2-rutile 0.459 [PDF 01-089-4202] ∼4 [96]; ∼30 [97]; ∼10*; 68–80 [98]

TiO2-anatase 0.951 [PDF 01-089-4203]
7–45*; 5–12 [99]; 10–50 [100];
10–20 [101],5–10*; 20–27 [98]

TiO2-brookite 0.918 [PDF 03-065-2448] ∼10*; ∼50 [102]; ∼20 [103]

α-CeO2 0.539 [PDF 01-073-6318] 6–31 [104]; 6–8 [105]

α-Al2O3 1.299 [PDF 01-089-7717] 60–100*, 10 [106]

γ-Al2O3 0.794 [PDF 01-076-4179] 16–13 [107]

η-Al2O3 0.791[ICSD 28260] 5 [108]

α-Fe2O3 1.375 [PDF 01-087-1166]
∼30 (160◦C, 15 MPa, 2 h.); 11–32 [104];
13–14 [105]; 57 [109, 110]; 27–30 [41]

γ-Fe2O3 2.501 [PDF 00-013-0458] 6-8 [111]

Cr2O3 1.359 [PDF 01-082-1484] 25*

α-Y2O3 1.061 [PDF 01-089-5591] 18–20 [41]

CoFe2O4 0.839 [PDF 01-078-4451] 6–50*; 7–15*; ∼10*

BiFeO3 1.388 [PDF 01-077-9630]
20*(450◦C); ∼100*(850◦C); 71–72*(550◦C);

21–70 [112]; 23 [113]; 26 [113];
41–75 [114] ; 38 [115] ; 17 [77]

NdFeO3 0.776 [PDF 01-089-6644]

7*; 20*; 40*;75 [116]; 20 [117]; 45 – 75 [118];
42 [119]; 50 (TEM), 36.8 (XRD) [120]; 88 [121];

50 [122]; 30–50 [123]; 42±1(XRD),
44±1 (SEM) [124]; 35-45 (HRTEM), 12 (XRD) [125]

o-YFeO3 0.760 [PDF 01-089-2609]
50–70 [41]; 30–52 [126, 127];
25–35 [45, 128]; 17–40 [65]

o-LaFeO3 0.785 [PDF 01-076-7897] 16–37 [129]

o-GdFeO3 0.768 [PDF 00-047-0067] 18–36 [129]; 21–48 [130]

o-CeFeO3 0.781 [PDF 00-022-0166] 32–51 [104]

o-EuFeO3 0.769 [PDF 01-074-1475] 28–46 [132]

o-HoFeO3 0.761 [PDF 00-046-0115] 20–40 [132]

Continued on next page
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Table 2: continued from previous page

Composition Lmax, nm d, nm

h-YFeO3 1.172 [PDF 00-048-0529] 6–11 [63, 64]; 5–8 [65]

h-HoFeO3 1.172* 5–10*

Bi1−xCaxFeO3−δ (x = 0.1–0.56) — 20–40*(550◦C)

Bi1−xSrxFeO3−δ (x = 0.1–0.5) — 50±2*(550◦C)

Bi4Ti3O12 (m = 3) 3.28 [PDF 01-089-7500]
35*(450◦C); 60*(800◦C); 21 [133];
20–25 [134], 40–70 [134]; 57 [135]

Bi5FeTi3O15 (m = 4) 4.13 [PDF 00-021-0818] 30*(450◦C); 82*(800◦C); 18–80 [136]

Bi6Fe2Ti3O18 (m = 5) 4.9 [PDF 01-075-8378] 36*(450◦C); 80*(800◦C)

Bi7Fe3Ti3O21 (m = 6) 5.7 [PDF 01-075-8067] 30*(450◦C); 63*(800◦C)

Bi8Fe4Ti3O24 (m = 7) 6.5* 28*(450◦C); 57*(800◦C)

Bi9Fe5Ti3O27 (m = 8) 7.6 [PDF 00-021-0100] 30*(450◦C); 56*(800◦C)

Bi10Fe6Ti3O30 (m = 9) 8.1* 24*(450◦C); 54*(800◦C)

BixNd1−xFeO3 (x = 0.2) 0.778* 30*(600◦C)

BixNd1−xFeO3 (x = 0.4) 0.779* 40*(600◦C)

BixNd1−xFeO3 (x = 0.6) 0.781 [PDF 00-061-0719] 50*(600◦C)

BixNd1−xFeO3 (x = 0.7) 0.783* 50*(600◦C)

BixNd1−xFeO3 (x = 0.75) 0.784* 40*(600◦C)

BixNd1−xFeO3 (x = 0.8) 1.118* 40*(600◦C)

BixNd1−xFeO3 (x = 0.85) 1.266 [48] 23 [137]

BixNd1−xFeO3 (x = 0.9) 1.381 [48] 33 [137]

BixNd1−xFeO3 (x = 0.95) 1.386 [48] 50 [137]

BixNd1−xFeO3 (x = 1) 1.386 [48] 74 [137]

BixNd1−xFeO3 (x = 0.85) 0.837 [49] 19 [138]

BixNd1−xFeO3 (x = 0.9) 1.182 [49] 19 [138]

BixNd1−xFeO3 (x = 0.95) 1.373 [49] 24 [138]

BixNd1−xFeO3 (x = 1) 1.383 [49] 25 [138]

Note: *– results of the present work; conditions of nanoparticles synthesis, specifics of their composition
or the method for crystal size determination are given in parentheses.
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FIG. 1. Dependence of crystallite sizes in synthesized oxide phases (d) on the maximum value of
the crystal unit cell parameter (Lmax) 1 – dependence of the minimum crystal size on the maximum
values of the corresponding phase unit cell parameter (dcryst(Lmax)); 2 – Lmax = Lmax line

The data presented in Fig. 1 show that even the minimal experimentally-obtained values of d (straight line 1) are
approximately 3.2 nm above the Lmax values (straight line 2).

It should be noted that smaller values of d can more often be achieved in an experiment when synthesizing simple
oxides. In this case, the smallest d values for double oxides are observed, as a rule, firstly, when Lmax values for these
oxides are small, and secondly, when the chosen synthesis conditions limit the mass transfer in the reaction system
(see references in Table 2). Mass transfer limitation was achieved either by the synthesis conditions that ensure the
presence in the reaction system of structural precursors of the forming crystalline phases and low rates of components
diffusion (see, e.g., [37, 45, 77–80]), or by the formation of spatial constraints that inhibit the growth of the formed
nanocrystals (see, e.g., [48, 63–65, 72, 139]).

It can be concluded from the data in Table 2 that an increase in the temperature and duration of the synthesis in
the absence of spatial limitations in the reaction system leads to a multiple increase in the size of the crystals.

An analysis of experimental and theoretical data demonstrated limitations of the thermodynamic concept of the
critical nucleus for estimating the minimum possible size of the synthesized crystalline phases. A comparison of the
experimental values of d with the calculated dcr and with the empirical dcryst(Lmax) dependence shown in Fig. 1
(line 1), allows a conclusion that the minimum size of the synthesized crystals can be determined from the relation:

dmin = max{dcr, dcryst(Lmax)}.
The uncertain position of the dcryst(Lmax) dependence (Fig. 1) seems to be associated with a simplified rep-

resentation of this dependence as a function of only Lmax. It can be expected that, depending on the morphology
and mechanism of nanocrystals formation, the dmin values will be determined by different parameters of the crystal
unit cell. For example, the dmin value may be inconsistent with the proposed dependence in the case of the epitaxial
junction of the forming crystal with the crystal matrix. In particular, such cases are possible when the formation of
thin layers occurs through the atomic layer deposition (ALD), as was observed in [140].

4. Conclusions

The study has shown that the minimum size of the synthesized crystals can be determined by the critical nucleus
size, and also be a function of the crystal unit cell parameters. It is possible to experimentally obtain small size
nanocrystals by limiting their growth, which is determined by mass transfer. This can be effectively achieved by
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increasing the nucleation rate, or by applying soft chemistry methods for the synthesis, when the process temperature
and, therefore, the diffusion rate, are low. Also, it is possible to use synthesis methods, in which spatial constraints
(barriers) that form in reaction systems slow down the mass transfer of components to the products of reaction.
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Using quantum chemical calculations, noncovalent functionalization of melphalan drug on the surface of functionalized carbon nanotube (NT) have
been examined. Quantum molecular descriptors of noncovalent interactions were investigated. It was concluded that binding of drug melphalan
into COOH-functionalized NT (FNT) is exothermic and makes the system stable. Comparison between FNT and COCl functionalized NT (F′NT)
showed that FNT has more binding energy and may act as a carrier for drug delivery (if the noncovalent functionalization is desired). The OH
and NH2 groups of melphalan may bond to Cl (COCl mechanism) and COOH (COOH mechanism) of F′NT and FNT, respectively. Therefore,
four mechanisms for the covalent functionalization have been investigated. The transition states of four pathways were optimized and activation
parameters were evaluated. The high barriers of COOH pathway are greater than those of COCl pathway and therefore F′NT is suitable carrier for
covalent functionalization.
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1. Introduction

Despite all efforts to overcome cancer, the old approaches through chemotherapy cause side effects such as vom-
iting, heart disease, hair loss and etc. [1, 2]. In recent years, the use of targeted methods for drug delivery has been
felt [3–6]. For this purpose, organic compounds such as dendrimers [7], drug-polymer conjugates [8] and liposomes [9]
and inorganic nanoparticles, such as gold NPs [10], iron oxide NPs [11, 12], silica NPs [13] have been exploited.

Experimental and theoretical studies have recently focused on carbon-based nanoparticles, such as carbon nan-
otubes and graphene, for drug delivery [14–21]. With a unique set of mechanical, electrical and chemical proper-
ties [22–29], carbon nanotubes have many applications in chemical pharmaceutical researches [30–33].

In spite of some deficiencies such as low solubility in aqueous solutions and high toxicity [34–36], carbon nan-
otubes have been highly regarded in drug delivery due to good cell penetration qualities and high drug loading [37–39].
Using nanotubes as the carrier molecules, lower doses of anticancer drugs are needed, resulting in reduced side effects
of the medicine [40–42]. Functionalized carbon nanotubes were used as carriers for different anticancer drugs such as
platinum (IV) [43], 6-mercaptopurine [44], doxorubicin [45,46], paclitaxel [47], Methotrexate [48], gemcitabine [49],
camptothecin [50], tamoxifen [51], oridonin [52], sorafenib [53], soyasapogenol [54] and etc. Melphalan or 4-[bis(2-
Chloroethyl)amino]-L-phenylalanine is an alkylating agent which has anticancer activities and is extremely effective
in the treatment of tumors such as multiple myeloma [55, 56].

Quantum computing is a powerful tool for analyzing drug delivery systems [57–64]. In this work, quantum
chemical calculations were used to study the covalent and noncovalent adsorption of the exterior surface of COOH
functionalized carbon nanotube (FNT) with melphalan drug. Noncovalent functionalization is more commonly used
to carry medicine, but in many cases, such as hydroxycamptothecin, doxorubicin, pirarubicin, platinol, methotrexate,
tamoxifen and thalidomide, covalent functionalization has been used [65]. The predictions made in this way can help
researchers build and use targeted anticancer drugs and reduce the process of trial and error in the laboratory.

2. Computational details

GAUSSIAN 09 package [66] has been utilized for the optimization of all configurations in gas and solution
phases at UB3LYP/6-31G(d,p). Polarized continuum model (PCM) was employed to consider the implicit solvent
effects [67, 68]. For the optimization of the molecular configurations, the standard convergence criteria were utilized.
All degrees of freedom were optimized for all species. The transition states were confirmed to have only one imaginary
frequency of the Hessian. In addition, zero-point corrections were taken into account to obtain the activation energy.
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COOH functionalized armchair (5,5) single wall carbon nanotube (FNT) comprising 114 atoms (10 Å) was con-
sidered as FNT model. Unrestricted method (U in UB3LYP) is used for molecules with unpaired electrons such as
FNT model.

Quantum molecular descriptors may be used to evaluate chemical reactivity and stability. The global hardness (η)
demonstrates the resistance of one particle against the modification in its electronic configuration:

η =
I −A

2
, (1)

where I = −EHOMO and A = −ELUMO are the ionization potential and the electron affinity, respectively. The
electrophilicity index (ω) [69] is evaluated by

ω =
(I +A)2

8η
. (2)

3. Results and discussion

Melphalan (M) is an anticancer molecule with NH2, OH and Cl groups as represented in Fig. 1. The optimized
geometries of M, COOH functionalized carbon nanotube (FNT) and COCl functionalized carbon nanotube (F′NT) in
aqueous solution have been shown in Fig. 1.

FIG. 1. Optimized geometries of M, FNT and F′NT

The hydrogen bond interactions between M and FNT or F′NT occur via NH2, OH and Cl groups. These five
configurations have been illustrated in Figs. 2 and 3, namely, FNT/M1-3R and F′NT/M1-2R.

The binding energies (∆E) of M to FNT (in water) and F′NT (in DMF) were calculated using equation (3) and
represented in Table 1:

∆E = EFNT (F ′NT )/M1−3R − (EFNT (F ′NT ) + EM ). (3)

FIG. 2. Optimized geometries of FNT/M1-3R
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FIG. 3. Optimized geometries of F′NT/M1-2

TABLE 1. Solvation and binding energies of different configurations (kJ·mol−1)

Species Solvation energy Binding energy Binding energy

M −45.02
Solution phase Gas phase

FNT −49.00

FNT/M1R −84.43 −6.48 −16.07

FNT/M2R −69.17 −24.26 −49.10

FNT/M3R −74.48 −12.84 −32.37

F′NT/M1R — −2.74 —

F′NT/M2R — −7.79 —

Using the calculated ∆Es of five species in Table 1, these binding energies are negative in gas and solution
phases showing M drug is stabilized by FNT and F′NT surfaces. Among the 5 species, FNT/M1-3R are more stable
than F′NT/M1-2R. Among the three species of FNT/M1-3R, the second one has more negative energy in gas and
solution phases, denoting a stronger hydrogen bonding (from OH group).

Generally, for noncovalent interactions, comparison between FNT and F′NT indicates that using the first one is
more favorable because of a stronger hydrogen bonding between M and COOH functionalized single wall carbon
nanotube.

The solvation energies (∆Esolv) of all structures have been calculated using the following equation:

∆Esolv = Esol − Egas, (4)

whereEgas andEsol represent the total energies in the gas and solution phases, respectively. The solvation energies of
M, FNT, FNT/M1-3R have been shown in Table 1. Because of the negative values of solvation energies, this process
is spontaneous. The calculated solvation energies show that M solubility increases in the vicinity of FNT. After the
functionalization of M on FNT, solubility of M increases which is critical to the drug delivery systems. The important
feature of M is in having NH2, OH and Cl groups, creating hydrogen bonds between FNT, solvent molecules and M
drug.
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Table 2 represents the quantum molecular descriptors for M (H2O, DMF, GAS), FNT (H2O, GAS), F′NT (DMF),
FNT/M1-3R (H2O, GAS) and F′NT/M1-2R (DMF). In Table 2, gap of energy between LUMO and HOMO (Eg) was
also evaluated. Eg determines a more stable system.

TABLE 2. Binding energies (kJ·mol−1) and quantum molecular descriptors (eV) for optimized species

Species EHOMO ELUMO Eg η ω

H2O

M −5.37 −0.24 5.12 2.56 1.53

FNT −4.04 −2.74 1.30 0.65 8.86

FNT/M1R −4.05 −2.76 1.29 0.65 8.96

FNT/M2R −4.04 −2.74 1.30 0.65 8.86

FNT/M3R −3.92 −2.73 1.19 0.60 9.26

GAS

M −5.52 −0.35 5.17 2.59 1.66

FNT −3.90 −2.59 1.31 0.65 8.04

FNT/M1R −3.96 −2.66 1.30 0.65 8.44

FNT/M2R −3.92 −2.62 1.30 0.65 8.21

FNT/M3R −3.92 −2.61 1.31 0.65 8.17

DMF

M −5.37 −0.24 5.12 2.56 1.54

F′NT −4.07 −2.82 1.26 0.63 9.46

F′NT/ M2R −4.09 −2.83 1.25 0.63 9.57

F′NT/ M3R −4.09 −2.84 1.25 0.63 9.62

η and Eg of the M drug are higher than those of FNT/M1-3R and F′NT/M1-2R, demonstrating the reactivity of
M increases in the presence of COOH (COCl) functionalized NT. ω of M increases in the vicinity of COOH (COCl)
functionalized NT, showing that M is an electron acceptor. The η andEg values in FNT/ M1-2R are higher than F′NT/
M1-2R, indicating F′NT/ M to be more reactive (less stable) compared to FNT/ M.

In the covalent functionalization, NH2 and OH groups attack the carbon atom of COOH or COCl to transfer their
protons to the OH (Cl) group. We considered these four possible mechanisms for F(F′)NT/M1-2R. In COOH mecha-
nism OH from FNT is substituted by NH (O) from M to give product P(P′)FNT. The optimized products (P(P′)FNT)
have been presented in Fig. 4.

Using reactant FNT/M1R and product PFNT, the transition state of this step was obtained (TS1 in Fig. 5). The
bond lengths are presented in Figs. 2, 4 and 5.

Relative energies for all structures have been calculated in Table 3 by considering the zero value for electronic plus
zero point energy (E), enthalpy (H) and Gibbs free energy (G) of reactants (FNT+M). The activation energy (Ea),
activation enthalpy (∆H‡) and activation Gibbs free energy (∆G‡) for COOH/M1 mechanism are 200.53, 202.78 and
254.38 kJ·mol−1, respectively (Table 3).

Similar to COOH/M1 mechanism, using FNT/M2R and P′FNT, the transition state (TS2 in Fig. 5) was obtained.
Ea, ∆H‡ and ∆G‡ for COOH/M2 mechanism are 125.41, 129.02 and 178.99 kJ·mol−1 respectively (Table 3). In
room temperature, the activation energies of COOH mechanism are too high to occur.

In the other reactions for the covalent functionalization of M onto COCl functionalized carbon nanotube (COCl
mechanism), FNT was firstly converted into alkyl chloride using SOCl2 (F′NT) [70]. M then reacts with F′NT to form
covalent bond. F′NT is again converted to FNT in the presence of water. Therefore, this process should take place in
a solvent such as DMF. In this mechanism, the attack of NH2 and OH of M to Cl in the F′NT forms products PF′NT
and P′F′NT, respectively (Fig. 6).
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FIG. 4. Optimized geometries of PFNT and P′FNT

FIG. 5. Optimized geometries of TS1 and TS2

Using F′NT/M1R and PF′NT, TS3 is optimized (Fig. 7). The bond lengths are represented in Figs. 3, 6 and 7. Ea,
∆H‡ and ∆G‡ for COCl/M1 mechanism are 68.10, 74.68 and 95.24 kJ·mol−1, respectively (Table 3). Using reactant
F′NT/M2R and product P′F′NT, TS4 was obtained (Fig. 7). Ea, ∆H‡ and ∆G‡ for COCl/M2 mechanism are 86.66,
94.94 and 114.02 kJ·mol−1, respectively (Table 3).

The total Ea for COCl/M1-2 mechanisms are lower than COOH/M1-2 mechanisms by 132.43 and
38.75 kJ·mol−1, respectively. Hence, for the covalent functionalization of CNT by M drug F′NT should be used.

4. Conclusion

Four configurations of noncovalent interactions of drug melphalan (M) onto FNT and F′NT were examined. The
binding energies of F′NT are lower than those of FNT, denoting FNT/M configurations have more stability. The
HOMO-LUMO energy gap and global hardness of FNT/M species are greater than those of F′NT/M configurations
species, showing the reactivity of M increases in the F′NT/M species and its stability decreases.

Four covalent functionalization mechanisms of M onto FNT (COOH mechanism) and F′NT (COCl mechanism)
have been examined. M may bond to FNT or F′NT via NH2 and OH groups. The energy barriers of COOH mecha-
nisms are higher than those of COCl mechanisms. Therefore, COCl mechanisms are suitable for the covalent func-
tionalization.
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TABLE 3. Relative energies (kJ·mol−1) for species in COOH and COCl mechanisms

Species E H G

In water COOH mechanism

FNT+M 0.00 0.00 0.00

FNT/M1R −6.48 0.00 26.38

TS1 200.53 202.78 254.38

PFNT −9.07 −2.57 23.79

FNT/M2R −24.26 −22.01 28.66

TS2 125.41 129.02 178.99

P′FNT 49.24 51.77 102.44

In DMF COCl mehanism

F′NT+M 0.00 0.00 0.00

F′NT/M1R −2.74 4.07 23.59

TS3 68.10 74.68 95.24

PF′NT −16.96 −11.43 −3.55

F′NT/M2R −7.79 −0.90 18.52

TS4 86.66 94.94 114.02

P′F′NT −22.58 −17.20 −9.41

FIG. 6. Optimized geometries of PF′NT and P′F′NT
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FIG. 7. Optimized geometries of TS3 and TS4
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The radiation resistances of fullerenes C60 and C70, end metallofullerenes Me@C2n (n = 30 – 50), derivatives C60(OH)(30) and
Me@C2n(OH)30−40 (Me = Sm, Eu, Gd, Tb, Ho, Fe, Co), and complexes with biocompatible polymers – polyvinylpyrrolidone and dextrin –
Fe@C60(C6H9NO)n, Sm@C82(C6H9NO)n, Gd@C82(C6H9NO)n and Fe@C60(C6H10O5)n were studied. For the structures irradiated by pro-
tons with energies of 100 MeV and 1 GeV, radiation resistance was estimated. The comparison of the results of radiation resistance under irradiation
by protons and reactor neutrons at fluencies from 1018 to 1019 cm−2 was carried out. It is shown, that endofullerenols are more stable under the
proton and neutron irradiation than initial endofullerenes. The molecules containing Eu, Gd and Sm with large thermal neutron capture cross
sections were found to be the most stable under neutron irradiation.The mechanism of rebuilding of secondary endofullerenols Eu, Sm, Gd, as well
as other factors’ influence on radiation resistance are discussed.
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1. Introduction

The creation of therapeutic drugs capable of tumor-selective accumulation, currently remains an important task.
The most promising in this medicine area are endometallofullerenes (EMF) with a metal atom in a carbon shell that is
enclosed and protected from chemical attack of the in vivo environment. Furthermore, the irradiation of EMF in the
ionizing radiation flow discovers the possibility of creating radiopharmaceuticals for the diagnosis and treatment of
cancer.

The currently used chemotherapy methods don’t always ensure selective delivery and effective concentration of
therapeutic agents in the target tumor tissue. In conjunction with limited monitoring ability to outcome therapeutic
procedure results it often leads to complications and also reduces the therapeutic effect.The development of specific
tumors MRI contrast agents based on nanotechnology and nanomaterials would increase selectivity and sensitivity of
non-invasive tumor-imaging in clinical practice in comparison with traditional imaging methods [1, 2].

Recent studies have found that surface-modified endofullerene Fe@C60 with hydroxyl groups are more effective
contrast agents than the iron oxide nanoparticles generally used in practical imaging [3–5].

Practical interest in biocompatible iron-containing fullerene-polymer complexes is caused by the possibility of
their use for improving resolution in magnetic resonance imaging [5], as well as for molecular-targeted drug delivery
in the human body, including for the cancer treatment [6].

However, EMF administration is complicated by the fact that these compounds are insoluble in water in their initial
form, so their biomedical application may require modification, such as hydroxylation [7] or synthesis of complexes
with water-soluble biocompatible polymers. Polymeric materials are attractive because of number of advantages deter-
mining their effectiveness in delivery and therapy techniques – biocompatibility, biodegradability, and interoperability.
Basic and the most widely – used compounds for the polymer nanoparticle synthesis are polylactic (PLLA) and polyg-
lycolicacids (PGA), polyethylene glycol (PEG), polycaprolactone (PCL), polyvinylpyrrolidone (PVP). Due to its good
solubility in water and the tendency to complex formation, PVP has found wide application in medicine.

In addition, particles of contrast agents should easily penetrate cell membranes. Therefore, control of new poten-
tial objects sizes is extremely important for such medical purposes [8].

In this research of fullerene derivatives radiation resistance, fullerene and endometallofullerene complexes with
biocompatible polymers have been synthesized. As polymers, the polysaccharide dextrin (C6H10O5)n, obtained by
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thermal treatment of potato starch, and a synthetic polymer polyvinylpyrrolidone (C6H9NO)n with low molecular
weight were chosen.

To develop new generation radiopharmaceuticals, it is also necessary to determine how the properties of water-
soluble fullerene and EMF derivatives are altered under radiation exposure. For polymeric materials the effects of
ionizing radiation on the physicochemical properties have been well studied [9–12]. However, radiation effect and,
most of all, influence of proton irradiation on the fullerenes and EMF polymer complexes has not yet been described.

The main feature of proton irradiation is the possibility of observing a large number of nuclear reactions ((p, α),
(p, n), (p, p), (p, γ), (p, d) etc.). The probability of the reactions becomes significant at such proton energy when the
permeability of the Coulomb barrier becomes quite large [13,14]. In this regard, the purpose of our work was to study
the radiation resistance of the initial, functionalized by hydroxyl groups and biocompatible polymers (PVP, dextrin)
fullerenes and EMF with 3d and 4f-elements under proton and neutron irradiation.

2. Experimental

Thermal evaporation of the composite electrode material, extraction of fullerenes and EMF with an impurity of
empty fullerenes Me@C2n + C2n (Me = Sm, Eu, Gd, Tb, Ho, Fe, Co) were carried out according to previously-
described methods [12, 15–21].

For fullerene and EMF synthesis, hollow graphite rods with an outer diameter 10 mm and internal diameter 6 mm
with different graphite density were used. The electrodes were produced by the Federal State Unitary Enterprise
Scientific Research Institute of Electric Carbon Products (graphite density 1.35 g/cm3) and Chelyabinsk company
“Graphite Formula” (1.8 g/cm3). To obtain EMF composite electrodes were prepared as follows. A powder mixture
of metal oxide with graphite was introduced into the cavity of the graphite tube by pressing. The composite electrode
was annealed at 1000 ◦C in vacuum (3 hours) to remove water and organic impurities. The metal content in the
composite electrode was in the range 0.8 – 1.0 % at. Thermal vaporization of the composite electrode material was
carried out at a constant current of an electric arc (120 – 130 Å) in helium atmosphere (608 mm Hg) according to the
methods [18–21].

Figure 1 shows the dependences of higher fullerenes (productivity parameter PHF) and endometallofullerenes
(productivity parameter PEMF) outputs from the helium pressure in the electric arc generator [16]. To determine PHF
and PEMF parameters high performance liquid chromatography (HPLC) data was used. The productive parameter is
an integrated value, including the yield of electric arc soot (wt.%), the content of extractable fullerenes (wt.%) and the
content of higher fullerenes or EMF according to HPLC. As can be seen from the figure, there are two maxima: the
first at 114 mm Hg and the second – in the range of 532 – 684 mm Hg. Therefore, further synthesis was performed
at preferred helium pressure – 608 mm Hg. In such a way the values of the PHF parameter were increased by 2 –
2.5 times as compared with PHF at low pressure.

FIG. 1. The dependences of higher fullerenes productivity parameter PHF and endometallo-
fullerenes productivity parameter PEMF outputs from the helium pressure [16]

Figure 2 shows the arc current influence on the productivity parameter PEMF in the series of EMF synthesis
with various elements of the lanthanide group: Sm (1), Gd (2), Dy (3), Eu (4), Ho (5). It can be seen that PEMF is
influenced by the nature of the metal atom. In the synthesis of EMF with samarium, gadolinium, and europium atoms,
the current change in the studied range doesn’t lead to changes in the EMF yields. At the same time, for EMF with
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dysprosium, the yield decreases, but for holmium, it increases significantly. Thus, the optimum range of the electric
arc current at 120 – 130 Å, in which the thermal vaporization of the composite electrode material was stable and
accompanied by a high value of the EMF yield (PEMF) was established.

FIG. 2. The arc current influence on the productivity parameter PEMF in the series of EMF syn-
thesis with various elements of the lanthanide group: Sm (1), Gd (2), Dy (3), Eu (4), Ho (5)

For EMF derivatives identification, the IR-spectra of solid samples were obtained by multi-bounce attenuated
total reflection FTIR (ATR-FTIR) in the frequency range 400 – 4400 cm−1. The endofullerenol spectra illustrate
absorption bands typical for fullerenols [23–25]. Characteristic bands at 1025 – 1150 cm−1 can be assigned νC–O
bond, reflecting the presence of oxidized units on the carbon cage. The bands at 1340 – 1387 cm−1 are assigned to
δsC–O–H bond. The bands 1515 – 1625 cm−1 can be assigned to νC–C and νC=C bonds of the aromatic ring. Valence
vibrations of C=O bonds in fullerenols, which formed at the ends of the broken C–C bonds of fullerene are reflected
in the range 1647 – 1738 cm−1. The spectra also contain characteristic absorption bands C–C of pure fullerenes C60

and C70 – 528 and 1428 cm−1.
IR spectra of PVP-complexes are presented at Fig. 3. The spectra demonstrate absorption bands typical for PVP

and fullerenes. The bands in the range 1020 – 1097 cm−1 are assigned to νC–O bond vibrations. The characteristic
bands at 1276 – 1282 cm−1 can be referred to the in-plane bending of the C–H bond in PVP. The 1424 cm−1 band
of scissoring bending of the CH2 bond in PVP overlaps the 1428 cm−1 absorption band of pure fullerene C–C bonds.
The double bands at 1502 – 1558 cm−1 can be also attributed to the νC–C and νC=C bonds of the aromatic fullerene
ring. The band of νC=O group in the PVP lactam at 1657 cm−1 is overlapped the band at 1651 – 1662 cm−1 of νC=O
bonds in fullerenes.

FIG. 3. IR-spectra of pure dextrin (C6H10O5)n (1) and water-soluble dextrin complexes
C60(C6H10O5)n (2), Gd@C82(C6H10O5)n (3) and Fe@C60(C6H10O5)n (4)

Similarly, during investigation of dextrin complexes IR-spectra (Fig. 4), the presence of bands that can be at-
tributed both to dextrin and fullerenes was observed. Characteristic band of the polysaccharide molecule skeleton
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vibrations shifts from 1001 cm−1 to 1007 – 1024 cm−1 in the complexes. Strong bands at 1360 – 1387 cm−1 in the
complexes are referred to δO–H groups in the C–O–H bond. The strong band at 1650 cm−1, caused by the stretching
C=O vibrations of non-ionized and ionized acids groups in dextrin, overlaps by stretching vibrations of C=O bonds in
fullerenes in the range 1651 – 1662 cm−1. Broad and strong bands in the region of 3253 – 3327 cm−1 can be related
to the intermolecular hydrogen bonds formation in the complexes.

FIG. 4. IR-spectra of water-soluble polyvinylpyrrolidone (C6H9NO)n complexes:
C2n(C6H9NO)n (1), Sm@C82(C6H9NO)n (2), Ho@C82(C6H9NO)n (3),
Gd@C82(C6H9NO)n (4), Eu@C82(C6H9NO)n (5), Dy@C82(C6C9NO)n (6)

Thus, by the method of IR-spectroscopy it has been able to characterize the obtained compounds and confirm the
presence of fullerenes in the synthesized water-soluble complexes.

Earlier studies of the fullerene derivatives radiation resistance under neutron irradiation in the WWR-M reactor
zone (NRC “Kurchatov Institute” – PNPI, Gatchina) showed that significant radiation damage and insoluble car-
bon aggregate formation were observed at fluences exceeding 1016 cm−2. In this study, we investigated radiation
resistance under proton irradiation on the samples of fullerenes C60, C70, fullerenols C60(OH)30, Fe@C60(OH)30
and Me@C82(OH)38−40 (Me = Sm, Eu, Gd, Tb, Ho) and complexes Sm@C82(C6H9NO)n, Gd@C82(C6H9NO)n,
Fe@C60(C6H9NO)n, Fe@C60(C6H10O5)n. The samples were irradiated at the Synchrocyclotron SC-1000 (NRC
“Kurchatov Institute” – PNPI, Gatchina) by protons with energies of 100 MeV and 1 GeV (current value was varied
from ∼0.03 to 1 µA) for a time from 20 to 72 hours. After irradiation, the samples were kept for two months for the
decay of short-lived radionuclides.

The γ-spectra of all irradiated samples were recorded using a semiconductor spectrometer with an ultrapure
germanium detector (EG&G ORTEC Gamma-X HPGe, detector efficiency at 1 MeV energy – 5 %, resolution –
0.57 keV for 122.06 keV line of 57Co). Unfortunately, it was not possible to identify all γ-lines of reactions (p, x).
Therefore, for samples of endofullerenols and EMF complexes, areas of the most intense γ-lines for soluble and
insoluble parts were measured. The irradiated samples radiation resistance (S, %) was estimated by the formula:

S(Φ) =
Isoluble

Isoluble + Iinsoluble
· 100 %.

The radiation resistance (S, %) of samples C60, C70, C60(OH)30 was determined as the ratio of the weight of
the soluble part to the total weight. It should be noted, that a small amount of impurity elements could present in the
irradiated samples. The neutron capture cross section of some of them can be very large. For example, the thermal
neutron capture cross section in a natural mixture for Eu isotopes is 4565 barn, for Gd is 48,890 barn and for Sm is
5670 barn [26]. Such impurities were easily identified in the samples irradiated by the neutron, and in some cases by
proton irradiation.

3. Results and discussion

Tables 1 and 2 present the radiation resistance of fullerenes C60, C70, EMF Me@C2n (n = 30 − 50), hydrox-
ylated derivatives C60(OH)30 and Me@C2n(OH)30−40 (Me = Sm, Eu, Gd, Tb, Ho, Fe, Co), as well as complexes
Fe@C60(C6H9NO)n, Sm@C82(C6H9NO)n, Gd@C82(C6H9NO)n and Fe@C60(C6H10O5)n under proton irradiation.
The capture cross sections for main reactions proceeding at target irradiation by protons was estimated using the semi-
empirical method [27] (Table 1).
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TABLE 1. Radiation resistance of samples under irradiation by protons of 1 GeV

Formula
Content of

C2n(OH)38,
wt %

Atomic
radius,

pm [28]

Proton capture
cross section σ,

barn [26]

Radiation
resistance,

%

C60 — — — 56±4

C70 — — — 21±3

C60(OH)30 — — — 99±1

Fe@C60(OH)30 2.4 % 124 0.717 71±1

Sm@C82(OH)38−40 3.4 % 181 1.371 41±3

Eu@C82(OH)38−40 1.0 % 199 1.378 55±3

Gd@C82(OH)38−40 40 % 179 1.414 46±2

Tb@C82(OH)38−40 18 % 177 1.420 57±2

Ho@C82(OH)38−40 10 % 179 1.456 52±3

Gd@C82(C6H9NO)n — 179 1.414 34±2

Fe@C60(C6H9NO)n — 124 0.717 51±2

Fe@C60(C6H10O5)n — 124 0.717 36±1

TABLE 2. Comparison of radiation resistance for the samples irradiated by 100 MeV and 1 GeV protons

Radiation resistance, %

Formula Proton energy

100 MeV 1 GeV

Fe@C60(OH)30 44.7±1.0 32±3

Gd@C82(OH)38−40 74±4 29±2

Sm@C82(OH)38−40 50±2 31±2

Tb@C82(OH)38−40 70±2 57±2

Sm@C82(C6H9NO)n 39.4±1.5 26±4

As can be seen from Table 1, the cross sections for EMF, including elements Sm, Gd, Eu, during proton irradiation
are in the range 1.3 – 1.5 bar. The values of radiation resistance for EMF Sm, Gd, Eu are also varied slightly –
41, 46 and 55 %, respectively. Comparing the radiation resistance values obtained for hydroxylated and polymeric
EMF derivatives, it should be noted that the complexes resistance is almost 20 %, and in some cases 30 % less:
Gd@C82(OH)38−40 (46 %) and Gd@C82(C6H9NO)n (34 %); Fe@C60(OH)30 (71 %), Fe@C60(C6H9NO)n (51 %)
and Fe@C60(C6H10O5)n (36 %). Probably, the nature of bond formation between polymer and EMF molecules may
influence on such difference. It is known, that in the case of a complex with polyvinylpyrrolidone, donor-acceptor
interaction is realized, and in the case of a complex with dextrin, a dipole-dipole interaction does [8]. Such complexes
turn out to be less resistant to proton irradiation than chemically modified fullerenols with OH-groups. In addition,
polymer amorphization at large fluencies can also lead to a decrease their solubility and resistance [29].



452 M. V. Suyasova, A. A. Borisenkova, V. A. Shilin, V. P. Sedov, D. N. Orlova

Table 2 presents radiation resistance comparison for the samples irradiated by 100 MeV and 1 GeV protons. It
has been found that for a series of 1 GeV proton irradiation, the values of radiation resistance are significantly lower
than for 100 MeV ones. High-energy protons lead to more damage in the EMF derivatives, which adversely affects
the solubility and, as a result, the resistance values.

To compare with the proton irradiation results, the data for neutron irradiation fullerene derivative by fluence
Φ = 2 × 1018 cm−2, at which sample differences appear clearly are shown in the Table 3. As mentioned above, in
addition to compounds with 4f-metals, we studied fullerenols with cobalt, obtained for the first time in the synthesis
of a new EMFs with paramagnetic 3d-metals [17].

TABLE 3. Radiation resistance of endometallofullerenols under neutron irradiation by fluence Φ =
2 × 1018 cm−2 [30]

Symbol Formula
Content of

C2n(OH)38,
wt %

Atomic
radius,

pm

Recoil
energy,

eV

Neutron capture
cross section
σth, barn

Radiation
resistance,

%

Fe Fe@C60(OH)30 24 % 124 393.3 2.56 47.0±0.5

Sm Sm@C82(OH)38−40 3.4 % 181 260.3 5670 80.1±0.3

Eu Eu@C82(OH)38−40 1.0 % 202 256.1 4565 90.5±0.3

Gd Gd@C82(OH)38−40 40 % 179 136.4 48890 94.1±0.3

Tb Tb@C82(OH)38−40 19 % 177 136.1 23.4 59.3±0.7

Ho Ho@C82(OH)38−40 10 % 176 125.9 64.7 65.6±0.5

Co Co@C60(OH)38 12 % 125 501.5 37.2 48.5±1

The radiation resistance dependence on the accumulated fluence (F ) for neutron irradiation of EMF with eu-
ropium, samarium, thulium, holmium and their water-soluble derivatives are shown at Fig. 5. As a comparison sample,
irradiated empty fullerenols C60(OH)30 were used. It has been found that for all fullerenols with rare earth elements,
the resistance rate is almost an order of magnitude higher than for initial EMFs. The increased radiation resistance of
fullerenols Me@C2n(OH)30−40 in compare with Me@C2n(Me = Sm, Eu, Ho, Co) may be related to EMF becomes
more stable and their chemical reactivity decreases with increasing a number of hydroxyls [7]. In addition, resistance
depends not only on the number of hydroxyl groups, but also on their distribution on the fullerene shell.

FIG. 5. Dependence of the radiation resistance (S) from fluence (Φ) for irradiated by ther-
mal and fast neutrons fullerenols C60(OH)30 (1) and endofullerenols Eu@C82(OH)38−40 (2)
Sm@C82(OH)38−40 (3), Tm@C82(OH)38−40 (4)
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As shown from the Table 3, it should pay attention to the anomalously high radiation resistance near to 80 % of
EMF with samarium, gadolinium and europium, whereas for other EMFs it is about 20 %. Probably, it is due to the
electronic properties features of Sm@C2n and Gd@C2n molecules [31, 32].

It is known that Me3+@C3−
2n molecules are more stable than Me2+@C2−

2n . However, captured by a carbon mol-
ecule samarium (III) becomes a Sm2+@C2−

76 . Also, among the Me2+@C2−
2n molecules, EMF with samarium is the

most stable and resistant to external influences, including neutron irradiation. In addition, the EMF with samarium has
an important feature – it does not obey the isolated pentagons rule [30]. It is not excluded that this feature may affect
the radiation resistance of unique molecule Sm2+@C2−

76 .
The endohedral metallofullerene Gd@C82 is also distinguished by high radiation resistance, which may be asso-

ciated with the anomalouselectronic structure of the molecule [16, 17]. In previous studies [34–36], it was established
that Gd+3 ion in the carbon cage is located near the hexagonal ring. So EMF molecule Gd@C82 acquires the same
properties as La@C82, Sc@C82.

In general, EMF radiation resistance depends on a number of factors: the metal ion radius, shape and size sym-
metry of EMF molecules, carbon cage electronic structure and incapsulated atom localization, presence of C2n empty
fullerenes (see Table 1), and the nonradiative de-excitation of EMF molecules [34, 35]. But none of them explains the
high radiation resistance of EMF molecules with Sm, Gd, Eu irradiated by neutrons.

Remarkable that anomalously high resistance (∼80 – 90 %) in the stream of fast and slow neutrons is demonstrated
by molecules (Table 2) containing Sm, Eu and Gd elements with large thermal neutrons capture cross sections (5670,
4600, 48,890 barn, respectively). These cross sections are several orders of magnitude larger than cross sections, for
example, for Ho, Tb, and Co (64.7, 8.97, 37.2 barn, respectively) [26]. We assumed, that the causes of the anomalously
high radiation resistance of EMF with Sm, Eu and Gd could be large cross sections and the secondary processes of
EMF reproduction during continued exposure on the samples by thermal neutrons [30].

In this connection, it is of great interest to compare the results of proton and neutron irradiation. As can be
seen from Table 1, the cross sections for targets irradiated by protons, including elements Sm, Gd, Eu, are in the
range from 1.3 to 1.5 barn, just as for Ho and Tb. The radiation resistance values for EMF Sm, Gd, Eu and Ho,
Tb are also not significantly different (41, 46, 55 % and 52, 57, respectively). For samples containing Sm, Eu, Gd,
the calculated values of the nuclei recoil energy is approximately 260 eV. Such values are sufficient for the atoms to
leave the carbon cage and can penetrate into the surrounding neighboring molecules. Therefore, it can be expected
accelerated dissociation of the initial endohedral complexes and, at the same time, new endofullerenol reproduction.

It is interesting to note that the properties of EMF molecules, for example with gadolinium and lanthanum, are the
same. Also, the symmetry of the C82 cage of Gd@C82 is the same as La@C82. With all the similarity of gadolinium
and lanthanum endofullerenes properties, there is a significant difference – the thermal neutron capture cross section
of gadolinium (48,890 barn, unlike lanthanum 8.97 barn) and, as a result, the radiation resistance of gadolinium EMF
is much greater than that of lanthanum EMF (80 and 25 %, respectively).

Consequently, it can be argued, that high radiation resistance of Sm, Eu, Gd EMFs in comparison with other
EMFs, is associated with a large values of thermal neutrons capture cross sections and new EMFs regeneration during
continued exposure on the samples by thermal neutrons. And the influence of electronic structure features of EMF
molecules with Sm, Eu, Gd is small or completely absent.

4. Conclusion

Fullerenes, endometallofullerenes Me@C2n (n = 30 – 50) and their hydroxylated water soluble derivatives
as C60(OH)30, Me@C2n(OH)30−40 (Me = Sm, Eu, Gd, Tb, Ho, Fe, Co), and also complexes with biocompatible
polymers – polyvinylpyrrolidone and dextrin – Fe@C60(C6H9NO)n, Sm@C82(C6H9NO)n, Gd@C82(C6H9NO)n and
Fe@C60(C6H10O5)n have been synthesized and characterized. By the method of IR-spectroscopy, the characteristic
bands of water-soluble derivatives have been established and the presence of fullerenes in the new synthesized water-
soluble complexes has been confirmed.

In the series of irradiation by neutrons and protons, the radiation resistance evaluation was carried out for
fullerenes, EMF, derivatives and complexes: C60, C70, C60(OH)30, Fe@C60(OH)30 and Me@C82(OH)38−40 (Me
= Eu, H, Sm, Gd, Tb, C), Fe@C60(C6H9NO)n, Sm@C82(C6H9NO)n, Gd@C2n (C6H9NO)n, Fe@C60(C6H10O5)n.
The values of their radiation resistance under proton irradiation has been determined for the first time. It is shown, that
irradiated by protons and neutrons Me@C82(OH)38−40 are an order of magnitude more stable than initial EMFs. Thi-
sis probably due to hydroxyl groups that insulate carbon shells and prevent fullerenes carbon-carbon bonding between
fullerene molecules.

The irradiation result comparison of Sm, Eu, and Gd EMF-ols with high reactor neutrons capture cross sections
(5670, 4600, 48,890 barns, respectively) by neutrons and protons was made. The reaction cross sections for the
indicated isotopes of Sm (1.371 barn), Eu (1.378 barn) and Gd (1.414 barn) under proton irradiation are comparable
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to Ho (1.456 barn) and Tb (1.420 barn) isotopes. The radiation resistance of fullerenols with Sm, Eu and Gd (41, 55,
46 %.) also differs insignificantly from Ho, Tb and Co (52, 57 %) fullerenols. Consequently, it can unequivocally
argued, that high radiation resistance of Sm@C82(OH)38−40 and Gd@C82(OH)38−40 under neutron irradiation is
associated with a large values of thermal neutrons capture cross sections and new EMFs regeneration. In such a way,
the influence of electronic structure features of EMF molecules with samarium and gadolinium is small or completely
absent.

It can be concluded, at samples variation fundamental differences in the obtained product characteristics haven’t
been found. It makes it possible using general irradiation conditions for a number of carbon and metal-carbon struc-
tures, both initial and water-soluble. It has been established, despite the large proton energy 1 GeV after prolonged
irradiation up to 72 hours, up to 50 % EMF molecules remain intact and suitable for the preparation of new radiophar-
maceuticals based on fullerenes, EMP and their derivatives for biomedicine.
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The CeO2 sols stabilized by polyvinyl alcohol (PVA) were obtained from solution of cerium nitrate (III) in the presence of hydrogen peroxide and
ammonia. X-ray diffraction, transmission electron microscopy, the pH metric method, ultraviolet spectroscopy and infrared spectroscopy were used
to investigate the compositions and properties of the sols. It was observed that the PVA stabilizes the colloidal solution of cerium dioxide. The
stability of the solution depends on the mass content of PVA and pH. The surface of various CeO2 particles exhibiting the property of an acceptor
interacts with OH groups of PVA. CeO2 sol with 5 wt.% PVA and pH 8.55 (particle size 67 nm) has sun protection properties (UVA/UVB = 0.64)
and is characterized by low photocatalytic activity, cytotoxicity and genotoxicity.
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1. Introduction

Ultraviolet radiation is very important in human life. UV rays have exhibitedanalgesic and sedative effects.
Strictly metered-dose UV irradiation stimulates the production of antibodies, thus increasing the resistance of humans
to infection.Despite its important role in medicine, the harm of ultraviolet radiation on health exceeds the benefits.
The ultraviolet range of the spectrum is conventionally divided into several regions. The most dangerous region of
UV-radiation is UV-B radiation with wavelengths ranging from 290 to 320 nm [1]. The long-term effects of UV B on
human skin can cause the incidence of skin cancer, including cutaneous melanoma, and photo aging of the skin [2].
Currently, inorganic UV filters based on ZnO and TiO2 are widely used to protect the skin from well-known carcino-
genic effects of ultraviolet light in cosmetic creams, including sunscreen. However, these metal oxides also have some
disadvantages; numerous studies have shown that titanium and zinc oxide nanoparticles have high photocatalytic ac-
tivity [8–10]. The authors of the work [11] showed that titanium dioxide is a photocytotoxic substance to the fibrous
region of the skin. Analysis of the literature shows that approximately 20 years ago researchers proposed to use cerium
dioxide as an inorganic UV filter [12–14]. This oxide over titanium and zinc oxides has several advantages, among
which it should be noted a yellowish color of the substance (close to the skin color), transparency in the visible region
of the spectrum, the ability to effectively absorb UV radiation [15,16], decrease in photocatalytic activity with decrease
in particle size [17]. Information about CeO2 photocatalytic activity which provided in the literature is ambiguous.
It is believed that CeO2 has a low photoactivity due to the large band gap (3.19 eV) and rapid recombination of pho-
togenerated charge carriers. Photocatalytic activity is increased due to the addition of metal additives [18] or metal
oxides [19–21] in cerium dioxide. The authors of [22] found that CeO2 nanoparticles reduce oxidative DNA damage
caused by UV irradiation. Other authors indicate that cerium dioxide exhibits photocatalytic properties [23–26]. The
comparative analysis of literature indicates that state of the oxide surface and the presence of defects [25,26] and Ce3+

state [27] in the composition of oxide affect its photocatalytic properties and depend on conditions of its preparation.
Despite the large number of known synthetic methods, today there is an open question related to the development

of new methods of producing of CeO2 sol, which take into account the possibility of high-quality purification from
reaction by-products and unreacted substances. Also, important task is searching a new non-toxic stabilizers, allowing
obtaining stable sols with biologically relevant pH values. Polyvinyl alcohol (PVA) can be used as such a non-toxic
stabilizer, which forms adsorption layers on the surface of dispersed particles and contributes to Van der Waals London
interactions. It is known [28, 29] that PVA is usually weakly charged at neutral pH and therefore the stabilization of
nanoparticles in the sol is due to electrostatic repulsion.

The aim of this study is obtaining sol of CeO2 with PVA from cerium (III) nitrate solution and investigating
photocatalytic, toxic and sunscreen properties of sol.
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2. Experimental procedure

2.1. Materials

Cerium nitrate (III) hexahydrate (purity 99.9 wt.%) was purchased from Novosibirsk plant of rare metals. PVA-
16/1 was purchased from company “Nevinnomyssky Azot”. The solution of ammonia (25 wt.%) and the solution
of hydrogen peroxide (30 wt.%) were purchased in the JSC “Base No. 1”. Distilled water was used throughout the
experiments. Methyl orange (MO) was purchased from Alfa Aesar.

2.2. Synthesis of CeO2 sols

Procedure for preparing of light yellow and transparent CeO2 sols is as follows. The aqueous solution of PVA
(5 wt.%) was added to the solution of Ce(NO3)3 (C = 0.001 M) in a 1:5 volume ratio under magnetic stirring (3 K/min).
The aqueous solution of H2O2 (30 wt.%) was then added to form a red color of Ce(OH)3OOH. This solution was
heated to 90 ◦C with constant stirring for 45 minutes. The aqueous solution of ammonia (0.03 – 1.5 ml 24 wt.%) was
then added and left to mix at 90 ◦C for more 3 hours. Finally, prepared sol was allowed to air cool. The formation of
cerium dioxide can be represented by the following reaction equation:

2Ce(NO3)3 +H2O2 + 6NH3 ·H2O = 2CeO2 + 6NH4NO3 + 4H2O.

The particles of cerium dioxide in the solid phase were obtained by the same method, using 2 wt.% solution of PVA
and 0.5 ml solution of ammonia 24 wt.%. After several hours in such light yellow and transparent CeO2 sol, the
oxide particles coagulate and precipitate. The precipitate was filtered, washed with distilled water and dried at room
temperature.

2.3. Characterization methods the composition and properties of sols

X-ray diffractograms (XRD) of solid samples (CeO2) were recorded on a Rigaku Miniflex 600 powder diffrac-
tometer (CuKα emission) at a voltage, and current of 40 kV and 15 mA, respectively. The range 2θ = 10 ◦ – 90 ◦ at
a rate of 2 ◦min−1 was used to identify the crystalline structure. The samples’ phase compositions werefound using
the ICSD PDF-2 database. The average crystallite size was calculated from the XRD peak (111) using the Scherer

equation: L =
0.9λ

β cos θ
. High-resolution images and selected area electron diffraction (SAED) patterns were observed

with a JEOL JEM-2100F transmission electron microscope (TEM) operating at 200 kV. The acid–base properties of
the CeO2 surface were studied using a Multitest pH meter by a procedure described in work [30]. The change pH of
the cerium dioxide suspension in bidistilled water over time from the moment of formation until reaching the electro-
chemical equilibrium was detected according to the pH meter readings with the combined glass electrode ESC-10605.
IR spectra of PVA, sols of CeO2 with PVA and dried at 90 ◦C sols of CeO2 with PVA were measured on an Agilent
Cary 630 FTIR spectrophotometerin the frequency range 400 – 4000 cm−1. The absorption and transmission spec-
tra of sols in the visible region in ultraviolet were removed relative to the aqueous solution of PVA and relative to
air (PE-5400 UF spectrophotometer). The average size of cerium dioxide particles in the sol was determined by the
“turbidity spectrum” method. The method is based on the use of the Rayleigh equation for colloidal systems with low
concentration, the dispersed phase of which does not absorb incident light and is optically isotropic [31].

The photocatalytic activity was evaluated for the decomposition of MO (as a model reaction) under UV light
irradiation. For this, we used samples of the dried CeO2 sol with PVA, as well as samples of CeO2 particles without
PVA, which were separated from the sol with higher oxide content. The 42 ml solution of MO (concentration of
12.760 g/l) and 0.425 g of the sample were placed into a reactor of quartz glass. The mixture was kept in the dark
under magnetic stirring for 1 h to reach sorption–desorption equilibrium. Next, the reaction mixture was placed under
an I2 excimer ultraviolet lamp with λ = 342 nm and exposed to UV radiation for 1 h with constant stirring. Every
10 min, we took an aliquot, which was centrifuged to separate the precipitate, and then the absorbance of the mother
liquor was measured. The methyl orange concentration was determined spectrophotometry method on a PE-5400 UF
spectrophotometer (cuvette length 10 mm, filming step 1 nm). The wavelength for the measurement was 461 nm,
which is the maximum characterized adsorption wavelength of MO. The absolute accuracy limit in the transmission
measurement was ±0.5 %.

In this paper, we performed an analysis of the sun protection characteristics of cerium dioxide sols on middle
(UVB) and near (UVA) UV ranges. To assess the effectiveness of skin protection in the UVB range, the UVA/UVB
ratio was determined according to [32]:
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TABLE 1. Properties of sols CeO2 with PVA 5 wt. %

V NH3 initial, ml pH value Particle size, nm Aggregative stability

0.03 8.11 — —

0.10 8.31 60 +

0.30 8.46 63 +

0.50 8.55 67 +

1.50 9.49 68 —

The UVA/UVB value is the ratio of the mean absorption in the near and middle UV ranges. The efficiency of the
photoprotective action of sol in the UVA range was estimated in units of the critical absorption wavelength [33]:

c∫
290

lg

(
1

T (λ)

)
dλ = 0.9

400∫
290

lg

(
1

T (λ)

)
dλ.

The study of the sun protection properties of sol was carried out by the method of experimental model of ultraviolet
erythema in rats according to the guidelines for preclinical studies of drugs [34]. Male rats (Rattusnorvegicus forma
alba) of the Wistar line with an average weight of 250 ± 25 g (n = 5) were used as a test system. All rats were
divided into two groups – experimental and control. An object of study in the form of an ointment was applied to
the hairless area of the skin on the abdomen of animals of the experimental group. On a similar area of the skin of
animals of the control group was applied only ointment base c PVA. Acute erythema in experimental animals was
caused by irradiation with UV rays of these skin areas at a dose of 1 MED (minimum erythemic dose) [35]. Animals
during experimental were under combined etheric-xylazine anesthesia. A laboratory source of ultraviolet radiation
with a power of 250 W with a natural ratio of UVA and UVB radiation intensities was used. The irradiated areas
were exposed for 10 minutes. The severity of erythema and edema of the skin was assessed visually immediately,
after 0.5; 1; 2 and 3 hours, as well as the next day after irradiation on a conditional 4-point scale. The values of scale
were: 0 – no erythema, 1 – very weak erythema, 2 – weak erythema, 3 – moderate erythema, 4 – clearly expressed
erythema [36].

Genotoxicity of CeO2 sols with PVA was investigated using Allium cepa test [37]. This technique is based on the
influence of the environment on the growth of the roots of Allium cepa bulbs. For the experiment sol of CeO2 with
PVA (prototype), solution of PVA (placebo) and H2O distilled (control sample) were used. Sol was diluted with water
in a ratio of 1:49. The PVA solution was also diluted. Experiments were duplicated 4 times. Bulbs were sprouted
for three days while kept at room temperature. On the 4th day the bulbs were taken out. The length of the roots
was measured. After that they were fixed with a clamp Clark. For microscopic examination the crushed cytogenetic
preparations were prepared by the standard method. The toxic effect was determined by the length of the roots.

The cytotoxicity of the CeO2sol with PVA was assessed on monocytes isolated from whole blood of a healthy
person by magnetic separation using MTT test [38]. CeO2 tablets of the test substances are poured in to 2 ml of cell
suspension and allowed to incubate for 144 hours at 37 ◦C and 5 % CO2. For the test, a 96-well plate was used.
After 144-hour incubation of monocytes with test substances, 100 µl of cell culture suspension was placed in each
well. Before the transfer of cells from the culture cup to the 96-well plate for the MTT test, the cell suspension was
re-suspended. Then, 10 µl of MTT working solution was introduced into each well and incubated for another 3 hours
in a CO2 incubator with 5 % CO2. After 3 hours, the tablet was removed from the CO2 incubator and the medium in
each well was replaced with a DMSO solution. After that, using a tablet reader Tecan Infinite F50, the optical density
of each well was determined at 490 nm, and the measured background absorption at 620 nm was subtracted.

3. Results and discussion

3.1. Characteristics sols CeO2 with PVA

It was found that the stability of sols is influenced by the amount of PVA and the pH value of sols, which is
determined by the volume of ammonia. The sols of CeO2 with PVA up to 5 wt.% and values pH of 8 – 11 are not
formed. The oxide particles coagulate in the process of obtaining sols. The stability of CeO2 sols with 5 wt.% PVA
depends on pH values. Some properties of sols and their stability are summarized in Table 1.
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The as-prepared sols were light-yellow and transparent. The pH values of the stable sols were slightly basic. The
average size of the colloidal particles in such sols was characterized by comparable values. The average colloidal
particle size in the filtered sol with pHvalue of 9.49 was 68 nm. Consequently, an increase in the particle size of more
than 70 nm in the studied solutions leads to their coagulation. The morphology of the CeO2 nanocomposites of sols
with pH = 8.31 and pH = 8.55 was investigated by the TEM analysis, which is shown in Fig. 1(a, b). Fig. 1 shows
that the CeO2 nanoparticles don’t have a pronounced cut and are agglomerated, regardless of the pH of the sols. The
degree of agglomeration tends to decrease with increasing of pH sols. Electron diffraction data additionally indicate
the polycrystalline nature of nanocomposites. The particle size of CeO2 in sol with pH = 8.31 is in the range of 2 nm
to 4 nm with a narrow particle size distribution. For a sol with pH = 8.55, the size of CeO2 nanoparticles reaches from
4 nm to 10 nm and particles have a more regular spherical shape.

FIG. 1. TEM images of CeO2 nanoparticles in sols with pH = 8.31 (a) and pH = 8.55 (b)

It is known [39,40], that the sun protection properties increase with increasing the size of particles in the sol. The
sol with pH = 8.55 was stable and has a maximum particle size. This sol was investigated in this work.

Figure 2(a) shows the diffraction pattern of CeO2 particle prepared from sol with PVA 2 wt.%. Diffraction
peaks at 2θ = 28.54352, 33.09498, 47.46177, 56.349266, 59.089647, 69.44741, 76.61854, 79.03574 and 88.37222◦

correspond to the cubic phase (111), (200), (220), (311), (222), (400) (331) (420) and (422) cerium dioxide (from
JCPDS card 00-034-0394).

The average crystallite size is 12.81 nm. Fig. 2(b) shows the diffraction pattern of the dried at 60 ◦C sol CeO2

with PVA5 wt.%. (pH = 8.55). This sample contains a lot of amorphous phase. Diffraction peaks are wide and weak.
The average crystallite size is 2.07 nm and is comparable with the value of nanocrystallites in sols (TEM).

The analysis of the IR spectra of solid PVA, PVA in an aqueous solution, sol of CeO2 with PVA and dried at
60 ◦C sol of CeO2 with PVA was performed to understand the interaction between CeO2 and PVA in the sol. Fig. 3(a)
shows absorption bands are observed at frequencies characterizing valent O–H bond vibrations (3400 – 3200 cm−1)
and C–H bond (2905 cm−1) in the IR spectrum of solid PVA. A wide band of vibrations of O–H bonds indicates the
formation of various associates in the solid phase of PVA [41].

The region of vibrations below the frequency of 1500 cm−1 corresponds to the valent vibrations of C–O group
(1239 cm−1), deformation vibrations of O–H groups (1140 cm−1, 1081 cm−1) and –CH2– groups of various types:
scissors (1414 cm−1); fan and torsion (915 cm−1, 838 cm−1 syndio- and isotactic PVA structures, respectively [42]
(Fig. 4).
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FIG. 2. XRD patterns of coagulated particles CeO2 (a) and dried sol CeO2 with PVA (b)

FIG. 3. IR spectra of solid PVA (a —), dried at 60 ◦C sol of CeO2 with PVA (b —) PVA in an
aqueous solution (c —) and sol of CeO2 with PVA (d —)

FIG. 4. Structure of the PVA
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The frequencies of valent vibration of O–H groups (3042 and 3229 cm−1), C–H group (2873 cm−1), C–O group
(1279 cm−1) and deformation vibration of the O–H group (1040 cm−1), –CH2-group of an isotactic structure PVA
(826 cm−1) are also observed in the infrared spectrum of the dried sol of CeO2 with PVA (Fig. 3(b)). In addition, in
the IR spectrum of this sample there is apeak at frequency 714 cm−1, which correspond to the deformation vibrations
of the –CH2– group pendulum type. Proof of the interaction of CeO2 with PVA is a change in the intensity of the
observed absorption bands of valent and deformation vibrations and a shift of their wavelengths to the low-frequency
region compared to the IR spectrum of PVA without CeO2, as well as a shift in equilibrium towards the formation of
the syndiotactic structure of PVA. The IR spectra of an aqueous solution of PVA and sol of CeO2 with PVA are less
informative because of the very wide absorption bands (Fig. 3(c, d)). However, when comparing them, a difference is
also observed, especially in the region of vibrations of –CH2– groups.

The properties of the surface of CeO2 were evaluated by the pH-metry method. The samples of CeO2 obtained
from sol with PVA 5 wt.% (pH = 8.11) were placed in bidistilled water and pH values of suspension over time were
measured with constant stirring. Fig. 5 shows sharp decrease in pH of an aqueous suspension of CeO2 to 3.95 during
the first 60 seconds.

FIG. 5. Changes inpH of CeO2 suspension over time

Such a change in pH indicates that the process of desorption of adsorbed water molecules from air from the
surface of cerium oxide proceeds by the reaction:

CeO2−x · yH2Oabs � CeO2−x · yOH− + yH+.

Changing the pH of the aqueous suspension of CeO2 after 60 seconds isdue to the interaction with the surface of
the CeO2 liquid water by dissociation mechanism. Equilibrium in the reaction of water dissociation on the surface of
CeO2 occurs at pH = 4.96:

CeO2−x + zH2Oliq. � CeO2−x · zOH− + zH+.

Consequently CeO2 is Lewis acid and can hold PVA with donor pairs of OH-group electrons. It is known [43], that
part of the oxygen atoms on the surface of CeO2 are absent in the corresponding crystallographic positions. Oxygen
vacancies are formed, the effective degree of oxidation on the cerium atoms decreases to +3, and the cerium atoms
can exhibit acceptor properties.

Figure 6 shows that in the UV spectrum of sol CeO2 with PVA there are two broad absorption maxima at 305 and
275 nm, which characterize the content in the oxide not only Ce+4 , but also Ce+3, respectively [44], which indirectly
indicates the presence of oxygen vacancies in cerium dioxide.

Based on the above, interaction of the PVA with the surface of CeO2 can be represented following scheme (Fig. 7).
This interaction leads to the fact that the CeO2 particles are located at a distance from each other and cannot

coagulate [45].
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FIG. 6. UV absorption spectrum of sol CeO2 with PVA

FIG. 7. Scheme of sorption PVA on the surface of colloidal CeO2 particles

3.2. Photocatalytic, toxic and sunscreen properties sols

Before studying the photocatalytic activity of the samples (dried sol of CeO2 with PVA and particles CeO2 with-
out PVA) under ultraviolet radiation, all samples were immersed in the setup reactor and kept in the dark for saturation
adsorption. Equilibrium of adsorption was achieved after 60 min. Absorption capacity is possible due to oxygen va-
cancy defects on the surface of CeO2, which is confirmed by UV spectroscopy and pH metric analysis. Photocatalytic
destruction of an aqueous solution of MO under UV irradiation is shown in Fig. 8.

FIG. 8. Photocatalytic degradation of MO aqueous solution by sol CeO2 with PVA (a) and particles
CeO2 without PVA under UV irradiation

The photocatalytic activity of the dried sol with PVA and particles CeO2 without PVA obtained from the sol
is very small. Fig. 8 shows that the presence of PVA reduces the sorption of MO on CeO2 particles, but practically
doesn’t effect on the rate of photocatalysis and the degree of conversion of MO. The destruction of MO in the presence
of a sample of CeO2 with PVA occurs after 40 min and amounts to 6.2 %, and for the sample of CeO2 without PVA –
after 20 minutes is 2.6 %. An increase in the time of exposure to UV radiation (8 h) on the suspension does not lead
to further decomposition of MO. Photodegradation reaction MO was adapted to the Langmuir–Hinshelwood model.
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The slope of ln(C0/C) plotted versus irradiation time (min) indicates the reaction rate constant of the sample. The
rate constant of the reaction was measured as 2.2 · 10−3 min−1 for sample with PVA and 0.9 · 10−3 min−1 for sample
without PVA. Small photocatalytic activity under UV irradiation is explained by recombination processes [46].

The sol of CeO2 with PVA is characterized by the value of the critical wave absorption λC = 353 nm, which
corresponds to “good” sunscreen properties on the classification of the FDA. Sol TiO2 1 wt.% is characterized by
λC = 364 nm and UVA/UVB = 0.36 [40]. The value of the UVA/UVB for sol CeO2 with PVA is 0.64. Ultraviolet
irradiation of the control areas of the exposed skin of rats for 10 minutes leads to the formation of ultraviolet erythema.
Erythema intensity of 4 points is observed in all control areas of the skin with applied ointment base with PVA. After
a day, the intensity of erythema drops to 3 points. Irradiation of the test sites applied with ointment base and fill with
PVA/CeO2 causes erythema intensity at 1 point. The absence of erythema (0 points) was observed at all experimental
sites a day after irradiation. There were no cases of unscheduled death and complications in animals.

The results of the study of toxicity of sol CeO2 with PVA and solid CeO2 obtained from sol are show in Fig. 9.
Fig. 9(a) shows, that the sol of CeO2 with PVA inhibits the growth of the roots of Allium cepa. The results of
microscopic examination of the roots of Allium cepa bulbs after their exposure in the sol of CeO2 with PVA indicate a
large number of heterochromatin clumps in the cell nuclei of the experimental samples. This feature is not anomalous,
andmay indicate some genotoxic activity forthe sol. Fig. 9(b) shows that the optical density of samples after incubation
of monocytes with solid CO2 is significantly lower than that of intact cells. The average percentage of surviving
lymphocytes was only 35.196 %. This indicates the cytotoxicity of cerium dioxide.

FIG. 9. Toxic properties of samples: the length of the roots of Allium cepa during exposure to
samples (a), the optical density of the samples in the MTT test (b)

3.3. Conclusions

The CeO2 sols stabilized by PVA 5 wt.% were obtained from solution of cerium nitrate (III) in the presence of
hydrogen peroxide and different ammonia content. The sol remains stable at pH values ranging from 8.31 to 8.55.
The size of colloidal particles in sols increases with increasing pH. The maximum size of the CeO2 particles, which is
not subjected to coagulation in the presence of 5 wt.% PVA is 67± 1 nm. The surface of cerium dioxide nanoparticles
is characterized by acceptor properties due to the presence of Ce+3. OH-groups of PVA are adsorbed onto the Ce+3

surface by a donor-acceptor mechanism. Interaction of PVA with the surface of CeO2 nanoparticles prevents their
agglomeration in the sol.

The sol of CeO2 stabilized by with 5 wt.% PVA (pH = 8.55) has sun protection properties, which are not inferior
to the properties of TiO2 sols [5]. The sol in anointment base reduces the intensity of erythema in experimental
animals irradiated with ultraviolet rays, while displaying low toxicity. The photocatalytic activity of this sol is weakly
expressed.
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[19] Apostolescu N., Cernǎtescu C., et al. Promoting effect of ceria on the catalytic activity of CeO2–ZnO polycrystalline materials. Environ. Eng.

and Manag. J., 2018, 17 (4), P. 765–770.
[20] Usharani S., Rajendran V. RTFM, RTPL and photocatalytic activity of CeO2/ZrO2 nanocomposites. Chin. J. Phys., 2017, 55 (6), P. 2588–2596.
[21] Moongraksathum B., Chen Y. CeO2-TiO2 mixed oxide thin films with enhanced photocatalytic degradation of organic pollutants. J. Sol-Gel

Sci. Technol., 2017, 82, P. 772–782.
[22] Fujita N., Kamada K. Protective effect of CeO2 nanoparticles on photo-induced oxidative damage of DNA. J. Ceram. Soc. Jpn., 2014,

122 (1422), P. 141–145.
[23] Laouedj N., Elaziouti A., Benhadria N., Bekka A. CeO2 nanoscale particles: Synthesis, characterization and photocatalytic activity under

UVA light irradiation. J. Rare Earths., 2018, 36 (6), P. 575–587.
[24] Vatanparast M., Saedi L. Sonochemical-assisted synthesis and characterization of CeO2 nanoparticles and its photocatalytic properties. J.

Mater. Sci. Mater. Electron., 2018, 29 (9), P. 7107–7113.
[25] Liu Zh., Li X., et al. Planar-dependent oxygen vacancy concentrations in photocatalytic CeO2 nanoparticles. Cryst. Eng. Comm., 2018, 20,

P. 204–212.
[26] Gao H., Yang H., Yang G., Wang Sh. Effects of oxygen vacancy and sintering temperature on the photoluminescence properties and photocat-

alytic activity of CeO2 nanoparticles with high uniformity. Mater. Technol., 2018, 33 (5), P. 321–332.
[27] Yuán S., Xu B., et al. Development of the visible?Light Response of CeO2?x with a high Ce3+ content and Its Photocatalytic Properties.

Chem. Cat. Chem., 2018, 10, P. 1267–1271.
[28] So J-H., Oh M-H., Lee J-D., Yang S-M. Effects of Polyvinyl Alcohol on the Rheological Behavior and Phase Stability of Aqueous Silica

Suspensions. J. hem. ng. Jpn., 2001, 34 (2), P. 262–268.
[29] Dippon U., Pabst S., Klitzke S. Colloidal stabilization of CeO2 nanomaterials with polyacrylic acid, polyvinyl alcohol or natural organic

matter. Sci. Tota. Environ., 2018, 645, P. 1153–1158.
[30] Slizhov Y.G., Matveev T.N., Minakova T.S. Acid-base properties of the surface of chromatographic sorbents modified by metal acetylaceto-

nates. Russ. J. Phys. Chem. A, 2012, 86 (3), P. 463–467.
[31] Jalava J., Taavitsaine V., Haario H., Lamberg L. Determination of particle and crystal size distribution from turbidity spectrum of TiO2

pigments by means of t-matrix. J. Quant. Spectrosc. Radiat. Transfer, 1998, 60 (3), P. 399–409.
[32] Department of Health and Human Services. Food and Drug Administration. 21 CFR Parts 347 and 352 [WDocket No. 1978N0038] (for-

merly Docket No. 78N0038) RIN 0910AF43, Sunscreen Drug Products for Over-the-Counter Human Use; Proposed Amendment of Final
Monograph, Federal Register. 2007, 72 (165), P. 49070–49122.

[33] Diffey B.L. A method for broad spectrum classification of sunscreens. Int. J. Cosmet. Sci., 1994, 16, P. 47–52.
[34] Guo Z., Zhou B., Sun W.L.X., Luo D. Hydrogen – rich saline protects against ultraviolet B radiation injury in rats. J. Biomed. Res., 2012,

26 (5), P. 365–371.
[35] Davies E.K., Boyle Y., et al. Ultraviolet B-induced inflammation in the rat: A model of secondary hyperalgesia? PAIN, 2011, 152 (12),

P. 2844–2851.



Preparation and properties of CeO2 sols stabilized by polyvinyl alcohol 465

[36] Bishop T., Hewson D.W., et al. Characterisation of ultraviolet-B-induced inflammation as a model of hyperalgesia in the rat. PAIN, 2007,
131 (1–2), P. 70–82.
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In this study transition metal Cu is doped into ZnO framework at 1, 3 and 5 mol% concentrations by sol-gel method and Photoelectrochemical
performance under sensitization is recorded. Structural analysis XRD and Raman gives information of wurtzite structure formation without any
mislaid peaks. It also informs decrement in crystalline size and lattice parameters as doping level increases. SEM and EDAX provide nono
structure formation with appropriate compositions. Optical analysis by FTIR and PL gives peaks at expected positions while DRS UV-visible
peaks show humps with red shift due to effect of Cu doping. After structural and morphological study NPs are deposited on conducting glass
surface of FTO substrate by doctor blade method and sensitized with mixed xanthene dyes (Eosine Y., Rhodamine B., and Rose Bengal) for 12 h
and photoelectrochemical cell performance are recorded under solar simulator under standard AM 1.5 one sun illumination in that 1 % Cu/ZnO
photoanode shows good performance as compared to other.
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1. Introduction

The role of energy is crucial in the human development in all areas of human activity, such as economic, ecosys-
tem, employment, prosperity and equity. For many years, human have utilized several resources to generate energy
and fulfil all needs for better life. But, currently, because of increased population the use of traditional resources for
energy are not adequate and this creates an issue of global warming [1,2]. Thus, humanity is continuously in the search
of alternative energy sources with environmental friendliness. Many research groups already worked on solar, wind,
hydro, bio and geothermal energies and catch beneficial outcomes [3–5]. Still this era is under increased pressure to
obtain satisfactory outcomes. Solar energy is considered to be more beneficial as compared to other renewable energy
sources due to its key benefits of clean, non-polluting, noise less, low maintenance, long life etc. [6, 7]. To acquire
this energy role of PV devices are originated. In that solar cell play role to convert solar radiation into electricity. The
desire of human fabricated first to fourth generation solar cells with diverse materials and technologies. In the market
silicon based solar cells existing but it has limitation to use in wide range due to environmental and cost consequence.
O’Regan and Grätzel in 1991 invented low cost and simple construction based dye sensitized solar cell (DSSC). In
comparison to silicon cells, it is still in a state of growth to get high efficiency and stability. Researchers are currently
working on this and have formulated a number of nanomaterials [8].

In DSSC type of photoanode, electrolyte and sensitizer are crucial to bring beneficial outcome. TiO2 is typi-
cally used photoanode material however it has limitations of carcinogenic nature, lower electron lifetime and transport
rate [9–11]. So, research groups worked on several alternative materials. ZnO is another choice with parallel prop-
erties of TiO2 having wide band-gap of 3.37 eV at room temperature, 60 meV of electron binding energy [12, 13],
higher electron mobility, anti-oxidation and chemically stability. However, considerable research has revealed lower
performance of ZnO based DSSC due to some limitations of ZnO. To circumvent these limitations, different strategies
have been developed such as modified fabrication process, utilization of different morphological materials, mixing
of other nanomaterial, utilization of new dyes, co-sensitization method, material increased porosity and use of varied
electrolyte in DSSC. Doping is one more strategy that offers an effective means to enhance and control the structural,
optical and electrical properties of ZnO NPs. Already different dopants (Al, Mn, Cd, Mg, Ni, Ga, Ag, Cr etc.) in
the lattice structure of ZnO utilized to boost its properties [14–18]. Doping is one of the methods to modify the band
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gap of ZnO and shift to the large visible spectrum of light by creating energy levels inside the band gap [19–21]. Our
study focused on doping of Cu due to its large solubility in ZnO matrix, rich electronic states and close ionic radius.
Until now, various researchers studied and reported effect of Cu doping on ZnO with respect to morphological and
optical properties [22–27]. Assimilation of Cu dopants in ZnO is carried out at low level i.e. 1, 3 and 5 mol% for
decrement of band gap and to improve electron shifting. This was successfully carried out by simple sol-gel approach.
After structural, morphological and optical analyses, photoanodes were prepared by reported doctor blade technique.
To improve DSSC performance and reduce Zn2+-dye aggregation photoanodes were sensitized in metal free sensiti-
zation in xanthene dyes and the photoelectrochemical cell performance measured under solar simulator standard AM
1.5 one sun illumination visible illumination of 100 mW/cm2. Among employed photoanodes 1 % Cu/ZnO shows
notable efficiency of η = 0.1165 % and proves fruitful effect of doping and Co-sensitization.

2. Experimental section

2.1. Materials

All the chemicals i.e. zinc acetate dihydrate (Sigma-Aldrich), copper acetate monohydrate (Sigma-Aldrich),
sodium dodecyl sulfate (SDS of SD Fine), ammonium hydroxide (SD Fine) used in the experiment were of analytical
grade without any prior treatment.

2.2. Synthesis of Cu doped ZnO NPs by sol-gel method

For this 0.2 M zinc acetate dihydrate (for doping with stoichiometric doping amount of copper acetate monohy-
drate) solution was prepared and 0.02 M of SDS mixed into it with continuous stirring. To this solution ammonium
hydroxide was added drop wise till pH of solution becomes near to 8.0 ± 0.1. Here formation of zinc hydroxide sol
takes place, which was further dried at 80 ◦C for 9 h to get gel. The obtained gel was calcinated at 350 ◦C for 3 h in a
muffle furnace, results in Cu doped ZnO NPs.

3. Results and discussion

3.1. X-ray diffraction analysis

The XRD spectra (Fig. 1) indicate pure and Cu doped (1, 3 and 5 mol%) ZnO NPs. XRD patterns of both undoped
and Cu doped samples were found to be exactly same. This data was found to be of hexagonal wurtzite phase and
JCPDS card No. 36-1451 [25, 28, 29]. The peak intensities of (100), (002), (101), (102), (110), (103), (200), (112),
(201), (004) and (202) in the XRD spectrum are slightly decreased as doping concentration increases this can be also
attributed to the replacement of Zn+2 by Cu+2. The crystalline size of Cu doped ZnO NPs were obtained by fitting
the XRD data to the Debye Scherrer formula and full-width at half-maximum (FWHM) of the XRD lines [30]:

D =
0.9λ

β cos θ
, (1)

where λ is the wavelength of X-ray (1.5406 Å), β is the full-width at half-maximum in radian, and θ is the angle of
diffraction. It is seen that average crystalline size (D) decreased from 60 to 31 nm as Cu doping. The variation in

FIG. 1. XRD patterns of pure ZnO and 1, 3, 5 mol% Cu doped ZnO Nanoparticles
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the grain size by doping ZnO with Cu2+ up to 5 mol% is mainly due to the alteration in the host ZnO lattice, which
decreases the nucleation and subsequent growth rate by the addition of Cu concentrations up to 5 mol% as same in
some reference [26, 27]. By increasing the Cu content, the carrier concentration and mobility in the conduction band
of the semiconductor also increases [31]. The lattice parameters (a, c), volume (V ), c/a ratio and crystalline size
obtained are given in Table 1. It conclude that values of lattice parameters and volume slightly decreases as doping
contartion increases from 1 to 5 mol%. This reduction is due to successful replacement of Zn2+ with ionic redii
0.74 Å by Cu2+ with ionic redii 0.73 Å [32–35].

TABLE 1. Lattice constant a, c volume of unit cell (V ), ratio (c/a) and crystallite size (D) of ZnO
and Cu/ZnO sample

Samples
Lattice Parameter (Å)

Volume (Å3) c/a ratio
Crystalline size

a c (D) nm

ZnO 2.9495 5.1065 44.4244 1.732 60

1 % Cu/ZnO 2.9441 5.0993 44.2023 1.732 40

3 % Cu/ZnO 2.9440 5.0961 44.1696 1.732 37

5 % Cu/ZnO 2.9336 5.0811 43.7300 1.732 31

3.2. Raman spectroscopy

Raman spectra in the range of 250 – 600 cm−1 of doped and undoped ZnO are showed in Fig. 2. In this range,
there are five main bands at 326, 400, 433, 572, 589 cm−1, corresponding to A1(TO), E1(TO), E2(high), E1(low) and
A1 (low) for ZnO. The strong and sharp band observed at 433 cm−1 corresponds to the nonpolar optical phonons
E2 (high) mode of ZnO attribute that incorporation of Cu in ZnO leads to a decrease in crystal quality, but there is
no change in wurtzite crystal structure. The features located at 326 and 400 cm−1 correspond to the multi-phonon
scattering process E2 (high)–E2 (low) and A1 (phonons of ZnO crystal, respectively). The signal located at 572 cm−1

could be attributed to the E1, longitudinal optical phonon (LO) feature, associated with the formation of defects such
as oxygen vacancy. According to the literature, as the Cu doping concentration was increased, intensities of spectra
decreased and the A1 transverse optical phonon (TO) mode vanished [36]. It could be successfully explained in terms
of resonant anharmonic interaction of the high E2 mode with a band of combined transverse and longitudinal acoustic
modes, as the steep variation of the two-phonon density of states around the high E2 frequency leads to a distorted
phonon line shape [37, 38].

FIG. 2. Raman spectra of the ZnO and Cu doped ZnO NPs
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3.3. Scanning electron microscope (SEM) and Energy Dispersive X-Ray Analysis (EDX)

Figure 3 showed that the ZnO and Cu doped ZnO NPs are in regular or almost in granular shape, though some
agglomerations have been observed. It was observed that doping of Cu in ZnO slightly affect the size of ZnO NPs,
as also suggested by XRD study. It is due to less ionic radii (0.87 Å) of Cu than Zn (0.88 Å) [31]. Fig. 3(b) shows
the EDAX spectra of ZnO and Cu doped ZnO nanoparticles. The elements of Zn, O and Cu in doped samples clearly
observed. The Compositions are given below (Table 2).

FIG. 3. SEM images of 1, 3 and 5 % Cu/ZnO doped ZnO NPs (a); EDAX images of 1, 3 and 5 %
Cu/ZnO doped ZnO NPs (b)

TABLE 2. Composition of ZnO and Cu doped ZnO nanoparticles

Sample O (Wt %) Zn (Wt %) Cu (Wt %)

ZnO 16.84 83.16 —

1 % Cu/ZnO 17.12 82.10 0.87

3 % Cu/ZnO 16.25 81.15 2.60

5 % Cu/ZnO 16.55 79.05 4.40

3.4. Fourier transform infrared spectroscopy (FTIR) studies

The broad absorption peaks in Fig. 4 around 3500 cm−1 attributed to normal polymeric O–H stretching vibration
of H2O in Cu–Zn–O lattice and the weak bands from 500 to 881 cm−1 are assigned due to the change in the mi-
crostructural features Cu doping into Zn–O lattice that shifts frequencies. Copper atom is slightly lighter than Zn atom
so, according to the well-established theories of vibrational modes in mixed crystals the substitution should result in an
upward shift of the fundamental transverse optical phonon mode. The frequency shift towards the lower side reveals
the substitution of Cu2+ ion into the Zn–O lattice [39, 40].

3.5. Photoluminescence spectroscopy

ZnO and Cu doped ZnO PL spectra in Fig. 5 displays peaks at ∼300 nm excitation wavelength, in the UV
range, which is associated with exciton emission i.e. band edge emission (NBE), another in the visible range at
around ∼600 nm, which originates from electron–hole (e–h) recombination at the deep level (DLE) caused by oxygen
vacancy or zinc interstitial defect [29, 41]. The lower intensity of UV emission in ZnO than Cu doped ZnO indicated
suppression in recombination of photogenerated charge carriers that enhances optical properties [42, 43]. Here 1 %
Cu/ZnO samples showed lower recombination rate as compared to other samples.
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FIG. 4. ATR-FTIR spectra of ZnO and Cu doped ZnO NPs

FIG. 5. Photoluminescence spectra of ZnO and Co doped ZnO NPs

3.6. UV-Visible diffuse reflectance spectroscopy studies (DRS UV-Visible) and Tauc plots

The UV-Vis absorption spectra of pure and Cu doped ZnO samples were recorded and presented in Fig. 6(a) The
spectra shows increase in absorption ability and red shift with humps as incorporation of Cu content from 1 to 5 mol%.
It can be interpreted that there is the formation of new energy levels in the band gap, thereby leading to spectral red
shift [23,44]. Therefore the red shift of Cu doped ZnO helps to electron transfer from Zn3d to O2p. It is observed that
the doping effect narrows or shrinks the band gap of ZnO as increasing Cu doping densities.

FIG. 6. UV-Visible diffuse reflectance spectrum of ZnO and Cu doped ZnO NPs (a); Tauc plots for
band gap determination (b,c)
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The Tauc plots Fig. 6(b, c) are drawn using Tauc equation (αhν)2 = A(hν − Eg), where, ν is the frequency of
light, A is a constant, h is the Planck’s constant and Eg is energy band gap of the prepared samples. By extrapolating
the line we measure the band gap of prepared ZnO NPs. The computed band gap values are 3.16 for ZnO and 2.84,
2.83, 2.78 eV for 1, 3 and 5 mol% Cu/ZnO respectively i.e. the band gap decreases from 1 to 5 mol%. The absorption
edge of samples were associated to the presence of the acceptor level produced by Cu, over the valance band of
ZnO [31, 45].

4. Preparationand investigation of dye solution

It is reported that ZnO DSSC are almost unstable in acidic and metal based dyes. Here, we applied sensitization
with organic xanthene dyes contain Rose Bengal, Eosin Y. and Rhodamine B. dye. 1:1 proportion of acetonitrile and
tert-butanol used to prepare dye solution. UV-Vis absorption investigation Fig. 7 show absorption in visible region at
518, 530, and 535 nm for Eosin Y., Rose Bengal, and Rhodamine-B. Individual dyes have limited absorption so we
used mixed dye concept that gives better absorption in the range of 500 – 600 nm which is confirmed by its absorption
study [46]. So such sensitization solution is prepared by equal mixing of dyes and sensitization of photoanodes are
done.

FIG. 7. Optical absorbtion spectra study of single Eosine Y., Rose Bangal, Rhodamine B. dyes and
mixed dye in tert-butyl alcohol/acetonitrile

5. Fabrication of photoelectrochemical cell and I–V measurements

5.1. Construction of photoelectrode

Photoelectrodes are prepared by simple doctor blade method [47]. Here NPs were sonicated in alcohol and ethyl
cellulose for 30 min. Later α terpineol was added (Sigma-Aldrich) to obtain a better suspension. This suspension
deposited on FTO glass surface at conducting side and annealed it at 350 K for 2 h.

5.2. Construction of cell and I–V measurement

The prepared photoanodes are sensitized in dye solution for 12 h and washed with alcohol to remove excess dye.
The photoanode of average area 1.0 cm2 act as working electrode and Pt-coated FTO of similar area were used as the
counter electrodes. I–V measurements are taken under under solar simulator standard AM 1.5 one sun illumination
visible illumination of 100 mW/cm2 using a Keithley source meter (model 2460).

First ZnO photoanode without sensitization directly employed in electrolyte solution of 0.1 M lithium iodide and
0.05 M iodine in propylene carbonate then results recorded in dark as well as in light. Later sensitization of ZnO and
Cu doped ZnO samples for 12 h carried out and alter I–V measurements are taken Fig. 8. All outcomes i.e. open
circuit voltage (Voc), short circuit current density (Isc) and fill factor (FF), efficiency in percentage (η %) are recorded
in tabular form in Table 3. It displays worthy efficiency after sensitization i.e. the highest efficiency obtained for 1 %
Cu/ZnO of η = 0.1156 % and other with notable efficiencies 0.0438 and 0.0471 % for 3, 5 % Cu/ZnO respectively.
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FIG. 8. Photocurrent-voltage curves in I−/I3− redox electrolyte solution under dark and visible
light for: (a) ZnO/dye; (b) 1% Cu/ZnO; (c) 3% Cu/ZnO; (d) 5%Cu/ ZnO with dye

TABLE 3. Photoelectrochemical parameters of the cell

Sample Jsc (mA/cm2) V oc (V) FF η %

ZnO without dye 0.065 0.262 0.27 0.0045

ZnO/dye 0.211 0.278 0.62 0.0363

1 % Cu/ZnO 0.98 0.319 0.37 0.1156

3 % Cu/ZnO 0.277 0.352 0.45 0.0438

5 % Cu/ZnO 0.236 0.256 0.78 0.0471

6. Conclusion

We effectively employed the effective sol gel technique for the synthesis of Cu/ZnO NPs. The XRD and Raman
analysis clearly indicated that Cu/ZnO samples possess a hexagonal wurtzite crystal structure. It also revealed the
slight decrement of particles and lattice parameters as Cu doping increses in low concentration. Here, nanograin
morphologies are formed with respective elemental compositions. FT-IR studies substantiate the presence of the ZnO
peaks into the samples with upward shifting due to Cu doping. Photoluminescence (PL) analysis of all samples of
ZnO displays peaks at ∼300 nm in the UV range i.e. band edge emission (NBE), and at ∼600 nm in the visible region
i.e. deep level emission (DLE). The UV-Vis absorption spectra depicts an increase in absorption ability and red shift
with humps as incorporation of Cu content from 1 to 5 mol% while Tauc equation (αhν)2 = A(hν − Eg), computed
band gap values indicating band gap decrease from 1 to 5 mol% doping i.e 3.16 for ZnO and 2.84, 2.83, 2.78 eV
for 1, 3 and 5 mol% Cu/ZnO respectively. I–V measurements of PEC cell is studied that gives notable results with
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highest efficiency of η = 0.1156 % for 1 % Cu/ZnO photoanode with Jsc = 0.98 mA/cm2 and Voc = 0.319 V. ZnO
photoanode without dye sensitization show low η % value, but when it is sensitized, high increment seen for ZnO and
1 % Cu/ZnO but later for 3 and 5 % values found to be decreased. It is may be due intense color of films for high
doping that may affect absorption of photon even after sensitization. Photoluminescence studies also indicate higher
electron hole recombination for higher doping These outcomes still very low but doping and co-sensitization such
working strategy may give another way to enhance DSSCs outcome in the fast growing solar energy sector.
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The experimental study was conducted of the impact of ceria nanoparticles introduced into poly(amic acid), the prepolymer of thermally stable aro-
matic polyimide, upon the kinetics of the thermal cyclization of the film of this prepolymer, the reaction of its transformation to the final polyimide
film in the course of its thermal treatment. The nano-filler was shown to accelerate the initial stage of cyclization, occurring at temperatures ranging
up to 100–120 ◦C. A possible way of practical application of this effect was discussed.
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1. Introduction

Among different groups of polymer-inorganic nanocomposite materials that are the subject of extensive studies in
last decades, some interesting properties are inherent to the composites obtained by introduction of nano-sized particles
of ceria [1,2] in matrices of thermally stable aromatic polyimides (PIs). It was shown in the previous investigations of
these materials that the ceria nanoparticles of quasi-spherical shape do not produce any substantial positive impact on
both their mechanical properties and glass transition temperature, but they provoke a sizable variation of the thermal
stability of matrix PI [3].

In the communication presented, the results of the following stage of the investigations of PI-ceria nanocompos-
ites are presented, namely the impact of this nano-filler upon the kinetics of synthesis of PI-based film materials is
analyzed. The results are examined from a comparative study of the kinetics of the final stage of PI synthesis, the
cyclization of prepolymer, a poly(amic acid) (PAA) [4] on one hand, and of the nanocomposite based on this PAA, in
which ceria nanoparticles were introduced as an active nano-sized filler, on the other.

2. Materials and methods

A prepolymer used in our work was the PAA of the following structure:

The PAA solution in N-methylpyrrolidone was synthesized in Institute of Macromolecular Compounds, Russian
Academy of Sciences. The synthetic protocol was described previously [4].

The thermal treatment of the films of this PAA up to 250–300 ◦C results in the curing (cyclization) reaction in
which the thermally stable aromatic polyimide R-BAPS is formed:

Quasi-spherical ceria nanoparticles with a diameter of ∼3–4 nm, which were used to prepare the nanocomposite,
were synthesised at the Kurnakov Institute of General and Inorganic Chemistry, Russian Academy of Sciences. The
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protocol for their synthesis is described elsewhere [5]. Briefly, cerium(III) nitrate (0.08 mol/L) in a water/isopropanol
(1:1) mixture (180 mL) was added to aqueous ammonia (3 mol/L, 900 mL). The mixture was vigorously stirred for 3
h. Yellow precipitate was washed with distilled water and dried overnight at 60 ◦C.

To form the nanocomposite film samples, a pre-calculated amount of ceria nanoparticles was sonicated in N-
methylpyrrolidone, and then a pre-calculated amount of PAA solution was introduced to the obtained nanoparticle
dispersion. The mixture was then subjected to a long-term (24 h) homogenization by a mechanical stirrer (1000 rpm).
The layers of homogenized PAA-based nanocomposite solution or of control unfilled PAA solution were cast onto
glass plates with the subsequent drying at 80 ◦C for 24 h in a vacuum to completely remove the solvent. The ceria
concentration in PAA-ceria nanocomposite as high as 3 wt.% was chosen for this investigation.

The PAA or PAA-CeO2 nanocomposite films obtained by this way were subjected to a stepwise thermal treatment
at the temperatures of 80, 90, 100, 120, 140, 160, 200 and 250 ◦C. Each step lasted 30 min. After each step of treatment
the IR spectra of films were recorded and the mechanical tests were carried out.

Fourier-transform IR spectra of the films were recorded by using the “Vertex70” spectrometer (Bruker) equipped
by a “Pike” micro-unit of singly disturbed total internal reflection with the ZnSe working element. Frequency reso-
lution in these tests was of 4 cm−1, scans number – 30. While registering the spectra, the correction possibility was
envisaged to take into account the penetration depth dependence upon the wavelength, but in our experiments the
“Pike” micro-fixture used insures the constant sample’s pressing value and, hence, the constant penetration depth of
IR irradiation into the sample. This makes it possible to carry out direct comparison of the obtained spectra.

The variation of the degree of cyclization of both PAA and PAA–CeO2 composite films during their heating with
the increase of temperature was quantitatively estimated by the increase in the concentration of imide cycles (the rise
of the intensity of spectral band at 1778 cm−1, which corresponds to the symmetric valent vibrations of C=O bond)
and by the decrease of the concentration of amic acid groups (the fall of the intensity of spectral band 1540 cm−1

corresponding to CNH vibrations). Optical density values for the above spectral bands were then normalized to that of
the intrinsic standard: the 1015 cm−1 band (the vibrations of aromatic ring) that does not vary during the cyclization
process [4].

Thermogravimetric tests of the materials to control the residual amount of the solvent in dried films were con-
ducted by a DTG-60 setup (Shimadzu, Japan). Film samples (approximately 5 mg) were heated to 350 ◦C at a rate of
5 ◦C/min. The experiments were carried out in an air atmosphere.

The mechanical tests of the films under investigation were carried out in the uniaxial extension mode, at room
temperature, using an AG-100kNX Plus universal mechanical test system (Shimadzu, Japan). Strip-like samples with
the dimensions 2×30 mm were stretched at a rate of 5 mm/min, according to ASTM D638 requirements. The Young’s
modulus values E were determined in these tests.

3. Results

IR spectra of PAA film and PAA-ceria nanocomposite one at the early stage of cyclization: after the thermal
treatment at 90 ◦C, are presented in Fig. 1 (Fig. 1a). In the same figure (Fig. 1b), the spectra are presented for the
completely cured films – after treatment at 250 ◦C.

The spectra obtained testify to the acceleration of cyclization process in the PAA film filled with ceria, as compared
to that in unfilled PAA film: the concentration of imide rings in the former increases substantially faster along with
the increase in temperature than that in the unfilled PAA film. For example, after the thermal treatment of PAA-ceria
nanocomposite film at 90 ◦C the degree of cyclization of PAA-ceria nanocomposite film is three times more than that
of the PAA film. The same conclusion was drawn by comparing the speeds of the decrease of the concentrations of
amic acid units in the samples studied (Fig. 1a).

But the increased intensity of the process is inherent to the nanocomposite film only at the initial stage of the PAA
thermal curing process, namely at temperatures up to 100–120 ◦C. During the further heating of films of two types,
the degrees of cyclization became similar, and up to 250 ◦C, the PAA conversion to PI completely finishes in both
materials (within the accuracy of the conversion degree determination by spectral method).

To confirm the results of IR tests by some other independent method, both the PAA films and PAA-based
nanocomposite ones were subjected to the mechanical test after thermal treatment at different temperatures. The
value of interest in these tests was the Young’s modulus of the film materials. It is known that a system of H-bonds
involving the CONH and COOH groups of the amic acid units is formed in the uncured PAA films [4]. But during the
cyclization process, these bonds are broken. As a result, there are no H-bonds in the products of cyclization process,
the PI films [4]. Under this reason, the cyclization process in PAA is accompanied by some modest decrease of the
Young’s modulus of the film. This decrease can hardly be fixed as usual at the expense of the incomplete removal of
the solvent from the starting polymer volume during the PAA film drying process under standard conditions. This sol-
vent (as a rule it is N,N- dimethylformamide, N,N- dimethylacetamide, or N-methylpyrrolidone) acts as a plasticizer
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FIG. 1. IR spectra of (a) PAA and PAA-CeO2 films after heat treatment at 90 ◦C; (b) PI and PI-
CeO2 films after thermal treatment at 250 ◦C. (1) – PAA-CeO2 or PI-CeO2 nanocomposite films,
(2) – PAA or PI films
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in the film, which causes a decrease in the initial value of Young’s modulus. During the subsequent thermally stim-
ulated PAA cyclization process, the vaporization of this residual solvent occurs causing an increase in the modulus.
As a result of the interplay of two processes above – the solvent removal and the destruction of H-bonds during heat
treatment of the film – the resulting Young’s modulus value of cured film does not decrease and moreover, can slightly
increase as compared to that of the PAA film.

To exclude the impact of the deplastification process upon the variation of the Young’s modulus during the thermal
cyclization, a special pretreatment of both PAA and PAA-based nanocomposite films was carried out; they were
subjected to prolonged drying under vacuum (the drying protocol is described above). The completion of the drying
process was controlled by TGA tests. The weight losses registered by this method during the heating of pretreated
films in the temperature range 80–300 ◦C were found to be similar to the calculated amount of water, the side product
of PAA cyclization reaction. Hence, pretreatment insures the efficient solvent removal from the films and eliminates
the impact of deplastification effects upon the results of our tests.

The curves of Young’s modulus values of PAA and PAA-ceria nanocomposite films vs. the temperature in the
course of the stepwise thermal treatment of the films are presented in Fig. 2.

FIG. 2. Young’s modulus values of PAA-based composite and PAA films vs. temperature of thermal
treatment during the conversion of prepolymer to R-BAPB-based nanocomposite containing 3 wt.%
of CeO2 (1) or to PI R-BAPB (2); E0 denotes the initial E value of the prepolymer (PAA or PAA-
ceria) film pretreated at 80 ◦C

The results obtained clearly demonstrate the decrease in the Young’s modulus values of both PAA and PAA-based
nanocomposite films during thermal conversion to PI and PI-based composite ones. At the same time curves in Fig. 2
testify the increased speed of the E depression of nanocomposite film in the initial stage of the process as compared to
that of PAA film.

In this way, the data presented evidence the catalytic action of ceria nanoparticles exfoliated in PAA volume on
the process of thermally stimulated cyclization of film of this PAA. Indeed, this catalytic impact was registered only
at the initial stage of the conversion process: at temperatures ranging up to 100–120 ◦C. During the further heating of
both films the equal degrees of conversion were registered in both films.

At first glance, the effect above is of no practical interest, because it is realized only at the first, initial stage of
conversion of PAA to PI. But as a matter of fact, this phenomenon lets us to decrease the severity of the requirements
for the initial molecular mass of PAA, which insures the successful fabrication of PI films. Indeed, during the thermal
treatment of PAA films, some side reaction takes place along with the cyclization. This is a reaction of thermally
stimulated destruction, cleavage of PAA macrochains [4], i.e., the successive decrease of PAA molecular mass. This
is a reversible process that occurs at temperatures of 100–150 ◦C. During the further heating of film, the destruction
process gives way to the opposite one, the re-synthesis with the successive increase in the molecular mass of the
polymer. Under the optimal conditions of the cyclization process, the full re-synthesis takes place in the temperature
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range up to 180–200 ◦C, resulting in the full restoration of molecular mass up to its initial value [4]. But in the
temperature interval 100–150 ◦C the several fold (up to one order) decrease of molecular mass as compared to its
initial value takes place. If this initial value is not very high, the destruction process can provoke the damage of the
film in the aforementioned range of temperature at the expense of the local stresses caused by the removal of the
solvent.

But if some amount of cured units, of imide rings will be formed in the film up to the development of the
destruction process, as in the PAA-ceria nanocomposite film, this can insure the depression of the destruction intensity
and hence the possibility increases for successful completion of thermally stimulated cyclization and re-synthesis
without the film’s damage at the intermediate stages of curing process.
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This paper proposes a method for producing nanocomposite electrocatalytic coatings based on zinc-iron layered hydroxy sulfate Zn2Fe4(OH)12SO4·
8H2O and iron(III) hydroxide Fe(OH)3 using the successive ionic layer deposition (SILD) method. The obtained materials were investigated with
the methods of SEM and EDX, XRD, FTIR spectroscopy, and also were analyzed their electrocatalytic performance. These compounds are formed
on the surface of the substrate in nanosheets shape with an average size of 6–17 nm, which self-organized into coral-like agglomerates. It was shown
that by varying the anionic component of the reaction solution – NO3−, SO2−

4 or Cl−, effective control of the 2D nanocrystals phase composition
is possible. It has been determined that electrocatalytic materials based on Zn2Fe4(OH)12SO4·8H2O and Fe(OH)3 are active in the process of
hydrogen evolution from alkaline water-alcohol solutions. In result overpotential value of hydrogen evolution reaction at 10 mA cm−2 decreases
about ∼ 10%, as well as energy consumption to carry out this process reduces about 8–12%. as shown from the decline of the Tafel slope. The
developed materials have high cyclic stability and short non-stationary mode, which allows them to be considered as the base of electrocatalysts for
the processes of hydrogen evolution from ethanol in an alkaline medium.
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1. Introduction

The reaction of hydrogen evolution (HER) from aqueous and aqueous-alcoholic solutions under the electric cur-
rent is one of the main processes of modern electrochemical production. This process is especially interesting for the
developing fuel cell technology, in which hydrogen is the main source of energy [1–6], as well as for the increasingly
popular electroreforming process, where hydrogen is released during electrolysis of aqueous and organic electrolytes
at direct current [7–10]. One of the electroreforming applications is the utilization of biomass processing products
in water-alcohol solution form, mainly based on methyl and ethyl alcohols (from 2 to 6 mol L−1). For the practical
implementation of the electroreforming of such products, it is necessary to increase the electrical conductivity of these
solutions, which is usually produced by adding potassium or sodium hydroxides [11–13].

For electroreforming, electrodes from noble metals (Pt, Pd) and iron group metals (Fe, Ni, Co) can be used. The
main requirements for electrode materials are high efficiency and low cost, determined, among other parameters, by
a slight overpotential of HER. For noble metals, the overpotential value is low (up to 40–60 mV at a current density
of 10 mA cm−2), but their high cost restricts their active use as electrodes. Iron group metals are relatively cheaper
than noble metals, but their overpotential value is 300–500 mV at a current density of 10 mA cm−2 [14–18]. Also,
compounds of various classes, called electrocatalysts, are used as electrode materials: oxides (hydroxides), sulfides,
phosphides, nitrides, and etc. [19–22]. The advantage of electrocatalysts over pure metals or alloys is their high
efficiency at a relatively low cost. Under the effectiveness of electrocatalysts, in addition to low overpotential, they also
imply high stability of the material during electrolysis, short non-stationary mode and efficient conversion of electrical
energy, determined by the Tafel slope according to its physical meaning [23]. The most common electrocatalytic
materials are compounds of molybdenum, tungsten, nickel and cobalt. Some of them, for example, MoS2 attains an
overpotential value of 50–80 mV [24–30]. Therefore, the synthesis of compounds exhibiting electrocatalytic activity
in HER at electrochemical reforming as electrode materials is currently an important scientific and practical task.

The work of the electrocatalyst is influenced by the nature of its components as well as the morphology and
structure, mainly determined by the conditions and the synthetic route. One of the most promising methods for
producing thin film electrocatalysts on the metal surface is the successive ionic layer deposition (SILD) approach,
which is one of layer by layer synthesis methods [31]. This method is based on the sequential adsorption of cations and
anions, forming a poorly soluble compound from a solution on the surface of a substrate. Automation of parameters
allows to adjust the thickness of the electrocatalyst films, the selection of the composition and morphology. This
method can be easily scalable for the synthesis of electrocatalytic materials at a standard temperature with simple
hardware and the use of low-cost reagents [32–38].
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In this paper, a new technique is proposed for producing nanocomposite based on zinc-iron layered hydroxy sul-
fate (ZF-LHS) as electroreforming materials in an alcohol solution with the aim of hydrogen evolution. The synthesis
is carried out in solutions of the Mohr’s salt ((NH4)2Fe(SO4)2) and ammonium zinc complexes using Zn(NO3)2,
ZnSO4 and ZnCl2 as a precursor. By varying the ion-contain of the reaction, solutions and additional heat treatment,
electrocatalysts with different composition, structure, and morphology are obtained in the form of thin films. The
main goal of this work was the nanocomposites ZF-LHS synthesis with the SILD method and to study the effect of
the anionic composition on the structural features and electrocatalytic properties during HER in alkaline water-alcohol
solution.

2. Experimental technique

2.1. Materials

For the synthesis, glass and silicon plates (substrates) with dimensions of 26×10×1 mm, as well as plates of
nickel foil with dimensions of 25×5×0.1 mm were used. Oxides were removed from the nickel foil via abrasion
with sandpaper (P120 grit). Immediately before the synthesis, all the substrates were treated with acetone to remove
mechanical and chemical impurities. All the reagents were chemically pure. The water for solutions was distilled with
a conductivity of 5 MΩ cm.

2.2. Synthesis procedure

For ZF-LHS synthesis by SILD method were used two solutions. The precursor of solution No. 1 was (NH4)2
Fe(SO4)2 with a concentration of 0.01 mol L−1. The solution No. 2 was contained an ammonium complex of Zn(II)
salts, consisting of zinc salt (Zn(NO3)2, ZnSO4 or ZnCl2) (C = 0.01 mol L−1), NH4NO3 (C = 0.15 mol L−1) and
a dropwise added solution of 1 M NH4OH to pH = 10.

During the synthesis, the substrate, fixed in the sample holder, was immersed for 30 seconds in chemical beakers
with (NH4)2Fe(SO4)2, distilled water, mixed Zn(II) salt, NH4NO3, and NH4OH solution, and again into distilled
water. Such processing represented one SILD cycle, which was repeated 30 times (Fig. 1). As a result, nanocom-
posites with Zn(NO3)2 (ZF-LHS-1), ZnSO4 (ZF-LHS-2) and ZnCl2 (ZF-LHS-3) reagents were obtained. Also, for a
comparative analysis of the effect of heat treatment, the samples were thermally treated for 1 hour at 250 ◦C in the air
(ZF-LHS-1T, ZF-LHS-2T, ZF-LHS-3T).

FIG. 1. Scheme of SILD-synthesis of ZF-LHS
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2.3. Physicochemical characterization

The elemental composition of the samples and their morphological features were examined by X-ray microanaly-
sis and scanning electron microscopy (SEM) using an FEA Quanta 200 microscope equipped with an EDX attachment.
X-ray phase analysis of the samples was carried out by powder X-ray diffraction using a Rigaku SmartLab III mul-
tifunctional X-ray diffractometer (Co Kα radiation, λ = 0.179026 nm). The qualitative X-ray phase composition
was determined on the basis of comparing the sample pattern with the data of JCPDS and ICSD. The analysis of the
main functional groups located on the surface of the synthesized samples was carried out by the FTIR analysis with
spectrophotometer Shimadzu IRTracer-100, equipped with the adapter “Specac”. Analysis of the results of FTIR spec-
troscopy was carried out by comparing the position and intensity of the main absorption bands with the data presented
in the literature on similar systems.

2.4. Electrocatalytic performance

Electrocatalytic studies of materials for HER were carried out on an Elins P-20X potentiostat-galvanostat in a
three-electrode cell shown in Fig. 2.

FIG. 2. Three-electrode cell for electrochemical measurements

The working electrode (WE) was a nanocomposite deposited by the SILD method on a nickel substrate with
an electroactive surface of 1 cm2. Ag/AgCl and platinum electrodes were used respectively as a reference electrode
(RE) and counter electrode (CE). Overpotential value was calculated according to the Nernst equation for a reversible
hydrogen electrode (RHE): ERHE = Eo

Ag/AgCl + EAg/AgCl + 0.059 pH, where Eo
Ag/AgCl is the standard potential

of Ag/AgCl electrode (0.202 mV), EAg/AgCl is the potential of the working electrode relative to Ag/AgCl. All
measurements were carried out under standard conditions (T = 25 ◦C, P = 1 atm.) in an aqueous solution consisting
of 2 mole absolute ethanol and 1 mole NaOH (pH = 14). Cyclic CV curves were taken in the potential range from open
circuit potential to 1.5 V with a sweep rate of 5 mV s−1. Qualitatively, the working overpotential of the sample was
determined from the CV curves at a current density of 10 mA cm−2. Electrochemical measurements were performed
without IR-compensation.

3. Results and discussion

As a result of carrying out SILD synthesis according to the method described above, three samples were obtained,
differing in the anion type, which was used to prepare the reaction solution No. 2 – zinc nitrate (ZF-LHS-1), zinc
sulfate (ZF-LHS-2) and zinc chloride (ZF-LHS-3). The chemical composition of the synthesized samples was studied
by the EDX method, the results are shown in Fig. 3a. According to these data, all samples contain oxygen, sulfur, zinc,
and iron in their composition. The atomic fraction of iron significantly exceeds the zinc content and this difference
from the sample ZF-LHS-1 to the sample ZF-LHS-3 is growing. This is due to a change in the ionic strength of the
reaction solution No. 2, depending on the zinc salts. Using various zinc salts leads to different cations sorption (Zn2+
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and Fe2+) on the surface of the substrate and the forming varied film of the product. A small number of sulfur atoms,
registered in all samples, is apparently due to the occurrence of sulfate groups of the reaction solution No. 1.

FIG. 3. Results of EDX analysis (a) and SEM micrographs (b–d) of samples ZF-LHS: b – ZF-LHS-
1, c – ZF-LHS-2, d – ZF-LHS-3

The morphology of the samples obtained by the SILD method is presented in Fig. 3b-d. According to this data,
continuous films consisting of small crystals agglomerated into complex structures of various shapes are deposited
on the surface of the Si-substrate. The morphology of individual crystals can be attributed to the morphology of
2D crystals and the effect of the zinc salt anion, apparently, is reduced to the effect on the agglomeration of the
forming nanocrystals. The synthesized nanocrystals represent two types of agglomerates – a continuous film on the
surface of the Si-substrate and spherical agglomerates on the surface of the continuous film. In some cases, coral-like
agglomerates are also observed, which are the result of long-term growth and association of spherical agglomerates.
In general, the morphological structure of the obtained compounds is characteristic of the samples are formed by the
SILD method [39].

However, differences in the elemental composition, which slightly affect the morphology of nanocrystals, man-
ifest themselves in the results of X-ray diffraction of the samples (Fig. 4). As shown from the data, two phases can
be present in the composition of the films: zinc-iron layered hydroxy sulfate Zn2Fe4(OH)12SO4·8H2O (ICSD card
No. 9013993) and iron(III) hydroxide Fe(OH)3 (JCPDS card No. 00-013-0092). The ZF-LHS-1 sample contains
only the Zn2Fe4(OH)12SO4·8H2O phase, and the ZF-LHS-2 and ZF-LHS-3 samples also contain the Fe(OH)3 phase,
whose reflex intensity increases from the ZF-LHS-2 sample to the ZF-LHS-3. This suggests that the increase in the
proportion of Fe atoms relative to Zn in the composition of the synthesized samples from ZF-LHS-1 to ZF-LHS-3
leads to the appearance of the second phase of iron (III) hydroxide, which is fixed along with the phase of a zinc-iron
layered hydroxy sulfate.

The broadening of the X-ray diffraction lines of the ZF-LHS and iron(III) hydroxide indicates that they are nanos-
tructured, which confirms the results of SEM analyses (Fig. 3c-d). The calculation of the average size of coherent
scattering regions for individual reflexes of these phases gives a value from 6 to 17 nm. The uneven broadening of the



484 D. S. Dmitriev, V. I. Popkov

FIG. 4. X-ray diffraction patterns of the samples ZF-LHS: a) ZF-LHS-1, b) ZF-LHS-2, c) ZF-LHS-3

X-ray diffraction lines of the ZF-LHS and iron (III) hydroxides by individual crystallographic directions indicates that
the formed crystals have anisotropy of shape and morphology of 2D nanocrystals.

The analysis of the main functional groups located on the surface of the obtained samples was carried out by FTIR,
the results are shown in Fig. 5. The absorption bands of 1640 and 3250 cm−1 relate, respectively, to the deformation
and stretching vibrations of the O–H bond in water molecules adsorbed on the surface of the samples. Since these
absorption bands are high-intensity, they shield the absorption bands from vibrations of O–H bonds in the ZF-LHS
and iron(III) hydroxide structural groups. The presented spectra also contain a set of absorption bands at 607, 975,
and 1090 cm−1, corresponding to the vibrations of the S–O bonds in the sulfate groups of ZF-LHS. In addition, the
intense absorption band at 1360 cm−1 is clearly visible, which corresponds to the vibrations of the C–O bond in the
carbonate group. It’s associated with the sorption of CO2 from the air by the developed surface of the samples [34–40].
The absorption bands of the Zn–O and Fe–O bonds in the wavenumber region of 300–600 cm−1 cannot be identified
because of their diffuse shape [36]. This is due to the imperfect crystal structure of the main phases – ZF-LHS and
iron(III) hydroxide, which are formed as a result of synthesis by the SILD method.

Thus, the surface composition of the obtained compounds is almost completely consistent with the volume com-
position established on the basis of the results of EDX and PXRD studies, with the exception of components (H2O and
CO2) that are adsorbed onto the surface of the sample during the synthesis and subsequent storage of the substance.

According to the method presented in the work, coatings were obtained on the surface of nickel electrodes and
their electrocatalytic characteristics were studied, the results are shown in Fig. 6. The appearance of the electrodes
obtained by deposition of the nanocomposite on the nickel substrate is shown in Fig. 6a. The red color of the precipitate
indicates that iron(III) compounds are present in its composition.

Important characteristics in evaluating the effectiveness of electrode material for the hydrogen evolution reaction
are the overpotential (η) at some fixed value of the current load (for example, 10 mA cm−2), the slope of Tafel plot
(log(j) − η) and the stability material, including its short non-stationary mode.

As can be seen from the graph shown in Fig. 6b, the overpotential on a clean nickel substrate at a current density of
10 mA cm−2 is 286 mV, which corresponds to the literature data [15]. For ZF-LHS-2 and ZF-LHS-3 nanocomposites,
the overpotential value at the same current density is 337 and 365 mV before heat treatment and 278 and 280 mV after
(ZF-LHS-2T and ZF-LHS-3T), respectively. Thus, the change in the magnitude of the overpotential for these samples
after heat treatment is within the limits of error. However, the ZF-LHS-1 sample after heat treatment (ZF-LHS-1T)
shows the best result among the studied samples - the overpotential value at a current density of 10 mA cm−2 was
260 mV. Based on this, we can conclude that it is necessary to apply heat treatment after the synthesis of the samples.

Fig. 6c presents the results of the analysis of voltammograms in the Tafel plot for heat-treated samples. The Tafel
slope (coefficient b) in these plot indicates a change in overpotential value with a 10-fold increase in current density.
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FIG. 5. FTIR spectra of synthesized samples ZF-LHS

FIG. 6. Electrochemical properties of ZF-LHS: a) Appearance of electrodes; b) CV curves of syn-
thesized nanocomposites; c) Tafel plot of synthesized electrodes; d) Change in the coefficients of
the Tafel equation for 500 cycles
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Thus, reducing the Tafel slope for ZF-LHS-1T and ZF-LHS-2T samples (111 mV and 105 mV, respectively) relative
to pure nickel (120 mV) has an economic advantage in electrochemical reforming, which is 8–12% in terms of power
consumption. For the ZF-LHS-3T sample, the Tafel slope value is 123 mV, which is slightly higher than the value for
a pure nickel electrode.

The reason for this difference in the electrochemical behavior of electrocatalysts, both between samples and in
the presence or absence of heat treatment; this is the result of the structuring degree, which determines the electrical
properties of the surface coating. With an increase in the ordering of the structure in the series ZF-LHS-3T – ZF-LHS-
2T – ZF-LHS-1T, as can be seen from the microphotographs in Fig. 3b-d, the nanocomposite represents a coral-like
structure and its electrochemical characteristics improve: the overpotential of HER is reduced and Tafel slope is
decreased. The structuring process is promoted by the proportionality of the anions of zinc salts, to the anions present
in solutions No. 1 and No. 2 and participating in the SILD synthesis – NO3− and SO2−

4 . In the case of using zinc
chloride as a precursor, the structure of the compound (ZF-LHS-3T) is more chaotic and is distributed in a slightly
conducting iron oxide (III).

The stability of the work and short non-stationary mode of the electrode materials are presented as a graphical
dependence in Fig. 6d. It can be noted that starting from the 5th cycle of operation, the values of the coefficients of
the Tafel equation change slightly, and we can speak about the stationary mode. Further cycling of the synthesized
electrocatalytic materials up to 500 cycles practically does not change the values of the coefficients a and b, which
indicates their high cyclic stability.

4. Conclusion

This paper proposes a simple and effective technique for producing a nanocomposite coating based on Zn2
Fe4(OH)12SO4·8H2O and Fe(OH)3 on the surface of a nickel electrode by the SILD method. It was shown that
by varying the anionic component of the reaction solution (NO3−, SO2−

4 or Cl−), it is possible to effectively control
the phase composition of the nanocomposite coating from pure zinc-iron layered hydroxy sulfate to its equal molar
ratio with Fe(OH)3. It was established that the obtained nanocomposite consists of 2D Zn2Fe4(OH)12SO4·8H2O and
Fe(OH)3 nanocrystals with an average size of 6–17 nm, which cover the nickel electrode and develop its specific
surface with the formation of coral-like agglomerates. The synthesized electrode materials were investigated in the
process of electrochemical reforming of ethanol in an aqueous medium with the aim of producing hydrogen. It was
shown that the developed coatings based on Zn2Fe4(OH)12SO4·8H2O and Fe(OH)3 lead to a decrease in the overpo-
tential value compared to the pure nickel electrode by ∼10%, and these coatings also reduce the power consumption
for this process by 8–12%. This effect is most pronounced after the heat treatment of these compositions for 1 hour at
250◦C in air. Together, with short non-stationary mode and with the high cyclic stability of these materials, the system
under investigation can be considered as a promising basis of electrocatalyst for HER processes from ethanol in an
alkaline medium.
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