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Topological photonics offers unique functionalities in light manipulation at the nanoscale by means of the so-called topological states which are

robust against various forms of disorder. One of the simplest one-dimensional models supporting topological states is the Su–Schrieffer–Heeger

model. In this paper, we review the physics of the Su–Schrieffer–Heeger model and its nonlinear counterparts exhibiting self-induced, tunable

and many-particle edge states. We discuss the robustness of these states, highlighting their rich potential for nanophotonic and quantum optics

applications.
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1. Introduction

Research interest in topological photonics that has recently emerged [1–3], is largely driven by the unprece-
dented possibilities provided by the topological states of light. Such topological states are immune to backscattering
on structure imperfections or sharp bends exhibiting a vast range of unusual properties including, for instance, uni-
directional spin-locked propagation [1–3].

Very recently, the quest for tunable topological states has given rise to the nonlinear topological photonics,
which offers even broader spectrum of opportunities including soliton-like [4–6], self-induced [7, 8], tunable [7]
and many-particle [9, 10] topological states.

Possibly the simplest model of the topological states in one-dimensional systems is provided by the well-
celebrated Su–Schrieffer–Heeger model (SSH) [11, 12], which was investigated and realized in various contexts
including electronic [11, 12], photonic [13–19], plasmonic [20–23], polaritonic [24] and mechanical [25] systems.
Though initially the SSH model was applied to explain charge transfer in polymer molecules, it can be also used
for describing the physics of artificial photonic and plasmonic structures. In photonic and plasmonic contexts,
the SSH model can be implemented with the array of nearest-neighbor coupled cavities with the two alternating
tunneling constants as depicted in Fig. 1(a). Plasmonic realization of the SSH model [21–23] allows one to
achieve a nanoscale confinement of the edge mode which, however, is subject to the losses inherent to metals.
On the contrary, the SSH model based on the all-dielectric platform [15, 16, 18] is almost loss-free but has worse
confinement of light.

Note also that the SSH-type model can be implemented with a zigzag array of identical nanoparticles [15,18–
20, 23]. In such geometry, the vector eigenmode problem can be decomposed into two scalar problems, each of
which has SSH type. This system can be based on plasmonic [20, 23] or all-dielectric [15, 18, 19] platforms that
utilize electric dipole [20, 23], magnetic dipole [19] or magnetic quadrupole [15, 18] resonances of the constituent
particles. Topological states in the described model emerge only for the specific range of zigzag angles [15, 19].

In this paper, we review the physics of the Su–Schrieffer–Heeger model and its nonlinear generalizations
especially focusing on the edge states, their robustness and topological characterization. As we highlight, even
such simple model features quite rich physics thus paving a route to the novel nanophotonic applications.

2. Topological states in the linear SSH model

The Hamiltonian of the SSH model in the linear case reads:

Ĥ = ω0

∑
m

n̂m − J1
∑
m

[
â†2m â2m−1 + â†2m−1 â2m

]
− J2

∑
m

[
â†2m â2m+1 + â†2m+1 â2m

]
, (1)

where â†m and âm are creation and annihilation operators for the photon in mth cavity, n̂m = â†m âm, J1,2 are
so-called tunneling amplitudes, and ω0 is cavity eigenfrequency.
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FIG. 1. (a) Array of coupled cavities described by the Su–Schrieffer–Heeger (SSH) model.
(b) Energy bands (shaded) and edge states in the SSH model. (c) Field distribution for the
the edge state in the SSH array of N = 21 coupled resonator. Calculations are performed for
J2/J1 = 3

Note that the Hamiltonian commutes with the total number of particles N̂ =
∑
m

n̂m. Therefore, the total

number of photons in the array is conserved. First, we consider single-photon excitations. The wave function can
be searched in the form:

|ψ1〉 =
∑
m

αm â
†
m |0〉 , (2)

where |0〉 presents the ground state of the system, and coefficients αm are the probability amplitudes to observe
a photon in mth cavity of the array. The eigenvalue equation Ĥ |ψ〉 = (ε+ ω0) |ψ〉 yields the system of linear
equations for the probability amplitudes αm:

ε α1 = −J1 α2 , (3)

ε α2m+1 = −J2 α2m − J1 α2m+2, (4)

ε α2m = −J1 α2m−1 − J2 α2m+1, (5)

where m = 1, 2, .... Quite importantly, exactly the same equations (3)–(5) are obtained in the classical limit when
the number of photons is sufficiently large. In the latter case, αm denotes electric field amplitude in mth cavity.
Such correspondence allows one to investigate the physics of the SSH model in fully classical setups, including
electronic [11, 12], photonic [13–19], plasmonic [20–23], polaritonic [24] and mechanical [25] systems. The bulk
energy spectrum of the SSH model is found from Eqs. (4)–(5) using the translational symmetry of the infinite
array:

α2m−1 = a eikm, α2m = b eikm, −π < k < π. (6)

The result reads:

ε = ±
√
J2
1 + J2

2 + 2J1J2 cos k . (7)

The energy bands of the SSH model with the ratio J2/J1 = 3 are depicted in Fig. 1(b).
However, the SSH model supports not only bulk states Eq. (7), but also the edge state. To illustrate this,

we consider a semi-infinite array and apply the full system of equations Eqs. (3)–(5), where Eq. (3) plays the
role of the boundary condition. Straightforward calculation yields that the edge state exists under the condition
J1 < J2 (i.e. the edge state emerges at the weak link edge), it has the energy εedge = 0 and the field distribution
α2 = α4 = · · · = α2m = · · · = 0, α2m−1 = a eikm for m = 1, 2, ... with eik = −J1/J2. The field distribution for
the edge state of the SSH model is shown in Fig. 1(c). If the array is terminated by weak links from both edges,
two degenerate edge states appear.

Most remarkably, this edge state features some robustness with respect to the various forms of disorder. For
instance, the eigenfrequencies of the resonators or tunneling amplitudes in the array can be randomly modulated
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FIG. 2. Energy bands (a,b) and edge states (c,d) in the SSH model with J2/J1 = 3 when the
disorder is introduced into the resonator eigenfrequencies (a,c) or into the tunneling amplitudes
(b,d). ∆ω0 and ∆J are the standard deviations for the resonator eigenfrequency and tunneling
amplitude, respectively. |E| is the field amplitude inside the resonator

with the dispersion ∆ω2
0 and ∆J2, respectively. However, the edge state still persists even though the associated

field distribution exhibits some distortions. This important property is further illustrated in Fig. 2.
Futhermore, the very existence of the edge state can be linked to the bulk properties of the system. To elucidate

this point, we outline the calculation of the Zak phase [26]:

γ =

π∫
−π

i

〈
uk

∣∣∣∣∂uk∂k
〉
dk, (8)

where |uk〉 is the periodic part of the wave function. Since the unit cell contains only two cavities, the periodic
part reads |uk〉 = (a, b)

T . With this unit cell choice, J1 is an intracell tunneling amplitude, and J2 is an intercell
tunneling constant. The Zak phase is gauge-independent quantity defined modulo 2π that can take two values:
γ = 0 for J1 > J2 and γ = π for J1 < J2. Thus, the existence of the edge state is related to the nonzero Zak
phase when the edge link is chosen to be the intracell tunneling constant. Note also that the Zak phase depends
on the unit cell choice: if J2 is considered as an intracell tunneling amplitude, the result for the Zak phase will be
the opposite.

3. Nonlinear SSH models

The SSH model allows a number of interesting generalizations to the nonlinear domain. Here we will
consider two nonlinear systems supporting edge states: classical nonlinear SSH array with the tunneling constants
depending on intensity [7,8], and the SSH model in quantum two-particle regime with the effective photon-photon
interaction [9, 10].

An intuitive way to introduce the tunability in the SSH array of cavities is to make some of the tunneling
constants intensity-dependent. The authors of Ref. [7] suggested a specific form of nonlinearity: J2m,2m+1

2 =

J2 + α
(
|E2m|2 + |E2m+1|2

)
, J1 = const, where Em is the field amplitude in mth resonator. For the zero mode

intensity (measured by A2 = |E1|2 + |E2|2), the system was chosen to be in the trivial regime J1 > J2 without any
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edge states. However, with an increase of the intensity, the system undergoes a topological transition due to the
growth of intercell coupling strength [7]. Such self-induced topological transition is illustrated in Fig. 3(a). Even
though the fact of topological transition is suggested by the linear SSH model, the properties of the topological
edge state which appears [Fig. 3(b)] strongly differ from its linear counterpart. The reason is that the effective
tunneling amplitudes J2m,(2m+1)

2 in the edge state become dependent on the index m due to the mode decay away
from the array edge.

FIG. 3. Self-induced topological transitions and edge states in the nonlinear SSH model with the
intercell coupling coefficient depending on intensity. (a) Transition from the trivial regime to the
topological one happening due to the intensity increase. (b) Field distribution for the self-induced
edge state calculated for J1 = 2.3 · 10−3, J2 = 2.0 · 10−3 and α = 5.0 · 10−5

Another interesting system is the two-particle SSH model described by the Bose–Hubbard Hamiltonian [9,10]:

Ĥ = ω0

∑
m

n̂m + U
∑
m

n̂m (n̂m − 1)

− J1
∑
m

[
â†2mâ2m−1 + â†2m−1â2m

]
− J2

∑
m

[
â†2mâ2m+1 + â†2m+1â2m

]
. (9)

FIG. 4. Two-photon bound bulk and edge states in the SSH array described by Bose-Hubbard
model with J2/J1 = 5.0, U/J1 = 8.0. (a) The schematic of the two-photon bound states.
(b,d) Probability distribution for the two-photon edge states localized at the edges of the array
with smaller (b) and greater (d) tunneling amplitudes. (c) Probability distribution for the two-
photon bulk bound states (doublons). x and y axes show the coordinates of the first and second
photon, respectively
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The U term takes into account Kerr-type nonlinearity of the medium inside the resonators. This nonlinearity
induces effective photon-photon interactions and gives rise to the photon binding (Fig. 4(a,c)). Quite counter-
intuitive, bound photon pairs (doublons) emerge even in the case of repulsive nonlinearity (U > 0) [27, 28] and
can appear in the continuum of weakly interacting two-photon states [29, 30]. In the case of the simple array with
J1 = J2, the doublon edge states are not possible [31,32]. However, in the SSH geometry, the edge states of bound
photon pairs can appear not only at the edge with the weak tunneling link (Fig. 4(b)), as in the single-particle case,
but also at the edge with the strong tunneling link (Fig. 4(d)) [10] which is a distinctive feature of the two-particle
interacting problem. The latter edge states were argued to be topological [10].

4. Discussion and conclusions

Despite its conceptual simplicity, the Su–Schrieffer–Heeger model provides qualitatively correct description of
the diverse physical phenomena related to electronic, photonic, plasmonic, polaritonic and mechanical systems. In
the context of topological states, the most important feature of the SSH model is the emergence of the edge state
which has the topological nature being robust against various forms of disorder. This topological state has been
observed in a series of experiments with various systems either at the edge of the array or at the domain wall of
the two SSH arrays with the different dimerizations.

Nonlinear generalizations of the SSH model feature even more exciting physics. Besides the tunability of
the edge states, it becomes possible to realize self-induced topological transitions, soliton-like and many-particle
edge states. Quantum topological states can be promising candidates for the variety of quantum optics and
quantum information applications including the implementation of qubits and NOON states for quantum precision
measurements.

We anticipate that the nonlinear topological SSH-type models which are currently under active investigation
can shed new light onto the design of the novel types of nonlinear topological insulators.
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Calculations of the magnetic field required to reverse the magnetization of islands with out-of-plane anisotropy are carried out using a model

describing nucleation followed by rapid domain wall motion. The calculations are based on an extension of the Stoner–Wohlfarth model where

thermal activation is taken into account as well as the applied magnetic field. The calculated switching field distribution (SFD) is compared

with recently reported experimental measurements of de Vries et al. [New J. Phys. 19, 093019 (2017)] on circular 220 nm CoPt islands.

The measured results can be closely reproduced by choosing appropriate values of two parameters, the nucleation volume, and the effective

anisotropy. Both the position of SDF peaks and their width at high and low temperature, 300 K and 10 K, are amply described using the same

set of parameter values for a given island, while there is a large difference between islands with weak and strong magnetic anisotropies. There

is no need to introduce the temperature dependence of the activation energy at zero field. This is in contrast with the estimates obtained from

the so-called diamond model used by de Vries et al. in their data analysis where multiple adjustable parameters are introduced, and a three- to

fourfold change in the zero field activation energy is invoked.
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1. Introduction

A large research effort has over the past decades been dedicated to studies of small magnetic particles.
Advances in the technology for fabricating such particles of various forms, such as powder samples and ferrofluids,
as well as ordered arrangements of magnetic particles have allowed a wide range of interesting experiments. As a
result, new physical phenomena have been discovered and technological advances made, such as high anisotropy
nanoparticles [1], single-domain magnetic dots [2] and devices for spin manipulation [3]. There is a large potential
for such materials in new applications from high-density data storage and logic devices to magnetic sensors. New
applications are constantly found, for example in medicine for transportation of chemical substances or transfer of
energy to defined target regions in biological systems, both for diagnostics and therapeutics.

One of the most important issues is the description of the magnetization reversal processes in such systems.
The bulk magnetic material consists of multiple regions with homogeneous magnetization – domains which are
separated by domain walls. The structure and the shape of the domains are strongly dependent on the combination
of exchange, magnetostatic and anisotropy energy. If one would decrease the volume of the magnetic system,
the size of the domains and the width of the domain walls would also tend to decrease. If the size of the
magnetic particles is decreased sufficiently, the formation of the domain wall becomes unfavorable, and only a
single magnetic domain is found within the particles [4]. This critical size depends on the saturation magnetization,
the exchange energy between the spins and the anisotropy energy. For spherical particles, the critical diameter is
on the order of 10–800 nm [5]. For example, the critical diameters of Fe and Co particles have been estimated to
be 15 nm and 35 nm, respectively, while for SmCo5 an estimate of 750 nm has been given [6].

Even if the particles have a single magnetic domain, there can be variations in magnetic properties within the
particle due to impurities, changes in elemental composition and due to the shape of the particle. As a result,
the anisotropy and exchange energy, for example, can vary in different regions of the particle. A reversal of the
magnetization in the presence of an applied field can start in regions where the spins can be more easily flipped
and then propagate rapidly from there throughout the particle. The field required to reverse the magnetization,
the switching field Hsw, is then strongly affected by imperfections in the particle that lower the activation energy
for spin flips. Experiments on continuous [7] as well as patterned [8] magnetic devices including random access
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memory devices [9] have been interpreted successfully in terms of such a nucleation and propagation mechanism
for magnetization reversal. The switching field is then largely determined by the volume of the critical nucleus,
which in turn determines the activation energy for the magnetization reversal.

Even carefully prepared samples of thin magnetic films on non-magnetic surfaces and magnetic islands pat-
terned from such films have been found to have a wide distribution of nucleation volumes [10–12]. For example,
experiments on Co/Pd islands as large as 5 µm [12] have shown that the switching field distribution (SFD) of
patterned islands is a reflection of the spatial variation of the nucleation volume of the continuous film from which
the islands were formed. The measurements could be described by a model where the continuous film reverses by
nucleation of a low anisotropy volume followed by rapid domain wall propagation. While it might be assumed that
high exchange coupling in patterned islands would lead to narrow SFD, compared for example to the thin films,
this is not what has been found experimentally [12,13]. Experiments, where the angle, θ, between the applied field
and the anisotropy axis was varied, showed the well-known 1/cos θ dependence for the continuous film, consistent
with a mechanism where the reversal rate is limited by wall propagation. However, a minimum in the critical
field at 45◦ was found for magnetic islands, consistent with the Stoner–Wohlfarth model [14], which describes the
rotation of a single magnetic moment of a homogeneous magnetic particle. This indicates that the rotation of the
magnetic moment of the critical nucleus can be described by the Stoner–Wohlfarth model.

In recent experiments, de Vries et al. were able to measure the SFDs of individual magnetic islands and found
a large variation in the properties of the islands even though the shape and size were the same [15]. In these
experiments, the SFD is only a reflection of the stochastic nature of the thermal activation since the measurements
are carried out for one island at a time but with repeated sweeps of the magnetic field. The experiments were
based on the highly sensitive anomalous Hall effect and were carried out for disk-like islands of 220 nm diameter
patterned from a Co/Pt multilayer film. A large difference was found in the maximum field needed to switch
the magnetization of different islands, likely due to variations in the thickness and composition of the metallic
layers from one island to another. “Weak” islands had, for example, a maximum in the SFD at a field of 84 kA/m
while “strong” islands a maximum at 184 kA/m in measurements carried out at 10 K [15]. As the temperature was
increased to 300 K, the peaks shifted to the lower field by ca. 50 kA/m and 30 kA/m for weak and strong islands,
respectively.

These experiments were analyzed by a so-called diamond model, where the shape of the islands is approximated
by a square, and the activation energy is related to the length of a domain wall that starts at one corner and then
propagates through the island. Several parameters in the model were adjusted in order to reproduce the experimental
measurements, including a fairly strong drop in the saturation magnetization, by 7 %, and the anisotropy constant,
by 16 %, as the temperature is increased from 10 K to 300 K. In earlier research, de Vries et al. concluded from
their analysis that the energy barrier for magnetization reversal in zero field is a factor of three to four lower at
300 K than at 10 K. This is a very large factor and would mean that this fundamental and important parameter
could not be obtained from measurements of remagnetization rates over a range in temperature, as is frequently
done to establish Arrhenius rate expressions.

In this article, we present calculations using an extended Stoner–Wohlfarth model [16] where the effect of
thermal activation has been added and analyze the experimental measurements reported by de Vries et al. An
analytical expression for the remagnetization rate, both pre-exponential factor, and activation energy is used to
evaluate the SFD for both weak and strong islands. By adjusting two parameters in the model, the effective
anisotropy constant and the nucleation volume, to reproduce the measured SFD peak positions, the full shape of
the SFD at both 10 K and 300 K is found to be in close agreement with the experiments, without the need to
vary the values of the parameters with temperature. Contrary to the conclusions described above, we find that
a temperature independent energy barrier at zero field can be consistent with the experimental observations of
de Vries et al. While the saturation magnetization and anisotropy should, of course, vary to some extent with
temperature, our results indicate that it is only a small effect.

In the next section, the model is described including the method for calculating the SFDs. The results on
the fitting of the peak positions are then described, followed by a comparison with the full shape of the SFDs.
Calculated hysteresis loops for weak and strong islands are presented. Finally, the effect of temperature dependence
is illustrated and discussed. The article closes with a conclusion section.

2. Model

The calculations are based on an extended Stoner–Wohlfarth model that takes into account thermal fluctua-
tions [16]. This model was recently used to analyze remagnetization in elements of kagome spin ice [17]. In
order to mimic the islands measured by de Vries et al., the easy axis is taken to be perpendicular to the surface
plane, and the applied magnetic field is directed parallel to the easy axis and opposite to the initial direction of
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the magnetization. A schematic of an island and a critical nucleus for the reversal are shown in Fig. 1 along
with the coordinate system used. It is chosen in the same way as in ref. [16] for consistency. In the present
case, the magnetic moment entering the model represents a critical nucleus for the remagnetization transition, not
the total magnetic moment of the island. It is assumed that the remagnetization transition starts in a small region
within the island where for some reason it is easier to reverse the magnetic moments. Once the critical nucleus
has formed, the domain of reversed magnetization grows quickly. A key parameter of the model is the volume
of the nucleus, V , from which the magnetic moment of the nucleus, M , can be obtained by multiplying with the
saturation magnetization, Ms, as M = VMs. The other key parameter of the model is the anisotropy constant,
K1. It represents an effective anisotropy that indirectly takes into account interfacial effects between the nucleus
and the rest of the island. The experimental measurements of Thomson et al. [12] support the use of such a model
to describe remagnetization in magnetic islands that are too large for uniform rotation of all the magnetic moments
in the island to be feasible. The parameters V and K1 are treated as adjustable model parameters.
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FIG. 1. Schematic representation of a magnetic island and the coordinate system used in the
calculations. The out-of-plane anisotropy dominates over the in-plane anisotropy, and the mag-
netization is pointing along the surface normal, κ̂. The external magnetic field, H, is directed
opposite to the initial state magnetization. The model focuses on the magnetic moment of the
critical nucleus of the remagnetization transition, M, pointing in the direction given by θ and φ.

For an applied magnetic field, H , pointing in the direction of the out-of-plane anisotropy axis the extended
Stoner–Wohlfarth model gives an analytical expression for the rate of magnetization reversals [16]:

kHTST
‖ = f0 e

−∆E/kBT =
γK1

√
(1 − h)(2c− h+ 1)

πMs
exp

[
−K1V

kBT
(1 − h)2

]
, (1)

where γ is the gyromagnetic ratio, h ≡ HM0/2K1, and c is the ratio of the out-of-plane, K1, and in-plane,
K2, anisotropy constants, c ≡ K2/K1. The value of c does not affect the calculated results significantly and is
simply assumed here to be 0.1. This expression can be used to estimate the magnetic field needed to reverse the
magnetization at a given temperature and for a given timescale. A similar model has been used to analyze the
reversal of magnetization in a spring magnet [18].

In typical experimental measurements, including those of de Vries et al., the magnetic field is increased at
a constant rate, R = ∆H/∆t until the magnetization reverses. Since the transition is thermally activated, in
addition to being aided by the applied field, the field strength at the point when the reversal occurs varies from
one measurement to another. Given the pre-exponential factor, f0 and activation energy, ∆E, as in the expression
for the rate constant above, the probability density for the value of H when the magnetization switches can be
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estimated as [19]:

psw(H) =
f0(H)

R
exp

(
−∆E(H)

kBT

)
× exp

− 1

R

H′∫
−Hsat

f0(H ′) exp

(
−∆E(H ′)

kBT

)
dH ′

. (2)

The value of psw(H)dH gives the probability that the magnetization switching will occur when the field strength
is within the interval [H,H + dH] (the first two factors in 2), given the condition that it has not occurred at a
smaller value of the field (the last factor in eq 2). This distribution can be compared with a histogram of the
switching field in repeated measurements of a single magnetic island, as in the experiments of de Vries et al.. The
Ms was chosen to have the reported value, Ms = 829 kA/m [15]. The islands where estimated have a diameter
of d = 220 nm and thickness t = 20 nm, giving total volume of Visl = 760 · 103 nm3, but these dimensions of
the islands do not enter the calculations presented here since the focus is on the critical nucleus and its volume
rather than the whole island. Only when the ratio of the volume of the nucleus and the total volume of the island
is calculated for presentation purposes are the estimated total volume of the islands needed.

Each island is within this model described by the two parameters K1 and V . Even if all the islands in the
array have the same size and round shape, the effective anisotropy and, thereby, nucleation volume can differ
significantly, for example, due to variations in the thickness of the metallic layers. Below, a detailed comparison
is made between calculations using the model described above and the experimental measurements of de Vries et
al. on weak and strong islands at a temperature of 10 K and 300 K.

3. Results

The maxima in the SFD at 10 K and at 300 K, Hm
10K and Hm

300K , were calculated over a range of values for
the two model parameters, K1 and V . The results are shown in Fig. 2. The contour graph shows the value of the
difference, ∆Hm = Hm

10K − Hm
300K , and the two colored curves show the values of K1 and V that give Hm

10K

in agreement with the values obtained by de Vries et al. for weak and strong islands. The measured shift, ∆Hm,
is ca. 50 kA/m for weak islands and 30 kA/m for strong islands. The low-temperature peaks, Hm

10K , are largely
determined by K1 but V affects the calculated temperature dependence of the peak positions.

For one particular set of parameters, K1 and V , the measured values of both Hm
10K and Hm

300K can be
reproduced for each type of island. The peak in the SFD at 10 K is largely determined by the anisotropy parameter
and is weakly dependent on the nucleation volume (thus the small slope of the colored lines). The temperature
shift, however, depends also on V and the isolines of constant temperature shift in Hm are nearly straight lines
with a significant slope.

Figure 3 shows the measured and calculated SFDs. It is evident from the figure that close agreement between
the calculated and measured peak positions can be obtained by adjusting the two parameters. The optimal values
are K1 = 99.28 kJ/m3 and V = 0.036Visl for strong islands, and K1 = 49.46 kJ/m3 and V = 0.0067Visl for weak
islands.

Not only are the measured peak positions reproduced well, but also the shape of the calculated SDFs is in
agreement with the measurements of de Vries et al. [15]. Since the width of the SFD peaks is not part of the
fitting procedure, this lends strong support for the appropriateness of the present model for this system. Also, it is
interesting that this close agreement with the experimental data can be obtained with the same values of K1 and V
over such widely different temperature values, 10 K and 300 K. The shift in peak position and the increased width
of the peaks as temperature is increased is accurately described by harmonic transition state theory for magnetic
systems [20] on which the extended Stoner–Wohlfarth model is based.

The zero field activation energy obtained from the model using these values of the parameters is 1.6 eV for
weak and 17.0 eV for strong islands. The difference is indeed very large, showing that the inhomogeneity is strong.
The calculated pre-exponential factors in the rate expression, eqn. (1), at zero field are 3.5·109 Hz and for weak
and 7.1·109 Hz for strong islands. These values are close to what has been assumed for Arrhenius rate expressions
in the previous analysis [15, 21]. However, in the present approach, these values are obtained from the extended
Stoner–Wohlfarth model.

Calculated hysteresis loops for weak and strong islands are shown in Fig. 4. The SFD is used there to
produce loops for each type of island representing averages obtained in repeated scans of the applied field. The
narrowing of the loops as the temperature is increased from 10 K to 300 K is clearly seen as well as the rounding
of the corners due to the stochastic nature of the thermal activation. While the applied field lowers the activation
energy the system needs to overcome to reverse the magnetization, the transitions eventually occur due to thermal
fluctuations. So, different values of the critical field are obtained in different scans of the field strength.
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FIG. 2. Contour graph of the calculated shift in SFD peak positions when the temperature is
increased from 10 K to 300 K, i.e., ∆Hm = Hm

10K −Hm
300K , as a function of the two adjustable

parameters, the anisotropy constant, K1, and the nucleation volume, V (given as the fraction
of the total volume Visl = 760 · 103 nm3). Parameter values that give peak positions at 10 K,
i.e., Hm

10K in agreement with experimental observations [15] are shown with lines (red for a
weak island, blue for a strong island). White diamond and disk identify parameter values that
give peak positions in agreement with experiments at both 10 K and 300 K for weak and strong
islands, respectively. The figure illustrates how a unique set of the two adjustable parameters can
be found in such a way as to obtain agreement between the calculated and measured position of
maxima in the SFD.

FIG. 3. Comparison of calculated (dashed lines) and measured (histograms) [15] SFDs for weak
and strong islands at 10 K and at 300 K. The values of the two parameters, K1 and V , in the
theoretical model were obtained by adjusting the positions of the maxima of the SFD (see Fig. 2),
but the shape of the SDFs then turns out to also be in close agreement with the experimental
measurements.
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FIG. 4. Calculated hysteresis for a weak (left) and strong (right) island obtained from the cal-
culated SFDs. The insets show on an expanded scale the rounding of the corners due to the
stochastic nature of the thermal activation.
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FIG. 5. Contour graph similar to Fig. 2 except here the saturation magnetization, Ms, is assumed
to drop by 7 % and the anisotropy constant, K1, by 16 % as the temperature is increased from
10 K to 300 K, as estimated by de Vries et al. [15]. Parameter values that give peak positions
at 10 K, i.e., Hm

10K in agreement with experimental observations [15] are shown with lines (red
for a weak island, blue for a strong island). The value of the nucleation volume, V , needed to
reproduce the shift in SDF peak position as the temperature is increased from 10 K to 300 K is
much larger and the contour lines are more curved than when the parameters are temperature
independent (see Fig. 2).

It is interesting that such close agreement with the experimental data can be obtained without changing the
values of K1 and V as well as Ms at the two values for the temperature, 10 K to 300 K. There will, of course,
be some temperature dependence of these parameters, but the model used here indicates that it should be small.
Previous estimates by de Vries et al. from their analysis showed a decrease in Ms by about 7 % and a decrease in
K1 by about 16 % as the temperature is increased from 10 K to 300 K [15]. It is indeed possible to reproduce the
positions of the peaks in the SFDs with such a strong temperature dependence of these parameter values, but the
nucleation volume, V , then needs to become 4 to 5 times larger at 300 K than at 10 K. As a result, the width of the
SFD becomes much too narrow, by more than an order of magnitude, in strong disagreement with the experimental
measurements. Within the present model, the decrease in the values of K1 and V as well as Ms must be much
smaller than the estimate of de Vries et al. in order to reproduce the experimental observations.
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4. Conclusion

A simple model based on an extended Stoner–Wohlfarth equation for magnetization reversal in an island where
the transition mechanism involves nucleation followed by rapid domain wall motion is found to reproduce well
the elegant measurements of de Vries et al. [15] of SFDs of individual magnetic islands. The two adjustable
parameters in the model, the anisotropy constant and the nucleation volume can be determined from the SFD peak
positions at 10 K and 300 K. It is not necessary to include temperature dependence of the parameters. The shape
of the SFD is then also found to be in close agreement with the measurements. The conclusion from this analysis
of the experimental data is that the activation energy in zero field can be taken to be independent of temperature.
This is in contradiction to the conclusion of de Vries et al. based on the diamond model, where the zero field
activation energy is decreased by a factor of three to four (for weak vs. strong islands) as the temperature is
increased from 10 K to 300 K. This represents a large and important difference in the analysis of the experimental
data. If indeed the zero field activation energy were to change so much with temperature, the standard methodology
for determining activation energy from measurements taken over a wide temperature interval could not be applied
when determining this important quantity. Instead, our analysis indicates that the standard approach is applicable
and can give a proper characterization of the magnetization reversal transition.

Our analysis does not assume the value of the pre-exponential factor, f0, in the rate expression, eqn. (1).
Rather, it is obtained from the model. While the magnitude of the pre-exponential factor turns out to be between
109 Hz and 1010 Hz in the present case, similar to what is often assumed for magnetic transitions, it is important
to realize that harmonic transitions state theory has in some cases been found to give quite different values for
pre-exponential factors in magnetic reversals (see, for example, [22,23]). In general, it is important to evaluate the
pre-exponential factor rather than just to assume some value.
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In PCs, the number of arithmetic operations, the comparator is a vital equipment unit, consisting of complementary metal-oxide-semiconductor

(CMOS) technology. Another procedure, referred to as Quantum Cellular Automata (QCA) will supplant the CMOS outlines, having leverage

concerning zone, control utilization, and latency. The primary QCA circuits planned with the inverter and majority voter entryways. In this

paper, we utilize the clocking method 180 out of phase clock crossover to outline the 1-bit comparator and compare with the current outcomes.

The new proposed wire crossing plan lessens the quantity of cells required to configuration, power and area necessities. Additionally, we

planned 2-bit comparator having 11 majority gates (voters), 2 number of crossovers with 0.38 µm2 area, 203 number of cells. The designed

1-bit comparator contrast and the past outcomes where cells, region, delay demonstrates 53.57 %, 50 % and 33.32 % improvement respectively.
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1. Introduction

A few advanced microchips that have been popularized in the 21-st century incorporate decimal number
juggling equipment units. This is a reaction to procuring requests for sophisticated calculations which are necessary
for cost-saving and mechanical applications. As the preparing requests approach galactic measurements, the PC
business is considering the possible development towards new rising advancements to defeat CMOS limitations for
execution speed and wide power scattering on limiting the incorporated circuits [1–4].

The present crucial breaking points in CMOS circuit’s calculations and development of quantum mechanical
impacts in exponentially as of recently added quantum circuits to another dimensional tending of the electronic
group [5, 6]. As a consequence, quantum calculation and data remain an appealing territory of research over the
most recent few decades [7]. This shows that superior information of quantum mechanics is required.

The innovation of quantum dot cell automata (QCA) proposed by Lent and Tougaw, is plainly becoming one
of the developing advances without bounds PCs due to its minor component sizes, ultra-low power utilization,
straightforward conceptualization [8, 9].

Quantum dot cellular automata are the processing with cell automata confined with varieties of quantum dots.
A QCA cell is a Nano shell device ready to encode data by two electron shape. Current advancement of quantum
computing continues from numerous viewpoints; quantum circuit’s combination is the massive test in the quantum
information handling and the improvement of the quantum PC engineering [10].

2. Quantum DOT Cellular Automata (QCA)

2.1. Background: How QCA charge transfer?

A QCA cell can be seen as an arrangement of four charge vessels or “specks”, set in the corners of a square.
The cell is pick up accuse of two free electrons which are able to burrow between dots. QCA are exhibited coulomb
coupled quantum dot cells. Electrons situated in every cell have characteristic states with characteristic relate charge
scattering. The condition of every cell is checked by its significant interaction with adjoining cells [26]. Bury cell
barriers entirely repress charge exchange between the cells. The limit condition of last cells which go about as an
information and yield cells which rely upon numerous electron frameworks in the composed circuit. Edge cells are
controlled by the communication of electrostatic charge. With the computational issue settled one can outline the
QCA design of the cells change starting from the earliest stage of electrons to arrangement state. We have watched
the electron move in the wire (course of action of cells by adjoining) to perform general calculations.
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FIG. 1. (a) (b) QCA cell negative polarization denoted as logic “0”; (b) QCA cell with positive
polarization denoted as “1”; (c) QCA wire showing charge transfer

A regular illustration of a solitary QCA cell is shown in Fig. 1(a,b). This figure demonstrates that a cell of
four quantum dots organized in a square. There are two electrons inside the cell and passage obstructions between
adjoining destinations [11, 12]. Burrowing out of the cell is thought to be totally stifled. QCA cell measure was
reduced to nuclear measurements. As cell measure diminished the energy part between stationary states increments
and the fleeting reaction turns out to be speedier. The close neighbor separation between dots inside a standard
cell is 20 nm, the burrowing energy between dots is 0.3 meV.

2.2. Clocking

The timing of QCA, follow the semi adiabatic timing system. This system consists of four stages: switch,
hold, release (discharge) and relax (unwind). At first, when the potential energy of the electron is low and the
electron isn’t equipped for burrowing between quantum dots, it has a definite extremity. With the start of the switch
stage, the potential vitality of electrons begins to rise and toward the finish of this stage the electron achieves its
most extreme potential vitality. Amid the hold stage the electron keeps up its greatest potential energy and turns
out to be totally delocalized losing its polarity. In the discharge stage the potential energy of the electron begins
to decrease and the cell moves incrementally towards a definite polarity. Amid the last stage i.e. the unwind stage
the electron keeps up least energy and is excessively powerless, making it impossible to burrow between the dots.
Along these lines, the cell achieves a definite extremity. Each QCA engineering involves four clock zones, if not
less, each of which contains the above said four clock stages. Each check zone is out of stage with the following
check zone as appeared in Fig. 2(a). The different check zones in a QCA design are spoken to by different hues.
The shading codes we have utilized is appeared in Fig. 2(b).

FIG. 2. (a) QCA cell with clocking; (b) Propagating of QCA cell in clock zones

The principle contrast between CMOS configuration circuits and QCA configuration circuits is that in the
CMOS, the clock flag controls the circuit yield and states, whereas in QCA, the clock is valuable to exchange the
charge information from one cell to next contiguous associated cell. On each clock cycle every cell discharge or
evacuates its state and each cell in QCA including info and yield cells are clock controlled [13].
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2.3. Wire crossing technique

For efficient design of QCA circuit in a smaller footprint, one area of primary consideration is wire crossing.
Wire crossing is vital in QCA based plan and numerous strategies have been proposed to outline an efficient wire
crossing, for example, coplanar based and the multilayer based methods, recently. Meanwhile the wire crossing
strategies utilizing the control of clock stage have also been proposed [14]. Keeping in mind the end goal to outline
the wire crossing using the said procedures, extra undertakings ought to be requested, for example, interpretation
or rotation of QCA cells control of clock stage, expansion of bigger and soon. Like this their methods require
extra time or spatial intricacy.
i) Coplanar based wire crossing procedure was proposed by Tougaw and Lent is shown in Fig. 3(a) basic geometry
of the coplanar based wire crossing system [18, 19]. In this illustration the vertical wire and even wires are
transmitting the values of 1 and 0 separately. To actualize this wire crossing the cell of horizontal wire are rotated
by 45 ◦. On the off chance that the length of the vertical wire after a crossing point cell is adequate a transmitting
value is not influenced by the other wire [14]. Likewise the horizontal wire should consist of an odd number
cells, since the property of the rotated cells has an inverter chain that the polarization substitutes heading between
neighboring cells. Cells rotated by 45 ◦ initiate the extra space between cells. It inherently diminishes the energy
partition between the ground state and the primary energized state which debases the execution of such a device
as far as highest working temperature, protection from entropy, and least exchanging time [15].
ii) Multilayer-based wire-crossing strategy utilizes a hybrid crossover technique. This approach is similar to that
of the coplanar-based method from the perspective of the floor design since it would seem that appearance of two
wires crossing. Truth be told, it comprises of the stereoscopic structure. In spite of the fact that this strategy
has a few focal points, the noise issue between convergence cells in the hybrid territory is present [6]. There are
additionally a few things to consider for plan and recreation forms in QCA Designer, for example, the quantity of
layers, crossover and vertical cells [16].
iii) QCA wire crossing is utilizing the different of clock system we consider the idea of QCA clock stage, for
instance the information of present clock region is obtained from the past clock region. In this new technique
each non-neighboring clock area does not influence the inverse clock area. In this plan wire crossing depends
on the distinction of 180 ◦ between two nonadjacent clock regions. However in this strategy a bit much of 45 ◦

rotation of cells utilized as a part of co planar wire intersection and sub layers courses of action as utilized as a
part of multi-layer wire crossing technique the nitty gritty wire crossing information appeared in Fig. 3(b) utilizes
an inverse stage wire clock 0 and clock 2 and in Fig. 3(c) utilizes clock 1 and clock 3 wires used to information
stream, the convergence cell can be have a place with any of two wires (either clock 0 or clock 2 in Fig. 3(b) and
clock 1 or clock 3 in Fig. 3(c)) and there is no interface with each other.

FIG. 3. (a) Co Planar wire crossing; (b) wire crossing using clock 0 and clock 2; (c) wire
crossing using clock 1 and clock 3

3. Exclusive OR gate QCA layout

To outline any computerized rationale circuits fundamental entryways AND,OR, NOT and NAND,NOR uni-
versal gates are utilized. Notwithstanding that EX-OR additionally utilized for outline of complex circuits like
adders, comparators and multipliers so on [17–19].
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Here we demonstrated the new format engineering of EX-OR entryway consisting of 13 cells with 1/2 clock
delay (Fig. 4). In Table 1, the examination of given EX-OR entryway is demonstrated. This composed EX-OR
gate extremely helpful to limit the QCA facilitate format regarding number of cell and clock delay.

FIG. 4. (a) EX-OR gate symbol and truth table (b) QCA layout Design for a EX-OR gate (c)
Simulation waveform

TABLE 1. QCA Ex-OR gate layout comparison analysis

XOR gate in Area (µm2) Delay Clock Cycles Majority gates count Number of cells

[20] 0.06 1.25 3 67

[21] 0.02 1 3 32

[22] 0.0233 0.75 4 30

[23] 0.02 0.75 4 28

proposed design 0.01 0.5 1 13
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4. Simulation results and discussion

The essential function of a comparator is to regard the magnitude of two binary data to determine their
relationship. The EX-NOR gate can be utilized as a fundamental comparator in light of the fact that its output is a
1. On the off chance that the two information bits are equivalent and a 0 if the information bits are not equivalent.
we demonstrated 1 bit and 2 bit comparator composed utilizing QCADesign programming with wire crossing
uses an inverse clock (180 phase shift) system and actualized with most recent EX-OR entryway. Fig. 5(a,b)
demonstrates the 1 bit and 2 bit comparator and planned with fewest number of logic gates. The logic concerns
the yield of two bits (A, B) less than (W1, W2), equal (X1, X2), or greater than (Y 1, Y 2) of 1 bit and 2 bit
comparator spoke to with logic condition appeared underneath after streamlined with the K-map.

The logic for a 1 bit comparator outputs is as follows:

W1 = A′B, (1)

X1 = AB +A′B′ = A�B, (2)

Y 1 = AB′. (3)

The logic for a 2 bit comparator outputs is as follows:

W2 = A1′A0′B0 +A1′B1 +A0′B1B0 = A1′B1 + (A1�B1)A0′B0, (4)

X2 = A1′B0′B1′B0′ +A1′A0B1′B0 +A1A0B1B0 +A1A0′B1′B0′ = (A1�B1)(A0�B0), (5)

Y 2 = A1A0B0′ +A1B1′ +A0B1′B0′ = A1B1′ + (A1�B1)A0B0′. (6)

FIG. 5. (a) 1 bit comparator logic circuit; (b) 2 bit comparator logic circuit

TABLE 2. QCA layout analysis of proposed comparators

Name of the Area Delay in Number of Number Wire
comparator (µm2) Clock Cycles Clock Phases of cells crossing

[24] 0.343 4 16 319 Co-planar
[25] 0.182 1 4 117 Co-planar

1 bit comparator [26] 0.127 1.25 5 100 Co-planar
[27] 0.103 1.25 5 95 Multilayer

Proposed 0.10 0.5 2 60 180 ◦ clock phase shift

2 bit comparator Proposed 0.38 1.25 5 203 180 ◦ clock phase shift

Figure 6(a,b) demonstrates 1 bit comparator and 2 bit comparator planned with no extra assignments, in those
outlines we are disposed to utilize consistent coplanar or multilayer wire crossing; here composed circuits utilized
180 clock phase shift wire crossing. Fig. 7 demonstrates the results were obtained with high polarization and less
noise. It is regular to assess any QCA circuit as far as the area utilized, clock delay and a number of cells utilized.
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FIG. 6. (a) Proposed 1 bit comparator QCA layout; (b) Proposed 2 bit comparator QCA layout

It has been noted that our designs utilize fewer cells and has less delay. In Table 2, one can see the correlation of
past plans and furthermore recorded the proposed 2 bit comparator not compared and the past outlines in light of
its inaccessibility in the current literature.

5. Conclusions

The more significant part of QCA combinational circuits with coplanar or multilayer wire crossing it have
many-sided outline quality is more. In this paper we proposed a smaller comparator with clock 180 degree wire
crossing technique. We composed this QCA design in the QCADesign test system. The proposed 1 bit comparator
layout cell count less than 36.84 % of most recent outline and area occupation are less than 2.91 % with delay
utilizes just 1/2 clock, whereas the 2 bit comparator possesses range 0.38 µm2, cell count 203 with clock delay of
1 1/2.

Generally, QCA circuits have incredibly noteworthy wiring delays for a quick plan in QCA, many-sided quality
imperatives are exceptionally basic issues and the outline needs to utilize compositional systems to support the
speed considering these limitations. The QCA innovations once realized will probably require a change in the
outline rules. These outlines utilized the given particular plan rules, however as in a CMOS plan they can be
scaled in a similar manner. This provides a chance to contrast the abnormal state outline engineering and in QCA
circuits.
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FIG. 7. Simulation results of proposed comparators: (a) 1-bit comparator; (b) 2-bit comparator
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The interaction of electrons in a superlattice with electromagnetic radiation in presence of static electric and magnetic fields is investigated.

The electric field is directed along the superlattice axis while the magnetic field is inclined at an arbitrary angle to the axis of superlattice.

It is shown that the dependence of current in the superlattice on electric field in the general case can have several maxima. In some regions

of electric and magnetic field values, the absorption coefficient for high frequency electromagnetic radiation can be negative that means the

electromagnetic wave will be amplified. We note that negative absorption in the system is possible at some conditions at the region of positive

differential conductivity in contrast to classical Bloch oscillator in which amplification takes place in case of negative differential conductivity

only. This phenomenon can be used for the design of a teraherz amplifier and generator based on the superlattice.
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1. Introduction

Semiconductor superlattices are considered promising systems for creation of a compact teraherz radiation
amplifier and generator. The idea of using Bloch oscillations in superlattices for the generation of the high-
frequency electromagnetic radiation was proposed by Esaki and Tsu [1] more than forty years ago. However, the
attempts to create a high-frequency generator based on the phenomenon of Bloch oscillations were not successful.
It was shown later that the generation is suppressed by instabilities of space-charge waves in the superlattice in
the regime of negative static differential conductivity (SDC). We note that in the case of classical Bloch oscillator
the radiation amplification is possible only in the regime of negative SDC. One possible way to overcome this
difficulty is the application of a magnetic field. Electron transport in superlattices placed in parallel [2, 3] or
perpendicular [4–13] magnetic fields was studied previously. In particular, it was shown recently [15, 16] that the
magnetic field applied to the superlattice in a direction perpendicular to the axis can shift the maximum on the
static current-voltage characteristics (IV curve) towards the region of higher electric field. At the same time, the
absorption coefficient can be negative for high frequencies at electric fields corresponding to positive SDC. That
makes possible to achieve amplification of radiation without formation of space-charge wave instabilities. If the
superlattice is placed in a tilted magnetic field, then the ballistic electron dynamics becomes more complicated
and exhibits chaotic behavior [17–20]. This chaos manifests itself with the appearance of bifurcation points in the
parameter space of the system. Various problems associated with the electron transport in the tilted magnetic field
have been studied in the last decade [21–23]. The purpose of the present paper is to investigate the possibility of
amplification of weak electromagnetic signal by the superlattice placed in both parallel electric and tilted magnetic
fields. For this reason, we study absorption of electromagnetic radiation and its relation to the static IV curve.

2. Current and absorption

The schematic view of the investigated system is represented in Fig. 1. The direction of electric field which
coincides with the axis of superlattice growth is denoted as x-axis and the magnetic field is inclined on angle θ to
the electric field in xz-plane. In addition to constant electric field Edc, we consider small perturbation oscillating
with frequency ω and amplitude Eω . The total electric field is described by the equation:

Ex(t) = Edc + Eω cos(ωt). (1)
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FIG. 1. Schematic representation of the system.

Our main goal is to determine the current produced by this field.
To find the current in the system, we use the semiclassical approximation which is based on the Boltzmann

equation for electrons in external fields [15]. The superlatice properties in this approach are taken into account by
the miniband dispersion relation for the electrons. In the relaxation-time approximation, the Boltzmann equation
can be written in the form:

∂f

∂t
+

1

h̄

(
eE(t) +

e

c
v ×B

)
∂f

∂k
= −f − feq

τ
, (2)

where v is the electron velocity, τ is the relaxation time, k is the quasi-wave vector, and feq(k) is the equilibrium
distribution function. In the present study, we consider the case of spatially uniform fields and electron distribution.

The dependence of electron energy on quasi-wave vector in the superlattice is described by the well-known
equation from tight-binding approximation:

ε(k) = −∆

2
cos(kxd) +

h̄2(k2y + k2z)

2m
, (3)

where d is the superlattice period and ∆ is the miniband width.
Based on the method of characteristics, we can represent the distribution function in terms of solutions for

ballistic equations of motion for the electrons in the external fields [24]. The equation for quasi-wave vector
evolution at the ballistic electron motion has the form:

h̄k̇ = eE(t) +
e

c
v(k) ×B. (4)

Let k∗(t, t0) denotes the solution of Eq. (4) corresponding to the initial condition k(t0) = k0. If we substitute k∗

into Eq. (2) then its left-hand side becomes a total derivative of f with respect to t:

df(k∗, t)

dt
= −f(k∗, t) − feq(k∗)

τ
. (5)

Then, the steady-state solution of Eq. (2) can be represented in the form:

f(k, t) =
1

τ

t∫
−∞

dt0feq(k∗(t, t0))e−
t−t0
τ , (6)

where k∗(t, t0) is the solution of Eq. (4) satisfying the condition k∗(t, t0) = k for every t0.
The density j of current in x-direction can be represented in terms of the distribution function f by the

following equation:

j(t) =
2e

(2π)3

∫
d3kf(k, t)vx(k), (7)

where vx =
1

h̄

∂ε

∂kx
is x-component of the electron velocity, factor (2π)3 in the denominator takes into account

density of states and factor 2 appears in the numerator for spin. As it follows from Eq. (3) the velocity vx is given
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by:

vx(kx) =
∆d

2h̄
sin(kxd). (8)

Now combining Eqs. (6) and (7) we obtain the following equation for the current:

j(t) =
e

4π3τ

∫
d3kfeq(k)

t∫
−∞

dt0vx(k∗(t, t0))e−
t−t0
τ . (9)

In the present study, we consider the case of low temperatures and low electron concentrations N . In this
case almost all electron quasi-wave vectors are concentrated at the bottom of miniband near the point k = 0. The
equilibrium distribution function in this approximation can be represented as follows [?]:

feq ≈ 4Nπ3δ(k), (10)

where δ(x) is the Dirac δ-function.

Let us introduce the dimensionless components of the quasi-wave vector: Kx = kxd, Ky = kyd
√
m/mx,

and Kz = kzd
√
m/mx, where m is electron effective mass in perpendicular direction and mx = 2h̄/d2∆ is the

electron mass in the parallel direction. Then the ballistic equations of motion can be rewritten as follows:

K̇x = ωB + ω⊥Ky + β sin(ωt), (11)

K̇y = −ω⊥ sinKx + ω‖Kz, (12)

K̇z = −ω‖Ky, (13)

where ωB = edEdc/h̄ is the Bloch frequency, ωc = eB/mc is the cyclotron frequency, ω⊥ = ωc sin θ, ω‖ =
ωc cos θ and β = eEωd/h̄ is the renormalized amplitude of the high-frequency electric field.

To understand various possibilities of quasi-wave vector dynamics from equations (11), (12) and (13), we
consider first a few simplified cases. One can see from equations (11) that the parallel magnetic field (ω⊥ = 0)
does not affect the x component of the quasi-wave vector. In that case, the IV curve of the system has the form
obtained by Esaki and Tsu [1].

If the magnetic field is directed parallel to z-axis, then the y coordinate can be separated from others and
the system of equations (11)-(13) is decomposed. In this case, the equation for K̇x can be transformed into the
equation of motion for unharmonic pendulum:

K̈x + ω⊥ sinKx = β sin(ωt). (14)

The constant electric field Edc is included into the equations of motions through initial condition:

K̇x(t0) = ωB . (15)

As follows from Eq. (14), in the absence of perturbation (β = 0), there are two regimes of motion for electrons
depending on the initial conditions: cyclotron-like oscillations and Bloch type oscillations [4]. In the cyclotron-like
regime, the electron quasi-wave vector does not reach the boundary of the first Brillouin zone while in the regime
of Bloch type oscillations the quasi-wave vector increases infinitely. If the initial electron quasi-wave vector is
zero, then the system undergoes a transition from cyclotron-like oscillations to Bloch type oscillations at the electric
field corresponding to condition ωB = 2ωc. In the general case of the inclined magnetic field, there are several
bifurcation points and the analytical investigation of the ballistic equations of motion becomes very complicated.
In the present study, we have performed numerical solution of the system (11)–(13) and found the dependence
of electron quasi-wave vector on time. Then, by equation (9), we have found the time-dependent current in the
steady-state regime. After that, we have calculated the absorption as the average dissipation power P in a unit
volume by the following equation:

P =
1

T

T∫
0

j(t)E(t)dt, (16)

where T = 2π/ω is the period of the small external oscillating field.
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3. Results and discussion

Let us consider first the dependence of current on voltage for the case of time independent fields (Eω = 0).
We note that the equations of motion in this case are similar to the equation of motion for an anharmonic pendulum
in the field of a plane wave which is the well-known example of a system with chaotic behavior [17, 18]

K̈z + ω2
‖Kz = −ω‖ω⊥ sin

(
ω⊥
ω‖

Kz − ωBt+ ϕ

)
. (17)

However, as it follows from Eq. (9), to obtain the current in a dissipative system, one needs to know the values
of qusimomentum for a finite period of time (about a few τ ) while the chaotic dynamics manifests itself in a
very long time. That is why the chaotic dynamics of the systems does not lead to a chaotic behavior of the IV
characteristics or absorption. However, bifurcation between different regimes of motion can lead to appearance of
a very sharp changes in IV curve.

FIG. 2. The dependence of current on the Bloch frequency for various values of angle θ at ωcτ = 4.

The dependence of current on the electric field for different inclination angles θ is shown in Fig. 2. One
can see from Fig. 2 that the current as a function of electric field has one maximum in the cases of parallel
and perpendicular magnetic field. The decrease on the IV curve corresponds to the transition of the transport
regime to the Bloch type oscillations. The value of ωB corresponding to the transition is determined by relation
ωBτ = 1 in the case of θ = 0 and is close to the value ωB = 2ωc in the case of θ = 90◦. One can see
that with increase in angle θ, the position of global maximum on the IV curve is shifted to the region of higher
electric fields. Additional peaks occur on the curve in the case of tilted magnetic field due to the appearance
of additional bifurcation points in the parameter space. In particular, there is one extra maximum of current at
relatively small values of θ (about 20◦). Our analysis shows that at electric fields corresponding to the second
increase of current, the negative absorption of weak electromagnetic radiation can be obtained. The dependence of
absorption coefficient on frequency for this case is shown in Fig. 3. The negative absorption in this case occurs
in the region of positive static differential conductivity. Similar results can be obtained in the case of large θ. The
dependence of absorption on frequency for θ = 80◦ is shown in Fig. 4. One can see from Fig. 4 that the negative
absorption at positive differential conductivity can be achieved in the region of electric fields between two local
maximums on the IV curve.

4. Conclusion

We have investigated a static current-voltage characteristics and absorption of high-frequency electromagnetic
radiation in a semiconductor superlattice in the presence of a parallel electric field and tilted magnetic field. In the
cases of parallel and perpendicular magnetic field, the IV curve of the system has one maximum. The positions of
maximum on the dependence of current on the Bloch frequency are determined by inverse relaxation time in the
parallel field and by doubled cyclotron frequency in perpendicular field. We have shown in the present study that
the inclined magnetic field applied to a superlattice can lead to appearance of additional maximums and minimums
on the static IV curve. Near the local maximums of the IV curve there are regions of field values in which the
static differential conductivity is positive, but the high-frequency absorption coefficient is negative. In this case, the
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FIG. 3. The dependence of absorption on frequency ω at θ = 20◦, ωcτ = 4 and ωBτ = 3.2. The
inset shows the dependence of current on the Bloch frequency (IV curve) for the same parameters.
The vertical dashed line marks the Bloch frequency ωB = 3.2/τ which was used for calculation
of the absorption. One can see that static differential conductivity is positive at this value of ωB .

FIG. 4. The dependence of absorption on frequency ω at θ = 80◦, ωcτ = 4 and ωBτ = 6.4. The
inset shows the dependence of current on the Bloch frequency (IV curve) for the same parameters.
The vertical dashed line marks the Bloch frequency ωB = 6.4/τ which was used for calculation
of the absorption. One can see that static differential conductivity is positive at this value of ωB .
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high-frequency radiation can be amplified by the superlattice. At the same time, charge wave instabilities should
not appear because of positive SDC. We note that the frequency of radiation which can be generated by the system
in this regime is determined by parameters of the superlattice and the value of magnetic field. Our estimations
show that for a GaAs/AlxGa1−xAs superlattice with the period d = 6 nm, miniband width ∆ = 60 meV and
magnetic field B = 2.5 T the generated frequency is about 1 THz. Hence, such fields configuration can be used
in designing of a terahertz generator based on the semiconductor superlattice.
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Determining the atomic structure of nanoclusters is a challenging task and a critical one for understanding their chemical and physical

properties. Recently, the high resolution aberration corrected scanning transmission electron microscope (AC-STEM) technique has provided

valuable information about such systems, but the analysis of the experimental images has typically been qualitative rather than quantitative. A

method is presented for detailed analsis of AC-STEM images combined with theoretical modelling to extract atomic coordinates. An objective

function formed by a linear combination of a fit to the two-dimensional AC-STEM image plus an estimate of the cluster’s energy for adding

information about the third dimension is used in a global optimization algorithm to extract the atomic coordinates. The method is illustrated by

analyzing model images generated for the Garzón structure of the Au55 cluster, which is a metastable structure for the embedded atom method

(EAM) potential function used here to estimate the total energy. As the method does not rely on the alignment of atom rows in the AC-STEM

image, the partially disordered chiral structure of the Au55 can successfully be determined even when a significant level of noise is added to

the images.
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1. Introduction

Modern chemistry and condensed matter physics is based on knowing the atomic scale structure of the systems
under study. Only after identifying the ordering of the atoms can one reliably assess the various properties such as
chemical reactivity. The relationship between structure and function underpins all modern chemical intuition and
understanding. Heterogeneous catalysis occurs, for example, on the surface of solids and for a long time a serious
hindrance in understanding the catalytic activity was the difficulty in determining the atomic scale structure of solid
surfaces. While it is relatively easy to determine atomic ordering in bulk crystals with X-ray scattering, the surface
layer of atoms, which can have a significantly different atomic composition and structure than the bulk, gives a
too small signal to be ‘visible’. With the advent of the scanning tunneling microscope in the early 1980’s [1], this
problem was largely solved, and since then, there has been an explosion in the study of structure and chemical
reactivity of surfaces and a great leap forward in understanding heterogeneous catalysis.

Nanoscale clusters of atoms have shown remarkable catalytic activity. With modern nanotechnology, it is
possible to prepare such clusters and deposit them in a non-destructive manner on solid surfaces or into porous
solids. It has, for example, been shown that CO oxidation, an important reaction for cleaning exhaust, can occur
readily at below room temperature in the presence of Au nanoclusters deposited on a TiO2 surface if the diameter
of the clusters is in the range of 2–3 nm, corresponding to ca. 103 atoms. For larger as well as smaller clusters, the
catalytic activity per site drops dramatically [2]. This and similar observation on other nanocluster catalysts remain
puzzling. A consensus on the reason for the strong size dependence of the catalytic activity has not been reached.
In other experiments, the catalytic activity of transition metal nanoclusters has been found to depend strongly on
preparation conditions and slight variations in composition [3].

A major obstacle for gaining a better understanding of nanocluster catalysis is the lack of information about the
atomic structure of the clusters. While, for example, gold crystallizes in the face centered cubic (FCC) structure,
small Au clusters can have very different atomic ordering by forming, for example, icosahedral or decahedral
structures with fivefold symmetry (see, for example, Ref. [4]) Various theoretical calculations have addressed this
problem, using mainly empirical potential functions to describe the interaction between the Au atoms, electronic
density functional theory (DFT), or a combinations of both. But, it is extremely hard to search for the optimal
structure of such a cluster even if it contains only ca. 102 atoms. Also, it is not clear whether the current
approaches to describing the atomic interactions are sufficiently accurate for these unusual systems.
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An experimental technique that can provide information about the atomic scale structure of nanoclusters de-
posited on surfaces has been lacking until the recent development of the aberration-corrected scanning transmission
electron microscope (AC-STEM). Based on ideas presented in the late 1990’s [5, 6], the first such instrument was
built in Daresbury in England in 2001 and several such instruments have now been set up at major universities and
research laboratories. Publications describing structural determination of nanoclusters and other nanosized systems
using AC-STEM have appeared in the past decade, see for example Refs. [7–12].

While the AC-STEM experimental equipment and the refinements of the measured images are highly devel-
oped, the analysis of the images in terms of atomic structure of the clusters is still often qualitative. In some
cases, a catalog of calculated images based on ideal cluster structures is generated and the measured images then
compared to the catalog by eye. This type of analysis is in many cases good enough to determine, for example,
which one of the three main categories of structures a measured metallic cluster belongs to: FCC, icosahedra and
decahedra. However, more information could be extracted from the images with a quantitative analysis tool. For
example, in order to understand catalytic properties, it is important to obtain information about the atomic ordering
at the surface of the cluster. The atoms at the surface of a cluster may order in a different way than would be
expected from the ordering in the interior, as is well known for the surfaces of crystals.

In this article, we describe an algorithm that can be used to extract atomic coordinates from an AC-STEM
image. The method is based on a two-step procedure. First, atomic coordinates in the plane of the AC-STEM
image are generated. Then, the image is complemented with an estimate of the energy of the cluster to determine
the three-dimensional structure. The algorithm is applied to an analysis of the Au55 cluster. This is an interesting
test case for two reasons. Firstly, Garzón and coworkers have carried out extensive studies of this cluster using
the Gupta potential and shown that the structure is chiral while being highly disordered [13–15] (see Fig. 2). We
will refer to this as the Garzón structure of Au55. Experimental AC-STEM studies have supported this prediction
as ca. half of the measured images were found to be consistent with the Garzón structure [16]. The other half of
the images were ascribed to higher energy configurations due to thermal energy and electron beam interaction with
the clusters but the atomic coordinates of those configurations were not determined. No high symmetry structures
were observed. The analysis was based on image simulations using multiple scattering calculations [16].

We choose the Au55 cluster as a demonstration for our method because it is more challenging than a structure
where the atoms line up in rows. Furthermore, it is small enough that the globally optimal structure can be found
without too much computational effort. Recently, a method for extracting atomic coordinates from AC-STEM
images was presented, but it relies on the atoms forming rows and cannot be applied to structures such as the
Garzón structure [17]. The estimate of the energy of the cluster is obtained from the embedded atom method
(EAM) potential energy function [18] rather than the Gupta potential because EAM predicts a slightly different
optimal structure than the Garzón structure. This choice reflects the fact that the energy of a cluster can rarely
be calculated to high precision, whether the calculation is based on an empirical potential or DFT. But, when
combined with an AC-STEM image the correct structure should be obtained despite errors in the energy. Fig. 1
shows a comparison of the Garzón structure and the optimal structure predicted by the EAM potential. The average
difference in atomic coordinates is 0.52 Å. The Garzón structure is metastable for the EAM potential function and is
0.1 eV higher in energy than the global minimum on the EAM energy surface. Nevertheless, the method presented
here for analysis of AC-STEM images is able to converge on the atomic coordinates of the Garzón structure even
though it relies on an EAM energy estimate.

2. Methodology

The method for extracting atomic coordinates from an AC-STEM image in combination with an estimate of
the cluster energy is described in this section. Instead of analyzing an experimental AC-STEM image at this stage,
we use for testing and presentation purposes a simulated AC-STEM image for the Garzón structure of the Au55
cluster. We will refer to this as the target image and it is specified by the intensity of pixels in the x–y plane,
Itar(x, y). Following Li et al., we assume each of the N = 55 atoms is the source of a signal described by a
Gaussian [7]:

Itar(x, y) =

N∑
i=1

exp

(
−(x− xi)

2 + (y − yi)
2

2σ2

)
, (1)

where xi, yi denotes coordinates of atom i. The width of the Gaussian, σ, is chosen to have the value 0.78 Å as
was deduced by Li et al. from their experimental AC-STEM data on Au nanoclusters [7]. A similar value, 0.8 Å,
was deduced by He et al. [19].
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FIG. 1. Comparison of the Garzón structure (the global minimum on the Gupta energy surface)
and the EAM optimal structure (the global minimum on the EAM energy surface). The Garzón
structure has 0.1 eV higher energy than the EAM optimal structure when the energy is evaluated
with the EAM potential. The average difference in the distance between corresponding atoms in
the two structures is 0.52 Å.

FIG. 2. Three different views of the Garzón structure of a Au55 cluster (top), referred to as
viewing angle #1, #2 and #3, and simulated AC-STEM images (bottom). The STEM images
cover an area of 20 Å × 20 Å and the atomic positions are indicated as black crosses.

Simulated AC-STEM images for three different viewing angles are shown in Fig. 2. Various levels of noise are
also added to the images to better emulate experimental data, as described below. The target image is normalized
by summing the intensity of all pixels in the image and then dividing the intensity of each pixel with the sum.

The method for generating atomic coordinates from a target image consists of two stages. First, coordinates of
the atoms in the plane of the image are generated. This will be referred to as the x–y plane. Then, several three-
dimensional structures are created by generating z-coordinates for the atoms and a GA optimization is performed
to minimize an objective function constructed from a weighted sum of the difference between target and simulated
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images plus an estimate of the potential energy of the cluster. The procedure should, in general, be repeated for
different choices of the total number of atoms to find the value that gives best agreement with the target image.
The procedure is described in detail in the following paragraphs.

2.1. Generation of x–y coordinates

The first step is to determine (x, y) coordinates for the atoms in such a way that a simulation image, Isim,
best fits a target image, Itar (in practice an experimentally measured AC-STEM image, but here the target image
is calculated from the Garzón structure in order to have a well-defined test problem).

Each atom, i, located at (xi, yi), makes a contribution to the simulated intensity at a pixel (x, y) given by:

Ia(x, y, xi, yi) =
1

2Nπσ2
exp

(
−(x− xi)

2 + (y − yi)
2

2σ2

)
. (2)

The normalization is chosen in such a way that the total intensity of N atoms matches the total intensity of the
target image. A reasonable estimate for the peak width σ is required. This can be obtained by fitting the width
of an isolated feature that is likely to correspond to an isolated atom, or by fitting to the width of a brighter
spot corresponding to a column of atoms, if present. Atoms are assigned (x, y) coordinates in the following way.
The pixel with highest intensity is selected and the first atom placed at this location in the x–y plane. Then, the
contribution of this atom is subtracted from the target intensity. The second atom is placed at the maximum of the
reduced target intensity, Itar(x, y)− Ia(x, y, x1, y1), etc.

After (x, y) coordinates have been assigned to all N atoms, they are refined by minimizing the difference
between the simulated and target images:

Simage =
∑

pixels p

D(xp, yp)
2, (3)

D(xp, yp) =

(
N∑
i=1

Ia(xp, yp, xi, yi)

)
− Itar(xp, yp). (4)

Simage represents the sum over all pixels of the difference squared between the simulated and target images.
The steepest descent displacement vector for each atom that reduces the discrepancy most rapidly is obtained by
differentiating Simage with respect to the atomic coordinates. For example, the x-component of the steepest descent
vector for atom i is:

∂Simage

∂xi
=

∑
pixels p

2D(xp, yp)
∂D(xp, yp)

∂xi
(5)

=
∑

pixels p

2D(xp, yp)
∂Ia(xp, yp, xi, yi)

∂xi
(6)

=
∑

pixels p

2D(xp, yp) Ia(xp, yp, xi, yi)

(
xi − xp
σ2

)
. (7)

A similar expression applies to the y-components of the coordinates of the atoms.

2.2. Addition of z-coordinates

After (x, y) coordinates have been assigned, the task is to generate a best estimate of the z-coordinates. As
an initial estimate, z coordinates are randomly chosen in such a way that the cluster is roughly spherical and no
two atoms are too close together. An improved estimate is then generated by defining an objective function that
includes the energy of the cluster, Epot, plus the difference in simulated and target images. Here, an EAM potential
function constructed by Foiles et al. [18] is used to estimate the energy of the cluster, even though it is known not
to have the Garzón structure as the global minimum on the energy surface. The combined objective function, Z,
is:

Z(r1, r2, ..., rN ) = Epot(r1, r2, ..., rN ) + χSimage(r1, r2, ..., rN ). (8)

The weighting factor χ is required to bring the potential energy and the image difference on a similar scale. We
found it advantageous to start the local minimizations with χ = 0 and to gradually increase this value to χ =
100 eV over the course of the first 50 steps in the local minimization loop.

The potential energy Epot of the nanocluster is estimated using the LAMMPS software [20]. This estimate
does not need to be highly accurate, the most important information is in the image, but without some estimate of
the optimal distance between atoms it is not possible to assign the z-coordinates. The gradient of the total objective
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FIG. 3. Flowchart of the genetic algorithm used after a population of cluster structures consistent
with the AC-STEM image have been generated.

function then consist of the negative EAM atomic force plus a χ-weighted contribution from the difference in the
images, Simage.

The full set of coordinates of the atoms in the cluster is refined by local minimization of the objective function
(Eq. 8) using the BFGS algorithm [21].

2.3. Genetic algorithm optimization

A global optimization of the atomic coordinates is then carried out by minimizing the objective function,
Eqn. (8), using genetic algorithm (GA) tools [22] implemented in the Atomic Simulation Environment (ASE)
[23, 24]. The outline of the GA used here is shown in Fig. 3. Twenty initial structures are generated as described
in the previous subsection. They all have the same x- and y-coordinates for the atoms and the simulated image
reproduces well the target image, but they differ in the z-coordinates.

The GA loop starts from a population of lowest energy structures that are also sufficiently distinct, as judged
from fingerprint functions (see [25]). New structures are generated either by crossover or mutation (a 25 % mutation
probability was used). The required number of parent structures are drawn from the population with a bias towards
the more stable and less frequently selected structures (as in Ref. [26]). In the case of crossover, the offspring is
produced through standard cut-and-splice pairing of two parent structures [27]. Single-parent mutation can occur
in three different ways, as listed in Table 1. The energy of the resulting structure is subsequently minimized using
the BFGS algorithm until the largest atomic force drops below 10−2 eV/Å. The minimized structure is then added
to the list of candidate structures.

3. Results

Figure 4 shows the convergence behavior of the GA calculations for the three orientations of the Garzón
structure. In all three cases, the Garzón structure is found with near 100 % success rate within 200 GA steps. On

TABLE 1. The various mutation schemes used in the GA optimization.

Mutation Probability Description

Rattle 60 % Randomly displace the atoms with amplitudes

uniformly sampled between 0 and 1.5 Å.

Match 30 % Force the atomic positions to the initial (x, y)

data set after matching using the Hungarian algorithm [28,29].

Squish 10 % Compress the structure along the z direction.
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FIG. 4. Hartke graphs of the GA convergence for the three different viewing angles. The
statistics are gathered on the basis of 64 independent GA runs.The gray histograms show the
distribution of the required number of steps before the Garzón structure is found. The lines
represent the evolution of the best-scoring candidating in the best performing (lowest curve) and
worst performing (highest curve) runs and the average over the 64 runs (middle curve).

average, circa 30 GA steps are required. A small fraction of the GA runs already finds the GM within the initial
population obtained after the first step and random generation of z-coordinates for a near spherical cluster. Such
AC-STEM-assisted GA runs tend to converge at a faster rate than regular GA runs without the first step involving
only the AC-STEM image fitting. When only the potential energy is used as the objective function, we find the
success rate to be only 40 % after 1000 iterations, requiring circa 470 steps on average to find the global minimum
on the EAM surface.

Noise is added to the target AC-STEM image by adding random numbers drawn from a Gaussian distribution
G centered at zero and with a standard deviation proportional to the local intensity:

Inois−tar(x, y) = Itar(x, y) + η, (9)

where η is a Gaussian random variable obtained from the probability distribution given by

G(η, σn) =
1√
2πσ2

n

e−η
2/2σ2

n , (10)

where σn = βItar(x, y).
Three different noise levels were used setting the proportionality constant in the width of the Gaussian, β, to

0.1, 0.2 and 0.5, respectively. The resulting images are shown in Fig. 5. At the highest noise level, β = 0.5, some
pixels acquire negative intensities. The added noise is then adequately reduced by subsequent Wiener filtering [30].
The images obtained after such filtering are also shown in Fig. 5. as well as convergence graphs for GA calculations
employing the filtered images. When comparing to the data in Fig. 4, it can be concluded that using the noisy but
filtered images in the GA optimization only slightly increases the number of steps required to reach convergence.
The bottom panel in Fig. 5 confirms that the GM structures obtained using the filtered images agree closely with
the reference Garzón structure. This indicates that the method is robust with respect to the presence of noise in the
AC-STEM images.

We have also performed tests where the target image is generated from a structure that has been perturbed from
the Garzón structure by adding random displacements in the x and y positions, drawn from a uniform distribution
[0, α[. Such tests effectively correspond to evaluating the relative difficulty of finding an optimal structure which
is not close to a local minimum structure of the potential energy surface. The convergence data obtained for
maximal displacements of α = 0.2 Å, 0.5 Å and 1.0 Å are shown in Fig. 6. It can be noted that the convergence
speed is reduced, but that fair success rates are still achieved even at the large maximal displacement of 1.0 Å.
The corresponding atomic displacements and changes in the simulated AC-STEM image are illustrated in Fig. 6.
We conclude from these tests that it is advisable (though not critically important) to use sufficiently accurate
representations of the potential energy surface, such that the real structure is not too distant from a local minimum
on the potential energy surface.
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FIG. 5. Top: simulated STEM images with added noise levels (top row) and the corresponding
images after Wiener filtering (second row). Center: Hartke graphs showing the convergence of the
corresponding GA calculations (bars and lines as in Fig. 4). Bottom: 2-dimensional projections
of the Garzón structure (gold) and of the results of the GA calculations with the various noise
levels (gray). The latter have been displaced towards the viewer by 0.8 Å to make it easier to
compare the positions in the x–y plane.

4. Discussion

The method presented here for the extraction of atomic coordinates from AC-STEM images supplemented
by a method for estimating the cluster energy does not rely on the presence of distinct atomic rows in the AC-
STEM image. This is in contrast to the approach by Yu et al. [17], where such rows are employed to create the
initial population and to apply specific mutations. A second major difference is that we consistently use the total
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FIG. 6. Top panel: Hartke graphs showing the GA convergence for the three different maximal
perturbations from the Garzón structure, α, in the generation of the target image. The histogram
and lines are of the same kind as in Fig. 4. Bottom panel, center: Overlay of the structural mod-
els of the unperturbed (lighter coloured) and the most strongly perturbed structure (α = 1.0 Å)
(darker coloured). The atomic radii are 1.5 Å, for comparison. Bottom panel, left and right:
simulated AC-STEM images for the unperturbed Garzón structure and most strongly perturbed
structure.

objective function (Eq. 8) throughout the GA run. Yu and coworkers minimize the potential energy during the
local optimization and add the image discrepancy term only as a single-point correction after the optimization.

The tests presented here show that it is possible to successfully use an objective function including both the
potential energy and an image discrepancy term, even when the experimental AC-STEM image is affected by large
noise. The method can be applied to studies of disordered clusters. It should also be able to identify whether the
atoms at the surface of the cluster are ordered in a different way than the atoms in the interior, an important aspect
for the study of catalytic properties.
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We propose a new combination of an anionic (potassium oleate) and cationic (n-octylpyridinium chloride) surfactants that are able to self-

assemble into long cylindrical (wormlike) mixed micelles in water. The solutions have strong viscoelastic properties with viscosity up to

300 Pa·s and elastic modulus around 20 Pa, which are attributed to the formation of an entangled micellar network. We discover that with an

increase in the molar ratio of cationic to anionic surfactant, the solutions first increase drastically their viscosity and elasticity due to the growth

of micelles in length and formation of the network, but then the rheological parameters slightly decrease, possibly due to micellar branching or

shortening. The addition of cationic surfactant also induces the increase of difference between scission energy and micellar electrostatic energy,

which is explained both by stronger binding of surfactants within the micelle and decrease of the micellar net charge.
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1. Introduction

Long entangled wormlike micelles of surfactants can impart to aqueous solutions pronounced viscoelastic
properties [1–15], which are quite sensitive to external stimuli: ionic strength [2,8], type of salt [11,15], temperature
[10], various additives including polymers [6, 7] and hydrocarbons [12–14]. Such responsiveness is provided by
the self-assembled character of micellar chains formed by weak non-covalent interactions [1,9]. Due to responsive
viscoelastic properties the wormlike micellar solutions have found use as thickening agents in a wide range of
industrial applications including oil recovery [16, 17].

Wormlike micelles can be formed by many common ionic surfactants upon addition of salt [2, 8, 11, 15],
which shields the repulsion between similarly charged surfactant heads thus making the cylindrical packing more
favorable in comparison with spherical one. Since a wormlike micelle consists of a cylindrical central section
and semi-spherical end-caps, the increase of the fraction of cylindrical parts at the expense of the spherical ones
suggests the growth of wormlike micelles in length.

An alternative approach to obtain wormlike micelles consists in the use of the mixture of two oppositely
charged surfactants [3–7]. In this case, the screening of repulsion is even more effective because cationic and
anionic surfactant heads are located in close proximity to each other. However, when the composition approaches
equimolarity, such mixtures often have a tendency to precipitate [3, 5]. To avoid phase separation, it is necessary
to take the surfactants differing significantly in the length of hydrophobic tails [4]. At the same time, the
tail of one of the surfactants should not be too short, otherwise it will be unable to tune the formation of long
micelles [4]. For instance, in the case of sodium oleate, it was demonstrated that its mixture with n-decyl- (C10TAB)
or n-dodecyltrimethylammonium bromide (C12TAB) easily phase separates, whereas n-hexyltrimethylammonium
bromide (C6TAB) does not induce the formation of long wormlike micelles [4]. Only n-octyltrimethylammonium
bromide (C8TAB) gives long micelles without phase separation, even at equimolar ratio [4, 6, 7]. Thus, the search
of an optimally oppositely charged surfactant, which can form long wormlike micelles but avoid precipitation, is a
significant challenge.

In the present paper, we propose a new surfactant that induces the formation of long wormlike micelles of
potassium oleate and study the rheological properties of the micellar solutions at different surfactant mixture ratios.
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2. Experimental part

2.1. Materials

Potassium oleate (purity > 98 %) was purchased from TCI, n-octylpyridinium chloride (C8Pyr, purity > 96 %)
was obtained from Chemos GmbH, potassium hydroxide (purity > 98 %) was purchased form Acros. All reagents
were used as received. The solutions were prepared in distilled deionized water purified by the Millipore Milli-Q
system.

For the preparation of the samples, aqueous stock solutions of potassium oleate and C8Pyr were first made by
dissolving the reagents in water overnight by gentle mixing using a magnetic stirrer. Then, pH of the solutions
was adjusted to 11.0±0.1 by adding potassium hydroxide. After that, stock solutions were mixed in appropriate
quantities, and the volume was adjusted by adding 10−3 M KOH (pH 11.0). The obtained samples were mixed by
a magnetic stirrer for 1–2 days and left to equilibrate for several days prior to examination.

2.2. Rheology

In the rheological experiments, a stress-controlled rotational rheometer Physica MCR 301 (Anton Paar, Austria)
was used. The details of the measurements are described elsewhere [6,18]. Cone-plate geometry (diameter 50 mm,
cone angle 1 ◦) was used for highly viscous samples (with zero-shear viscosity η0 > 0.1 Pa·s). Double gap coaxial
cylinders (mean diameter 26.4 mm, height 40 mm, gap 0.42 mm) were used for solutions with lower viscosity
(η0 < 0.1 Pa·s). Temperature was set at 20.00±0.05 ◦C by Peltier elements. A specially constructed measurement
cell cover was used to prevent solvent evaporation from the sample during measurement. Prior to investigation,
highly viscous and viscoelastic samples were kept in the measurement cell for 10 min in order to equilibrate them.

In oscillatory shear tests, the angular frequency dependences of the storage G′(ω) and loss G′′(ω) moduli were
measured. All experiments were performed in the linear viscoelastic regime at the deformation amplitudes (γ) of
0.5–5 %, at which the storage and loss moduli were independent of deformation amplitude. In order to find the
range of amplitudes corresponding to linear viscoelasticity, amplitude sweep tests were first performed, in which the
frequency was fixed at 10 rad/s and the deformation amplitude was varied from 0.01–100 %. The plateau storage
modulus G0 was determined from the G′(ω) curves at the frequency ωmin where G′′ reaches a minimum. The
longest relaxation time τ was estimated from the frequency ω0 where G′(ω) and G′′(ω) intercept, as τ = 1/ω0.

In steady shear tests, the dependences of viscosity on shear rate (flow curves) were measured. Zero-shear
viscosity η0 of shear-thinning samples was found by fitting the data with the Carreau–Yasuda model, and η0 for
low-viscous samples was taken as a value at a plateau at shear rates 1–20 1/s, where viscosity is independent of
the applied shear rate.

3. Results and discussion

In this article, we studied the rheological properties of anionic (potassium oleate) and cationic (n-octylpyridinium
chloride or C8Pyr) surfactant mixtures in aqueous solutions. In all experiments, the content of potassium oleate was
fixed at 62 mM (2 wt %). This concentration is much higher than its critical micelle concentration (cmc), which
equals to ∼ 0.9 mM [19], therefore, at this concentration, potassium oleate forms micelles itself in the absence of
C8Pyr. The concentration of C8Pyr was varied in the range 0–100 mM (0–2.3 wt %), which corresponds to the
molar ratios [C8Pyr] / [potassium oleate] from 0 to 1.6.

At all the molar ratios under study, the solutions were homogeneous and transparent, and no phase separation
was observed. This fact indicates that the attraction force between anionic and cationic surfactant molecules,
which arises both from electrostatic attraction of their oppositely charged head groups and hydrophobic interac-
tion between alkyl tails, is not too strong to cause precipitation of catanionic complex. Such a precipitation is
inherent for surfactants with lower asymmetry in hydrophobic tail length, e.g. for mixtures of sodium oleate with
alkyltrimethylamonium bromides with C10 and C12 tails [4]. In our case, no phase separation is seen even at
equimolar composition. According to the literature data, high tail length asymmetry and weaker attraction between
anionic and short-chain cationic surfactants leads to the incorporation of cationic species into anionic micelles and
to the formation of mixed micelles [4].

The rheological properties of mixed anionic / cationic surfactant solutions were studied at different molar ratios
[C8Pyr] / [potassium oleate]. The flow curves are presented in Fig. 1. It is seen that in the absence of C8Pyr,
the viscosity is very low (0.0012 Pa·s) and nearly equal to that of water. At these conditions, spherical potassium
oleate micelles are formed, as was shown by literature data [20]. Drastic changes in the rheological behavior are
seen upon progressive addition of C8Pyr (Fig. 1). The viscosity increases by more than 5 orders of magnitude and
reaches 300 Pa·s for the molar ratio [C8Pyr] / [potassium oleate] = 0.5. Also, one can note that at molar ratios 0.4
and higher, the solutions exhibit strong shear-thinning behavior (Fig. 1).
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FIG. 1. Flow curves for 62 mM potassium oleate aqueous solutions containing different amounts
of C8Pyr corresponding to molar ratios [C8Pyr]/[potassium oleate]: 0 (circles), 0.20 (reverse
triangles), 0.40 (squares), 0.45 (triangles), 0.50 (diamonds) at 20 ◦C

The frequency dependences of the storage (G′) and loss (G′′) moduli (Fig. 2) show that upon addition of
C8Pyr, the solutions attain strong viscoelastic properties. A well-defined high-frequency elastic plateau appears
at G′(ω) curve, whereas the intercept point ω0 between G′(ω) and G′′(ω) curves shifts to lower frequencies (by
more than two orders of magnitude), indicating the increase of the terminal relaxation time of the system τ , since
τ = 1/ω0. These effects can be explained by the progressive incorporation of C8Pyr molecules into potassium
oleate micelles, resulting in the screening of electrostatic repulsions between the charged oleate head groups, which
reduces the average distance between them. This leads to the change of molecular packing parameter of surfactant
molecules and to the transformation of spherical micelles into cylindrical ones. When the content of C8Pyr is
increased, cylindrical (wormlike) micelles grow in length and form an entangled network, thus imparting high
viscosity and viscoelastic properties to the solutions.

FIG. 2. Frequency dependences of storage G′ (filled symbols) and loss G′′ (open symbols) mod-
uli for 62 mM potassium oleate aqueous solutions containing different amounts of C8Pyr corre-
sponding to molar ratios [C8Pyr]/[potassium oleate]: 0.40 (squares), 0.45 (triangles), 0.50 (dia-
monds), 0.60 (circles), 0.70 (reverse triangles), 0.80 (stars), 1.00 (pentagons) at 20 ◦C

Figures 3 and 4 show the dependences of the rheological parameters (zero-shear viscosity η0, relaxation time τ
and plateau storage modulus G0) on C8Pyr concentration. It can be seen that the viscosity and relaxation time first
grow, show a maximum around the molar ratio [C8Pyr] / [potassium oleate] = 0.5, and then decrease. Such behavior
was observed for many wormlike surfactant micellar systems [4, 8, 20, 21] including anionic / cationic surfactant
mixtures [4]. Initial growth was explained by the increase of the length of linear micelles so that the maximum
viscosity corresponds to the formation of longest linear wormlike chains. Further decrease of η0 and τ after the
maximum is usually attributed to the formation of branched micelles [9]. However, in mixed anionic / cationic
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surfactant systems it may also be due to the shortening of micellar chains as was demonstrated for sodium oleate /
C8TAB micelles by cryo-transmission electron microscopy [22]. But one should note that the experiments in the
last paper [22] were performed at constant total concentration of cationic and anionic surfactants and therefore the
amount of long-chain anionic surfactant was decreased as the cationic short-chain surfactant was added, which may
favor a decrease of micellar length. In contrast, in the present paper, we keep the anionic surfactant concentration
constant. Therefore, one can suppose that for the potassium oleate / C8Pyr system under study, both branching and
shortening of the micelles can be a reason for the decrease of the rheological parameters after the maximum.

As to the elastic modulus G0, it grows at molar ratios up to 0.7 and then stays nearly constant (Fig. 4b).
The growth, which mainly occurs in the region of steep viscosity increase, can be attributed to the progressive
formation of an entangled network of micelles. Indeed, G0 is known to be proportional to the number density of
entanglements ρ [23]:

G0 ∼ ρkT,
where k is the Boltzmann constant, and T is the absolute temperature. In wormlike micellar solutions, there is a
wide distribution of micellar lengths, and the solutions contain, in particular, very short micelles. At increasing
molar ratio [C8Pyr] / [potassium oleate], the short micelles become longer than the entanglement length and start
to contribute to G0 [24]. At the molar ratio close to 0.7, the micelles become presumably so long that further
change of their size does not influence the number of entanglements in the system.

FIG. 3. Dependences of zero-shear viscosity η0 on the molar ratio [cationic]/[anionic] surfactant
for 62 mM aqueous solutions of potassium oleate and different concentrations of C8Pyr (circles)
or C8TAB (triangles) at 20 ◦C

FIG. 4. Dependences of terminal relaxation time τ (a) and plateau storage modulus G0 (b) on
the molar ratio [cationic]/[anionic] surfactant for 62 mM aqueous solutions of potassium oleate
and different concentrations of C8Pyr at 20 ◦C
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Figure 3 compares the effect of two different cationic surfactants with the same hydrophobic tail length (C8)
but different chemical structure of the polar head on the viscosity of mixed anionic / cationic surfactant solutions.
It can be seen that both curves are nearly of the same shape with strongly increasing viscosity at low molar ratios,
a maximum, and a slight decrease of viscosity at high cationic surfactant concentrations. This means that the
chemical structure of the cationic surfactant polar head has minor influence on the behavior of mixed micelles,
which is mostly controlled by the length of its hydrophobic tail [4]. However, it is seen that the maximum for
C8Pyr is slightly shifted to lower concentrations compared to C8TAB, and the difference between C8Pyr and
C8TAB grows with their increasing concentration after the maximum. This is probably due to more effective
screening of electrostatic repulsions by C8Pyr polar head, in which the charge is more accessible than in C8TAB,
where it is sterically shielded by three methyl groups, or by somewhat higher hydrophobicity of C8Pyr head group
in comparison with C8TAB. Thus, cationic surfactant with pyridinium polar head allows one to obtain solutions
with highest viscosity at lower concentration than its trimethylammonium counterpart.

The results obtained show that the molar ratio of cationic to anionic surfactants in wormlike micelles plays a
key role in controlling their rheological properties by tuning the micellar length and morphology. All the experi-
ments in this work were performed without added low molecular weight salt, therefore, electrostatic interactions
between anionic and cationic surfactant molecules and the amounts of both negative and positive charges are of
the major influence on the behavior of the system. Changing the charge ratio (that is, the molar ratio of cationic to
anionic surfactants incorporated into the micelles) should affect two main micellar characteristics: 1) the strength
of surfactants binding, which determines the micellar scission energy Esc – the energy needed to break a micelle
into two shorter micelles, 2) the net charge of micelles, which controls the micellar electrostatic energy Ee [9].
When a micelle is cut into two pieces, two hemispherical end-cap need to be formed from the cylindrical part,
therefore, the scission energy is equal to the difference between the energy of a cylindrical part and spherical
end-cap (containing the same amount of surfactant molecules): Esc = Ecyl−Esph. The higher the scission energy,
the more energetically favorable are cylindrical parts compared to spherical end-caps, meaning the formation of
longer micelles. On the contrary, higher electrostatic energies result in stronger repulsion between the micelles,
thus preventing the formation of longer ones. Therefore, the difference between Esc and Ee controls the mean
length of charged micelles L at low ionic strength [9] via the equation:

L ∼ ϕ1/2 exp((Esc − Ee)/2kT ),

where ϕ is the volume fraction of the surfactants, k is the Boltzmann constant, and T is the absolute temperature.
The values of Esc − Ee for C8Pyr / potassium oleate micelles were estimated from the rheological data.

Fig. 5a presents the frequency dependences G′(ω) and G′′(ω) at different temperatures for the molar ratio
[C8Pyr]/[potassium oleate] = 0.6. From these dependences the values of the plateau modulus G0 and the loss
modulus at high-frequency minimum G′′min were determined, which are related to the average contour length L of
micelles by equation [25]:

L/le ≈ G0/G
′′
min,

where le is the entanglement length. It is argued in the literature that le is independent of temperature [26, 27],
therefore, Esc – Ee can be determined as a slope of the dependence of ln(G0/G

′′
min) on 1/T (Arrhenius plot).

These plots for different [C8Pyr] / [potassium oleate] molar ratios are presented in Fig. 6, and the calculated values
of Esc − Ee are given in Fig. 7.

From Fig. 7, it is seen that the difference between scission energy and micellar electrostatic energy increases
more than twofold when the molar ratio [C8Pyr] / [potassium oleate] is raised from 0.6 to 0.9. This observation may
be explained by two reasons. First, changing the charge ratio between cationic and anionic surfactants may affect
the strength of the surfactants’ binding. Indeed, incorporation of more cationic species between strongly repelling
anionic surfactant polar heads reduces the repulsion between them, thus effectively “binding” them together, which
increases the micellar scission energy Esc. Second, the increase of cationic to anionic surfactant molar ratio (when
it still remains below unity) reduces the net micellar charge thus lowering the micellar electrostatic energy. Namely,
Ee is proportional to ν2ϕ1/2, where ν is the effective charge per unit length, and ϕ is the total surfactant volume
fraction [9]; thus, one can estimate that when the molar ratio [C8Pyr] / [potassium oleate] is increased from 0.6 to
0.9, Ee drops by approximately 15 times.

So, the length of the micelles is governed both by scission and electrostatic energy, and temperature. When the
solutions are heated, the micellar length decreases, exponentially resulting in reduced viscosity. Typical frequency
dependences of the complex viscosity modulus |η∗| at different temperatures are presented in Fig. 5b for the molar
ratio [C8Pyr] / [potassium oleate] = 0.6. It is seen that the low-frequency plateau (representing the viscosity of the
system [28]) lowers at heating. From temperature dependence of viscosity the flow activation energy Ea can be



Viscoelastic properties of new mixed wormlike micelles... 737

FIG. 5. Frequency dependences of storage G′ (filled symbols) and loss G′′ (open symbols)
moduli (a) and complex viscosity modulus |η∗| (b) for 62 mM potassium oleate aqueous solutions
in the presence of C8Pyr (molar ratio [C8Pyr] / [potassium oleate] = 0.6) at different temperatures
(◦C): 20 (circles), 23.5 (triangles), 30 (diamonds), 37.5 (squares)

FIG. 6. Dependences of ln(G0/G
′′
min) (a) and ln(η0) (b) on 1/T for 62 mM potassium oleate

aqueous solutions in the presence of different amounts of C8Pyr corresponding to molar ratios
[C8Pyr] / [potassium oleate]: 0.6 (squares), 0.7 (circles), 0.8 (diamonds), 0.9 (triangles)

FIG. 7. Dependences of the difference between scission energy and electrostatic energy Esc−Ee

(a) and flow activation energy Ea (b) on the molar ratio [cationic]/[anionic] surfactant for 62 mM
aqueous solutions of potassium oleate and different concentrations of C8Pyr at 20 ◦C
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estimated according to the equation [29]:
η ∼ exp(Ea/kT ).

The values of Ea determined from the Arrhenius plots ln η vs 1/T (Fig. 6b) at different C8Pyr content are
presented in Fig. 7. They are similar to the values reported in literature for different surfactant systems [30, 31].
From Fig. 7 it is seen that Ea does not significantly change upon variation of C8Pyr content indicating that the
responsiveness of viscous properties of mixed wormlike micellar solutions to heating is almost unaltered by their
composition.

4. Conclusions

In this paper, new mixed wormlike micelles consisting of anionic fatty acid salt surfactant and cationic
surfactant from the alkylpyridinium family were prepared and investigated. It was discovered that at moderate
surfactant concentrations (about 3 wt % total surfactant) the solutions have high viscosity (5 magnitude higher than
the viscosity of water) and strong viscoelasticity, which was explained by the formation of an entangled network
of wormlike micelles due to incorporation of a short-chain cationic surfactant into anionic micelles and effective
screening of electrostatic repulsions on the micellar surface. Temperature measurements at different cationic /
anionic surfactant molar ratios revealed that viscoelastic properties of the system are governed both by binding
strength of surfactant molecules within the micelle and electrostatic effects. The findings of this paper provide a
new way of creating effective surfactant compositions for solutions with highly controllable mechanical properties,
with great potential for application, e.g. as thickening agents in the petroleum industry.
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1. Introduction

The problem of electric stability for a semiconductor superlattice is a crucial one for the practical realization
of sub-THz- and THz-based devices. For example, it is well-known that the development of instabilities and the
formation of electric domains in a superlattice placed in a dc electric field leads to the destruction of the THz
gain [1]. Therefore, the main problem in the realization of superlattice-based THz devices is finding operational
conditions which simultaneously allow one to achieve gain at THz frequencies and to avoid destructive space-
charge instabilities. Correct description of instability effects requires taking into account spatial-dispersion effects.
Such approach for the case of dc biased superlattice was formulated by Ignatov and Shashkin [1–3] and Bonilla
et al. [4–6]. As a rule, a drift-diffusion model is used to describe transport and high-frequency properties of
superlattices in the quasistatic case. In particular, this model allows taking into account spatial-dispersion effects.
However, as it will be shown below, this model can give incorrect results because the correct dependence of kinetic
coefficients on the amplitudes of dc and ac fields as well as temperature in the quasistatic case can be obtained
only from the Boltzmann and Poisson equations. Note that the analysis of kinetic coefficients of superlattice can
give the important information about spatial-dispersion effects and instabilities by analogy with the Gunn effect.

In this paper, we present an approach from which general expressions for the field-dependent average drift
velocity, Maxwell frequency and diffusion coefficient are derived starting from the exact solution of Boltzmann
equation. As a rule the diffusion coefficient is obtained from the Einstein relation in the framework of drift-
diffusion model. However the Einstein relation is not always applicable for strong fields [5, 7]. In connection
with it, the calculation of the diffusion coefficient is an important separate question. In this paper we obtain the
diffusion coefficient from the exact solution of Boltzmann equation and show that it is sufficiently different from
the diffusion coefficient obtained from the Einstein relation.

Let us consider a superlattice under the action of the dc field E0 directed along the x-axis and the strong
ac field E1 cos(ω1t). Our main goal is to find and analyze the kinetic coefficients of semiconductor superlattice
in quasi-static approximation starting from the exact solution of the kinetic equation and taking into account
spatial-dispersion effects connected with a small perturbation E2 cos(ω2t− k2x).

In the following, we will use the standard dispersion relation in the tight-binding approximation:

ε(p) =
∆

2

[
1− cos

(
pd

h̄

)]
, (1)

where d is the period of a superlattice, ∆ is the miniband width, p is the quasimomentum.
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2. Boltzmann equation

In this paper, we will use the traditional method for calculating a high-frequency current based on the use
of kinetic equation for miniband electrons with BGK (Bhatnagar-Gross-Krook) collision integral, which permits
adequate allowance for the particle-number conservation law for scattering in inhomogeneous field and, as a
consequence, makes it possible to take into account the influence of the carrier drift and diffusion effects on the
space-charge wave spectrum:

∂f

∂t
+ V (p)

∂f

∂x
+ eE(x, t)

∂f

∂p
= −1

τ

(
f − n(x)

n0
f0

)
, (2)

where V (p) = V0 sin (pd/h̄), V0 = d∆/2h̄ is the maximum electron velocity in the miniband, E(x, t) = E0 +
E1 cos(ω1t) + E2 cos(ω2t − k2x) is the total electric field, n(x) is the electron density, f0 = (n0d/2πh̄I0)
exp [(∆/2T ) cos (pd/h̄)] is the equilibrium distribution function normalized to the equilibrium electron density
n0, Im (m ∈ Z) is the modified Bessel function of argument ∆/2T , τ is the relaxation time, T is the lattice
temperature.

The electron distribution functions, due to the periodicity of the quasimomentum, permit representation in the
form of a Fourier series:

f(p) =

∞∑
m=−∞

fm(x)eimϕ, f0(p) =

∞∑
m=−∞

f0me
imϕ, (3)

where ϕ = pd/h̄, f0m = n0dIm/2πh̄I0.
In its turn, fm(x) as well as n(x) permits in the segment 0 < x < L (L is the superlattice lenght) a

representation in the form of the following Fourier series:

fm(x) =

∞∑
s=−∞

fmse
ikx, n(x) =

∞∑
s=−∞

nse
ikx, (4)

where k = 2πs/L is the wave number, s ∈ Z.
Substituting (3) and (4) into (2), we get:

∂fms
∂t

+ ikV (ϕ)fms +
ed

h̄
E(x, t)imfms + νfms = ν

ns
n0
f0m. (5)

To find ns(t) we need to use the Poisson equation:

∂E(x, t)

∂x
=

4πe

ε
(n(x)− n0), (6)

where ε is the lattice dielectric constant.
As a result we get the exact solution of the kinetic equation (2) in the form:

f =

∞∑
m=−∞

f0m

∞∑
l1,l2=−∞

∞∑
ν1,ν2=−∞

Jl1(mβ1)Jl2(mβ2)Jl1+ν1(mβ1)Jl2+ν2(mβ2)×

×
[
εk2E2

8iπen0

(
exp[−i(ν1ω1 + (ν2 − 1)ω2)t] exp(−ik2x)

−ik2τV (ϕ) + 1 + imΩ0τ + i(l1ω1 + (l2 + 1)ω2)τ
−

− exp[−i(ν1ω1 + (ν2 + 1)ω2)t] exp(ik2x)

ik2τV (ϕ) + 1 + imΩ0τ + i(l1ω1 + (l2 − 1)ω2)τ

)
+

+
exp[i(ν1ω1 + ν2ω2)t]

1 + imΩ0τ + i(l1ω1 + l2ω2)τ

]
exp[i(νk2x+mϕ)]. (7)

Here ν = 1/τ , βi = Ωi/ωi (i = 1, 2), Ωj = edEj/h̄ (j = 0, 1, 2), Jl(β) is the Bessel function.
Using the distribution function (7), one can find the average electron velocity:

Va(t) = 〈V (ϕ)〉ϕ =
h̄

d

2π∫
0

V (ϕ)f(ϕ)dϕ (8)

and the average complex current on the frequency ω2

j = 2e〈Va(t) exp[i(ω2t− k2x)]〉t, (9)
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In the case of a small perturbation β2 � 1 and a small k2, we get the following expression for the complex
current:

j = −εk2E2V0I1
8πI0

∞∑
l1=−∞

J2
l1(β1)

[
1− i(l1ω1 − ω2 + Ω0)τ

1 + (l1ω1 − ω2 + Ω0)2τ2
− 1− i(l1ω1 − ω2 − Ω0)τ

1 + (l1ω1 − ω2 − Ω0)2τ2

]
+

+
εk22E2V

2
0 τ

16π

[
2

(1 + iω2τ)2

(1 + ω2
2τ

2)2
− I2
I0

∞∑
l1=−∞

J2
l1(2β1)×

×
(

(1− i(l1ω1 − ω2 + 2Ω0)τ)2

(1 + (l1ω1 − ω2 + 2Ω0)2τ2)2
+

(1− i(l1ω1 − ω2 − 2Ω0)τ)2

(1 + (l1ω1 − ω2 − 2Ω0)2τ2)2

)]
+

+
ie2dn0V0I1E2

2I0h̄

∞∑
l1=−∞

J2
l1(β1)

[
− 2

1 + (l1ω1 + Ω0)2τ2
+

+
1− i(l1ω1 + ω2 + Ω0)τ

1 + (l1ω1 + ω2 + Ω0)2τ2
+

1− i(l1ω1 + ω2 − Ω0)τ

1 + (l1ω1 + ω2 − Ω0)2τ2

]
. (10)

3. Quasistatic limit

To find the quasistatic limit of the current we have to impose the additional limitation on ω1 and ω2: ω1τ � 1,
ω2τ � 1. Using the saddle-point method [8, 9] we get the formula for the current in quasistatic limit as a power
series in k2:

j =
ε

4π
E2(ωm + ik2Vd + k22D). (11)

In formula (11), the drift velocity can be written as [10]

Vd =
VpI1
πI0

2π∫
0

IET (Ω1 cos θ + Ω0)dθ, (12)

where:
IET (ω) =

ωτ

1 + ω2τ2
(13)

is the Esaki–Tsu characteristic, and Vp = V0/2 is the peak drift velocity.
The dependence of Vd on E0 is shown on Fig. 1. The ratio of Bessel functions in (12) takes into account

the effect connected with the thermal distribution of miniband electron. It follows from Eq. (12) that the effect of
temperature leads to a reduction of the drift velocity. The growth of amplitude of ac field leads to a shift of the
maximum of the dependence of the drift velocity on the dc bias to the region of higher static fields and reduction
of the drift velocity (Fig. 1).

The differential Maxwell frequency is expressed in terms of the drift velocity as:

ωm =
4πen0
ε

dVd
dE0

. (14)

The dependence of Maxwell frequency on the dc bias is shown on Fig. 2 at the different values of ac field.
The diffusion coefficient has the following form:

D =
V 2
0 τ

4

2− I2
4πτI0

∂

∂Ω0

2π∫
0

[
IET (2Ω1 cos θ + 2Ω0)− IET (2Ω1 cos θ − 2Ω0)

]
dθ

 . (15)

Note that the Einstein relation D(E) = TVd(E)/eE is not valid in this case. In connection with it, the use of
the Einstein relation is incorrect for systems with strong dc and ac fields, except in some particular cases.

In the limit of the pure dc field E1 = 0, we obtain for the Maxwell frequency:

ωm = ω2
pτ, NET (Ω0) = ω2

p

∂IET (Ω0)

∂Ω0
, (16)

for the drift velocity [11, 12] (this dependence is in a good agreement with experimental data [13]):

Vd = 2Vp
I1
I0
IET (Ω0), (17)
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FIG. 1. The dependence of the drift velocity on the dc bias E0 at T = 300 K. Solid line
corresponds to E1 = 0, the dash line corresponds to E1τ = 2.1. Ec = h̄/edτ (Ω0τ = E0/Ec) is
the critical field corresponding to the maximum of Esaki–Tsu I–V characteristic at E1 = 0

FIG. 2. The dependence of the Maxwell frequency on the dc bias E0 at T = 300 K. Solid line
corresponds to E1 = 0, the dash line corresponds to E1τ = 2.1, the dot line corresponds to
E1τ = 4.3. τ = 200 fs, ∆ = 40 meV, n0 = 0.5× 1016 cm−3, d = 6 nm

and for the diffusion coefficient:

D =
V 2
0 τ

4

[
1− I2

I0
NET (2Ω0)

]
. (18)

Here:

NET (ω) =
1− ω2τ2

(1 + ω2τ2)2
. (19)

The difference between the diffusion coefficients obtained from the Boltzmann equation and from the Einstein
relation is shown on Figs. 3 and 4 for the case of the pure dc field. One can see that the Einstein relation gives the
correct result only in the case of small dc fields Ω0τ < 0.1. At the same time, the diffusion coefficient obtained
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FIG. 3. The dependence of the diffusion coefficient on the dc bias E0 at T = 300 K. Solid line
corresponds to E1 = 0, the dash line corresponds to E1τ = 2.0, the dot line corresponds to
E1τ = 4.0. The other parameters are the same as in Fig. 2

FIG. 4. The dependence of the diffusion coefficient on the dc bias E0 at T = 300 K. Solid line
corresponds to the diffusion coefficient calculated by formula (18), the dash line corresponds to
the diffusion coefficient calculated by the Einstein relation. The other parameters are the same as
in Fig. 2
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from the Boltzmann equation increases with an increase in the dc field, while the diffusion coefficient obtained
from the Einstein relation decreases with the increasing of dc field.

In the opposite case of the ac pump field (E0 = 0), the kinetic coefficients have the form:

ωm =
ω2
pτ

(1 + Ω2
1τ

2)3/2
, (20)

Vd = 0, (21)

D =
V 2
0 τ

2

[
1− I2

I0

1

(1 + 4Ω2
1τ

2)3/2

]
. (22)

4. Conclusion

We have modified the drift-diffusion model for the semiconductor superlattice using the exact solution of the
Boltzmann equation. The obtained kinetic coefficient such as the Maxwell frequency, drift velocity and diffusion
coefficient differ from the common coefficients of standard drift-diffusion model. In particular, the Maxwell
frequency and drift velocity has the additional temperature factor though the relationship between these coefficients
are the same as in the drift-diffusion model. At the same time, the diffusion coefficient differs drastically from that
of the drift-diffusion model, and as a consequence, the Einstein relationship is not valid in this case.
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A method is presented for finding instantons in magnetic systems – optimal paths corresponding to tunneling from one magnetic state to another

at a finite temperature. The method involves analytical continuation of the energy to allow for complex values of the angle variables. First, a set

of discretization points are placed equally spaced on a chosen energy contour. Then, an estimate of the corresponding temperature is obtained

using Landau-Lifshitz dynamics in imaginary time along the contour. Finally, the distribution of the discretization points as well as the energy

are systematically refined by converging on the nearest stationary point of the Euclidean action, thereby obtaining a discrete representation of

the closest instanton at the given temperature. The method is illustrated with an application to a system consisting of a single spin subject

to uniaxial anisotropy and transverse external magnetic field. First-order and second-order crossovers from over-the-barrier mechanism to

tunneling are found depending on the applied field, and the difference in the dependence of the instanton temperature on the energy illustrated

for the two cases. By comparing the Boltzmann factors for over-the-barrier and tunneling transitions, the crossover temperature between the

two mechanisms is estimated for both first- and second-order crossover.
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1. Introduction

Transitions between (meta)stable states of atomic systems are typically thermally activated, i.e. they occur as a
result of thermal fluctuations due to coupling to a heat bath. The states are separated and can be identified because
of an energy barrier, an energy ridge on the multidimensional energy surface. At high enough temperature, the
transitions rely on large energy fluctuations in the right degrees of freedom that enable the system to overcome
the energy barrier. This is referred to as over-the-barrier transition mechanism. For high barriers, these are rare
events compared with the timescale of vibrations. The rate of such rare events can be estimated from statistical
rate theories, in particular, transition state theory and Kramers/Langer theory [1–3]. These theoretical tools make it
possible to predict and analyze the typically observed Arrhenius dependence of the transition rate on temperature,
where the activation energy is essentially the height of the energy barrier. This methodology was initially developed
in the context of atomic rearrangements such as chemical reactions, diffusion events and conformational changes
of molecules. More recently, statistical rate theories have been extended to describe transitions from one magnetic
state to another [4–8]. More generally, atomic coordinates and orientation of magnetic moments should be treated
on an equal footing.

At low enough temperature a different transition mechanism will eventually become dominant. There, the
system advances from one state to another by quantum mechanical tunneling through the energy barrier. The
crossover from over-the-barrier mechanism to tunneling is evident from a rapid drop in the activation energy as
the temperature is lowered. For atomic rearrangements and temperature close to room temperature, this kind of
behavior is mostly observed in transitions involving light atoms, such as hydrogen. Transition state theory for
atomic rearrangements has been extended by use of Feynman path integrals to take into account the possibility of
tunneling [9–13]. Full free energy calculations for determining transition rates have been carried out as well as
sampling based on dynamical approaches [14–17].

Most of the time, transition state theory is used within the harmonic approximation where the calculations
are simplified by approximating the energy surface with a quadratic expansion in the vicinity of the initial state
minimum and at a first-order saddle point on the energy ridge separating the initial state from the final state(s).
For over-the-barrier transitions, this leads to the widely used harmonic transition state theory expression for the
rate constant [18]. The main challenge in such calculations is finding the relevant first-order saddle point(s) and
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evaluating the energy there as well as its second derivatives. If both the initial and final states of the transition are
known, the minimum energy path on the energy surface connecting the two local energy minima can be found and
thereby the first-order saddle point – the highest energy point on that path. The nudged elastic band (NEB) method
is commonly used for this task [19–21]. A more challenging task is to find saddle points on the energy ridge given
only the initial state minimum. For this, the minimum mode following method can, for example, be used [22, 23].

An analogous harmonic approximation to quantum transition state theory has been developed [10–13, 24]. It
relies on finding special transition paths corresponding to thermally activated tunneling. Such paths are first-order
saddle points on an extended quantum mechanical energy surface underlying the statistical properties of Feynman
path integrals. These first-order saddle points are often referred to as ‘instantons’. Evaluation of the rate of
thermally activated tunneling within instanton theory requires much fewer computations than full quantum transition
state theory calculations. Efficient implementations of instanton theory calculations for atomic rearrangements have
recently been presented and applied to various chemical reactions [25–27]. Instantons can be found using saddle
point search methods, such as the minimum mode following method, or by using a line integral extension of the
NEB method.

Much less has been done on quantum mechanical rate theory for magnetic transitions. Most of this work has
relied on a mapping of the magnetic system onto a particle system with an effective Hamiltonian, however, this
can only be done for certain simple spin systems [28, 29]. One such system consists of a single spin with uniaxial
anisotropy and a transverse magnetic field [30]. In the particle mapping method, a spin wave function using the Ŝz
eigenstates is constructed and then transformed to an eigenvalue equation Ĥ|ψ〉 = E|ψ〉, a Schrödinger equation
with an effective potential and possibly coordinate dependent mass. The energy spectrum of the spin system
coincides with the first 2j+1 levels of the corresponding particle system, where j is the quantum number giving
the length of the magnetic momentum vector. Thereby, one can use techniques developed for particle systems to
study spin systems. This approach, however, is not universal, since a general way to construct the corresponding
particle Hamiltonian is not known. In fact, there are no known strategies for systems with multiple spins, as well
as for single spin systems with a Hamiltonian containing higher-order terms (cubic and higher) as is often the case
in molecular magnets, for example [31, 32]. As far as we know, there is only one study based on spin-particle
mapping for a two-spin system [33]. Furthermore, the action of the corresponding particle system does not contain
a topological term (14) that affects quantum interference in magnetic systems [34–36]. An efficient method for
finding instantons for magnetic systems without relying on spin-particle mapping is, therefore, needed.

Interesting results have, nevertheless, been obtained from studies using the spin-particle mapping technique.
It has, in particular, been shown that crossover from over-the-barrier to tunneling mechanism can be of two
different types, a smooth second-order crossover where the activation energy changes rather gradually and a more
abrupt first-order crossover, where the activation energy drops suddenly as temperature is lowered [30]. A general
expression has been presented recently for the second-order crossover temperature applicable to any system for
which the energy can be evaluated, including self-consistent field calculations [37, 38]. The calculations can be
carried out based on the second derivatives of the energy at the first-order saddle point. Such an estimate of
the crossover temperature can be useful when assessing the lifetime of magnetic states since it shows whether
tunneling needs to be taken into account, while classical rate theory would overestimate the lifetime. An estimate
of a first-order crossover temperature is more difficult, however, since it cannot be obtained from the vicinity of
the first-order saddle point. For this purpose, it is necessary to find the magnetic instantons for the temperature of
interest, but we are not aware of such calculations in the literature.

In this article, we present a method for finding instantons representing tunneling in magnetic systems. The
formulation is based on the Euclidean action obtained from the coherent state path integral formulation of the
partition function. A numerical technique is presented for finding instantons as stationary points of the action. This
approach is applied to a system consisting of a single spin with uniaxial anisotropy in the presence of a transverse
magnetic field, and a comparison made with results obtained from spin-particle mapping. The approach can in
principle be applied to any magnetic system, including multiple spins, as long as the energy of the system can be
described by an analytical function.

2. Theoretical background

A brief review of the theoretical background for coherent spin states and the formulation of path integrals and
Euclidean action for spin systems is given below for completeness. The reader is referred to the work by Fradkin
for more detailed discussion [39]. An alternative derivation has been given by Kochetov [40].
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2.1. Coherent spin states

Coherent states are well known in the context of the quantum harmonic oscillator, where they have been used
to relate quantum mechanical dynamics as closely as possible to classical dynamics. They are in many cases a
useful addition to other descriptions of a quantum mechanical system, but in the case of spins, they are the only
known way to develop a path integral representation. The reason is that the Hilbert space of a spin does not have
continuously parameterized eigenstates corresponding to classical variables such as coordinates and momenta. For
a system with spin j, (for example, the total magnetic moment of an atom) there are 2j + 1 eigenstates of the Ŝz
operator: Ŝz|µ, j〉 = µ|µ, j〉, where µ runs from −j to j. They can be used to construct coherent states, |n̂〉, that
correspond to particular orientation of the spin specified by continuous spherical polar coordinates, θ and φ as:

|n̂〉 = |θ, φ〉 =

j∑
m=−j

√
(2j)!

(j +m)!(j −m)!

(
sin

θ

2

)j+m(
cos

θ

2

)j−m
e−i(j+m)φ|m, j〉. (1)

The coherent states satisfy the following closure relation:

1 =
2j + 1

4π

∫
dn̂ |n̂〉〈n̂|. (2)

Matrix elements of the spin operators in terms of coherent states are:

〈Ŝz〉 = −j + 2j sin2 θ

2
= −j cos θ, (3)

〈Ŝx〉 = −j sin θ cosφ,

〈Ŝy〉 = −j sin θ sinφ.
(4)

2.2. Path integral representation of the partition function

The partition function for a spin system can be written as:

Z = Tr(e−βĤ) =

∫
dn̂〈n̂|e−βĤ |n̂〉. (5)

As for Feynman path integrals for particles, the interval β is divided up into N parts:

〈n̂|e−βĤ |n̂〉 = lim
N→∞

〈n̂|
(

1− εĤ
)N
|n̂〉, (6)

where ε = β/N . Then, the resolution of the identity (2) is inserted between the segments of the interval and the
expression for the partition function takes the form:

Z = lim
N→∞

∫ N∏
k=1

dµ(n̂k)〈n̂k|
(

1− εĤ
)
|n̂k−1〉, (7)

where dµ(n̂k) =

(
2j + 1

4π

)
dn̂δ(n2− 1) is the invariant integration measure and n̂0 = n̂N , i.e. periodic boundary

conditions are fulfilled.

2.3. Euclidean action

The matrix elements in (7) can be approximated up to quadratic terms as:

〈n̂k|
(

1− εĤ
)
|n̂k−1〉 = 〈n̂k|n̂k−1〉

(
1− ε 〈n̂k|Ĥ|n̂k−1〉

〈n̂k|n̂k−1〉

)

' 〈n̂k|n̂k−1〉 exp

(
−ε 〈n̂k|Ĥ|n̂k−1〉
〈n̂k|n̂k−1〉

)
. (8)

The first term in (8) does not equal zero since coherent states are not orthogonal. It leads to an important feature
of the spin path integral, a topological phase equivalent to Berry phase [41]. This term can be rewritten as:

〈n̂k|n̂k−1〉 = 1− ε 〈n̂k|(|n̂k〉 − |n̂k−1〉)
ε

' exp

(
−ε 〈n̂k|(|n̂k〉 − |n̂k−1〉)

ε

)
. (9)
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which in the limit ε→ 0 gives the path integral expression for the partition function as:

Z =

∫
D[n̂(τ)]e−SE , (10)

where the Euclidean action:

SE(Ω) =

β∫
0

dτ

[
〈n̂| ∂

∂τ
|n̂〉+ 〈n̂|Ĥ|n̂〉

]
, (11)

is an integral over a closed path Ω = (θ(τ), φ(τ)) ≡ ω(τ) on the energy surface E(ω). The integration variable,
τ , can be interpreted as imaginary time.

The first term in the integrand can be rewritten using the expression for the coherent states, (1), as:

〈n̂| =
2j∑
p=0

√
(2j)!

p!(2j − p)!

(
cos

θ

2

)2j (
tan

θ

2

)p
eipφ〈−j + p, j|, (12)

|∂n̂

∂τ
〉 =

2j∑
p=0

√
(2j)!

p!(2j − p)!

(
cos

θ

2

)2j (
tan

θ

2

)p
e−ipφ[(

p csc θ − j tan
θ

2

)
θ̇ − ipφ̇

]
| − j + p, j〉, (13)

and

〈n̂| ∂
∂τ
|n̂〉 = −j tan

θ

2
θ̇ + j tan

θ

2
θ̇ − ij(1− cos θ)φ̇ = −ij(1− cos θ)φ̇. (14)

Hence, the partition function (10) affords the phase:

exp

 β∫
0

dτ〈n̂| ∂
∂τ
|n̂〉

 = exp

−ij β∫
0

dτ(1− cos θ)φ̇


= exp

−ij ∫
Γ

(1− cos θ)dφ

 , (15)

where Γ is a closed path described by the vector n̂ = {θ(τ), φ(τ)}. This term has a geometric interpretation. It is
proportional to the area bounded by the curve Γ.

The final expression for the Euclidean action of a system with a spin j can be written as:

S[Ω] =

β/2∫
−β/2

dτ
[
−ij(1− cos θ)φ̇+ E(ω)

]
. (16)

2.4. Instantons

Instantons are stationary paths for (16), i.e. they correspond to δS = 0. Differentiation gives the equations of
motion:

θ̇ =
i

j sin θ

∂E

∂φ
,

φ̇ = − i

j sin θ

∂E

∂θ
,

(17)

where θ and φ satisfy the boundary condition Ω(0) = Ω(β). These are the Landau-Lifshitz equations for spin
dynamics in imaginary time.

These equations of motion have two types of solutions. The first type corresponds simply to a stationary point
on the energy surface, Ω = ω0, with energy E(ω0). This can, in particular, be the first-order saddle point on the
energy surface ω† = (θ†, φ†). The corresponding action is:

Sjump = βE(ω†) = βE†. (18)

This solution characterizes the classical over-the-barrier transition mechanism which dominates at high enough
temperature.
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The second type of solutions are extended closed paths, so-called instantons. They correspond to tunneling
between two potential wells. In the limit of zero temperature T → 0, i.e. β → ∞, the instanton corresponds
to tunneling from the ground state, but at finite temperature, it corresponds to thermally assisted tunneling. An
instanton is a trajectory in imaginary time that conserves energy (analogous to Landau–Lifshitz dynamics in real
time) as can be shown by taking the time derivative of E and inserting into (17). This gives:

dE

dτ
=
∂E

∂θ
θ̇ +

∂E

∂φ
φ̇ =

i

j sin θ

∂E

∂φ

∂E

∂θ
− i

j sin θ

∂E

∂θ

∂E

∂φ
= 0. (19)

In contrast to particle systems, magnetic systems have no kinetic energy. As a result, in order to find paths
that satisfy the boundary conditions and solve (17), it is necessary to analytically continue the function E(ω) to
allow for complex values of the angles, ω.

3. Method for finding magnetic instantons

This section describes the method we have developed for finding instantons for magnetic transitions. Since the
instanton corresponds to a stationary point of the action, it corresponds to a periodic orbit described by Landau–
Lifshitz equations in imaginary time. As the dynamics conserve energy, the instantons lie on equienergy contours.
The first step is, therefore, to identify the contour for a given value of the energy. In order to map out the
dependence on temperature, the calculations need to be carried out for a grid of energy values in the interval
from the initial state minimum to the first-order saddle point. Once the energy contour has been identified and
represented by a set of discretization points, the corresponding temperature is estimated by evaluating the period
of the Landau–Lifshitz dynamics along the closed contour. The distribution of the discretization points along the
energy contour as well as a refinement of the value of the energy is then carried out using iterative zeroing of
the derivatives of the action. The resulting distribution of discretization points then represents an instanton for the
given temperature.

3.1. Energy contours

The method for finding and representing energy contours with an even distribution of discretization points is
essentially the one previously presented by Einarsdóttir et al. [26]. This procedure is a modification of the NEB
method [19,20]. The contour is represented with a set of discretization points, k = {1, N}. Each point corresponds
to a configuration of the system, i.e. a value of all variables, ωk. For a system with a single magnetic moment,
ωk = (θk, φk). More generally, for systems with more than one magnetic moment, ωk is a vector with values of
θ and φ for each one of the magnetic moments. For simplicity, the presentation here will be for a system with a
single magnetic moment, but it can be generalized easily. In order to find non-trivial instantons, the angles need
to be able to have complex values so a configuration can be written as ωk = (θRk , θ

I
k, φ

R
k , φ

I
k). The energy of the

system is some known function of the orientation, E(ω), analytically continued to the complex plane.
In order to find the energy contour corresponding to some particular value of the energy, E′, an objective

function, Siso, is defined as the sum of quadratic deviations of the energy:

Siso(ω1, . . . , ωN ) =
1

2

N∑
k=0

|E(ωk)− E′|2. (20)

Given some initial distribution of the discretization points, an iterative algorithm is used to converge on the energy
contour corresponding to energy E′. The iterative algorithm is based on zeroing the derivatives of Siso with
respect to the variables.

The negative gradient of the objective function with respect to the variables ωk:

gk = −∇kSiso = −(E(ωk)− E′)∇kE(ωk), (21)

gives the direction of steepest descent for discretization point k. It represents a force acting on the discretization
point that can be used to move it towards the energy contour. As in the NEB method, the displacements of the
discretization point parallel and perpendicular to the path are treated separately. A tangent to the path, t̂k, described
by the current location of discretization points is evaluated as in the NEB method [42]. It is used to distinguish
between displacements that represent changes in the shape of the path and displacements that are related to the
distribution of the discretization points along the path. The component of the gradient representing a change in the
shape of the path is given by the force component perpendicular to the path:

g⊥k = gk − (gk · t̂k)t̂k. (22)
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An even distribution of the discretization points along the path is obtained by including a spring force between
adjacent images in the direction parallel to the tangent:

gspk = (ksp(|ωk+1 − ωk| − |ωk − ωk−1|)) t̂k, (23)

where ksp is a spring force chosen in such a way that gspk is roughly of the same magnitude as g⊥k .
The total force acting on each discretization point is then:

goptk = g⊥k + gspk . (24)

A minimization procedure based on the velocity Verlet algorithm is then used to move all the discretization points
simultaneously in the direction given by the total force, analogous to what is often done in NEB calculations of
minimum energy paths [20].

Figure 1 shows an example calculation where an energy contour is found using the algorithm described above.
First, the discretization points are arranged arbitrarily in a circle. Then, they are moved iteratively in the direction
of goptk until an even distribution is obtained on the desired energy contour. This is an arbitrary test case where the
energy surface is generated by adding up a few Gaussians for illustration purposes only.

FIG. 1. Illustration of the method for finding and representing an energy contour of a model
energy surface. The target contour is shown by the bold red line. Starting with a discrete repre-
sentation of a circle in configuration space (left), the iterative algorithm moves the discretization
points towards the specified energy contour (middle) and eventually converges on it (right).

3.2. Temperature estimate

Given an even distribution of discretization points along an energy contour, the next task is to estimate what
temperature an instanton on this energy contour would correspond to. For this purpose, an approximate Landau–
Lifshitz dynamics calculation is carried out to estimate the imaginary time it takes to go from one discretization
point to another. From the total time it takes to go along the full path, the period, τ , can be estimated, and then
the temperature as T = 1/τ .

Let the closed path described by the set of N discretization points be denoted as Ωiso = {ωiso1 , ωiso2 . . . ωisoN }.
The time it takes to go from one discretization point to another can be estimated as:

∆τi =
|vi|
|di|

, (25)

where the distance between the two points is |di| = |ωisoi+1 − ωisoi | and the velocity can be estimated from Landau–
Lifshitz equations as:

vi =


i

j sin θi

∂E

∂φi

−i
j sin θi

∂E

∂θi

 . (26)

Recall that θ and φ are complex variables. The total time period corresponding to the closed path along the contour
is:

τ =

N∑
i=1

∆τi. (27)
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This approximate calculation gives an estimate of the instanton temperature associated with the given energy
contour. The even distribution of the discretization points along the contour and the temperature estimate are
subsequently used as initial conditions for a calculation where an accurate distribution of the discretization points
corresponding to an instanton is found, as well as a revised value of the energy for which the obtained temperature
value corresponds more closely. This refinement is described in the following section.

3.3. Refinement of discretization points and energy

Given the even distribution of discretization points along an energy contour and the value of the temperature
obtained as described above, a refinement calculation is carried out where the temperature is kept fixed but the
distribution of the discretization points and the value of the energy are refined so as to converge on a stationary
point of the action. This is done by zeroing the derivatives of the action with respect to all variables describing
the path, Ω = {ω1, ω2 . . . ωN}.

The scaled action, S̃ ≡ βS(Ω), is approximated using the set of N discretization points:

S̃(Ω) =

N∑
k=1

[
k(T )

(
1− cos θk + cos θk+1

2

)
(φk+1 − φk) +

E(θk, φk) + E(θk+1, φk+1)

2N

]
, (28)

where k(T ) = −ijTkB . The task is to find a stationary point of the function S̃ for a given value of T, that is, to
solve the system of differential equations:

∂S̃

∂θk
=

1

2
k(T ) sin θk(φk+1 − φk−1) +

∂E

∂θk
= 0,

∂S̃

∂φk
=

1

2
k(T )(cos θk+1 − cos θk−1) +

∂E

∂φk
= 0, k ∈ [1, N ]. (29)

Since the action is complex, it is convenient here to define a real objective function, F (Ω), by summing up
the magnitude squared of the derivatives of S̃ with respect to all the variables. The minimum value of F is zero
and corresponds to a stationary point of the action. Standard minimization techniques can be applied to find the
minimum of F since it is a real function.

We first define the vector function f(Ω̃) as:

f(Ω) =


∂S(Ω)

∂θ1
...

∂S(Ω)

∂φN
,

 , (30)

the objective function can be written as the squared norm of f(Ω):

F (Ω) ≡ 1

2
f̄(Ω) · f(Ω). (31)

The task is to find the N discretization points that give F (Ω) = 0 for the given temperature value (obtained
as described in the previous section). Since the temperature estimate does not correspond exactly to the energy
contour initially chosen, the discretization points will converge on a slightly different energy contour and their
distribution will not be uniform.

The BFGS algorithm is used for the iterative minimization of F . It is important to start with the discretization
points located on a contour of roughly the right energy to avoid converging on the trivial solution where the
discretization points are all at the same location (the classical limit).
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The BFGS algorithm requires the first derivatives of F with respect to all the variables. These, in turn, involve
the second derivatives of S̃:

∂F

∂θRj
=

N∑
k=1

< ∂S̃
∂θk
< ∂2S̃

∂θk∂θj
+ = ∂S̃

∂θk
= ∂2S̃

∂θk∂θj
+ < ∂S̃

∂φk
< ∂2S̃

∂φk∂θj
+ = ∂S̃

∂φk
= ∂2S̃

∂φk∂θj
,

∂F

∂θIj
=

N∑
k=1

= ∂S̃
∂θk
< ∂2S̃

∂θk∂θj
−< ∂S̃

∂θk
= ∂2S̃

∂θk∂θj
+ = ∂S̃

∂φk
< ∂2S̃

∂φk∂θj
−< ∂S̃

∂φk
= ∂2S̃

∂φk∂θj
,

∂F

∂φRj
=

N∑
k=1

< ∂S̃
∂θk
< ∂2S̃

∂θk∂φj
+ = ∂S̃

∂θk
= ∂2S̃

∂θk∂φj
+ < ∂S̃

∂φk
< ∂2S̃

∂φk∂φj
+ = ∂S̃

∂φk
= ∂2S̃

∂φk∂φj
,

∂F

∂φIj
=

N∑
k=1

= ∂S̃
∂θk
< ∂2S̃

∂θk∂φj
−< ∂S̃

∂θk
= ∂2S̃

∂θk∂φj
+ = ∂S̃

∂φk
< ∂2S̃

∂φk∂φj
−< ∂S̃

∂φk
= ∂2S̃

∂φk∂φj
,

∀j ∈ [1, N ]. (32)

4. Model

The methodology described above is applied to a uniaxial spin in transverse magnetic field. The anisotropy
axis is taken to be the z-axis and the applied field is pointing along the x-axis. The Hamiltonian of the system is:

Ĥ = DŜ2
z +BŜx, (33)

where D is the anisotropy constant and B the strength of the field.
The corresponding energy surface is:

E(θ, φ) = Dj2 cos2 θ +Bj sin θ cosφ+Dj2 +
B2

4D
. (34)

The energy is shifted here by the constant Dj2 +B2/4D to set the minimum energy of the system to zero.
This system has been studied by Chudnovsky using the particle mapping technique [30]. For small field,

B < 0.5Dj, the crossover from over-the-barrier mechanism to tunneling is first-order, while it is second-order for
larger field. The second-order crossover temperature can be obtained from the second derivatives of the energy at
the first-order saddle point on the energy surface [37, 38, 43]. The expression is [43]:

T(2) =
B(2Dj −B)

2πkB
. (35)

The temperature for the first-order crossover can, however, only be found from calculations of the instantons, as
illustrated below.

For convenience, the energy function is rather written in terms of dimensionless quantities:

Ẽ(θ, φ) = − cos2 θ − 2hx sin θ cosφ+ 1 + h2
x, (36)

where Ẽ = Dj2E is the scaled energy and hx = B/2Dj is the scaled field strength.
The energy surface is shown in Fig. 2 for two values of the scaled field, hx = 0.50 and 0.05. The two minima

corresponding to the ground states of the system as well as the minimum energy path connecting them are located
at φ = 0. The larger the field, the further away the minima are from the anisotropy axis.

The analytical continuation to complex angles is:

Ẽ(θ, φ) = − cos2(θR + iθI)− 2hx sin(θR + iθI) cos(φR + iφI) (37)

where θR and φR are the real parts and θI and φI are the imaginary parts of the angular variables.

5. Results

Figure 3 shows calculated instantons for an applied field of hx = 0.50 and 0.05. It turns out that φR = θI = 0
for all these instantons and the energy is real:

Ẽ = E = − cos2(θR)− 2hx sin(θR) cosh(φI), (38)

so the instantons can be visualized in the (θR, φI ) plane. For higher temperature values, the replicas are nearly
equally distributed along the equipotential contours. But, for the lowest temperature, the distribution is distinctly
uneven, with larger density of discretization points near the extreme values of θR.
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FIG. 2. The energy surface of a system with a single spin subject to anisotropy along the z-
axis and an applied magnetic field in x-direction of magnitude hx = B/2Dj = 0.50 (left) and
hx = 0.05 (right), see eqn. (34). The local minima corresponding to initial and final states are
marked with a white ×. For the weaker field, they are located closer to the anisotropy axis. The
minimum energy path for the transition is a straight line at φ = 0 between the minima. The
maximum along the minimum energy path, a first-order saddle point on the energy surface, is
marked with a red ×.

The temperature corresponding to each of the instantons is given in the legend of Fig. 3. The classical
first-order saddle point on the energy surface appears as a maximum in this plane. An instanton corresponding to a
slightly lower energy contour has all discretization points at nearly the same location, as the path just barely opens
up. The corresponding temperature is denoted as T(2) (1.592 K for the higher field, 0.694 K for the lower field).

Instantons on lower energy contours correspond to lower temperatures in the high field case. There is a
monotonic decrease in the temperature as the energy is decreased. This behavior can be seen for the high field case
in Fig. 4. The crossover from over-the-barrier mechanism to tunneling then occurs at a temperature of T(2) and
this is referred to as second-order crossover. The relevant instantons for the onset of tunneling appear at an energy
just below E† and correspond to an energy contour lying in the vicinity of the classical first-order saddle point on
the real energy surface. There is a continuous transition from over-the-barrier to tunneling mechanism. The value
of T(2) can be obtained from the second derivatives of the energy at the saddle point [37, 38]. In the limit of zero
energy, the temperature approaches zero and the instanton lies on the energy contour that goes through the initial
and final state minima.

For the low field case, hx = 0.05, the situation is different. From Fig. 3, it can be seen that the shapes of the
instantons are quite different from the high field case. The change in the instanton temperature as the energy is
lowered from the saddle point energy is non-monotonic. The temperature first increases as the energy is decreased,
reaching a maximum at a value Tm (see Fig. 4) and then decreases, but eventually reaches zero at the energy of
the initial state minimum. Two of the instantons shown in Fig. 3 for the low field case have a temperature that
is higher than T(2). Even though the instantons are more spread out, and the corresponding periodic orbits longer,
the imaginary time period is shorter. Apparently, this is related to the long vertical segments that can be seen in
Fig. 3 for the instantons in low field. There, the partial derivative of the energy with respect to θR is large and the
acceleration in φI given by the Landau-Lifshitz equations has a correspondingly large magnitude.

Figure 5 compares the exponents of the Boltzmann factors for the two mechanisms: over-the-barrier, E†/kBT ,
and tunneling, Sins/kBT . The smaller this exponent is, the larger the transition rate. For the large field case,
hx = 0.50, a smaller exponent is obtained for tunneling as the temperature drops below T(2), consistent with
a second-order crossover from over-the-barrier to tunneling mechanism. After a slight increase in the value of
Sins/kBT as the temperature is lowered below T(2), it remains relatively independent of temperature.
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FIG. 3. Analytically continued energy surface in (θR, φI ) plane for field strength of hx =
B/2Dj = 0.50 (left) and 0.05 (right). For the system studied here, the instantons are at <φ = 0
and =θ = 0 so it is sufficient to show them in the (=φ,<θ) plane. Instantons for various energy
contours are shown (red, orange, brown and blue lines with dots, upper triangles, and filled
circles indicating the location of the discretization points) and the corresponding values of the
temperature are given in the legend. The blue instantons are near the first-order saddle point
on the real energy surface, corresponding to over-the-barrier mechanism and temperature close
to the second-order crossover temperature, T(2). For the stronger field, hx = 0.50, the lower
energy and more extended instantons correspond to longer period for the periodic orbit and lower
temperature. The crossover from over-the-barrier mechanism to tunneling is second-order. For
the weaker field, hx = 0.05, the period decreases and the temperature increases as the energy
is lowered from the value at the first-order saddle point until a maximum is reached (notice the
high temperature associated with the brown curve with circles). The crossover is first-order and
occurs at a temperature T(1) that is higher than T(2).

For the small field case, hx = 0.05, the instantons on energy contours just below the saddle point energy
turn out to have a larger Boltzmann exponent than over-the-barrier transitions so they do not lead to crossover to
tunneling. The instanton temperature continues to increase as the energy of the contour is lowered until a maximum
value is obtained at Tm. Further lowering of the energy then gives a second set of instantons for each temperature
value between T(2) and Tm. The Boltzmann exponent for these instantons is smaller and at a certain temperature,
T(1), an instanton has the same value of the exponent as the over-the-barrier mechanism, indicating a crossover to
tunneling (see Fig. 5). The stationary point of the action that gives the fastest transition rate then changes abruptly
from the classical saddle point to an instanton that has significantly lower energy.

Since the first-order crossover corresponds to an instanton that is far removed from the first-order saddle point
on the energy surface, it is not possible to estimate T(1) from the energy and its derivatives at the saddle point, as
can be done for second-order crossover. Identification of first-order crossover to tunneling requires the evaluation
of instantons over the relevant energy range from E = 0 to E†.

The difference between first and second-order crossover can be seen from calculations carried out at and
slightly below the critical field, hx = B/2Dj = 0.25, as shown in Fig. 6. The second-order crossover is
characterized by a monoton decrease of the instanton temperature as the energy decreases. On the other hand, the
first-order crossover is characterized by non-monotone behavior. Over a certain range in temperature, instantons on
two different energy contours correspond to the same value of the temperature. The instanton lying on the lower
energy contour corresponds to a smaller exponent in the Boltzmann factor and therefore higher tunneling rate.

The critical value of hx = 0.25 between first- and second-order crossover had previously been determined for
this system by Chudnovsky using the particle mapping technique [30]. The calculations presented here of finite
temperature instantons are clearly in good agreement with this previous estimate.
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m	

FIG. 4. Inverse scaled temperature, 1/T̃ = 2Dj/TkB , found from the period of Landau–Lifshitz
orbits in imaginary time vs. scaled energy, Ẽ = Dj2E, of the contour where the instanton lies
for field strength of hx = B/2Dj = 0.50 (left) and 0.05 (right). Ẽ† is the scaled energy of
the first-order saddle point on the energy surface corresponding to the activation energy of the
classical over-the-barrier mechanism. T̃(2) is the scaled temperature for an instanton at an energy
contour just below Ẽ†. For strong field, hx = 0.50, this is the highest instanton temperature and
a second-order crossover to tunneling occurs there. For weak field, hx = 0.05, the crossover is
first-order and the instanton involved is not located near the saddle point. There, the instanton
temperature increases as the energy is lowered from Ẽ† and reaches a maximum of T̃m for an
energy that is intermediate between that of the initial state and the first-order saddle point. The
crossover temperature turns out to be higher than T̃(2) in this case (see Fig. 5).

m	

(1)	

FIG. 5. Exponents of the Boltzmann factor, Sins/kBT for instantons (blue curve) and E†/kBT
for over-the-barrier mechanism (dashed orange curve), as a function of scaled temperature, T̃ =
TkB/2Dj, for field strength of hx = B/2Dj = 0.50 (left) and 0.05 (right). For strong field, the
highest temperature instanton is obtained for energy contour just below the saddle point energy
and the crossover temperature, T(2), can be deduced from the second derivatives of the energy
at the saddle point [37, 38]. For weak field values, the instanton temperature increases as the
energy is lowered from the saddle point energy and the Boltzmann exponent for those instantons
is larger than for over-the-barrier transitions. After reaching a maximum at Tm, the instanton
temperature decreases as the contour energy is lowered and at a temperature of T(1) the exponent
for the instanton equals that of the over-the-barrier mechanism indicating a first-order crossover
to tunneling.
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(a)

(b)

FIG. 6. Illustration of the change from first-order to second-order crossover to tunneling as the
applied field is increased from hx = B/2Dj = 0.20 (orange line (b)) to 0.25 (blue line (a)).
Scaled inverse temperature Θ = Tc/T is shown as a function of scaled energy P = E/E†. The
instanton temperature is a monotone function of the energy when the the crossover to tunneling is
second-order. When the crossover is first-order, the temperature corresponding to the instantons
first increases as the energy of the contour is lowered below E†, but then decreases for even
lower energy.

6. Discussion

A method is presented for finding instantons corresponding to tunneling between magnetic states at finite
temperature. The method is based on analytical continuation of the energy of the system to complex angular
variables and identification of an energy contour, followed by evaluation of the corresponding temperature and
finally refinement of the distribution of discretization points to converge on a stationary point of the action. This
method takes advantage of the fact that the Landau–Lifshitz equations of motion for spin systems conserve energy.
Since the instanton corresponds to a stationary point of the action, it also corresponds to a periodic orbit along
an energy contour. The refinement is based on local minimization of the magnitude of the gradients of the action
with respect to the degrees of freedom in the system. Since a good initial guess for this iterative refinement
procedure can be obtained from an even distribution of discretization points along the energy contour, such a local
minimization most likely will converge on the appropriate instanton, rather than some other stationary point of the
action.

This method is quite different from the ones used to find instantons for atomic rearrangements [25, 26] where
the equations of motion conserve the total energy, i.e. kinetic plus potential energy. In some sense, it is easier
to find instantons for magnetic systems since their shape can so clearly be identified on the energy surface. The
additional complication, however, lies in the analytical continuation of the energy expression to allow for complex
values of the angular variables. While this is relatively straightforward when the energy of the system is given by
an analytical expression, it is not clear how to approach this problem when self-consistent calculations (such as the
non-collinear Alexander–Andersson model [44]) are used to evaluate the energy.

By finding the instantons as a function of temperature, the crossover temperature for both first-order and
second-order crossover can be estimated. Previously, a general expression for the second-order crossover tem-
perature based on second derivatives of the energy at the first-order saddle point on the energy surface had been
presented [37,38], however, calculation of the first-order crossover temperature is more challenging because it does
not relate directly to the first-order saddle point. There is not a continuous transition from the over-the-barrier to
tunneling mechanism in that case. By finding the instantons, however, the first-order case can be treated.

The method has been illustrated here with an application to a system with a single spin. It is, however, easily
generalized to systems with an arbitrary number of spins. The method for finding the energy contour, an extension
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of the NEB method which is routinely used for multidimensional systems, the Landau–Lifshitz dynamics and the
BFGS minimization of the magnitude of the gradient of the action can all be carried out in a straightforward way
for many degrees of freedom. We anticipate that tunneling of, for example, magnetic skyrmions and other localized
non-collinear states can be studied with the technique presented here.
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Appendix

Then, as in the NEB algorithm, using some iterative procedure of minimization, like steepest descent, conjugate
gradients method and etc., all the points Ωk will be displaced simultaneously at each iteration. The example of
searching an isocontour f(x, y) = 4.5 for the function

f(x, y) =
1

2
(kxx

2 + kyy
2) +

3∑
i=1

bie
−a((x−xi)

2+(y−yi)2) (39)

using equations (20) and (24) is shown in Fig. 1. The parameters from (39) are shown in Table. 1.

TABLE 1. Parameters used for the test example.

x1 = 1.5 y1 = 0.9 b1 = 10

x2 = 0.8 y2 = −1 b2 = 5

x3 = −1.2 y3 = 1 b3 = 6
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Ceria nanoparticles are capable of performing the function of some enzymes (such as oxidoreductases, phosphatase) and can be classified as

nanozymes. In this review, the actual data on the enzymatic activity of ceria were critically analyzed and specific conditions under which the
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1. Introduction

It is a well-established fact that almost all biological processes involve enzymes; therefore, the development of
the non-proteinaceous analogues of enzymes is among the most interesting and promising tasks in pharmacological
and biomedical research. Over the last few decades there have been a series of artificial enzymes created that
have replaced the natural ones in a number of practical applications [1–4]. Finally, in very recent years, it has
been found that some nanomaterials also exhibit enzymatic activity. Such nanoscale artificial enzymes were called
“nanozymes” and were separated into a particular class of biomimetics [5–7]. The diagram (Fig. 1) shows the
chronology of the discovery and research of natural and artificial enzymes.

Natural enzymes and well-known industrial inorganic catalysts have a lot of common features. Both natural
enzymes and inorganic catalysts are able to increase the rate of chemical reactions; they are also capable of
recycling, which means that after the completion of the catalytic cycle the reagents are regenerated to the initial
state. Obviously, the previously summarized knowledge of the catalysis and the properties of the catalysts is useful
for biomedical applications, including enzyme-mimetic ones.

Generally, the main difference between natural enzymes and technical catalysts is in the rate of the corre-
sponding chemical (biochemical) processes, where the natural enzymes are more active than the artificial ones.
However, recent advances in the field of nanomaterials have allowed the creation of catalysts whose characteris-
tics are not inferior to the native enzymes and, in some cases, even surpass them. The natural enzymes, being
proteins, are sensitive to reaction conditions and could be inactivated at high temperatures and at a critical pH.
The natural enzymes are: 1) highly selective towards the substrate, 2) selective towards the reaction catalysed and
3) stereoselective. The artificial non-proteinaceous analogues of enzymes are attractive due to their low cost, and
also because of the wide range of the conditions in which they maintain their activity and stability. Nanozymes
are able to operate under harsher conditions, but typically are less selective. The reactions catalysed by nanozymes
follow Michaelis-Menten kinetics; however, nanozymes do not satisfy the above-mentioned “triple selectivity” rule.
Curiously, some nanozymes can mimic different enzymes, depending on the conditions of the reaction. Thus, the
nanoparticles of noble metals and carbon nanotubes are able to exhibit catalase, oxidase and superoxide dismutase
activities. Cerium dioxide nanoparticles possess oxidoreductase, phosphatase and possibly NO-reductase activities.

Some metals, semiconductors and insulators are known for their catalytic properties; however, only a small
part of them are suitable for in vivo biomedical applications. This is caused by the toxicity of nanomaterials, which
is determined by several factors, such as the release of their toxic constituents into biological fluids, in molecular or
ionic form. The nanoparticles of the transition metal compounds can participate in Fenton/Haber-Weiss reactions,
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FIG. 1. The chronology of the discovery and research of the three generations of enzymes
(adopted from [7])
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resulting in the formation of the very toxic hydroxyl radical. Finally, due to their catalytic properties, some of
the nanomaterials (oxides of zinc, titanium, cobalt, copper and some other materials, such as carbon nanotubes,
etc.) can generate reactive oxygen species (ROS) and cause oxidative stress. This limits the current selection of
nanozymes for potential pharmaceutical applications, narrowing it down to the noble metals’ nanoparticles (gold,
platinum and palladium) and cerium dioxide.

Ceria-based nanomaterials play a key role amongst the currently available nanozymes. The well-known ability
of nanoceria to catalyze the redox reactions is widely used in industrial applications (for example, as catalytic
converters, reducing harmful emissions in the exhaust fumes from automobiles). Biomedical applications of
nanocrystalline cerium dioxide are promising because of two main reasons: its redox activity and its relatively
low toxicity. The first factor measures the ability of the cerium dioxide nanoparticle (CDN) to participate in the
redox processes in living cells, particularly in the destruction of ROS. The second factor provides that the in
vivo application of cerium dioxide nanoparticles is safe. One of the key properties of CDNs is the capability of
regeneration, which implies that cerium dioxide nanoparticles that have participated in the redox process can return
to the initial state over a relatively short period of time.

From the chemical point of view, the dimensional effects are manifested most significantly in the particles
where the ratio of surface atoms versus bulk atoms is ≥ 1 (which for the octahedral-shaped CeO2 particles
corresponds to the calculated size of about 4.7 nm (Fig. 2)). In terms of condensed matter physics, the size
effects are manifested in the particles of a semiconductor, which are smaller than the Bohr radius of exciton of the
corresponding material (for CeO2 ∼7.0–8.0 nm [8]). Finally, from the biological point of view, the preferred size
of CeO2 particles is less than 6 nm, when their cytotoxicity is at the lowest [9]. To date, several methods that
would satisfy the denoted criteria have been developed for the synthesis of CDNs, in which the CDNs could form
biocompatible sols suitable for nanopharmaceutical applications (some examples are shown in Fig. 3) [10–14].
The conditions of CeO2 nanoparticle formation were studied, especially their impact on the characteristics of
the formed particles, such as size, degree of crystallinity, oxygen stoichiometry, stability and ζ-potential, as well
as other parameters that determine the behaviour of the particles in biological systems [9, 15]. The resulting
nanoparticles had low toxicity and were able to participate in the reversible redox processes, to protect organic
molecules from oxidative degradation. They were also able to inactivate free radicals and had the functionalities
of some enzymes.

FIG. 2. The calculated number of surface and bulk cerium atoms in CeO2 nanoparticles as a
function of the particle size. Data for calculation of octahedral-shaped ceria nanocrystal taken
from [16]
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FIG. 3. The appearance and electron micrographs of cerium dioxide samples obtained under var-
ious conditions: A – cerium dioxide precipitated from cerium(III) nitrate solution in the mixture
of isopropanol:water (19:1) [10], B – sample prepared by microwave hydrothermal treatment
at 210 ◦C for 3 h [10], C – sample prepared by the combination of anionite and microwave-
hydrothermal treatments at 190 ◦C for 3 h [11], D – sample prepared using polyacrylate as
stabilizer and further treated hydrothermally at 180 ◦C for 15 min [12], E – sample prepared
using citrate as stabilizer and further treated hydrothermally at 180 ◦C for 15 min [12], F –
sample prepared using citrate as stabilizer and further treated hydrothermally at 180 ◦C for
3 h [12]

2. CDN is superoxide dismutase mimetic

Superoxide radical (O−∗
2 ) is one of the most damaging ROS. In cells, superoxide radicals are formed primarily

in the mitochondria, where these radicals damage proteins and initiate lipid peroxidation. Protonation of superoxide
radicals leads to the formation of even more aggressive hydroperoxyl (HO∗

2) radicals, reaction with nitric oxide
forms peroxynitrite (ONO−

2 ) radicals. Superoxide radicals destroy iron-sulphur clusters of some enzymes, releasing
ferric ions, which are then involved in a Fenton reaction, leading to the formation of hydroxyl radicals (OH∗).

Superoxide dismutase (SOD) mimetic activity was one of the first discovered enzyme-like functionalities of
CDNs [17–20]. For natural SOD and nanoceria, the mechanisms of the reactions with superoxide are similar [20].
It is well known that the inactivation of superoxide anions by superoxide dismutase is a two-stage process:
enzymatic radical dismutation leads to the formation of less toxic hydrogen peroxide and oxygen, and then SOD
is regenerated. The reaction for copper containing SOD is shown in Scheme 1(A), where the catalyzed reaction
is written as follows: 2O−∗

2 + 2H+ → H2O2 + O2. Nanoparticulate CeO2 accelerates the same reaction, which
includes two stages [20]. After the reaction is completed the effective oxidation state of cerium in CeO2 remains
unchanged; see Scheme 1(B).
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Scheme 1. Superoxide dismutase-like activity of CDN

Interestingly, prior treatment of ceria nanoparticles with hydrogen peroxide led to the oxidation of the surface
ions from Ce3+ to Ce4+, which caused the complete loss of superoxide dismutase-like activity in CeO2 nanopar-
ticles [18]. However, after a while, the nanoparticles regained the activity, i.e. the particles returned to their
original state. These results strongly suggest that the state of the surface of the CeO2 particles is important for the
inactivation of superoxide radicals, whereas the presence of cerium (III) in the surface layer is the most significant
factor. It was also observed that the activity of CeO2 nanoparticles, to a great extent, depends on the thickness and
permeability of the organic layer of stabilizer on its surface [19].

The ability of the nanosized cerium dioxide to mimic SOD is directly determined by the size factor. Thus,
the SOD mimetic activity level of the sample of CeO2, with the particle size of 3–5 nm, was comparable
to ferricytochrome C, whereas the sample of CeO2 with a larger particle size (5–8 nm) was significantly less
active [20].

Similarly, epinephrine auto-oxidation in an alkaline medium occurs via the formation of the superoxide radical;
nanosized cerium dioxide inhibits this process and the mechanism of the inhibition is similar to that of SOD,
whereas the inhibition rate of the process depends on the particle size and pH of the solution [21]. SOD-
mimetic activity of CDNs depends on the aggregative stability of sols; it strongly decreases when the threshold of
coagulation has been achieved [22].

Batinić-Haberle et al. [23] studied a number of SOD-mimetics (manganese compounds, metal nitroxides
and oxides, porphyrin and metalloporphyrin derivatives, fullerenes) in detail. It was shown that, among other
compounds, SOD-like activity for CDNs (particle size 3–5 nm) had the maximal value, practically at the level of
the natural enzyme, log(kcat[O

−
2 ]) = 9.55. Authors investigated the catalytic dismutation of the superoxide radical

from the standpoint of its electrochemical behavior in solution.
The dismutation of the superoxide radical on the hydrated CDN surface can be written as follows:

O−
2 + Ce(OH)4 + 4H+ ←→ O2 + Ce3+ + H2O,

O−
2 + Ce3+ ←→ O2 + H2O2 + Ce(OH)4 + 2H+.

The release of hydrogen peroxide leads to the formation and decomposition of cerium hydroperoxide Ce(OH)3(OOH)
on the CDN surface:

Ce(OH)4 + H2O2 −→ Ce(OH)3(OOH) + H2O,

Ce(OH)3(OOH) −→ Ce(OH)4 +
1

2
O2,

Ce(OH)3(OOH) −→ CeO2 + 2H2O +
1

2
O2,

CeO2 + 2H2O←→ Ce(OH)4.

In practice, on the CDN surface during the dismutation of the superoxide radical, three basic electrochemical
reactions occur:
– oxidation O−

2 − ē −→ O2,
– reduction O−

2 + ē + 2H+ −→ H2O2,
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– oxidation-reduction Ce3+ + 4H2O ←→ Ce(OH)4 + 4H+ + e−.
The electrode potential of the superoxide radical dismutation at pH 7.0 in the case of the oxidation reaction

is E = −0.16 V, in the case of the reduction reaction is E = +0.89 V (relative to the standard hydrogen
electrode) [23, 24].

The standard electrode potential of the cerium species in the case of Ce3+/Ce(OH)4 pair is E◦ = +1.97 V [25];
according to the Nernst equation at pH 7.0:

E = 1.97 + 2.3
RT

nF

(
log

(
[Ce(OH)4]

[Ce(3+)]

)
− 4pH

)
= 0.314− 0.05916 · log

(
[Ce(3+)]

[Ce(OH)4]

)
.

It is obvious that the redox potential essentially depends on the [Ce3+]/[Ce(OH)4] ratio on the nanoparticle
surface.

Figure 4 shows the redox diagram of the reduction and oxidation of a superoxide radical with SOD, as well as
the calculated values of the redox potential of stoichiometric and non-stoichiometric CDN at pH 7.0. In the range
of 0.2–0.4 V, there is a redox potential of the “ideal” O−

2 dismutation catalyst. It can be seen from the figure that
CDN is a good redox analogue of SOD, the optimum value of the redox potential is located in the region of a high
content of cerium (III) ions when [Ce3+] ≈ [Ce(OH)4] on the surface of the particle.

FIG. 4. The diagram of the reduction and oxidation of superoxide radical with SOD (upper part).
Green zone shows data for the “ideal” O−

2 dismutation catalyst [23,24]. Calculated values of the
redox potential of stoichiometric and nonstoichiometric CDN at pH 7.0 (lower part)

This result confirms the authors’ conclusions [18] that cerium dioxide nanoparticles having a high concentration
of trivalent cerium possess high SOD-like activity. At the same time, it can be seen from the figure that with
increasing Ce3+ concentration the catalytic activity of the system increases nonlinearly, and after reaching a certain
value, its decrease will be observed.

SOD is an anti-oxidant enzyme and plays a vital role in oxidative stress protection systems in most cells which
have contact with oxygen. Nanocrystalline cerium dioxide, like SOD, is a powerful protector, enabling the survival
of the cells under oxidative stress from exogenous or endogenous ROS.

3. CDN can destroy hydroxyl radicals

The hydroxyl radical (OH) is one of the most aggressive ROS: it oxidizes almost all organic molecules -
including proteins, nucleic acids and other biopolymers.

This radical is able to tear off hydrogen from molecules of non-saturated fatty acids and to initiate peroxidation
of lipids. The specific enzyme, capable of inactivating the hydroxyl radical, is absent in the nature: unlike
superoxide, which can be detoxified by superoxide dismutase, the hydroxyl radical is scavenged by molecular
antioxidants (vitamin E, ascorbic acid) – but not by an enzymatic reaction, since the hydroxyl radical is extremely
reactive and its diffusion to the possible enzyme’s active site is slower than the radical half-life [26]. In the
presence of ceria nanoparticles, the blasting activity of the hydroxyl radical decreases, which allows us to assume
that CDNs can catalytically destroy OH [15]. In view of the absence of the conforming natural analogue of
such a catalyst, it is not obviously possible to define the scheme of the corresponding process (Scheme 2(A)).
However, in a pioneering work, the mechanism of interaction of the hydroxyl radical with cerium ions in solution
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is described [27]. Possibly, the mechanism of the hydroxyl radical inactivation by cerium dioxide nanoparticles
can have a similar appearance (Scheme 2(B)).

Scheme 2. CDN scavenges the hydroxyl radical

The protective action of CDNs against hydroxyl radical has been confirmed by the data reported: cerium
dioxide nanoparticles provided an effective protection for methyl violet dye molecules from the oxidation by
hydroxyl radicals, which were formed in Fenton’s reaction [28]. The probable mechanism of hydroxyl radical
scavenging activity of CeO2 nanoparticles was proposed; see Scheme 2(C). It should be noted that the ability
of CeO2 nanoparticles to inactivate hydroxyl radicals sharply increased with decreasing particles size, which,
according to the authors, is due to the increased content of Ce3+ on the surface of the particle. This pattern was
recently confirmed for CeO2 nanoparticles stabilized with maltodextrin [29]. The ability of ceria nanoparticles,
with the particle size of 3–5 nm, to inactivate superoxide and hydroxyl radicals was also confirmed by EPR [30].

4. CDN is oxidase mimetic

In oxidase-catalyzed reactions, the substrate is oxidized by molecular oxygen, leading to the formation of
water, hydrogen peroxide or free oxygen radicals. The mechanism of these reactions is shown in Scheme 3(A)
in a simplified form, where E*(Red) and E(Ox) are the reduced and oxidized forms of the enzyme. Sub(H2) and
Sub(Ox) are the reduced and oxidized forms of the substrate respectively. CDN is shown to possess catalase-like
activity; for instance, at low pH, the dextran-stabilized CeO2 nanoparticles could oxidize the organic dyes, such as
3,3,5,5’-tetramethylbenzidine and 2,2-azinobis(3-ethylbenzothiazoline-6-sulfonic acid), as was reported [31]. The
authors demonstrate that oxidase-mimetic properties of CDNs could be used in immunoassays, including those for
identification of cancer cells. The most plausible mechanism of the oxidase-like activity of CDNs is shown in
Scheme 3(B), which is similar to Scheme 3(A) [31].

Scheme 3. Oxidase-like activity of CDN



Cerium dioxide nanoparticles as third-generation enzymes (nanozymes) 767

According to the Pourbaix diagram for cerium, upon decreasing pH, the oxidizing ability of Ce4+ is enhanced
and the reaction rate under Scheme 3(B, right part) increases, while the possibility of particles’ regeneration under
Scheme 3 (B, left part) drops. Probably, CDNs exhibit maximal oxidase-like activity at certain pH in the acidic
domain.

The concentrations of quadrivalent (as CeO2) and trivalent cerium ions in aqueous media are linked by the
equation [25]

log
(
Ce4+CeO2

/Ce3+
)

= 3pH− 7.288 +
1

4
log(pO2

).

At atmospheric pressure (pO2 = 0.2), Ce4+CeO2
is equal to Ce3+ at pH ≈ 2.5; at pH 2 only approximately 1 % of

Ce3+ ions in CeO2 can be oxidized by the dissolved oxygen to Ce4+ [25]. Moreover, at low pH values, especially
in the presence of acids capable of forming complexes with cerium ions (citric, ethylenediaminetetraacetic, etc.),
after the stage of substrate oxidation (Scheme 3(B), on the right), CeO2 nanoparticles can even dissolve [32].
However, over time (especially upon the increasing of pH) Ce3+ ions can be re-oxidized by the dissolved oxygen,
forming CeO2 nanoparticles again (see Figs. 5,6). For instance, at pH=5 the equilibrium ratio of Ce4+CeO2

/ Ce3+

concentrations is ca. 3·107, i.e. there are practically no free Ce3+ ions in the solution.

FIG. 5. Absorption spectra of 0.1 mM ceria sol (particle size 3–5 nm, stabilized by citrate, ζ-
potential −20 mV), 0.1 mM solution of N,N-diethyl-p-phenylenediamine (DPD) and their mixture
upon 5 min exposition at different pH

Oxidase-like activity of CDNs does not depend on the presence of small ions in solution (including acetate or
citrate); however, DNA adsorption completely eliminates this enzymatic activity, restricting substrate access to the
surface of nanoceria [33].

5. CDN is catalase mimetic

Hydrogen peroxide (H2O2) is one of the most important ROS in a cell. In catalase-catalyzed reactions,
hydrogen peroxide is a substrate that is decomposed into non-toxic constituents (water and oxygen) in the presence
of the enzyme. Catalase (as well as glutathione peroxidase) is the enzymatic component of the primary anti-
oxidant system of the cell’s protection. The well-known mechanism of catalase action is shown in Scheme 4(A).
The commonly accepted mechanism of CDNs’ catalase-like activity is shown in Scheme 4(B). However, this
scheme is not fully correct, because the process of hydrogen peroxide decomposition in the presence of nanoceria
is more complex and actually proceeds in several stages 4(C).
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FIG. 6. A series of photographs showing the Tyndall effect (laser irradiation at λ = 543 nm)
upon the oxidation of 1.0 mM DPD in the presence of 1.0 mM ceria sol (particle size 3–5 nm,
stabilized by citrate, ζ-potential −20 mV): A – pH = 7.0; B – pH = 5.0; C – pH = 4.0.;B1, C1 –
immediately after mixing of ceria sol and DPD solution; B2, C2 – 5 min after mixing of ceria
sol and DPD solution; B3, C3 – 6 h after mixing of ceria sol and DPD solution with intermediate
shakings. pH was adjusted by hydrochloric acid (if needed)

Scheme 4. Catalase-like activity of CDN
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At the first stage, the trivalent cerium ions on the surface of CDNs are oxidized by hydrogen peroxide to Ce4+

(Scheme 4(C1, right)). Simultaneously, H2O2 is irreversibly bonded to Ce4+ ions on the surface of nanoceria,
forming cerium perhydroxide (Scheme 4(C2, right)) [34]; in turn, cerium perhydroxide further decomposes with
oxygen formation (Scheme 4(C2, left)). The presence of hydroxyl groups on the surface of CeO2 particles
considerably facilitates the formation of perhydroxide (see Scheme 4(C)). For this reason, ceria sols obtained using
“soft chemistry” methods in mild conditions show enhanced catalase mimetic activity, while for well-annealed ceria
particles this ability is suppressed or nearly absent [35].

Typically, the injection of H2O2 decreases the aggregative stability of ceria sols. Hydrogen peroxide is strongly
absorbed on the surface of cerium dioxide nanoparticles, displacing inorganic or organic ligands (stabilizers, dyes
etc.).

The mechanism of perhydroxide decomposition on a surface of CDN is not clear yet. In the case of aqueous
solutions of cerium salts, the formation of hydroxyl and superoxide (hydroperoxyl) radicals as intermediates
is assumed [36, 37]; it was established that decomposition of hydrogen peroxide by cerium (III) ions occurs
via Fenton/Haber-Weiss mechanisms [38]. However, in the case of cerium dioxide nanoparticles, these free
radicals either cannot be formed or decay at the moment of their formation, according to Schemes 1 and 2. The
ability to decompose H2O2 without releasing the aforementioned harmful oxygen radicals is a specific feature
of cerium dioxide nanoparticles that distinguishes CDNs from both cerium salts and most other metal oxides
(including nanocrystalline ones). Due to the catalase-like activity of CDNs, the free hydrogen peroxide cannot
be released in SOD-mimetic (Scheme 1(B)) or hydroxyl radical scavenging (Scheme 2(B)) cycles because H2O2

is immediately decomposed by CeO2, according to Scheme 4(C). Cerium perhydroxide formation was observed
during the interaction of cerium compounds and O2-radicals [39].

To estimate the contribution of the C1 process into the mechanism of hydrogen peroxide decomposition by
cerium dioxide nanoparticles, it is useful to analyze the redox behavior of H2O2 and cerium species in aqueous
systems (see below). On the other hand, it was demonstrated that the catalase mimetic property of CDNs (unlike
the SOD mimetic one) essentially depends on the content of quadrivalent cerium in a particle [40, 41]. Therefore,
it is possible to assume that the C2 cycle introduces an appreciable (or even the major) contribution to the catalytic
decomposition of hydrogen peroxide by cerium dioxide nanoparticles.

Das et al. [41] proposed the mechanism of H2O2 decomposition by tetravalent cerium ion as a part of the
ROS-scavenging cycle of CDNs in a biological tissue:

Ce3+ + O−∗
2 + 2H+ −→ Ce4+ + H2O2,

Ce4+ + H2O2 −→ Ce3+ + H+ + HO∗
2.

According to the Pourbaix diagram, hydrogen peroxide reduces ceric ions in acidic media. Probably, the pro-
posed scheme explains pro-oxidant properties of CDNs under acidic conditions, because thus forming hydroperoxyl
radicals is more aggressive than both the starting superoxide radicals and intermediate hydrogen peroxide.

The formation and decomposition of the dark-colored cerium perhydroxide led to the common misconception
that visual changes of the CeO2 sol’s color occur due to the oxidation and reduction of cerium ions in ceria
particles. Fig. 7 shows the changes in the absorption spectra and the color of (NH4)2Ce(NO3)6 aqueous solution
upon peroxide injection. Surely, Ce4+ ions cannot be further oxidized; nevertheless, the solution becomes deeply
colored. In turn, the addition of hydrogen peroxide to an aqueous cerium (III) nitrate solution doesn’t lead to an
immediate change of color.

The absorption spectra of ceria aqueous sols before the injection of hydrogen peroxide and during several
cycles of decomposition at different pH are presented in Fig. 8.

One can see that a decrease in pH decreases the intensity of the sols’ coloration caused by CeO2 interaction
with hydrogen peroxide, which indicates slowdown of C1 and C2 (right) stages. The kinetics of interaction is
shown in Fig. 9. The duration of a single redox-cycle (formation and decomposition of cerium perhydroxide)
only slightly depends on a ratio of concentrations of ceria nanoparticles and H2O2, and strongly depends on the
pH of the solution. The rate of formation of cerium perhydroxide and the decomposition of hydrogen peroxide
decreases abruptly with a decrease in pH. For aqueous ionic cerium complexes, the rate of H2O2 disproportionation
at t = 25 ◦C and pH→5.0 drops practically to zero [37]. The available data shows that the catalase-like activity
of nanoceria also depends on the pH of the solution (catalase activity increases with the pH of the solution and
decreases with the decrease of the pH) [42].

6. CDN as peroxidase mimetic and the interplay of CDN’s pro-oxidant and anti-oxidant properties

The ability of CDNs to catalyse the oxidation of organic molecules by hydrogen peroxide in an acidic
medium (peroxidase activity) was observed, e.g. in the reaction of H2O2 with bioflavonoids (e.g. anthocyanins of
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FIG. 7. Absorption spectra of hydrogen peroxide (1), (NH4)2Ce(NO3)6 aqueous solution be-
fore (2) and after injection of H2O2 (2A) and CeCl3 aqueous solution before (3) and after (3A)
injection of equimolar quantity of H2O2. Inset: Appearance of corresponding solutions

grape) [43]. There, it was shown that the balance of pro-oxidant and anti-oxidant properties of CDNs is dependent
on the pH. A detailed study of the peroxidase activity of CDNs (including Michaelis–Menten constants) justified
the possibility for the replacement of horseradish peroxidase (HRP) by cerium dioxide sols for the oxidation of
the substrate (3,3,5,5-tetramethylbiphenyl dihydrochloride) in a glucose test [44]. It was shown for H2O2-substrate
that the maximal reaction rate in the presence of CDNs exceeds the similar value for HRP (5.07·10−8 M·s−1 and
3.34·10−8 M·s−1, accordingly).

Scheme 5(A) shows a simplified catalytic cycle of peroxidase; here, E*(Red) and E(Ox) are reduced and
oxidized forms of the enzyme, while Sub(Red) and Sub(Ox) are reduced and oxidized forms of the substrate,
respectively. As well as in the case of oxidase mimetic, the decrease in pH enhances pro-oxidant properties of
CeO2 and raises the reaction rate under Scheme 5B (right part), but the possibility of the particles’ regeneration
under Scheme 5(B, left part) drops. It is obvious that for peroxidase-like activity of CDNs (as in the case of
oxidase mimetic) there should be also an optimum pH value, located in the acidic area. For instance, Jiao et
al. [44] also show that peroxidase-like activity of CDNs is maximal at pH 4, while at pH <2 and pH >6 it is lost.
As mentioned above, at high pH values, nanocrystalline cerium dioxide exhibits catalase mimetic activity.

Scheme 5. Peroxidase-like activity of CDN
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FIG. 8. Regeneration of 0.5 mM CeO2 sol in alkaline, neutral and acidic media upon treatment by
hydrogen peroxide: 1 – initial CeO2 sol; 2 – injection of 1 mM H2O2; 3 – boiling for 5 minutes;
4 – injection of additional 1 mM H2O2; 5 – additional boiling for 5 minutes; 6 – injection of
additional 1 mM H2O2; 7 – additional boiling for 5 minutes; 8 – injection of additional 1 mM
H2O2. A – the data for citrate-stabilized ceria sol containing 2–3 nm particles; B – the data for
polyacrylate-stabilized ceria sol containing 4–5 nm particles
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FIG. 9. (A) Dynamics of optical density change at 370 nm wavelength of 400 µM aqueous colloid
solution of CeO2 nanoparticles upon injection of hydrogen peroxide of different concentrations:
1 – 400 µM; 2 – 200 µM; 3 – 100 µM; 4 – 50 µM (pH 80). (B) Dynamics of optical density
change at 370 nm wavelength of 400 µM aqueous colloid solution of CeO2 nanoparticles upon
injection of hydrogen peroxide at different pH values: 1 – pH 9; 2 – pH 8; 3 – pH 7; 4 – pH 6;
5 – pH 5; 6 – pH 4 (concentration of H2O2 is 200 µM)

Pro- and anti-oxidant properties of CDNs are closely related and determined by several key factors. Let us
consider the role of CDNs in the oxidation of indigoid dyes by hydrogen peroxide as an example. Indigo carmine
is decomposed by ROS in the whole range of pH (Fig. 10). In the presence of nanoceria (particle size 3–5 nm,
stabilized by citrate, ζ-potential of about –20 mV), the oxidation rate of indigo carmine by H2O2 is changed: at
pH <6, the rate of dye degradation by hydrogen peroxide is enhanced, i.e. CDNs exhibit peroxidase-like activity.
Contrarily, at pH >7 the rate of discoloration of the solution decreased, thus revealing the catalase-like activity of
CDNs (Fig. 11).

FIG. 10. The kinetics of indigo carmine dye solution (75 µM) decomposition in the presence of
hydrogen peroxide (1 mM), and scheme of the corresponding process

The ability of CeO2 to decompose hydrogen peroxide can also be described in terms of its electrochemical
behavior in aqueous solutions. The standard electrode potential (E◦) for CeO2/Ce3+ is 1.66 V; for O2 / H2O2E

◦

it is 0.695 V [25].
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FIG. 11. Square dots denote changes of the rate constant of indigo carmine dye (75 µM) discol-
oration by hydrogen peroxide (1 mM) caused by the introduction of CDNs (50 µM) as a function
of pH (left axis). The solid line is the calculated difference between the redox potentials of CDNs
and hydrogen peroxide as a function of pH (right axis)

In accordance with the Nernst equation, for Ce3+ + 2H2O → CeO2 + 4H+ + e− reaction the redox potential
depends on pH, as follows:

E1 = 1.66 + 2.3
RT
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log
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[CeO2]

[Ce(3+)]
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− 4pH

)
= 1.66 + 0.05916
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Redox potential of H2O2 → O2 + 2H+ + 2e− reaction depends on the pH as:

E2 = 0.695 + 2.3
RT
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Therefore, if E1<E2 or
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then nanoceria reduces hydrogen peroxide (i.e. it acts as an anti-oxidant and protects from hydrogen peroxide).

This condition is satisfied when pH > 5.6 –
1

3

(
log(D)− 1

2
log[H2O2]

)
. We assume that pO2 = 0.1 and denotes

the mole fraction of Ce(III) in the particle as D (since cerium dioxide is insoluble there are no cerium ions present
in the solution).

The total concentration of hydrogen peroxide above ≈ 1 mM causes cell death in mammals. The decomposition

of the hydrogen peroxide to a lower concentration will occur at pH ≥ 5.1− 1

3
log(D).

In stoichiometric coarse-grained CeO2, trivalent cerium ions are almost absent (D ≤ 10−8). For such material,
the limiting value is pH > 5.1 − log(10−8) = 7.77. In other words, at pH < 7.8, stoichiometric cerium dioxide
could not function as an anti-oxidant against hydrogen peroxide (because in this pH range the redox potential of
ceria is higher than that of H2O2). In non-stoichiometric cerium dioxide (especially in the presence of organic
stabilizer), the D value reaches 0.01–0.001 and above [45]. For CeO2 with D = 0.001, the threshold pH value is
pH > 5.1− log(10−3) = 6.1. In other words, at pH > ca. 6, non-stoichiometric ceria is able to protect biological
systems and their components from hydrogen peroxide.

Figure 11 shows the dependence of the difference between the redox potentials of CDNs (D = 0.001) and
1 mM of hydrogen peroxide (∆E = E1− E2) from the pH of media (solid line). The difference between the rate
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constants of indigo carmine dye decomposition by hydrogen peroxide in the absence and the presence of nanoceria
is also shown as square dots (∆k = k1 − k2). This straight line coincides with the trend of the kinetic constant
change of indigoid dye oxidation by hydrogen peroxide that is caused by ceria introduction.

The proposed calculation allows one to evaluate the protective ability of various cerium dioxide particles against
ROS (e.g. hydrogen peroxide), taking into account the pH value of the medium in cells or cell organelles [46]. The
respective data obtained for stoichiometric and non-stoichiometric cerium dioxide specimens are shown in Fig. 12.
Alteration of the stoichiometry can be used to control pro- or anti-oxidant properties of CDNs across a wide range
of biologically relevant pH values. As can be seen from the figure, the minimum protection against oxidation
is observed for the content of some vesicles (lysosomes and endosomes). It is well known that in eukaryotes,
most of the substances are transported into cells via vesicular uptake mechanisms. Endocytosis provides a path
for the useful nutrients (such as proteins, nucleic acids, polysaccharides and lipoprotein complexes) as well as
the undesirable species (such as toxins, antibodies and virions, etc.). The oxidizing properties of CDNs may be
useful for the destruction of dangerous exogenous components in the course of the vesicular transportation of
nutrients into the cells. On the other hand, the analysis of pH-dependent redox behavior of CDNs suggests that
the maximum protection from oxidative stress is manifested in the mitochondria. As is known, the endogenous
oxidative processes in cells take place in mitochondria; they are actively involved in the generation of ROS
and participate in the cascade of the programmed cell death. There is a proven correlation between excessive
mitochondrial generation of ROS and aging [47]. Mitochondria-targeted anti-oxidants are effective protectors of
cells and their organelles, under the conditions of oxidative stress or aging [48].

FIG. 12. E-pH diagram for hydrogen peroxide and stoichiometric and non-stoichiometric CeO2.
The cellular organelles with the corresponding pH values are shown along the absciss

Figure 12 demonstrates that the CDN’s behavior strictly depends on its stoichiometry, even in similar biological
experiments. For example, recently we have demonstrated that ceria nanoparticles (2–5 nm) protect against
oxidative stress in murine oocytes and boost their activity [49], while authors [50] have found that cerium dioxide
nanoparticles of the same size (∼3 nm) are pro-oxidants for murine oocytes and invoke oxidative damage of DNA.
In the first case, nanoparticles have been obtained from salts of cerium (III) under “mild conditions” and contained
more than 15 % Ce3+ [45]; in the second case nanoparticles (Rhodia) have been synthesized from cerium (IV)
salts and practically did not contain Ce3+ (less than 0.04 %) [51].

From the point of view of nanopharmaceutics, a pH-dependent equilibrium of pro- and anti-oxidant properties
of the CDNs is of great interest; it could be applied for the development of antiviral drugs, for instance. Most
viruses penetrate cells via endocytosis. The agglutination and release of genetic material require a low pH in
vesicles. Thus, influenza hemagglutinin is inactive at pH 7. Fusion peptides change their conformation in acidic
media only (at pH ≤ 5). At this pH, nanocrystalline cerium dioxide exhibits pro-oxidant properties, and thus
can damage the nucleic acids of the virion. In vitro experiments revealed that CDNs (particles size 3–5 nm,
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stabilized with citrate, ζ-potential of about –20 mV, concentration of 0.01–0.1 mM) provide virus-resistance both
in prophylactic and therapeutic (1 h after infecting) schemes, and also demonstrate a significant virucidal effect,
reducing the titer of RNA virus (vesicular stomatitis) and DNA virus (herpes simplex type 1) in L929 and RF cells
by 2.6–4.8 lg [52]. The selectivity index (the ratio of the effective antiviral and cytotoxic doses) is more than 16.0,
which is typical for active antiviral drugs.

The prospect of the application of nanoceria for the redox treatment of tumours is even more exciting. Due to
anaerobic respiration that occurs in the cytosol (lactic acid fermentation), rather than oxidative phosphorylation in
the mitochondria (the Warburg effect), cancer cells express increased glycolysis. It is known that the pH value of
the medium in a tumor is decreased (Fig. 13 [53]). Further, the tumor exists in a state of hypoxia permanently, and
the partial oxygen pressure in the carcinogenesis area is also decreased [54]. For the calculation of pH-dependent
redox activity (see above) of CDNs in normal tissue pO2 ≈ 0.1 was used. The partial pressure of oxygen in
tumors may be in the range of pO2 ≈ 0.01− 0.001, therefore the redox activity of CDNs towards ROS (hydrogen
peroxide) would be observed at 0.2–0.4 pH points higher than in normal tissue. Thus, CeO2 nanoparticles can
selectively protect the normal cells (unlike malignant cells) from oxidative stress.

The pioneering experiments with oxidative destruction of normal tissue cells (cardiomyocytes and fibroblasts)
and tumor cells (lung carcinoma and breast cancer) substantiated this assumption [42]. Our latest experiments
confirm it also: according to the data presented in paper [55], panthenol-stabilized non-stoichiometric cerium diox-
ide nanoparticles provide strong protection for both normal (diploid epithelial swine testicular, ST) and malignant
(human epidermoid cancer, HEp-2) cells under oxidative stress conditions induced by UV irradiation. However, the
degree of protection against H2O2-induced oxidative stress dramatically differs: the application of 63 µM CeO2

sols increases the viability of malignant cells not more than 10–15 % over negative control (H2O2), while the same
concentration of the CeO2 protects normal cells almost completely (Fig. 14).

FIG. 13. Bottom: average frequency of measured pH values in the area of SCK-cells in carci-
noma and normal muscle tissue in mice [53]. Top: pro-oxidant and anti-oxidant properties of the
CeO2 nanoparticles of various stoichiometry and the possibility of fine-tuning of such properties
in the given pH range (see Fig. 12)

Usually, seriously damaged cells undergo programmed cell death (apoptosis), a mechanism of self-destruction
that involves mitochondria, but this mechanism fails in cancer cells. It was shown that 20 nm ceria nanoparticles
in the concentrations of 3.5, 10.5 and 23.3 µg/ml after 24, 48 and 72 h exposure had an oxidative effect on A549
human lung cancer cells [56]. Cell viability was reduced proportionally to the administered dose of nanoparti-
cles and the duration of the exposure. In the whole range of studied concentrations, the nanoparticles induced
oxidative stress. The concentrations of glutathione and α-tocopherol were reduced, whilst the concentrations of
malondialdehyde and lactate dehydrogenase, evidencing lipid peroxidation and cell membrane damage, were in-
creased. The authors [57] showed that CDNs reduce viability of SMMC-7721 human hepatoma cells by inducing
the apoptosis via the oxidative stress mechanism. CeO2 nanoparticles significantly increase the production of ROS
and simultaneously reduce the activity of superoxide dismutase, glutathione peroxidase and catalase.
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FIG. 14. The number of surviving diploid epithelial swine testicular (ST) and human epidermoid
cancer (HEp-2) cells under the following conditions (left to right): control, in the presence of
63 µM cerium dioxide nanoparticles, in the presence of 0.5 mM hydrogen peroxide, in the
presence of 0.5 mM hydrogen peroxide and 63 µM cerium dioxide nanoparticles [55]

Melanoma is the most aggressive type of skin cancer that is caused by the uncontrolled proliferation of
melanocytes. Melanoma cells are highly metastatic and treatment of melanoma is ineffective, due to its high
resistance to conventional chemotherapy. The authors investigated the inhibition of human melanoma cells (A375)
by CDNs in vitro and in vivo in immunodeficient mice [58]. Unstabilized CeO2 nanoparticles and nanoparticles
coated with dextran were used in the experiments. According to the authors, Ce3+/Ce4+ ratio in the particles
was 67/33 and 21/79 respectively. It was found that nanoparticles were not toxic to stromal cells (fibroblasts
and endothelial cells) in all the studied concentrations. However, in the presence of nanoparticles, the viability
of tumor cells was significantly decreased. Inhibition of melanoma cells’ activity was proportional to the applied
concentration of ceria nanoparticles and the duration of exposure. Analysis of the oxidative stress and apoptosis
indicators showed that the presence of CDNs caused oxidative stress in cancer cells, resulting in their lower
viability and reduced proliferation. The authors showed that CDNs (particle size 3–5 nm, dextran-stabilized) had
a cytotoxic effect on SCL-1 carcinoma tumor cells and also reduced their proliferation [59]. Simultaneously,
CDNs were non-toxic to the stromal cells and were capable of protecting normal (non-malignant) human dermal
fibroblasts from oxidative stress. CeO2 nanoparticles (with a size of about 100 nm) were synthesized by two
different techniques [60]. In the first case, the particles were annealed at 800 ◦C at the final step of the synthesis,
whilst in the second case, the particles in the solution were heated up to a temperature of 60 ◦C. The first type of
particles was presumably free of trivalent cerium, whereas the particles of the second type contained Ce3+ on the
surface. The particles without trivalent cerium were slightly more toxic to the normal cells of the L929 line and
significantly more toxic to PC-3 prostate cancer cells.

The study of parameters affecting the redox-properties of cerium dioxide will allow the designing of the ceria-
based nanozymes for required biochemical processes. CDNs with a high level of non-stoichiometry protect both
normal and malignant cells against ROS, whilst the stoichiometric CDNs could serve as pro-oxidants for both types
of cells, as can be seen from Fig. 12 and Fig. 13. There is also a transient area between these two extremities:
CeO2 nanoparticles of a certain size and stoichiometry are capable of providing a selective protection in normal
cells, and serve as an oxidative stress promoter in malignant cells. We have developed several techniques for
the synthesis of ceria preparations with the desired physical and chemical parameters (“fine tuning”, see Fig. 13).
Examples of such preparations are the sols of cerium dioxide, stabilized by low molecular weight glucans [29,61].
The protective effects of thus prepared cerium dioxide particles, such as inactivation of the hydroxyl radicals or
protection of cells against hydrogen peroxide, depend on the size of the particles, which in turn depends on the
cerium/glucose ratio in the precursor’s mixture [29]. It should be noted that hypoxia and the decrease of pH
in tumors is caused by the enhanced aerobic glycolysis, where tumors “trap” glucose [54]. It is expected that
a CDN-glucan composite is to have an enhanced affinity towards cancer cells. Furthermore, due to the glucose
presence, such a composite would accelerate hypoxia and decrease the pH, whilst simultaneously enhancing the
oxidative stress in tumor cells.



Cerium dioxide nanoparticles as third-generation enzymes (nanozymes) 777

Absence of specificity of chemical drugs to cancer cells is the basic problem of oncology. Ceria-based selective
protection from oxidative stress opens new frontiers in the redox treatment of malignant tumors [62–64].

7. CDN can destroy nitrogen radicals

Cerium dioxide nanoparticles are able to inactivate nitrogen-containing free radicals, including reactive nitrogen
species (RNS). RNS act together with ROS to damage cells, causing nitrosative stress. Dowding et al. [65] have
demonstrated the activity of CeO2 particles against the nitrosyl (short-lived nitroxyl) radical (∗NO). We have
reported that nanocrystalline cerium dioxide also inactivates the stable nitroxyl radical (2,2,6,6-tetramethyl-4-
piperidone-N-oxyl) [66]. Two types of CeO2 nanoparticles were studied: 1–2 nm (stabilized by sodium citrate) and
3–5 nm (stabilized by sodium adenosine triphosphate). Interestingly, the inactivation rate was dependent on the
particle size of CeO2, where it increased proportionally as the particle size decreased. As the particle size decreases,
Ce3+/Ce4+ ratio increases, so obviously trivalent cerium is crucial for the inactivation of radicals. Oxidation of
Ce3+ during nitroxyl inactivation suggests that cerium oxide nanoparticles adopt the NO-reductase function and
possibly serve as an electron donor. Dowding et al. [67] have shown the ability of CDNs to scavenge a highly
reactive molecule of peroxynitrite (ONO−

2 ). The rate of inactivation was independent of the Ce3+/Ce4+ ratio on
the surface of the particles, but was significantly reduced in the inert atmosphere.

8. CDN as phosphatase mimetic

It was recently shown that nanosized cerium oxide, which is capable of acting as oxidoreductases, could also
exhibit phosphatase activity [68]. For example, cerium oxide catalyses the cleavage of the ester bond in the organic
phosphoric acid esters, such as p-nitrophenyl phosphate, adenosine triphosphate, o-phospho-L-tyrosine, etc. The
initial reaction rate increases with the decrease in the pH. The pre-oxidation of nanoceria by hydrogen peroxide
leads to the decrease in the concentration of Ce3+ and also to the drastic decrease of the dephosphorylation
reaction rates. A plausible mechanism of the phosphatase activity of CDNs can be studied by using the hydrolysis
of p-nitrophenyl phosphate (NPP), which is a standard substrate for testing serum alkaline phosphatase. In the
presence of the enzyme or CDNs the colourless NPP releases the phosphate group forming p-nitrophenol, which
has a bright yellow colour in the alkaline medium (see Fig. 15). The figure also shows the plausible mechanism of
CDNs’ catalysis of the dephosphorylation of the organic compounds. The comparison of the simplified mechanism
of phosphatase (Scheme 6(A)) and CDN (B) action shows that nanocrystalline cerium dioxide could hardly be
called a phosphatase analog, since phosphate groups bind to cerium ions irreversibly. However, cerium phosphate
is shown to be eliminated from the CeO2 particle, resulting in the regeneration of its surface. The renewed particle
could repeatedly take part in the reaction (similar to the enzyme) until the complete disappearance of the particle.

FIG. 15. The absorption spectra of p-nitrophenylphosphate (50 mM) before and after adding
of CDNs (500 µM) at pH 7.8. Inset: Proposed mechanism of dephosphorylation of organic
compounds in the presence of CDN
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Scheme 6. CDN showing phosphatase-like activity

Jia et al. [69] used nanosized cerium dioxide for concentrating and quantitative dephosphorylation of phos-
phopeptides. Park et al. [70] reported that nanosized cerium oxide can initiate the phosphorylation of the mitogen-
activated protein kinase in human bronchial epithelial cells (Beas2B).

The activation of the transcription factor NF-κB depends on the phosphorylation of the protein-inhibitor by
IκBα kinases (IKK). NF-κB is involved in inflammatory processes and is activated by the external physical or
chemical factors (radiation, ultraviolet light or toxins), infectious agents (bacteria, viruses, parasites and their
metabolic products), or by the signal molecules etc. Hyperactivation of the NF-κB leads to the synthesis of a
number of pro-inflammatory cytokines, such as the family of interleukins, the tumour necrosis factor (TNF-α),
the γ-interferon and macrophages activator, etc. Stress-kinase p38 activates the cascade of arachidonic acid,
which is released from the phospholipids in the course of cell membrane lipid peroxidation, thus activating the
cyclooxygenase, which is followed by the synthesis of inflammatory prostaglandins and lipoxygenase; it is then
followed by the synthesis of leukotrienes – the mediators of the immediate-type allergic reaction. All these cascades
have a pro-oxidant function and enhance the inflammatory response. The possibility of the targeted regulation of
activity of the nuclear transcription factor is promising for a large number of pathological processes in the cell.
For instance, the toxins in cigarette smoke extracts cause an inflammatory response in H9c2 cardiomyocytes.
Pre-treatment of cells with CeO2 nanoparticles (10 nM for 24 hours incubation prior to administration of 10%
cigarette smoke extract) improves the survival of the cells’ culture [71]. Biochemical studies have shown that
nanoparticles inhibit phosphorylation of IκBα, thus reducing translocation of the p65 subunit, which is caused by
the activation of NF-κB. Furthermore, the cells treated with cerium dioxide nanoparticles have reduced levels of
some interleukins, e.g. tumor necrosis factor and inducible nitric oxide synthase (iNOS).

For their own replication, viruses use the signalling pathways and transcription factors of living cells. They
activate IKK kinase; phosphorylation of the protein-inhibitor IκB causes the activation of the nuclear factor NF-κB;
this activation increases the expression of viral genetic material. Conventional antiviral drugs do not affect IKK
cascades. Simultaneously, the use of prostaglandin A1, which reduces the activity of IKK, results in a more than
3000-fold reduction of viral replication [72]. The development of effective drugs, inhibiting the phosphorylation of
IκB, and their introduction into clinical practice, would open a new avenue in the treatment of viral infections [13].
Reversible phosphorylation and dephosphorylation reactions constitute the basis of the energy, metabolism and
signalling pathways in cells. Phosphatase-like properties of ceria nanoparticles open a new way in assessing and
predicting the biological activities of cerium oxide nanoparticles [73]. Probably, in the near future, there will be
investigations into other biochemical processes that involve CDNs as a phosphatase (phosphate anion or organic
phosphates acceptor). For example, the study of acetylcholinesterase reactivation by CDNs would be advantageous
for the development of novel antidotes against the intoxication by organophosphorus compounds, etc.

9. Conclusions

CDN-based nanozymes are being widely used in nanopharmaceutical applications (such as development of the
nanoscale techniques of chemical analysis, and development of the biomaterials for implants, which exhibit the
desired therapeutic effect depending on the composition of blood development of molecular sensors and biosensors,
etc. [74]). It should be noted that ceria’s behavior in living systems and its unique biological activity and ability
to perform the function of certain enzymes are determined by a number of factors, many of which are yet to be
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established. The scope of application of nano-ceria is far from being restricted to the examples presented here.
While the potential of CDNs as an active component of pharmaceuticals of the new generation is already evident,
the development and clinical trials of ceria-based preparations will require further joint interdisciplinary efforts.
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1. Introduction

The Shockley-Queisser limit predicts that due to thermodynamic limitations, the conversion efficiency in solar
cells cannot exceed ∼ 32 % for single junction devices [1]. There are few methods for overcoming this upper
limit, such as generating multiple electrons per photon, hot carrier extraction and the use of multiple layers, such as
tandem devices [2]. Among various wide band gap semiconductors, TiO2 and ZnO are widely used in photovoltaic
cells because of their high carrier mobilities and energy levels [3]. In this context, ZnO is better suited as an
active layer because the nanostructures can be easily formed and it has a large diffusion coefficient [4]. Quantum
dots are used as sensitizing materials in solar cells because of their unique properties such as large absorption
coefficient, size tunable band gap, quantum confinement, large extinction coefficient which are beneficial for
photosensitization purposes [5]. Size-tuned QDs can be incorporated in the fabrication of tandem and multijunction
cells for improved utilization of the full solar spectrum [6]. In particular, CdS QDs have been used in the fabrication
of devices because of their direct band gap electronic structure and broad light harvesting capability, spanning the
UV, visible, and NIR regions of the spectrum [7].

The counter electrode plays a crucial role in the efficient working of solar cells. But commonly used counter
electrode materials in QDSSCs suffers from major disadvantages. For example, platinum suffers from oxidation,
migration, loss of active surface area which can ‘poison’ the oxide, reducing its activity and efficiency [8]. On
contrary, though gold plated electrodes improve efficiency to certain extent in comparison to platinum, but it also
suffers from the surface poisoning problem [9,10]. Also, the high cost and purity requirement of platinum or gold
makes them a less practical material for photovoltaic applications. Furthermore, carbon electrodes are a popular
choice as counter electrode in Perovskite solar cells only, and are not compatible with QDSSCs. The polysulfide
electrolyte that is employed as a redox electrolyte in quantum dot sensitized solar cells provides stability to the
photoanode but introduces significant redox limitations in carbon based counter electrode through undesirable
surface reactions [11]. In the present work aluminum (Al) metal plates has been explored as counter electrode
instead of the commonly used electrode materials for QDSSC. Al does not suffer from surface poisoning problems
and is compatible with polysulfide electrolytes. Also as an added advantage, Al is a cheap and readily available
metal and thus can be considered a more practical and economic alternative counter electrode material for low cost
photovoltaics.

In this work, we fabricated a Quantum Dot Solar cell with ZnO oxide layer and CdS as the sensitizing QD
layer and aluminum plates as the counter electrode. The general structure and working of a QDSSC is shown in
Fig 1. The colloidal quantum dots were synthesized using polyvinyl alcohol (PVA) as capping layer as it restrains
the QD size growth during synthesis. Quantum dots were studied using UV-VIS, XRD, AFM and TEM. The
current density v/s voltage characteristics of the QDSC were obtained and solar cell parameters such as open
circuit voltage (Voc), short circuit current (Isc), fill factor (FF ) and power conversion efficiency (PCE) values
were calculated from it.
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FIG. 1. (a) General structure and (b) working of a typical QDSSC

2. Experimental

2.1. CdS quantum dot synthesis

To synthesize CdS quantum dots by chemical route via one pot synthesis, 8 g of PVA were dissolved into
120 ml double distilled water. This mixture is taken in a three necked flask fitted with thermometer pocket and
N2 inlet. The solution was stirred in a magnetic stirrer at a rate of 200 rpm at a constant temperature of 70 ◦C
for 5 hours. Thus, a transparent water solution of PVA was prepared. Similarly, a CdCl2 solution was prepared
by dissolving 7 g of CdCl2 in 100 ml double distilled water. The solutions were degassed by N2 bubbling for 3 –
4 h. Next, the PVA and CdCl2 solutions were mixed and few drops of HNO3 is added to the mixture followed
by moderate stirring while an aqueous solution of Na2S was added slowly by means of a dropper until the whole
solution turned yellow. The precipitate was filtered out and washed with de-ionized water multiple times to remove
the traces of PVA. This solution is kept in darkness at room temperature for 14 hours for its stabilization.

2.2. QDSSC fabrication

Zinc Accetate and Sodium Sulfide (Na2S) were mixed in ethanol to obtain ZnO, which was then deposited
on conductive FTO coated glass (resistivity < 10 Ohm/sq.) by using tape template method and doctor’s blade
technique. Then it was heated at 80 ◦C and annealed at 450 ◦C. Next, the ZnO coated glass plates were coated by
immersion in the previously prepared CdS quantum dot solution to form CdS QD layer on the oxide by chemical
bath deposition (CBD).

A polysulfide electrolyte solution was prepared by mixing 2M Na2S and 3M S solutions [12]. A few drops of
polysulfide solution were then added to the ZnO–CdS deposited FTO plate and then it was sandwiched with a thin
aluminum plate, with thin glass cover slip spacers in between. The aluminum plate acted as a counter electrode and
it was held together with the glass plate with adhesive tape and clips. Two metal crocodile clips were connected,
with one to the FTO plate and the other to the aluminum plate.

3. Characterization

X-ray diffraction (XRD) patterns were obtained with a Philip X’pert X-ray diffractometer equipped with Cu
Kα irradiation (λ = 1.5406 Å). The high resolution microstructure images were obtained by a JEM-2100 electron
microscope. UV-vis light absorption spectra were obtained using Perkin Elmer Perkin Elmer Lambda 35 ultraviolet
visible (UV-vis) spectrophotometer. Current voltage values were obtained using a multimeter (Keithley 2001) and
photocurrent values were obtained using 500 W xenon lamp illumination.

4. Results and discussion

Figure 2 shows the optical absorption spectra of CdS quantum dots. A strong absorbance edge is observed at
350 nm and from the absorbance edge, particle size has been estimated using hyperbolic band model [13]:
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FIG. 2. UV-Visible absorption spectra of CdS quantum dots

R =

√√√√ 2π2h2Egb

m∗
(
E2

gn − E2
gb

) , (1)

where R is the quantum dot radius, Egb is the bulk band gap, Egn is the quantum dot band gap, h is Planck’s
constant, m∗ is the effective mass of electron of the specimen. Here, the bulk band gap (Egb) for CdS is 2.84 eV
and electron effective mass at room temperature is 0.211m0 [10]; where m0 is the electron rest mass. The quantum
dot band gap (Egn) of the prepared sample, as determined from the absorption edge wavelength is 3.54 eV for
CdS. Thus, the radius (R) of the pure CdS quantum dots is determined to be around 4 nm i.e size is around 8 nm.

The XRD pattern for CdS quantum dots is shown in Fig. 3, the different peaks correspond to different
crystalline planes of CdS. The average particle size (crystallite size) was obtained from X-ray diffraction data using
the Scherrer formula [14, 15]:

D =
0.9λ

W cos θ
, (2)

where, λ is the wavelength of the X-ray (0.1541 nm), W is FWHM (full width at half maxima), θ (theta) is the
glancing angle and D is particle diameter (crystallite size). XRD investigation shows that pure CdS shows peaks
at 24.8 (100), 29 (111) and 30 (200). Considering all the peaks (2θ in degree) in the X-ray diffractogram, the
average crystallite (quantum dot) size was obtained using JCPDS to be 8.1 nm for CdS quantum dots.

FIG. 3. XRD spectroscopy of CdS quantum dots
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The surface topography and roughness of CdS quantum dots have been studied by atomic force micro-
scope (AFM) as shown in Fig. 4(a) and the HRTEM image shows the formation of quantum dots in Fig. 4(b).

(a) (b)

FIG. 4. (a) AFM topography of CdS quantum dots on PVA host; (b) HRTEM image of CdS
quantum dots on PVA

The current density and voltage characteristics of the device were obtained under both dark and illuminated
conditions. In order to study the photo-current characteristics, the fabricated device was illuminated by a white
light 500 W xenon lamp with an illumination area of about 0.3 cm−2 and the current density (J) v/s voltage (V )
was measured. In practice, the measurements were taken in 5 cycles, each at an interval of three days. As similar
J–V characteristics were obtained each time, the single characteristics for the fabricated device are presented in
Fig. 5. The short circuit current density (Jsc) and open circuit voltage (Voc) were obtained from J–V curve. The
fill factor (FF ) and efficiency (η) were calculated using equations (3) and (4). The efficiency was found to be
around 0.99 % and other solar cell parameters for the CdS QDSSCs are shown in Table 1. Previously, an efficiency
of 0.69 % was obtained for a single layer CdS–QD/ZnO-based solar cell as reported by Chen et al. [14]. Thus, the
fabricated QDSSC displayed higher efficiency.

FIG. 5. Current density-voltage (J–V) characteristic in dark and white light illumination
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TABLE 1. Solar cell parameters of the fabricated device

Solar cell parameters Values obtained from J–V characteristics

Jsc 3 mA·cm−2

Voc 0.6 V

FF 0.55

η 0.99

FF =
JmaxVmax

JscVoc
, (3)

η =
Voc × Isc × FF

Pin
. (4)

5. Conclusion

CdS quantum dots were synthesized using a chemical method and were then characterized by using various
techniques to determine their size, structural and optical properties. These quantum dots were introduced into a
ZnO oxide based solar cell as sensitizing layer via simple dip coating technique. FTO glass was used as operating
electrode and a low cost aluminum plate was used as counter electrode instead of commonly used platinum, gold or
carbon based materials. The dark current and photocurrent response of the device clearly indicated that aluminum
can be used as an alternate counter electrode material in low cost photovoltaic cells. An efficiency of as high as
0.99 % was obtained for the reported QDSSC device.
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1. Introduction

Earth abundant kesterite copper-zinc-tin-sulfide Cu2ZnSnS4 (CZTS) is considered as cost-effective material
for next generation solar cells. CZTS, a quaternary chalcogenide p-type semiconductor, is actively studied as a
photovoltaic material due to its high absorption coefficient (∼104 cm−1), optimal direct band energy of ∼1.0–
1.5 eV, as well as being composed of naturally abundant and nontoxic elements [1] In other words, CZTS contains
non-toxic and cheap Zn and Sn, the production volume of which exceeds 20,000 and 500 times the volume of In
production [2]. The similarity of the CZTS crystal structure and physical properties with CuInxGa(1−x)Se2 (CIGS)
allows production of solar cells by simply replacing the CIGS layer with a CZTS layer without developing a new
technology [3–5]. The efficiency increase of solar cells prototypes based on CZTS was increased from 6.7 % [6]
in 2009 to 10.1 % in 2011 [4].

The CZTS structure is described both stannite and kesterite [7]. Solid solution range of CZTS is significantly
narrower than for CIGS [8]. One-phase powder can be synthesized from a precursor mixture with the elemental
ratio: Cu/(Zn+Sn) = 0.92–0.95 and Zn/Sn = 1.0–1.03 [8]. However, in [9] it was assumed that the CZTS solid
solution range with the kesterite structure is wider: Cu/(Zn+Sn) = 0.97, and Zn/Sn = 1.42. Higher energy conversion
efficiency is demonstrated by CZTS powders, which are “enriched” in zinc and “depleted” in copper [10].

All methods of synthesizing CZTS, as well as CIGS, are traditionally divided into vacuum and non-vacuum
procedures. Vacuum methods are based on the deposition of pure elements of atoms, comprising CZTS on a
substrate by sputtering [11] or evaporation [12, 13] at certain pressures These methods require complex equipment
and high power consumption, which leads to higher costs for the synthesized compounds. In order to reduce
a production technology cost, non-vacuum deposition methods such as spraying with pyrolysis, electrochemical
deposition, chemical bath deposition, are used. These techniques have been developed in the production of
semiconductor CIGS and CdTe thin films [14] and now can be used for the synthesis of CZTS [15–18]. Chemical
bath deposition method allows easy regulation of the reagent concentrations and the deposition time.

CZTS structure can be obtained by annealing at 55 ◦C [19]. According to this, the main limitation of chemical
bath deposition method is that the temperature of the bath water cannot exceed 90–95 ◦C. In this study we propose
decreasing the synthetic temperature by a two-step approach. In the first stage, nanostructured binary sulfides
Cu2S, ZnS, and SnS are synthesized by chemical bath deposition. In the second stage, ternary sulfide Cu2ZnSnS4
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was obtained by low-temperature annealing of binary sulfides’ mixtures at different temperatures. The compounds
obtained at both stages were investigated by X-ray diffraction, scanning electron microscopy, optical absorbance
and Raman spectroscopy.

2. Methods

Synthesis of the initial copper sulfide CuxS was carried out by the interaction of a soluble CuSO4 salt using
thiourea N2H4CS as the sulfur source. The initial concentration of CuSO4 and N2H4CS were 0.01 and 0.03 M,
respectively. Based on the concept of reversibility of the N2H4CS hydrolytic decomposition in aqueous alkaline
solutions, the reaction was carried out at pH = 11.35 and temperature 70 ◦C for 2.5 hours. The pH was adjusted
by adding aq. NH4OH to the initial solution of CuSO4. After synthesis, the CuxS powder was filtered, washed
with 0.1 M aq. NH4OH and distilled water, and air-dried at room temperature.

The initial zinc sulfide powder ZnS was obtained by reaction of 0.02 M aq. ZnSO4 with 0.1 M aq. sodium
thiosulfate Na2S2O3. The reaction was carried out at pH = 6 and temperature 90 ◦C for 27 hours. The prolonged
reaction time was due to the kinetic factor of decomposition of the sulfur source, Na2S2O3. The obtained ZnS
powder was also filtered, washed by distilled water and air-dried at room temperature.

To synthesize the initial SnSx tin sulfide, 0.01 M aq. SnCl2 and 0.05 M aq. sodium sulfide Na2S were
used. In aqueous solutions Sn2+ ions usually undergo hydrolysis; to suppress this process, the synthesis of SnSx
was carried out at pH 0.46 in a solution of ethylenediaminetetraacetic acid (EDTA, 0.01 M). The reaction mixture
temperature in the SnSx synthesis was 70 ◦C, the deposition time was 3 hours. After synthesis, the resulting SnSx
powder was filtered and air-dried at room temperature.

Besides, the used pH values allowed obtaining not only the basic phases of the sulfides, but also a phase
containing crystalline elemental sulfur.

The second stage is synthesis of the ternary sulfide Cu2ZnSnS4 by annealing the corresponding amounts of
individual sulfides obtained at the first stage. Based on the X-ray phase analysis data, weights of 2 moles of CuS,
1 mole of ZnS and 1 mole of SnSx were calculated. The sulfides CuS, ZnS and SnSx were mixed, ground and
pressed into tablets. The obtained tablets were annealed in vacuo at 70 ◦C for two weeks and 300 ◦C for two
days. Elemental sulfur S8 in the initial powders allowed us to conduct annealing experiments without the need for
adding extra crystalline sulfur to the initial mixture.

X-ray diffraction (XRD) patterns of all composites were obtained using a Stadi automatic diffractometer with
CuKα (λ = 1.5406 Å) with 2θ angle step 0.03 ◦ and exposure time of 40 sec. Scanning electron microscopy (SEM)
was carried out in order to analyze the microstructure and morphology of all synthesized samples using JEOL-JSM
LA 6390. To confirm the change in bandgap, the UVVis spectra in the wavelength range of 300–700 nm (BaSO4

was used as the standard) of composites were recorded using Shimadzu UV-2401 PC spectrophotometer. The
chemical composition of the samples was determined by two methods: (i) by the energy-dispersive X-ray analysis
(EDX) using a JEOL-JSM LA 6390 electron microscope with a JED 2300 analyzer; (ii) by X-ray photoelectron
spectrometry (XPS) using ESCALAB MKII electron spectrometer with MgKα (E = 1253.6 eV) irradiation beam
The Raman spectra of the samples were obtained at room temperature on a RENISHAW-1000 spectrometer
(λ = 532 nm, P = 25 mW).

3. Results and discussion

The phase composition, crystal structure and particle size (coherent scattering regions) of the individual sulfides
synthesized at the first stage were studied by X-ray diffraction analysis. According to the diffraction data, CuxS
powder contains 81 % CuS, 3 % Cu2S, 16 % CuSO4(wt %). The content of initial salt CuSO4 in the CuxS powder
is explained by insufficient washing of the obtained CuxS after the reaction. The particle size of CuS was 10.6 nm.
Zinc sulfide powder consists of the main ZnS phase 78 % and 22 % sulfur S8. The ZnS particle size was 4.6 nm.
The synthesized powder SnSx was a mixture of phases: 10 % SnS, 23 % SnS2, 14 % SnO, 53 % S8. The presence
of tin oxide SnO was due to the impossibility to suppress the Sn2+ ions hydrolysis process.

The powder annealed at 70 ◦C differs from initial mixture by presence of Cu5Sn2S7 phase (Fig. 1). This
indicates that formation of CZTS began from the intercalation of tin into the CuxS matrix.

Currently, different methods are required to characterize the crystal structure and compositional purity of
CZTS nanoparticles obtained by the annealing at 300 ◦C. Fig. 2 demonstrates the SEM images and XRD pattern.
The EDX measurements revealed the compositional non-stoichiometry within the quaternary sulfide nanopowder.
Therefore, CZTS particles have different structures. The XRD pattern (Fig. 2b) proved two binary sulfides CuS
and SnS2 to present in the CZTS powder as impurities. The CZTS phase cannot be identified by X-ray diffraction
unambiguously, because three main peaks of ZnS and CTS coincide with three peaks of CZTS phase. Presence
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FIG. 1. a, b – SEM images of CZTS sample annealed at 70 ◦C. The composition of marked re-
gions was determined by EDX analysis; c – XRD pattern of CZTS sample annealed at 70 ◦C. The
main peaks are marked as belonging to phases CuS, CuS2, ZnS, ZnSO4, SnS2, SnO, Cu5Sn2S7

(CTS)

of CZTS phase was determined by Raman shift spectroscopy (Fig. 3a). The most intense peak at 329 cm−1

corresponds to kesterite structure [20, 21]. The small peaks at 248, 289 and 370 cm−1 could be referred to as
‘shoulders’ of the main peak. It is important that the ZnS and CTS phases were not present in the Raman spectrum.
This fact allowed the interpretation that the most intensive XRD peaks belong to the CZTS phase. According to
X-ray diffraction analysis, the resulting powder was a mixture of Cu2ZnSnS4:SnS2:CuS phases, predominantly
CZTS in a ratio of 96:2:2. The particle size of Cu2ZnSnS4 was ∼100 nm.

The optical measurements are consistent with the XRD analysis and Raman spectroscopy data. Three inflec-
tions are visible in the optical absorption curve (Fig. 3). This indicates that the powder consists of three phases.
In order to determine the effective band gap Eg of each phase, the experimental absorption spectra were reduced
to the form (αhν)2 = f (hν). Bandgap of 1.7 eV could be attributed to either Cu2ZnSnS4 or SnS2 [22], 1.3 eV –
to CuS, and 1.2 eV – to SnS. Increasing of the band gap to 1.7 eV in comparison to Eg ≈ 1.5 eV for bulk
Cu2ZnSnS4 [23] may be due to either small particle size (100 nm), or to the ratio of [Sn]/[Cu] in CZTS. According
to experimental data [24], an increase in the fraction of [Sn] can lead to an increase in Eg for Cu2ZnSnS4 films
up to 1.63 eV, but the mechanism of this phenomenon has not been studied yet.

Analysis of the stoichiometric ratios for the elements was carried out using XPS spectrometry. The XPS
spectrum from the surface of the powder annealed at 300 ◦C is shown in Fig. 4. Apart from, the XPS measurements



790 N. S. Kozhevnikova1, A. S. Vorokh1, et al.

FIG. 2. a – SEM images of CZTS sample annealed at 300 ◦C. The composition of marked
regions was determined by EDX analysis; b – XRD pattern of CZTS sample annealed at 300 ◦C

FIG. 3. Raman spectra (a) and optical absorbance (b) of CZTS sample annealed at 300 ◦C. In
the inset: the Tauc plot was used for Eg determination. Eg (Cu2ZnSnS4) = 1.7 eV, Eg (CuS) =
1.3 eV, Eg(SnS) = 1.2 eV

were made after etching the sample by an argon beam. The etching led to removal of surface impurities. The
elemental composition was quantified by measuring the partial area under the peaks: (i) in the case of metals (Cu,
Zn, Sn) - according to the detailed XPS spectrum (right-hand insert in Fig. 4); (ii) in the case of sulfur according
to the review spectrum. The results are shown by histogram (left-hand insert in Fig. 4).

The penetration sample depth of the XPS analysis is several nanometers. In contrast, the EDX chemical
analysis allows a depth of about one micron within a local area. In order to compare these methods, elemental
composition of the CZTS particle, shown in Fig. 2a, was investigated by using both XPS and EDX analyses. In
its turn, the XRD data refer to the entire volume of the sample. Thus, the elemental composition analysis fulfilled
by using all methods mentioned above made it possible to determine the distribution of metals and sulfur within
synthesized nanopowder of quaternary sulfide.

The chemical composition data obtained by different methods are given in the Table 1. It can be seen from
the Table that the Cu content on the surface is smaller than in the bulk. On the other hand, the Sn content is larger
on the surface than in the bulk. This experimental fact could be explained by the suggestion that the tin-containing
impurity phases are located mainly on the surface of the sample.

Obviously, the stoichiometry of the sample changes strongly both while moving from the surface into the bulk,
and from the local area to the entire volume of the sample. According to EDX, there is a lack of tin and sulfur
in a separate CZTS particle. The XRD data reveals that the powder composition has an exact stoichiometric ratio
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FIG. 4. Survey XPS spectrum for CZTS powder annealed at 300 ◦C. In the right-hand inset:
detailed XPS spectrum of 0–110 eV range. In the left-hand inset bar chart of element content
calculated from XPS data

TABLE 1. Chemical composition within nanopowder of quaternary sulfide CZTS synthesized at
300 ◦C obtained by XPS, EDX and XRD methods

Content XPS-surface XPS-Ar 20min etching EDX, CZTS particle XRD

Cu, at% 10.4 16.8 31.6 22.2

Zn, at% 12.7 19.9 15.5 15.8

Sn, at% 23.4 23.8 12.7 11.7

S, at% 53.5 39.4 40.2 50.3

Stoichiometry

Cu/(Sn+Zn) 0.29 0.38 1.12 0.81

Zn/Sn 0.54 0.84 1.22 1.35

S/(Cu+Zn+Sn) 1.15 0.65 0.67 1.01

between metals and sulfur, but an excess of Zn is observed among metals. In its turn, the Raman spectroscopy
data proved the absence separate Zn-containing phase, so Zn may be assumed to enter the CZTS lattice. In this
case, the stoichiometric composition of the powder can be written approximately as follows: Cu2−xZn1+xSnS4,
x ≈ 0.3.

4. Conclusion

Thus, the use of nanocrystalline sulfides CuS, ZnS and SnSx as intermediate compounds may lead to a decrease
in the solid-phase synthesis temperature from the traditional 550 ◦C to 300 ◦C and the formation of Cu2ZnSnS4

in the nanocrystalline state. On the basis of our findings, we established that Cu2ZnSnS4 phase had already
formed at 300 ◦C. The synthetic pathway revealed in this work allows reduction of the temperature at which
Cu2ZnSnS4 synthesis occurs, and as a result, offers the possibility of reducing the manufacturing costs. Finally,
it is apparent that the creation of compositionally uniform and stoichiometric multinary CZTS semiconductor
nanoparticles requires further study.
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The generation of laser radiation by a nanostructured solid active element with natural selective optical nanoresonator formed in a nanoporous

aluminum oxide film activated with rhodamine 6G has been obtained for the first time. The lasing is characterized by high-quality radiation

with the absence of a spontaneous component. Chemical deposition of noble metals leads to the formation of internal nanoresonator into the

porous structure. This reduces generation threshold more than two fold.
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1. Introduction

The development of solid lasers based on organic compounds and, in particular, the use of nanoporous
aluminum oxide (NAO) as the active medium activated with rhodamine 6G is a topical problem of modern
material engineering [1]. There is the possibility of creating compact microlasers based on them, which will
find wide application in various spheres of science and engineering [2, 3]. At present, research concerning the
creation of laser generation using nanostructured materials activated with organic laser dies is being actively
carried out [4–6], in particular, with the use of aluminum oxide porous ceramics [7]. The studies of fluorescent
properties of rhodamine dies incorporated into aluminum oxide pores were carried out in [8–10], where it was
shown that the fluorescence intensity of rhodamine 6G dye in aluminum oxide matrix increased compared to that
in porous glass. The induced emission in the geometry to transmission in a porous matrix of anodic aluminum
oxide doped with rhodamine 6G was obtained in [11]. The induced emission was observed against the background
of a dye spontaneous radiation. The possibilities of generation in other modes and the ways to improve the quality
were not considered. The generation of laser radiation by nanostructured solid active elements based on NAO
films activated with rhodamine 6G in the geometry to reflection was obtained in [12].

This work was aimed at obtaining the generation of laser radiation by solid active elements with selective
nanoresonators formed in the nanoporous structures.

2. Experimental

Aluminum plates with a thickness of 0.1 mm, highpurity grade of 99.95 % AL, and size of 50×50 mm2 were
taken for anodization. Before anodizing, the plates were purified by de-oiling in 10 % solution of NaOH and
blooming in 10 % solution of nitric acid. Then the material was electrochemically polished in a solution of the
following composition: orthophosphoric acid (relative density of 1.7) 34 g, sulfuric acid (relative density of 1.84)
34 g, chromic anhydride 4 g, and water to 100 g. The electropolishing mode was Upost = 12 V, current density was
2.5 A/dm2, temperature was 80–90 ◦C, and duration was 2–3 min. The anodization of the samples was carried out
in 2 and 20 % solutions of sulfuric acid at 20 ◦C, Upost = 12 V, and current density of 2 A/dm2 in potentiostatic
mode. The anodization parameters are described more detail in [13–21]. The anodizing duration amounted from
10 to 300 min. For the chosen mode and duration of aluminum anodization, layers from ≈200 nm to ≈85 µm,
respectively, were formed on its surface.

Deposition of copper particles was performed electrochemically by the current of alternating polarity
Ualter =12–14 V and a current density of 0.2–0.5 A/dm2 (potentiostatic regime) from an electrolyte with the
following composition: copper sulfate 50 g/L, magnesium sulfate 20 g/L, and sulfuric acid (up to pH = 1). Treat-
ment time was 3–4 min. Further treatment of layers containing copper nanoparticles in solutions of silver nitrate
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and gold tetrachloride to form silver and gold nanoparticles by exchange reactions was done from solutions of the
following composition: for Ag, silver nitrate 1 g/L, sulfuric acid (to pH = 2); for Au, chloroauric acid (HAuCl4)
1 g/L, sulfuric acid (up to pH = 1–2). Treatment time was 3–4 min.

The adsorption of rhodamine 6G molecules on NAO films in most cases was carried out from a solution with
a concentration C = 10−3 mol/L, which is the optimal value.

In order to obtain the images of pores with a superhigh resolution, we used a Zeiss MERLIN VP Compact
scanning electron microscope with a resolution of 5 nm, which works at 20 kV.

In order to measure the laser-generation spectra, we used an Avantas (AvaSpec-1024) spectrometer with a
resolution of 0.4 nm in a wavelength range of 235–735 nm. In the pulsed mode, we used an Nd:YAG laser LOTIS
TII (model LS2147) as a source of the laser generation excitation in the samples. The measurements were carried
out by single pulses on the second harmonic (wavelength λex = 532 nm), pulse energy E from 0 to 90 mJ, and
pulse duration t = 20 ns.

3. Results and discussion

3.1. Formation of selective optical nanoresonators in the NAO films

Formation of nanoresonators in the NAO films is explained by the specificity of chemical deposition; as a
result, an additional effective layer of noble metal is formed on the surface of NAO, which leads to the formation
of the film nanostructure of NAO, like the structure of a Fabry-Perot nanointerferometer (Fig. 1).

FIG. 1. Scheme of selective nanoresonator in the NAO film, similar to the structure of Fabry–
Perot nanointerferometer

According to electron microscopy studies (see Fig. 2), alumina films have a high pore density. The pores are
close to each other, have a wall thickness from 7 to 10 nm and a diameter of about 9–14 nm. As can be seen
from the Fig. 2, the NAO films have the hexagonal (honeycomb) structure of arrangement of pores. The formed
silver nanoparticles have a diameter from ≈5 to ≈85 nm and are located predominantly on the surface or near the
upper boundary of the porous layer (see Fig. 2). Silver nanoparticles being reduced on copper inside the pores are
released from the pores and localized on the surface. According to the general opinion, metal electrodeposition
in NAO occurs within the alumina pores and starts at the bottom part of pores [22]. However, according to the
electron-microscopic image (Fig. 2), during the chemical deposition, silver nanoparticles cover open ends of pores
on the surface of the film. The process of directed diffusion migration of silver nanoparticles during chemical
deposition of the latter can explain this fact. Silver cations are reduced within the pores on copper particles, copper
being oxidized to the monovalent state. At the same state, intermediate solvated contact pairs of cations Cu+

bonded to an Ag0 atom are formed in a NAO narrow pore with a diameter of about 9–14 nm. Since these pairs
have the same positive charge, the Coulomb repulsion facilitates their directional diffusion from the bottom of the
pore to its surface. This leads to the formation of nanoparticles of noble metals predominantly on the surface of
the NAO film or near it. Possible chemical reactions are shown on the scheme below:

Cu0 + Ag+ −→ (Cu+,Ag0)solv, (1)

(Cu+,Ag0)diffusion−−−−−→(Cu+,Ag0)nsolv, (2)

(Cu+,Ag0)nsolv −→ Ag0n + Cu+n , (3)

Cu+n + Ag+n −→ Cu+2
n + Ag0n, (4)
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FIG. 2. Electron microscopic photograph of superhigh resolution of the film of NAO (top view;
hexagonal structure of arrangement of pores)

Cu+n −→ Cu0n + Cu+2
n . (5)

Reactions (3)–(5) occur on the film surface. Disproportionation of intermediate Cu+ cations again yields Cu0

atoms (step 5), which actively reduce silver cations not inside but on the surface of the pores and reactions (1)–(5)
repeated with subsequent aggregation of silver nanoparticles on the surface of the NAO film. Similar reactions
occur in the case of chemical deposition of gold. Thus, the process of chemical deposition of noble metals on NAO
with electrochemically predeposited copper nanoparticles leads to a redistribution of nanoparticles of noble metal
from the bottom and walls to the top part of pores. A thin surface layer enriched with Ag or Au nanoparticles
makes a high contribution to the imaginary part of the complex refractive index due to the nature of the Plasmon
absorption of light by nanoparticles; therefore, the reflection coefficient of the surface layer increases as compared
with a pure NAO film. A nanoresonator in which practically ideal conditions are created for multiple beam passing
is formed automatically. Formation of the nanostructure of such a Fabry-Perot nanointerferometer increases the
number of rereflections within the layer of NAO film, which increases the gain of active medium (active medium is
NAO film activated with rhodamine 6G). As can be seen from the Fig. 2, large silver nanoparticles are distributed
on the surface of NAO at the distance of about 30–250 nm; i.e., the film is not continuous and pores are available
for penetration of dye (rhodamine 6G) molecules.

In our case, the phenomenon of the formation of the surface film of noble metal is unusual because it occurs
spontaneously by redistributing the metal nanoparticles from the bottom of pore to its surface during the chemical
reduction of a salt of noble metal on the electrochemically metallized NAO. Technically, the process of applying of
the surface metal film by immersing of the metallized NAO film in a solution of noble metal salt is considerably
simpler to perform than to carry out the vacuum deposition of a metal film.

The reflection spectra of the alumina films with deposited silver (solid line) and gold (dotted line) nanoparticles
in reference to aluminum mirror are shown in Fig. 3. It can be seen the effective reflection region for silver and
gold is observed at λem = 572 nm (a wavelength of the generated laser radiation). From Fig. 3 it is evident
that gold and silver have a relatively effective selectivity. In the case of gold the wavelength of 572 nm is
reflected in ∼2.4 times better than a wavelength of 532 nm; i.e., R(Au)572nm/R(Au)532nm ≈ 2.4, where R is the
reflection intensity. With silver the situation is similar; R(Ag)572nm/R(Ag)532nm ≈2.5. This allows the use of
nanoparticles of gold and silver as the mirrors of the nanoresonator for amplifying of the generated laser radiation
(λem = 572 nm).

3.2. Generation of laser radiation by NAO film with selective optical nanoresonator formed in the
porous structure

In the absence of an external resonator, the generation of laser radiation by NAO film with natural selective
nanoresonator formed into the porous structure was obtained. Fig. 4 shows the spectrum of laser radiation
generation by the film of NAO activated with rhodamine 6G with internal nanoresonator. The generation occurs
at a wavelength of 572 nm The line half-width is narrow and amounts to ∆λFWHM = 9 nm. It is important
to note that a component of spontaneous radiation is completely absent in the induced radiation spectrum. The
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FIG. 3. Reflection spectra of the alumina films with deposited silver (solid curve) and gold
(dotted curve) nanoparticles

FIG. 4. Spectrum of laser radiation generation by the film of NAO activated with rhodamine 6G
with internal natural nanoresonator

absence of a spontaneous radiation component indicates the efficient pumping of the energy from the contour of
the luminescence spectrum into a line of generation, which, for example, was not achieved in [11]. The transition
from the photoluminescence to laser generation by the full absence of a spontaneous component occurs at a value
of impinging radiation power density of about Pw ∼1 MW/cm2 By taking into account small sample thickness and
low quality of the internal nanoresonator, this value can be considered small.

4. Conclusion

Thus, in this work we have obtained and studied the generation of laser radiation by nanostructured solid
active elements based on the films of nanoporous aluminum oxide with natural selective optical nanoresonators.
Chemical deposition of noble metals leads to a redistribution of nanoparticles from the bottom to the top part of
the nanoporous layer. This method achieves a sharper Fabry–Perot interference in a layered structure and reduces
generation threshold more than two fold. The experiments have shown that the value of the generation threshold
decreases to ∼1 MW/cm2, when nanoresonator is formed into the porous structure. In the absence of an external
resonator, the generation of laser radiation with natural selective optical internal nanoresonator is obtained for the
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first time. In this case, the background of spontaneous luminescence is completely absent in the laser generation.
The absence of a spontaneous radiation component indicates the efficient pumping of the energy from the contour
of the luminescence spectrum into a line of generation. As a rule, this is inherent in solid lasers, like Nd:YAG, but
in our case this phenomenon is observed in the solid element activated with an organic dye, which indicates the
high quality of the obtained nanostructured solid elements approaching solid lasers in their properties.

Possible applications include micro/nanoscale lasers with indirect electrical pumping by laser diodes.
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We report the application of porous polypropylene hollow fiber membranes with 100×500 nm slit pores in membrane contactor for air

dehumidification using triethylene glycol (TEG) as an absorbent. Experiment geometry with gas flow through the lumen of fiber and absorbent

circulated on the shell side was utilized to enhance water vapor stage cut. The influence of gas flow rate, liquid circulation rate and water

content in triethylene glycol solution on the performance of membrane contactor was studied. The obtained results reveal that the limiting step

of water vapor absorption for lumen gas flow configuration is the diffusion of water into TEG volume. Using dry TEG solution and high

circulation rate the dew point of feed gas can be decreased down to ∼ −30 ◦C for the membrane contactor performance of 30 – 60 l/(m2h),

while with reducing dew point requirements to −10 ◦C the performance of the contactor over 1 m3/(m2h) is achievable.
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1. Introduction

Gas dehumidification is known as one of the most common technical tasks required in various industrial
applications, such as natural gas treatment, air drying, pneumatic fluids conditioning, etc. Dehumidification can be
accomplished using cooling cycles [1], including those based on vapor capillary condensation effect [2, 3], vapor
absorption [4] or adsorption [5] with desiccants and exploiting membrane separation equipment [6]. Among the
methods mentioned, gas, dehumidification by vapor absorption with hygroscopic liquids gained most widespread
use due to low energy consumption, the absence of water droplets and its high efficiency.

Two types of hygroscopic liquid absorbents are applied commonly for water vapor capture: aqueous solutions
of hygroscopic salts (such as, LiCl, LiBr or CaCl2) which are typically utilized for humidity control in residential
or commercial buildings and di- or triethylene glycols (DEG or TEG) used primarily for industrial facilities. The
main disadvantages of salt solutions are related to corrosion and salt crystallization [7]. The utilization of salt
solutions for apartment air dehumidification is governed by the absence of desiccant pick-up due to the much
lower salt vapor pressure in comparison with glycols [8]. Moreover, the comfort humidity values for working and
living spaces is ranges from 30 % to 60 %. These humidity values can be achieved by using salt solutions and
there is no need to utilize strong absorbents like TEG. At the same time, technological applications, such as gas
pipeline transport, air compression for pneumatic systems required very low due point values from −60 ◦C to
−40 ◦C, which can be achieved only by using 99.99 % TEG as a desiccant [9].

Typically gas dehumidification is realized by direct gas-liquid contact in packed columns or bubble towers [4].
However, the interfacial contact area of those contactors depends strongly on the operation conditions, such as
flow rate or operating pressure. Tight control of the operation parameters is required to avoid foaming, channeling,
flooding or unloading of the dehumidification columns. Gas-liquid membrane contactors where the liquid and gas
phases are separated by a semipermeable membrane (especially hollow fiber membranes) were suggested as an
alternative technology for overcoming drawbacks of direct gas-liquid contactors [10–12]. Moreover, utilization of
membrane contactors allows to increase interfacial contact area over 2000 m2/m3 compared to 50 – 600 m2/m3

typical for classic contact devices [13].
Membrane contactors are generally divided into two groups: non-porous contactors (usually having an asym-

metric structure with selective layer) and porous contactors. Despite providing much better isolation of contacting
phases, non-porous contactors generally have much lower permeability for the target components, resulting in pro-
portional growth of capital and operational costs in industrial uses. In the case of porous contactors, the gas-liquid
interface is formed at the pore necks. Depending on the membrane’s hydrophobicity and the type of absorbent, the
diffusion of gas molecules or diffusion of absorbed molecules in the liquid occurs within the pores. In the second
case, the resistance of membrane is significantly higher due to lower diffusivity in liquid phase in comparison with
the gas phase. This necessitates the use of hydrophobic membrane material for dehumidification issues.
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The first demonstration of air drying by membrane contactors was reported by Isetti and Nannei using LiCl
and CaCl2 saturated solutions as absorbents [14]. Further studies of heat and mass transfer in membrane contactors
during dehumidification with aqueous LiCl have been performed by Zhang et al. [15–17]. In contrast, until now,
only a little attention has been paid to membrane contactor dryers with DEG or TEG absorbents [18,19]. Moreover,
all reports found in the literature consider contactors with absorbent flowing to the lumen side of fibers and gas
flowing from the shell side. Despite the fact that using lumen liquid in hollow fiber seems logical from a practical
viewpoint, as the feed stream flux generally exceeds that of absorbent many times, this configuration significantly
decreases the probability that gas molecules will be drawn into the pores of membrane. This potentially leads to
incomplete removal of absorbate and failure to achieve equilibrium vapor pressure. Moreover, the usage of lumen
liquid requires the use of powerful pumps to push viscous absorbent through small-diameter fibers.

Thus, in the present study, we report the use membrane contactors with opposite configuration: gas flowing
in the lumen side of fibers and absorbent flowing over the shell side. Hydrophobic polypropylene (PP) hollow
fiber was used in contactor to avoid filling the pores with a liquid. TEG was applied as an ultimate absorbent
allowing the attainment of minimal humidity levels. A schematic representation of the dehumidification process is
provided in Fig. 1a. The effects of gas and liquid flow rates as well as TEG water content on the performance of
polypropylene hollow-fiber membrane contactor were elucidated.

FIG. 1. Scheme of membrane contactor dehumidification process (a) and experimental setup for
air dehumidification (b)

2. Experimental

Nanoporous polypropylene hollow fiber membranes were supplied by Zena S.R.O. (Czech Republic). A
schematic diagram of air dehumidification setup is represented in Fig. 1b. The flux of compressed air was
controlled with two mass-flow controllers SLA5850 (Brooks, USA). Air was saturated with water vapor in the
humidifier by direct air-water contact. Air temperature and humidity on the inlet and outlet of membrane contactor
was monitored by HIH-4000 (Honeywell, USA) sensors. The dew point temperature of treated air was also
determined by dew-point hygrometer TOROS-3VY (Ukraine). Lumen side (gas) and shell side (liquid) pressures
were controlled by Carel SPKT00E3R pressure transducers and kept at required values to avoid bubble formation
in liquid and penetration of liquid droplets into the air stream. A peristaltic pump (BT300-2J, Longer Pump Co,
China) was used for TEG circulation. At each run fresh TEG with purity higher than > 99.5 % was used. All
dehumidification experiments were carried using feed air with relative humidity 95 – 97 % at the temperature
of 23 ◦C. To ensure the steady state conditions of absorption were achieved, every measurement was performed
3 times in 30 minute intervals.

To characterize contactor performance, two major parameters of contactor devices (water absorption flux and
water vapor stage cut) were extracted for each experimental conditions:

J =
Qin · Psat(H2O)

Pin
·RHin −Qout · Psat(H2O)

Pout
·RHout

S
,

where J – water absorption flux [mol/m2], Qin and Qout – inlet and outlet gas flux, respectively, RHin and
RHout – inlet and outlet relative humidity, Psat – saturated water vapor pressure at given temperature (calculation
was performed via Antoinie Equation with coefficients determined by Stull [20] for temperature below 0 ◦C and
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TABLE 1. Characteristics of PP membrane contactor

Parameter

Fiber outer diameter, mm 0.31

Fiber inner diameter, mm 0.24

Average pore size, nm 200

Porosity, % 45

Module length, cm 50

Number of fibers in module 1200

Module contact area, m2 0.584

coefficients determined by Bridgeman and Aldrich [21] for temperature above 0 ◦C), Pin and Pout – inlet and
outlet air pressure and S – membrane area:

η =
Qin · Psat(H2O)

Pin
·RHin −Qout · Psat(H2O)

Pout
·RHout

Qin · Psat(H2O)
Pin

·RHin

,

where η – water vapor stage cut.
Membrane surface and porous structure were characterized by scanning electron microscopy (SEM) using

Supra 50VP instrument.

3. Results and discussion

Micrographs of polypropylene hollow-fiber are represented on Fig. 2. Membrane porosity is represented by
slit-like pores with sizes of 100× 500 nm (average pore size ∼ 200 nm), typical for hot-stretched polymers. Such
geometry of the pores can be considered optimal for providing maximal contact area while maintaining small pore
sizes in the membrane. The last parameter is crucial to maximize critical pressure difference needed to overcome
capillary forces for polymer wetting or bubbling at the gas-membrane-liquid interface. General characteristics of
hollow fiber membrane and membrane contactor module are listed in the Table 1.

FIG. 2. Micrographs of individual hollow fiber cross-section (a) and enlarged view of membrane
external surface (b)

The experiments n air dehumidification were started with revealing the role of humid air flow rate on the
membrane contactor performance. Water vapor stage cut and vapor flux through the membrane show a strong
dependence of residual water content on the air flow rate in the 300 – 3500 ml/min range (Fig. 3). Notably, the
attained water dew point temperature in the retentate goes below −28 ◦C, illustrating efficiency of the lumen gas
configuration as compared to earlier reports [19]. Increasing the gas flux leads to an increase in the water dew
point and water vapor stage cut. To determine the limiting stage of absorption process, we have extracted the flux
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of water absorbed in the contactor (Fig. 3b) and compared the values with theoretical diffusion flux through the
membrane. The diffusion flux of vapor was estimated using Knudsen diffusion mechanism [22] and the assumption
that the membrane pores were filled with gas and absorption occurred at the external surface of fibers:

J = −DKnudsen
PH2O,air − PH2O,TEG

L ·RT
,

where PH2O,air – partial pressure of water vapor in the inlet air, PH2O,TEG – equilibrium pressure of water
vapor at the triethylene glycol-air interface at a given water content in a liquid (for TEG concentration 99.8 % the
equilibrium partial pressure equals 0.0177 mol/m3), L – membrane thickness, R – gas constant, T – temperature,
DKnudsen – Knudsen diffusion coefficient, determined as:

DKnudsen =
εd

3τ

√
8RT

πM
,

where ε is the membrane porosity, d – average pore diameter, τ – pore tortuosity, M – water molecular weight. The
estimated value of tortuosity in hot-stretched PP membranes was suggested to equal 2 [23]. The resulting Knudsen
diffusion coefficient for average pore diameter of 200 nm and porosity of 0.45 is valued as 8.88 ·10−6 m2/s. Using
the value with experimental partial pressure of water in humid air of 1.17 mol/m3, equilibrium partial pressure over
99.8 % TEG solution of 0.0177 mol/m3, and membrane layer thickness of 35 mm, one can estimate the water flux
through the membrane in Knudsen regime as 0.293 mol/(m2s). The derived flux exceeds experimental value by
three orders of magnitude, suggesting absorption reaction or absorbent feed to be the limiting step of the process.

FIG. 3. Effect of gas flow rate on the water vapor stage cut, outlet gas dew point (a) and
water vapor absorption flux (b). Inlet relative humidity – 96 % at 23 ◦C, TEG circulation rate
1000 ml/min and concentration 99.8 %

To check the effect of absorbent flux on the performance of membrane contactor, experiments with TEG
circulation rate ranging from 166 ml/min to 1000 ml/min were carried out (Fig. 4). Moderate influence of TEG
circulation rate on water vapor stage cut and dew point temperature of retentate flow was revealed. Increasing the
circulation rate ∼ 7 times leads to increase the absorption flux of only 5 %. This can be explained by a laminar
flow of absorbent in the membrane contactor – for the given size of absorber (the inner diameter of 40 mm and
the length of 400 mm) liquid velocity is ranged from 0.002 to 0.012 m/s. These results suggest water diffusion
into TEG volume to be a limiting stage of absorption process.

As the partial pressure of water vapor is strongly affected by H2O content in TEG, we have analyzed the role
of this parameter on the contactor efficiency. Increasing water content in TEG solution leads to drastic decrease
of water vapor stage cut and increase of dew point temperature of retentate due to growth of equilibrium water
vapor pressure over the absorbent (Fig. 5). Nevertheless even at 3 % water content in TEG, the dew point of the
retentate is reduced to relatively low value of 4 ◦C with vapor stage cut over 50 %. Thus water pressure over
contacting liquid is seemed to be key parameter for the contactor performance. Notably, the outlet gas dew points
were found relatively close to equilibrium values, especially in case of high vapor humidity [9]. This illustrates an
efficiency of the proposed method for gas dehumidification. Using a lean TEG solution and a high circulation, the
rate dew point of feed gas can be decreased down to −30 ◦C for the contactor performance of 30 – 60 l/(m2h).
This result demonstrates that membrane contactors with shell side flow of TEG can be utilized for air and natural
gas dehumidification.
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FIG. 4. Effect of absorbent flow rate on the water vapor stage cut, outlet gas dew point (a) and
water vapor absorption flux (b). Inlet relative humidity – 96 % at 23 ◦C, gas flux – 2200 ml/min,
TEG concentration 99.5 %

FIG. 5. Effect of TEG concentration on the water vapor stage cut, outlet gas dew point and
equilibrium dew point for TEG with given concentration. Inlet relative humidity – 96 % at
23 ◦C, gas flux – 2200 ml/min, TEG circulation rate – 1000 ml/min

4. Conclusions

Thus, porous hollow-fiber membrane used in gas-liquid membrane contactors with lumen gas flow configura-
tion can be successfully utilized for air dehumidification using the triethylene glycol as a desiccant. Examination of
feed gas flow, absorbent circulation rate and TEG water content effects on water vapor transport through membrane
reveal partial water pressure over absorbent at gas-liquid interface to be the key parameter for the contactor per-
formance, while diffusion of dissolved water into glycol volume appears as a limiting stage of absorption process.
Utilization of dry TEG solution at high absorbent circulation rates allows one to decrease the dew point of the
feed gas down to ∼ −30 ◦C from 96 % humidity level at standard conditions. These results reveal the potential
of using porous membrane contactors with lumen gas flow configuration for air dehumidification and natural gas
conditioning for pipeline transport.
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Nanostructured hybrid Ni–CNx films were grown by magnetron sputtering of a composite graphite-nickel target. Atomic force microscopy

showed the clustered nature of the films deposition on the substrate surface: a relatively high pressure in the low-temperature magnetron plasma

made it possible to form the Ni@CNx nanoclusters type “core-shell”, where metallic nickel is the core and carbon nitride is the shell. When

studying the role of carbon in the formation of the structure and properties of Ni@CNx nanoclusters, it was established that the saturation

magnetization 4πMs of nanoclusters drops sharply with a carbon content above 30 at.%. The reason is the formation of an increasingly

saturated solid solution of carbon in nickel. At a carbon concentrations above 38 at.%, amorphous Ni–CNx nanoclusters are formed in the

magnetron plasma, which are deposited on the substrate. An increase in the substrate temperature leads to the crystallization of Ni atoms, and

the C and N atoms are forced out onto the surface of the nickel core, forming an array of Ni@CNx elements.
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1. Introduction

Carbon nanomaterials have unique physical and chemical properties [1, 2]. In recent years, attention has been
drawn to the so-called hybrid nanomaterials with metal encapsulated in a carbon shell (Me@C) [3]. The carbon
coating covering the ferromagnetic metal not only provides protection against mechanical damage, but also protects
it from oxidation. Due to this, the limits of the potential application of such materials are expanding [4]. Areas of
use of material such as Me@C: as magnetic recording devices, medical diagnostics and “transportation” of drugs
in the human body [5], nanocontainers for the storage of metallic materials [6], etc. There are many methods
for obtaining metallic materials coated with a carbon shell: laser ablation, arc method, chemical vapor deposition,
evaporation by condensation from the gas phase, plasma-chemical deposition [7,8]. The above methods of obtaining
Me@C hybrid structures are mainly high-temperature. In this paper, we propose a magnetron sputtering method
(compatible with semiconductor technologies) that does not require high temperatures. Its positive factor is the
relatively high pressure of the buffer gas, which leads to the formation of nanoclusters [9]. The use of a composite
target makes it possible to obtain nanocluster type “core-shell”. In this case, the metal is the core, and the carbon
is the shell. The physical and chemical properties of such nanoclusters are strongly dependent upon the structure
of the core and the shell.

The purpose of this work was to study the role of carbon in the formation of the structure and magnetic
properties of Ni@CNx nanoclusters at reactive magnetron deposition on a cold substrate, and also its modification
upon heating during growth.

2. Experiment

Nanostructured film structures of the Ni–C system doped with N were obtained by magnetron sputtering
of a composite nickel-carbon target in an argon atmosphere with nitrogen admixture on quartz and cover glass
substrates. The plasma power did not exceed 20 W, the buffer gas pressure was 26 Pa. The surface morphology
of the films was investigated by atomic force microscopy (AFM) using the Ntegra probe nanometer laboratory of
the energy dispersive spectrometer INCA Penta FETx3. X-ray analysis of the obtained samples was carried out on
a DRON-3 installation in CoKα-radiation. The saturation magnetization of the material of the films was measured
by means of an induction-frequency installation by the change in the resonant frequency ∆F ∝ ∆M = f(H) of
the oscillatory circuit into the coil of which the sample was placed [10]. The use of an inductive-frequency method
makes it possible to directly measure the saturation magnetization of 4πMS of a ferromagnetic sample [11]. The
saturation magnetization of all samples was determined at room temperature.
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3. Results and discussion

Atomic force microscopy was used to investigate nucleation processes on the growth surface and the morpho-
logy of the surface of growing films. For this purpose, we used polished quartz glass substrates with a roughness
of the order of 1 nm. This made it possible to control the complex morphology of the surface of the obtained
samples with an accuracy also comparable to 1 nm.

As can be seen from Fig. 1a, at the initial stage of growth the substrate surface is covered by cluster elements
of ∼ 10 nm in size in a chaotic order. With increasing growth time, the entire surface of the substrate is covered
by such cluster elements.

FIG. 1. AFM image of the Ni–C film surface after 10 seconds of growth (a) and after 300
seconds of growth (b)

Thus, the study of nucleation processes on the substrate surface shows that in the case of magnetron sputtering,
there is a cluster character of the deposition of Ni–C films: nanosized clusters of sputtering material already formed
in the plasma are deposited on the substrate surface.

The occurrence of clusters is due to the rather high pressure of the buffer gas [9], in our case about 150 mTorr.
This pressure is almost an order of magnitude higher than that usually used in magnetron sputtering experiments
at low powers (∼ 20 W) for the magnetron plasma. As a result, a small region of plasma is characterized by a
sufficiently high concentration of atomized atoms. Due to this, at a relatively low temperature, self-organization
processes begin to occur – the clusters formation in the plasma from the target material and the buffer gas.

When the flow of charged clusters hits a relatively cold substrate, relative to the plasma and the clusters
temperature, there is its “congealing” with the transfer of thermal energy to the substrate. In this case, nucleation
centers of the film are formed, which is observed in AFM studies.

This result requires a rethinking of the growth processes of nanostructured films by the method of magnetron
sputtering and the construction of new models, in particular, growth models of nanocolumns from charged nan-
oclusters. Figure 1b shows 3D images of the surface of the film obtained after 300 sec of growth. A “sharp”
acicular nanocolumnar structure formed by individual nanoclusters is clearly visible.

To determine the role of carbon in the formation of the structure and properties of Ni@CNx nanoclusters,
a series of films differing in carbon content (from 10 to 40 at.%) with an admixture of nitrogen of 5 at.%, was
grown at a constant growth time of 10 min (thickness ∼ 100 nm) without heating substrate.

Analysis of the diffractograms of the obtained films showed that only reflections corresponding to (111), (200)
and (220) planes of the FCC nickel lattice are present. The lattice constant is 3.529 Å, which is close to the value
for the bulk nickel (3.56 Å). The only difference is in some broadening of the X-ray reflexes. This indicates a
relatively small amount of Ni-crystallites, of which films are built. At the same time, the presence of carbon in
the film composition and the absence of nickel oxide indicate, as shown in [3], the presence of a carbon shell
around nickel nanocrystallites. Thus, we obtain in the magnetron plasma nanoclusters of the “core-shell” type
Ni@CNx – a ferromagnetic metal (Ni) coated carbon with an admixture of nitrogen. Nitrogen is necessary for
curving graphene planes, because the presence of nitrogen leads to the formation of pentagons.

Figure 2 shows the dependence of the crystallite size D (determined from the broadening of X-ray reflections)
and the saturation magnetization 4πMS (measured at room temperature) on the carbon concentration in Ni@CNx

nanoclusters (Nx = 5 at.%). We note that the magnetization dependence has a sharply nonlinear character – with
an increase in the carbon concentration (≥ 30 at.%) the magnetization 4πMS falls very rapidly. The crystallite size
also decreases with increasing carbon concentration, but is practically linear. Extrapolation of the 4πMS = f(C)
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curve to the zero magnetization value yields C = 37.5 at.%, at which the film is not magnetically ordered at all.
The crystallite size is about 8 nm. With an increase in carbon concentration (∼ 38 at.%) the films become X-ray
amorphous.

FIG. 2. Dependence of the crystallite size D and the saturation magnetization 4πMS on the
carbon concentration C in nanoclusters Ni@CNx

To determine the effect of substrate temperature on the structure and magnetic properties of Ni@CNx nano-
clusters, three series of films were grown, differing in the ratio of C/Ni atoms (A series – 30/70, B series – 40/60
and C series – 60/40) up to 100 nm thick.

Figure 3a shows the dependences of the Ni nanocrystallites size D (estimated from the broadening of X-ray
reflections by the Debye-Scherrer formula) of nickel-carbon films of series A from the substrate temperature TS .
With increasing TS , the crystallite size D increases smoothly and has different values for reflexes (111) and (200).
It should be noted that there is practically no such difference at low temperatures. This indicates that at low
temperatures the clusters deposited on the substrate have a predominantly spherical shape. And also, an increase in
the size D of nanocrystallites in comparison with their size at a lower temperature makes it possible to state that
the growth is due to diffusion processes during the temperature effect of the substrate.

Figure 3b shows the dependence of the Ni nanocrystallites size D of nickel-carbon films of series B on the
substrate temperature. It can be seen that with increasing temperature, the size of nanocrystallites also increases.
There is some specific substrate temperature Tcr of about 80 ◦C, below which the size of the nickel particles
approaches zero. It should be noted that in the temperature range of the substrate TS 125. . . 220 ◦C, the size of
the crystallites practically does not change, and then sharply goes up, presumably due to the fusion of individual
clusters due to diffusion processes.

Figure 3c demonstrates the effect of substrate temperature TS during film growth on the saturation magneti-
zation 4πMS for the films of A, B and C series. As we can see, films of group A exhibit ferromagnetism even
when deposited on a cold substrate. A slight increase in 4πMS with an increase in the substrate temperature TS
can also be easily explained by the size effect [11] associated with the growth of the crystallite size D (Fig. 3a).
These results are in good agreement with the notion that, at low carbon concentrations, clusters deposited on the
substrate have a structure of the “Ni-nanocrystallite/C-shell” type [3]. Moreover, they are formed in a magnetron
plasma by crystallization of nickel atoms inside an amorphous nickel-carbon cluster. With increasing substrate
temperature, the size of the nickel core of the cluster grows, due to diffusion processes on the substrate surface (see
Fig. 3a) and the saturation magnetization of crystallites 4πMS also increases (see Fig. 3c). It is clear that when
the size of Ni crystallites at a temperature TS ≈ 300 ◦C reaches macroscopic values, the value 4πMS approaches
the magnetization of bulk nickel.

At the same time, the films of group B and C with higher carbon contents were non-magnetic when deposited
on a cold substrate. They began to exhibit ferromagnetism only when deposited on heated substrates. Moreover,
with an increase in the C/Ni ratio, the specific temperature Tcr of the onset of ferromagnetism increases: at
C/Ni = 40/60Tcr ≈ 80 ◦C, at C/Ni = 60/40Tcr ≈ 160 ◦C.

We see that as the carbon concentration in the series B and C films increases, the magnetization decreases,
in full accordance with the model [12–14], suggesting the formation of an increasingly saturated solid solution of
carbon in nickel. Subsequently, as the substrate temperature rises, the nickel phase in the nanoclusters crystallizes
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FIG. 3. Influence of substrate temperature on the nickel nanocrystallites size in films of various
groups (a, b). Dependence of the saturation magnetization 4πMS on the substrate temperature (c).
Bann – films of group B after annealing

first, and the more carbon in the cluster, the smaller the magnetization of the nickel crystallite and its smaller
size (see Fig. 2, Fig. 3b and Fig. 3c). This process takes place in the temperature range of the substrate TS 80 –
180 ◦C for B-group films and TS 160. . . 250 ◦C for C-group films. At higher TS , due to the diffusion processes
on the substrate and the release of carbon from the saturated solid solution of carbon in nickel, a fusion of separate
clusters occurs into a common nickel core covered with a carbon shell and, correspondingly, an increase in the
magnetization. To confirm such a model, we performed an experiment on annealing samples of group B. The
experiment was carried out in air at a temperature of 350 ◦C for 10 min. The experimental results are shown in
Fig. 3c (curve Bann). As we see, the curve Bann fixes the increase in magnetization after annealing for samples
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obtained at low substrate temperatures. Thermal annealing of the samples to accelerate the decomposition of the
supersaturated solid solution of Ni(C) confirms the diffusion mechanism of growth of nickel crystallites at high
substrate temperatures. An increase in the size of the Ni crystallites is also evidenced by calculations based on
X-ray data of the characteristic size D for samples of group B subjected to the above annealing. These data are
presented in Fig. 3b, the curve Bann.

Thus, at a low carbon concentrations, a metastable supersaturated solid solution of Ni(C) is formed first in the
magnetron plasma. The supersaturated solid solution decomposes into nickel and pure carbon with the displacement
of C atoms to the surface of the nickel crystallite, forming a nickel nanocluster with a carbon shell Ni@C [12–14].

4. Conclusions

The obtained results make it possible to draw the following conclusions. At high C/Ni ratios, the nickel-
carbon clusters formed in the plasma are amorphous formations in the form of a mixture of Ni and C atoms. When
deposited on a cold substrate, such clusters form nonmagnetic films. At substrate temperatures above Tcr, a weakly
magnetic supersaturated solid solution of Ni(C) begins to form. Then, the supersaturated solid solution decomposes
into nickel and carbon doped with nitrogen, forming a nickel nanocluster with a carbon shell. In this case, the
solid solution can partially or completely decay, reducing the concentration of carbon in the metallic core [12,14].
Further annealing, as shown by our experiments, leads to a significant additional decay of the system.

At low C/Ni ratios, ferromagnetic nickel-carbon nanoclusters of the “core-shell” type are already formed in
the plasma. The mechanism of formation for such nanoclusters is caused by the formation of supersaturated solid
solutions based on Ni(C) and its subsequent disintegration into pure nickel in the core and the formation of a
carbon coating on the surface of the nanoparticles.
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Fractal analysis has emerged as a potential analytical tool in almost all branches of science and technology. The paper is the first report of

using fractal dimension as a surrogate technique for estimating particle size. A regression equation is set connecting the soot particle size

and fractal dimension, after investigating the Field Emission Scanning Electron Microscopic (FESEM) images of carbonaceous soot from five

different sources. Since the fractal dimension is an invariant property under the scale transformation, an ordinary photograph of the soot should

also yield the same fractal dimension. This enables one to determine the average size of the soot particles, using the regression equation, by

calculating the fractal dimension from the photograph. Hence, instead of frequent measurement of average particle size from FESEM, this

technique of estimating the particle size from the fractal dimension of the soot photograph, is found to be a potentially cost-effective and

non-contact method.
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1. Introduction

The science of fractal geometry has emerged as a potential analytical tool in almost all branches of science
and technology. Fractal analysis is the mathematical method put forward by the polymath Benoit Mandelbrot for
quantifying the complex structures and figures [1]. The beauty of this analytical method lies in the fact that it
assists in finding the hidden connections and relations existing between different areas of science, mathematics,
and art. Fractals are found everywhere in nature [2, 3]. The scale in which we zoom the image determines the
quality of results. The self-replication of objects while zooming differentiates a fractal and a non-fractal object.
This technique is used in the chaos theory, to solve the unpredicted problems in an entirely different way, as well
as in many dynamic systems [3]. Even though fractals seem complex in nature, they are self-similar structures
formed by repetition of simple processes again and again [4, 5]. This nature of fractals is greatly exploited in
the determination of the benign and malignant breast cancer with higher levels of accuracy and in studying the
morphology of galaxies [6–8].

A fractal dimension is the non-integral numerical value which gives the statistical complexity of a fractal
image. It is usually expressed as Hausdorff–Besicovitch (HB) dimension (D) which is a mathematical dimension
that measures how much space is occupied by the object between Euclidean dimensions [9]. Various methods
have been developed for calculating the fractal dimension. Some of the methods are the box-counting method,
the successive squares method, the pair-correlation method etc. [10]. In all the methods, the variation of fractal
dimensions with the measurement of fractals at different degrees is of concern [1].

Fractal geometry is recently used in the determination of morphological, optical, and thermoelectric character-
istics [11] of various nanostructured materials. Such nanostructured materials had been of great interest recently
due to their remarkable applications in every field of science and technology. The physical, chemical, electrical,
mechanical etc., properties of nanostructured materials are dramatically different when compared with the bulk
materials of the same compositions [12–14]. The clusters, molecules, crystallites are various forms of these ma-
terials. Carbon nanoparticles are one class among the widely explored nanostructures that have gained significant
attention in the twenty-first century as a promising material due to its high thermal and electrical stability, bio-
compatibility, high tensile strength, etc. The quality and quantity of the CNPs synthesized depends on the raw
materials or resources used for the synthesis along with the synthesis procedure adopted. So far, many methods
have been developed for the synthesis of CNPs, including laser ablation, chemical and physical vapor deposition,
pyrolysis, combustion, electrolysis, ball milling, etc. [15]. The present work describes the synthesis of CNPs by
the cost-effective combustion method and a new technique of particle size estimation from the fractal dimension
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of the photograph of the carbon soot. An attempt has also been made to correlate nature of combustion, particle
size, structural forms of CNPs, and fractal dimension.

2. Experimental methods

To understand whether there is any structural and morphological change in the CNPs in the soot, fractal
analysis is conducted. CNPs are synthesized from various sources such as ghee, coconut oil, sesame oil, diesel,
and camphor. All these sources are various combinations of saturated, monosaturated and polyunsaturated fatty
acids. The high temperatures present during synthesis enables controlled incomplete combustion, resulting in the
formation of carbonaceous soot particles.

The samples are purified by liquid phase oxidation method. The sample is mixed with an acidic solution
containing nitric acid and sulfuric acid (99.9 %, Sigma–Aldrich) in the ratio 3:1 and ultrasonicated using Scientech
SE-366 for 20 minutes. Then the mixture is filtered through a Whatman 41 filter paper, washed four times with
distilled water, quenched with ice-cooled water followed by addition of sodium hydroxide for basic neutraliza-
tion [16]. The resulting mixture is then filtered again using a Whatman 42 filter paper after washing four times
with distilled water. These samples are dried and ground in a ball milling unit. The particles are characterized
by Nova Nano FESEM. The geometrically and chemically complex structure of soot particles can be analyzed by
calculating the fractal dimensions from the scanning electron microscopic images of these nanoparticles.

2.1. Box counting method

The most widely used method for obtaining the dimension of self-similar mass fractals [17] in the real world is
the box-counting method. In this method, grids of varying sizes (r) are superimposed on the image to be analyzed
and the number of boxes containing portions of the image are counted (N(r)). N(r) is directly proportional to
r−D. The box-counting dimension is mathematically represented by the logarithmic equation [1, 9]:

N(r) ∝ r−D, (1)

where D is the fractal dimension.
Taking logarithm we get:

lnN(r) = D ln

(
1

r

)
+ constant, (2)

such that lim
r→0

lnN(r)

ln (1/r)
= D.

From the slope of the ln (1/r) vs lnN(r) graph, the fractal dimension (D) can be calculated.

3. Results and discussions

The morphological analysis of the CNPs synthesized from various sources, carried out by the FESEM analysis,
reveals the formation of agglomerated nanosized carbon clusters. The FESEM images of the CNPs formed from
the combustion of ghee, coconut oil, sesame oil, diesel soot, and camphor are shown in Figs. 1 (a)–(e). The carbon
particles obtained ranged from 20 – 150 nm. The nanospheres in the clusters are bound together by the weak
Van der Waal force of attraction. The interaction between the constituent particles was enhanced by any small
spatial fluctuations occurring in the samples. This interactive property of soot particles contributes to the formation
of aggregates and also results in the restructuring of the CNPs which enables the nanoparticles to show various
optical properties. This type of behavior is exhibited by fractals [18]. Depending on the basic source used for the
synthesis the size, agglomerating tendency, etc. will also vary. The variation in the fractal dimension with respect
to these factors can be studied from the FESEM images.

The SEM images shown in Fig. 1 were subjected to fractal analysis by box counting method and the plots of
lnN(r) vs ln (1/r) are shown in Fig. 2. All graphs show high R2 value, indicating a high degree of correlation
between N(r) and r. The fractal dimensions, R2 values, and the particle sizes for CNPs obtained from different
sources are shown in Table 1.

Varying the fractal dimensions of the CNP agglomerates formed in the soot of various hydrocarbon sources
and the size of the agglomerate are shown in Fig. 3. From Fig. 4 it can be seen that the fractal dimension decreased
with increasing agglomerate particle size. The fractal dimension depended on the complexity of the system; the
greater the complexity, the greater the fractal dimension was. The particle size and fractal dimension (D) showed a
strong correlation with R2 value equal to one. Hence, a regression equation connecting the two variables – average
particle size and fractal dimension – can be set up by fitting a curve to the data by the least squares method. The
equation thus set can be used for calculating the particle size from fractal dimension. The closer the value of the
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FIG. 1. FESEM images of CNPs obtained from combustion of (a) ghee; (b) coconut oil;
(c) sesame oil; (d) diesel; (e) camphor

TABLE 1. Fractal dimensions, R2 values, and the particle sizes of the CNPs

Samples Fractal dimension (D) R2 value Particle size (nm) Average particle size (nm)

Ghee 1.5205 0.9703 40 – 90 80

Coconut oil 1.5541 0.9987 40 – 90 65

Sesame oil 1.6426 0.9949 25 – 60 58

Diesel 1.7805 0.9994 25 – 110 43

Camphor 1.8236 0.9932 20 – 60 40
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FIG. 2. The plot of lnN(r) vs ln(1/r) for the samples (a) ghee; (b) coconut oil; (c) sesame oil;
(d) diesel; (e) camphor

correlation coefficient to one, the greater the accuracy is for estimating the particle size. The equation for the best
fit is found to be nonlinear and is given by equation (3):

Particle size = 43298D4 − 293413D3 + 744612D2 − 838785D + 353969. (3)

From Fig. 4 and Table 1, it can be seen that the average particle size formed during combustion is high in ghee
and low in camphor, whereas the fractal dimension is low in ghee and high in camphor. If we analyze the burning
process and soot formation, it can be seen that the probability of incomplete combustion is high in ghee, as it does
not burn easily as compared to oils. This is why the soot particles from ghee carry larger agglomerates. In the case
of camphor, almost complete combustion occurs. Nearly complete combustion leads to the formation of carbon
nanotubes, carbon dots and graphene sheets as reported in the literature [19, 20]. Hence, it can be understood that
when the fractal dimension is low, the particle size in the soot is high and there is a lower probability of forming
carbon nanotubes and graphene.

In order to understand the possibility of estimating the particle size contained in the soot without recording
the FESEM image, the soot particle of all the samples are sprinkled over a white surface, photographed, and
fractal dimension is calculated as it should be invariant under scale transformation. The photographic images of
the soot samples and their lnN(r) vs ln (1/r) plot are shown in Fig. 5. The fractal dimension obtained from the
photographs of soot samples and the particle sizes estimated using equation (3) are given in Table 2. The values
thus obtained were compared with the particle sizes estimated from FESEM analysis.
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FIG. 3. Fractal dimension and average particle size for various samples

FIG. 4. Variation of particle size with Fractal dimension

TABLE 2. Particle size calculated from fractal dimension of the photograph

Sample Fractal dimension
Estimated particle size

using Eq. (3) (nm)
Measured average size

from FESEM (nm)

Ghee 1.7804 41 40–90

Coconut oil 1.6508 57 40–90

Sesame oil 1.7674 44 25–60

Diesel 1.7763 43 25–110

Camphor 1.7982 40 20–60

From Table 2, it can be seen that the particle size calculated from the fractal dimension using equation (3)
falls within the range measured from FESEM analysis. This reveals the potential application of estimating the size
of CNPs from a photograph without recording the FESEM image, once the regression equation is set. In addition,
the fractal dimension gives information regarding the presence of carbon nanotubes, dots, and graphene in the
soot. Thus the fractal analysis of the soot can be used for the structural and morphological characterization of soot
samples. Though the exact structure cannot be identified, information on the presence of carbon nanotubes, dots,
and graphene can be obtained.

4. Conclusion

The present work is the first attempt to estimate the particle size from fractals and thus reveals the potential
of fractal analysis as a surrogate technique for FESEM analysis. The CNPs present in the soot of five different
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FIG. 5. The photographic image and lnN(r) vs ln(1/r) plot of the soot (a) ghee; (b) coconut
oil; (c) sesame oil; (d) diesel; (e) camphor
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sources such as ghee, coconut oil, sesame oil, diesel, and camphor are analyzed to set up the relation connecting
particle sizes and fractal dimension. A fourth order polynomial regression equation is set, relating the particle
size and fractal dimension with the FESEM images of the soot particles of known particle size. To assess the
possibility of estimating the particle size using the regression equation, photographs of soot particles sprinkled
over the white surface are recorded and the fractal dimensions are calculated. Results showed that it is possible
to estimate the size of the CNP using the regression equation. Thus, the technique is found to be a potentially
cost-effective and non-contact method for the estimation of the size of the nanoparticles from ordinary photographs
without recording the FESEM image. The fractal dimension is found to be high for soot that has undergone
nearly complete combustion, where carbon nanotubes, dots, and graphene are formed. In the case of incomplete
combustion, as in ghee, the particle size is high and the fractal dimension is low. Thus, the present method also
opens the possibility of exploring the presence of carbon nanotubes, dots and graphene in the sample. However,
the method has the limitation of finding the size of isolated particles when there is agglomeration. In such cases,
we will obtain the size of the agglomerate. The fractal analysis technique may also be extended to nanoparticles
of other materials.
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A new stable Ti9O10 nanophase (sp. gr. Immm) has been detected by X-ray diffraction (XRD) after high energy ball milling and long-term

vacuum annealing of nanocrystalline powder of nonstoichiometric disordered and ordered titanium monoxide TiOy with B1 structure (sp. gr.

Fm3m). With the help of XRD data, the unit cell of the Ti9O10 nanophase as well as the distribution of atoms and structural vacancies in the

titanium and oxygen sublattices of this phase have been established. The crystal structure of Ti9O10 is derived from that of TiOy by (a) a

migration of the vacancies to the specific crystallographic planes of B1 structure and (b) by orthorhombic distortions. The DFT calculations of

the full energy of the coarse-crystalline phases TiOy and Ti9O10 revealed that the bulk ordered phase Ti9O10 is not preferable in comparison

with the bulk disordered cubic phase TiOy with the same content of vacancies in the sublattices, so, it is the nanostate that causes the formation

of Ti9O10.
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1. Introduction

In the titanium–oxygen system there are many nonstoichiometric phases [1], which are interesting from both
fundamental and practical standpoints. For the examination and application of nonstoichiometry, special attention is
given to nonstoichiometric titanium monoxide TiOy having a wide homogeneity range from TiO0.70 to TiO1.25 and a
high content of structural vacancies in the titanium and oxygen sublattices of the basic B1 structure [2–4]. Structural
vacancies are an inherent part of the structure of titanium monoxide. They determine the concentration and
temperature order-disorder phase transitions [5]. There is substantial documentation in the literature regarding the
formation of different ordered phases with cubic, tetragonal, orthorhombic, hexagonal and monoclinic lattices [4–
10]. The literature data are only available for coarse-crystalline state and often contradict each other. It is known
that in titanium monoxide of stoichiometric composition TiO1.0, at temperatures below 1263 K, a monoclinic
superstructure is formed [4, 6], while at temperatures from 1253 to 1523 K, a cubic ordered phase exists [6]. In
work [7], a model of cubic Ti5O5 superstructure is proposed. The unit cell has a triple spacing as compared
with the unit cell of the basic B1 structure. Recently [8] a new polymorph of titanium monoxide, ε-TiO, was
synthesized. The single crystals of ε-TiO [8] have a hexagonal structure (sp. gr. P62m), which is not B1 derived
but, according to the calculations, is more stable than the ordered monoclinic phase [4,6]. For compositions ranging
from TiO0.7–TiO0.9 at the temperatures higher than 873 K, an orthorhombic superstructure (I222) was reported [2].
However, according to [9], titanium monoxide of substoichiometric composition contains only one ordered phase
with monoclinic structure (sp. gr. C2/m or (A2/m)). In the range TiO1.00–TiO1.50, the following ordered phases
were found: the orthorhombic phase TiO1.20 (sp. gr. Immm, Imm2 or I222) stable below (or at) 1093 K and the
tetragonal phase TiO1.25 (sp. gr. I4/m, I4 or I4) stable below 993 K [6].

The powder standard database (card ICSD #77698) contains a calculated powder XRD pattern for Ti9O10 phase
(sp. gr. Immm) with crystal structure parameters from work [6]. However, in [6], the Ti9O10 is not mentioned. On
the latest Ti–O phase diagram, the Ti9O10 phase (sp. gr. Immm) is also lacking [1]. Thus, at present, we have only
to deal with the calculated Ti9O10 structure and there is no information about the experimentally grown Ti9O10

phase.
Recently, increasing attention is being given to study the effect of small particle size on the stability, properties,

nonstoichiometry and structural characteristics of the compounds during the transition from a microcrystalline state
to a nanocrystalline one (see [11–13] for example). The nanocrystalline state is far from equilibrium because
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of the particles’ large specific surface area and excessive free energy, which is a prerequisite for varying the
thermodynamic characteristics of the system and its properties as a whole. The nanostate offers vast opportunities
for creating a large variety of properties of materials without changing their chemical composition but changing
the size of particles and the manner of atomic ordering [12].

In this regard, the aim of this work was the determination of the changes in titanium monoxide’s crystal
structure during its transition from a coarse crystalline state to a nanocrystalline one.

2. Material and methods

The coarse crystalline samples of titanium monoxide TiOy ≡TixOz , where y = z/x, with an average size
of about 25 µm were synthesized by solid-phase sintering from a mixture of titanium Ti and titanium dioxide
TiO2 powders in vacuum of 10−3 Pa at 1773 K. The synthesized samples of titanium monoxide contained two
phases – disordered cubic phase (sp. gr. Fm3m) and ordered monoclinic phase (sp. gr. C2/m). In order to attain
the disordered state, the samples were annealed in vacuum for 3 h at 1373 K, which exceeds the temperature of
the equilibrium order-disorder transition. Whereupon the ampoules with the samples were dropped into water, the
quenching rate was about 200 K/s. Analysis of the XRD pattern showed that complete disordering in the samples
was not reached, partial ordering retained, and the long-range order degree η of the quenched samples was 0.21 [14].
To achieve the ordered state, low-temperature annealing was carried out at 673 K for 4 h in evacuated (10−3 Pa)
quartz ampoules. After such annealing, the ampoules were slowly cooled to ambient temperature. Analysis of the
XRD patterns revealed that annealing at 673 K allowed production of samples with the long-range order degree of
η = 0.62. Multiparameter characterization of the samples was performed by chemical, spectral, picnometer, X-ray
phase and X-ray structural analyses [10, 15].

Nanocrystalline titanium oxide powders were produced by high-energy ball milling of coarse crystalline tita-
nium monoxide powders in a Retsch PM 200 planetary-type ball mill. The material of the mill balls and cups
was zirconium dioxide ZrO2 stabilized by yttrium oxide Y2O3. The mass ratio between the mill balls and the
powder was 10:1. Isopropyl alcohol was used as a milling liquid, the rotation velocity of the backing plate of
the mill cups was 500 rpm, the duration of milling was 480 min. Along with particle size reduction owing to
grinding crystal lattice, microstrains appeared in the nanoparticles. The small size and microstrain contributions to
the reflection broadening in XRD patterns were determined by the Williamson–Hall method [16,17]. Owing to the
fragmentation of ordered titanium monoxides with near stoichiometric composition, nanoparticles of 20±10 nm in
size with the least microstrains of about 0.3 % were prepared. During the fragmentation of the disordered titanium
monoxides both with sub- and superstoichiometric compositions, the particle sizes were approximately the same,
but the microstrains increased by 3 fold. The method for the preparation of nanoparticles by high-energy milling,
analysis of XRD patterns and determination of the coherent scattering regions were reported in detail in [18].

XRD studies of the powders were performed in CuKα1-radiation on a STADI-P automatic diffractometer
(STOE, Germany) in the Bragg–Brentano geometry by stepwise scanning with (2θ) = 0.02 in the 2 angle interval
from 10 to 120 with a high degree of statistics. Polycrystalline silicon (a = 543.07 pm) was used as external
standard. Phase analysis of the XRD pattern was performed using Powder Cell 2.4 program. For phase identification
the powder standards database ICDD PDF2 (ICDD, USA, Release 2009) was used.

The long-range order parameters of the ordered monoclinic phase were calculated on the basis of the full-
profile analysis results by analyzing of the variation in the intensity of structural and superstructural reflections
before and after heat treatment.

Experiments on annealing of the titanium monoxide nanopowders were performed from 300 to 1200 K in
vacuum of about 10−3 Pa with long-term exposure for complete termination of the processes in the system and for
structure stabilization. The heating and cooling rate was about 1 K/min. After each exposure, we carried out the
X-ray phase analysis to estimate the structural changes occurring after the annealing.

The electronic structure and stability of the bulk Ti9O10 phase were studied using first-principles calculations.
The results were compared with the disordered phase of the same composition TiO10/9. The calculations were
carried out in the framework of the density functional theory [19, 20] with allowance for the exchange-correlation
potential in the generalized gradient approximation (GGA) of the PBE version [21]. The PWSCF code of the
Quantum ESPRESSO software suite [22] based on the plane wave and pseudopotential method was used. The
energy of the plane waves did not exceed 45 Ry. Besides the valence 3d4s states, the semi-core 3s3p states were
included into the titanium pseudopotential.
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3. Results

3.1. The results of the experiment and discussion

Analysis of the XRD pattern of the initially quenched coarse crystalline titanium monoxide sample of stoi-
chiometric composition (TiO1.00) revealed that the sample contains two phases with B1 derived structures: cubic
TiOy (sp. gr. Fm3m) with disordered distribution of the structural vacancies and the ordered monoclinic Ti5O5

(sp. gr. C2/m), the long-range order parameter η being equal to 0.21 [14]. After long-term heating from ambient
temperature to 1200 K, the reflection intensity of the ordered phase Ti5O5 on the XRD pattern has increased.
Analysis of the variation in intensity of the structural and superstructural reflection showed that the long-range
order parameter reached a value of η = 0.54. Thus, slow heating to high temperatures and slow cooling to ambient
temperature made it possible to increase the long-range order degree in the sample with initial strong vacancy
disordering.

According to analysis of the experimental XRD patterns, the annealed crystalline titanium monoxide in the
initial state also contained two phases: cubic TiOy (sp. gr. Fm3m) and monoclinic Ti5O5 (sp. gr. C2/m) (Fig. 1a).
After the series of long-term heating the structure of the sample remained monoclinic. Slow annealing to high
temperatures and slow cooling to ambient temperature allowed an increase in the long-range order degree in
titanium monoxide from 0.62 to 1.00, which corresponds to the maximal long-range order degree.

FIG. 1. The XRD patterns of the titanium oxide powders at ambient temperature: a) initial
microcrystalline annealed powder (phases: I – Ti5O5, II – TiOy); b) milled nanocrystalline
annealed powder (II – TiOy phase); c) powder annealed at 1200 K and quenched from 1200 K
to ambient temperature (phases: III – Ti3O5, IV – Ti9O10, V – TiO2). Calculated XRD pattern
of Ti9O10 (upper pattern). Additionally the reflection Miller indices for the Ti9O10 phase are
shown

For annealed and quenched nanocrystalline titanium monoxide TiOy , we have observed different effects. The
initial annealed nanocrystalline sample prepared by high-energy milling contained exclusively the cubic phase
TiOy (Fig. 1b). Analysis of the XRD pattern showed that milling leads to disordering and to the lowering of
the long-range order degree. Long term vacuum annealing of nanopowder of the ordered titanium monoxide to
1200 K (Fig. 1c) gives rise to the following phases: Ti9O10 (sp. gr. Immm) – 50 mass %, Ti3O5 (sp. gr. I2c) –
20 mass % and TiO2 (anatase) – 30 mass %. Quenching of the samples from 1200 K to ambient temperature no
longer transforms the sample into the initial cubic state.

Long term vacuum annealing of quenched titanium monoxide nanopowder leads, already at 673 K, to partial
oxidation of titanium monoxide and, according to the X-ray structural analysis, 3 phases co-exist in the system
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TABLE 1. Bond lengths (pm) and bond angles (deg.) in Ti9O10 nanophase

Ti2a–O2c 196.3 O2c–Ti2a –O2c 180

O2c–Ti2a –O4h 90

Ti2a–O4h 196.3 O4h–Ti2a –O2c 44.32

O4h–Ti2a –O2c 45.68

Ti4g–O2c 213.7 O2c–Ti4g –O2c 44.32

O4h–Ti4g –O2c 90

O4h–Ti4g –O2c 180

Ti4g–O4h 196.3 O4h–Ti4g –O4h 90

O4h–Ti4g –O4h 180

Ti4g–O4h 213.7 O4h–Ti4g –O4h 44.32

simultaneously: 60 mass % TiOy (sp. gr. Fm3m), 25 mass % Ti9O10 (sp. gr. Immm) and 15 mass % TiO2

(anatase). As the temperature is raised to 873 K, the amount of the Ti9O10 phase increases to 60 mass %, while
at 1200 K the cubic phase disappears completely and the following phases are formed: Ti9O10 (sp. gr. Immm) –
70 mass %, Ti2O3 (sp. gr. R32/c) – 2 mass % and TiO2 (anatase) – 28 mass %.

The crystal structure of the experimentally observed Ti9O10 nanophase is shown in Fig. 2. The observed
crystal structure can be built up from initial B1 structure of the disordered phase TiOy by (a) an ordering of
the structural vacancies by their diffusional shifts to the selected specific crystallographic planes and (b) by
orthorhombic distortions. The last effect causes the additional reflections on the XRD pattern of milled and
annealed powder (Fig. 1). As a result of the ordering, vacancy planes composed of titanium 2(a) and oxygen
2(c) positions alternate with two vacancy free planes composed of titanium 4(g) and oxygen 4(h) positions. In the
initial disordered phase, TiOy vacancy planes cannot be defined as the probability of finding a vacancy for all the
sites are similar. In contrast to monoclinic and cubic Ti5O5 structures [4, 5, 7], the vacancy sites in Ti9O10 are not
100 % completed with vacancies. The titanium 2(a) and oxygen 2(c) positions are filled with vacancies by 75 %
and 50 %, respectively. The titanium 4(g) and oxygen 4(h) positions are completed with atoms.

There are six titanium and six oxygen sites in a unit cell. The lattice parameters are a = 298.60 pm,
b = 915.42 pm, c = 392.60 pm, α = β = γ = 90 ◦. The bond lengths and bond angles are presented in Table 1.
The bond angles between nearest atoms of different types are equal to 44.32 ◦, 45.68 ◦ and 90 ◦. If the distortion
of the basic B1 structure is not taken into account, the form of the Ti9O10 unit cell and its position in the B1 matrix
are similar to that of orthorhombic superstructures M3X2 and M2X3 (pr. gr. Immm) proposed in [23]. However,
M3X2 and M2X3 contain vacancies in only one of the sublattices of the B1 structure (metal or nonmetal). In the
structure of Ti9O10, the vacancies are available in both sublattices. Essentially, the structure of Ti9O10 can be
obtained with an overlapping of M3X2 and M2X3 superstuctures and a partial occupation of their vacancy sites
with atoms.

3.2. The results of the first-principle calculations and discussion

The disorder in the arrangement of vacancies in the disordered phase TiO10/9, as well as the disorder in
vacancy planes of the Ti9O10 structure (Ti 2(a) and O 2(c) positions) was simulated by a supercell method [24].
The supercells for both TiO10/9 and Ti9O10 were constructed by twofold translations of the orthorhombic unit
cell of Ti9O10 along the crystallographic directions a, b and c and contained 96 sites of B1 structure. The
crystallographic positions a of the titanium sublattice in Ti9O10 were randomly occupied by 12 vacancies, whereas
positions c of the oxygen sublattice were randomly occupied by 8 vacancies. The number of vacancies in the
titanium and oxygen sublattices in TiO10/9 was the same as in Ti9O10. For each phase, 10 supercells with
different random arrangements of vacancies were constructed. The results of calculation for 10 superstructures
were averaged. Relaxation of the atomic positions was considered.

Figure 3 displays the partial densities of electronic states calculated for the disordered cubic phase of the
composition TiO10/9 (a) and for the Ti9O10 phase (b). The changes in the electronic structure during the formation
of Ti9O10 manifest themselves mainly in the narrowing of the Ti 3s, Ti 3p and O 2s bands, as well as in the
variation of the shape of the O 2s and O 2p bands. Additionally, the width of the p–d gap region between the O 2p
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FIG. 2. The unit cell (bold line), the types of crystallographic positions and their multiplicity for
the Ti9O10 structure. The distorted unit cell of the B1 structure is indicated by tiny lines
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and Ti 3d states in the Ti9O10 structure is larger than that in the disordered cubic phase. Note that the dip in the
density of Ti 3d states distribution for Ti9O10 does not become more profound as compared with the disordered
phase, which, according to [25–28], is typical of energetically favorable structures of titanium monoxide. On the
other hand, complete disappearance of the dip occurring during the formation of energetically unfavorable local
atomic vacancy correlations in the structure [29] is not observed either. The presence of the electronic states at the
Fermi level is indicative of the metallic character of the considered phases.

FIG. 3. The partial densities of electronic states calculated for the disordered cubic phase of the
composition TiO10/9 (a) and for the Ti9O10 phase (b). The Fermi energy (EF) is indicated by a
dotted line

As the energy characteristic of the phases the cohesive energy is calculated by the formula:

Ecoh = (E −NTi · ETi −NO · EO) /NTi9O10 , (1)

where E is the total energy of the phase examined per one supercell, NTi, NO are the quantities of titanium
and oxygen atoms in the supercell, respectively, ETi, EO refers the total energy of a single Ti or O atom, and
NTi9O10

= 36 is the number of TiO10/9 structural units in the supercell. In the calculation of energies ETi and
EO the spin polarization effect was taken account. The cohesive energy of the disordered TiO10/9 phase is equal
to −14.35 ± 0.04, while the cohesive energy of Ti9O10 phase turned out to be −14.34 ± 0.04 per formula unit.
Thus, the formation of Ti9O10 structure by distortion of the basic B1 structure and by variation of the concentration
of disordered vacancies in certain crystallographic planes does not give any energy benefit in comparison to the
disordered phase. As a matter of fact, the Ti9O10 is the only experimentally confirmed ordered structure of
titanium monoxide which ground state energy does not decrease in comparison with that of the disordered phase.
We suppose it is the nanostate of the sample that causes the formation of the less energetically favorable ordered
structure.
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4. Conclusion

In this work, Ti9O10 phase (sp. gr. Immm) has been synthesized by a long-term vacuum annealing of
nanocrystalline titanium monoxide TiOy at temperatures ranging from 300 to 1200 K. The unit cell for the Ti9O10

phase has been found, established and constructed. The electronic structure and stability of the new Ti9O10 phase
have been studied using first-principle quantum-chemical calculations in comparison with the disordered phase of
the same composition. The calculations showed that the Ti9O10 phase is energetically unfavorable in a bulk state
as compared with the cubic B1 structure. It is supposed that the Ti9O10 phase is formed by transition from a
crystalline state to a nanostate.
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1. Introduction

Memristive phenomena is one of the most promising way to form non-volatile and magneto-independent
information storage devices. A memristor is a circuit element which can be switched between a high resistance
state (HRS) and a low resistance state (LRS) by applying a switching potential. A memristor possesses the
layered structure in which a semiconductor layer is sandwiched between two metal contacts. Different types of
non-stoichiometric oxide semiconductors are often used as an active layer of a memristor. In thin semiconductor
films, unipolar mechanism of switching is realized by the formation of ionic, vacancy and metal filaments [1–3].
In thick films, a bipolar resistive switching mechanism is realized due to increasing of defect concentration (for
example, oxygen vacancies) near one of the electrode under an applied electric field, which leads to the screening
of the Schottky barrier at the metal-oxide interface. The formation of the Schottky barrier occurs in the case of
the formation of the space charge region – semiconductor’s ionized donors or acceptors. Typically, memristive
elements are assembled as the prototypes of memory storage devices using cross-bar architecture [4,5]. This means
that the active layer of a memristor should be formed via techniques which are compatible with the techniques
typically used for the manufacturing of semiconductors and electronic devices, such as photolithography, magnetron
sputtering, reactive-ion etching, and so on. Anodic oxidation of valve metals appears to be one of promising method
for the formation of the memristor active layer due to its compatibility with the photolithography [6] and magnetron
sputtering [7] and possibility to control the thickness and the stoichiometry of a formed film [8–10].

Anodic titania is an n-type semiconductor with a chemical composition of TiO2−x, where high mobility
oxygen vacancies exist [11, 12]. By anodization of titanium in non-dissolving electrolytes (such as aqueous
solution of Na2B4O7, ammonium tartrate, etc.) nonporous dense film with thickness of up to one micron can
be formed [13, 14]. Anodization in fluorine-containing electrolyte leads to the formation of a self-organized
porous film, which consists of vertically oriented nanotubes. Nanotube geometry depends on an applied voltage,
current mode and electrolyte composition [15–17]. Because of its unique porous structure, anodic titania is widely
used in photocatalysis and photochromic systems [18, 19], biomedical applications [20], gas sensors [21, 22] and
pigment preparation [23]. At the same time, the study of memristive properties was performed only in the few
articles [24–26]. However, anodic oxidation technique allows to form amorphous highly non-stoichiometric titania,
which can be considered as a promising active layer for memristive elements. That’s why in the present work
we compare two types of anodic titania: a porous film formed in fluorine-containing electrolyte and a non-porous
film formed in boron-containing electrolyte. The microstructure and semiconductor properties of titania films are
characterized. Finally, the resistive switching behavior of Au/TiO2/Ti memristive device is studied.
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2. Experimental

2.1. Sample preparation

Titanium foil (0.25 mm thick, 99.9 % purity) was used as a starting material for the preparation of memristive
structures. Before anodization, initial titanium foil was chemically polished in the mixture of 80 vol. % of H2O2

and 20 vol. % of saturated HF. After chemical polishing, the sample was repeatedly washed with deionized water
and dried at ambient temperature in air.

For preparation of the porous anodic titania film, the synthetic approach early described in [27, 28] has been
used. The anodization of the titanium foil was carried out in a two-electrode cell in solution containing 10 g/L
NH4F and 10 vol. % of H2O in ethylene glycol at a constant voltage of 60 V. The thickness of the obtained film
was controlled by passing the required charge through the cell. Preparation of the barrier type anodic titania films
was carried out in a galvanostatic regime with a current density of 0.2 A/cm2 with a voltage limit of 60 V in
0.16 M solution of Na2B4O7. After anodization, all samples were repeatedly washed with ethanol and water and
dried under an air stream.

The top metal contact was sputtered on the anodic titania surface by magnetron sputtering on a Quorum
Technologies Q150T ES setup.

2.2. Sample characterization

Microstructure of the obtained samples was characterized by scanning electron microscopy (Leo Supra 50VP).
Mott-Schottky analysis was performed for the determination of a conductivity type and a charge current density
using electrochemical impedance spectroscopy [29–32] with a Solartron SI 1287 potentiostat. Experiments were
conducted in 0.5 M H2SO4 and a DC potential range from −0.5 to 0.8 VSCE with a potential step of 50 mV at the
constant frequencies of 10 Hz, 50 Hz, and 100 Hz for an amplitude of 5 mV. The dependence of a semiconductor
layer capacitance vs. DC potential was used for the determination of a conductivity type and for the calculation
of charge carrier concentration. The capacitance of the semiconductor layer was calculated according to following
equation:

C =
−1

2πSfZim
,

where S – sample area, f – frequency, Zim – the imaginary component of the impedance.
Solid-state current-voltage (I–V ) and current-time (I–t) (memristive behavior) dependencies were obtained on

an Autolab PGSTAT302N potentiostat.

3. Results and discussions

3.1. Microstructure

The microstructure of the obtained films was characterized via scanning electron microscopy (Fig. 1). Accord-
ing to SEM data, the surface of the sample obtained in Na2B4O7 electrolyte was dense and nonporous (Fig. 1a).
We were unable to determine the thickness of the formed film by microscopy, that’s why we used Fabri–Perot
interferometric analysis for the film thickness determination. The barrier film thickness determined from optical
spectra is equal to 250 nm. At the same time, anodization in fluorine-containing electrolyte led to the formation of
a highly-organized porous layer with a pore diameter of 80± 10 nm. The thickness of the porous film was equal
to 500 nm and the required thickness was obtained by passing the charge density of 0.88 Q/cm2. The correlation
coefficient between the thickness of the obtained film and the passed charge density determined in the set of
experiments was equal to 0.4 µm/(Qcm2).

Both oxidation conditions led to the preparation of uniform amorphous films without cracks on the surface of
titanium. Moreover, the preparation technique provided the presence of bottom contact between metallic titanium
and titanium dioxide film.

3.2. Mott–Schottky analysis

The Mott–Schottky behavior both for the barrier and porous type of anodic titania is in accordance with
expected behavior of n-type semiconductor: increasing of the anodic bias above the flat band potential leads to
decreasing of the semiconductor layer capacitance. This can be explained due to the repulsion of electrons from
generated electron-hole pairs to the bulk of semiconductors, which leads to the formation of the positively charged
space charge region at the surface of the semiconductor. It should be noted that for the barrier type of anodic titania,
the Mott–Schottky curve contains only one linear region (Fig. 2a), at the same time, the curve for porous anodic
titania contains two linear regions with different slope (Fig. 2b). The presence of two regions can be explained by
the presence of multiple donor stages in the band gap formed by absorbed F− or [TiF6]

2− ions [33–35].
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FIG. 1. The microstructure of anodic titania films formed in boron-containing (a) and fluorine-
containing (b) electrolyte. The cross-section of the titania films are shown on the insets

FIG. 2. Mott–Schottky analysis of the barrier (a) and porous (b) type anodic titania films at the
DC potential in the range of −0.5 to 0.8VSCE and frequencies of 10, 50 and 100 Hz

From the slope of Mott–Schottky curve, the charge carrier density was calculated according to the following
equation:

1

C2
=

2

Ndqεε0
·
(
U − Efb −

kT

q

)
,

where C – the capacitance of semiconductor layer, Nd – charge carrier density, ε – semiconductor dielectric
constant, Efb – flat band potential.

The calculated value of the charge carrier density for the barrier layer type anodic titania is 6.7 · 1019 cm−3.
For the porous type anodic titania, the calculation of the charge current density was performed from the first linear
region (from −0.1 to 0.4 V). The calculated value – 3.0 · 1020 cm−3 is 3 – 4 times higher in comparison with the
value obtained for barrier type. This can be explained by the presence of additional donor stages formed by the
absorbed anions.

3.3. Memrisitve behavior of formed structures

For the preparation of Schottky barrier-type memristor we should choose the top electrode with the work
function higher than the work function of titania. It can be gold or platinum electrodes. At the same time, the
bottom contact formed on the TiO2/Ti interface during anodization is non-rectifying contact because the work
function of Ti (4.3 eV) is lower than that of TiO2 (4.9 eV) [36, 37]. We measured the I–V curves for two
different systems Cr/TiO2/Ti where both contacts were non-rectifying (Cr work function is 4.5 eV) and Au/TiO2/Ti
where the top contact was rectifying. The Cr/TiO2/Ti system exhibits ohmic behavior, whereas the I–V curve for
Au/TiO2/Ti has a typically rectifying characteristic (Fig. 3).
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FIG. 3. I–V Curves for Cr/TiO2/Ti structure where both contacts are non-rectifying (a), and
Au/TiO2/Ti where the top contact is rectifying (b)

The resistive switching behavior of Au/TiO2/Ti structures both with the porous (Fig. 3a) and barrier (Fig. 3b)
type of anodic titania was studied using cyclic voltammetry. The I–V curve characteristic for both type of
memristors shows bipolar resistive switching behavior. Bipolar resistive switching behavior and the formation of
a symmetric ohmic contact in the case of Cr/TiO2/Ti structure and a Schottky junction in the case of Au/TiO2/Ti
allow us to conclude that the Schottky barrier screening is the main mechanism of switching between resistance
stages. The Schottky barrier screening occurs due to diffusion of oxygen vacancies to the Au/TiO2 interface under
negative applied bias. The formation of oxygen vacancies in the titania structure can be described by the following
quasi-chemical equation:

O··
O ←→ V ··

O + 2e− +
1

2
O2,

where O··
O is the oxygen on the TiO2 lattice, and V ··

O is a positively charged oxygen vacancy. This reaction also
explains the n-type conductivity of TiO2. Moreover, the mobility of oxygen vacancies in TiO2 is quite high [38],
so we expect that the diffusion of oxygen vacancies to the Au/TiO2 interface leads to the screening of Schottky
barrier.

The memristor with barrier type of oxide film switches to LRS at the negative polarity U < −1.3 V and
reverse switching to HRS at the positive polarity U > 1.4 V (in following discussion the polarity is equal to
polarity of the top gold electrode). For the porous type of anodic alumina, switching to LRS occurs at a negative
polarity at the voltages in range from −0.6 to −0.8 V (depending on the voltage sweeping range) and reverse
switching to HRS occurs at the positive polarity 0.6÷ 0.8 V.

Average slope values of the I–V curves were used for the calculation of the specific resistivities (ρ) for high
and low resistance stages (Fig. 4). For the barrier type of anodic titania the calculated specific resistivities are
285± 5 Ω·m (LRS) and 6700± 100 Ω·m (HRS), which corresponds to Roff/Ron = 23.5. For the porous anodic
titania the corresponding values of the specific resistance are equal to 20± 5 Ω·m LRS) and 250± 5 Ω·m (HRS),
and Roff/Ron = 12.5. It should be noted that for the porous type of anodic alumina the resistivity ratio between
on and off stages depends on the voltage sweeping rate. Measured off/on resistance ratios were equal to 131, 12.5
and 10.8 for sweeping rates 1, 10 and 50 mV/s, respectively. This dependence can be explained by the limitation
in the diffusion of oxygen vacancies throughout the oxide layer: decreasing the voltage-sweeping rate leads to an
increase in the duration of a potential influence. This leads to an increase in the quantity of the oxygen vacancies
diffused to the Au/TiO2 interface and to an increase in the degree of the Schottky barrier screening.

The difference between the resistivities in high resistance stage for the porous and barrier type of anodic titania
films can possibly be explained by the different stoichiometry of the formed oxide film. It is well known that the
conductivity of titania strongly depends on oxygen stoichiometry [39]. Oxidation in the ethylene-glycol electrolyte,
containing F− ions leads to the formation of a non-stoichiometric oxide with intermediate oxidation states [12],
whereas oxidation in non-dissolving electrolytes leads to the formation of titania films with chemical composition
closer to a stoichiometric TiO2 [40]. Moreover, the concentration of charge carriers for the barrier and porous
types of anodic titania measured using the Mott–Schottky technique also proves that the porous film should have
higher conductivity.
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FIG. 4. I–V Curves for Au/TiO2/Ti structure with barrier (a) and porous (b) active layer

To determine the stability of low resistance stage of the formed memristors, we measured the chronoamper-
ometric curves of binary on-off operations (Fig. 5). The measurement was performed by applying SET potential
−0.8 V for 30 s, then – READ potential −0.2 V for 30 s followed by applying RESET potential of 0.6 V for 30 s
and READ potential. Applying a SET potential led to switching the memristor to LRS, and applying a RESET
potential leads to switching the memristor to HRS. The values of resistance in HRS and LRS were quite stable
during the 110 cycles. At the same time, applying a potential lower than SET potential (−0.4 V) didn’t lead to
resistance switching – the sample stay in high resistance stage (Fig. 5b).

FIG. 5. I–t curves obtained by applying −0.8 V (a) and −0.4 V (b) SET potential, −0.2 V read
potential and 0.6 V RESET potential with duration of 30 s

4. Conclusions

In the present work, anodic titania films of porous and barrier type were formed by anodic oxidation in
fluorine-containing and boron-containing electrolytes respectively. Comparison of the semiconductor properties of
the formed films was performed via the Mott-Schottky technique. It was shown that both type of films exhibit the
n-type conductivity, whereas the charge carrier density in the case of the porous titania film was higher than that
of the barrier type film. This can be explained by the presence of local donor impurity levels, which were formed
by fluorine-ion impurities absorbed during anodization.

The obtained memristive elements show the bipolar type of switching governed by Schottky barrier screening.
For the barrier type film, the switching potential is equal to −1.5 V and the ratio of resistivity in high and low
resistance stage is 34. For the porous type film, the resistance strongly depends on the voltage sweeping rate,
and the highest value of Roff/Ron is equal to 131, switching potential is equal to −0.6 V. This dependence
can be explained by the limitation in diffusion of oxygen vacancies throughout the oxide layer. At the same
time, memristive element based on barrier type film ofanodic titania exhibits higher switching stability (more than



828 P. A. Morozova, D. I. Petukhov

1000 cycles), has the structure with lower defect concentration and is more suitable for the application as a cell in
memory storage devices.
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The phase diagram of the NaF–SrF2 system was studied by thermal analysis and X-ray powder diffraction analysis with the determination of
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1. Introduction

The phase diagram of the NaF–CaF2 system was studied in [1] by thermal and X-ray phase analysis with
control of the chemical composition. A narrow region of existence of Ca1−xNaxF2−x solid solution was revealed.
The temperature dependence of NaF solubility in the strontium fluoride has a quirky character: it reaches a
maximum value x = 0.035 at 1200 ± 50 ◦C (the temperature that corresponds to the diffuse phase transition in
fluorite); it reaches a local minimum (< 0.4 mol %) at 920± 25 ◦C, and again increases up to 2.2± 0.2 mol % at
the eutectic temperature (818 ◦C).

Investigating the solubilities of sodium and potassium fluorides in strontium fluoride is of interest. Strontium
fluoride is an important matrix for solid-state photonics, it is used in the form of melt grown single crystals [2–5],
optical ceramics [6, 7], and in nanotechnology processes [6–15]. In many synthetic processes, the ions of sodium
and/or potassium are in the protocols [16]. Multicomponent ionic melts, including fluorides of strontium and alkali
metals, are promising for use in metallurgy and nuclear power engineering [17].

Bukhalova and Berezhnaya studied the low-temperature parts of phase diagrams of the NaF–SrF2 [18] and
KF–SrF2 [19] systems by method of visual polythermal analysis under the air. Systems belong to the eutectic
type, the coordinates of the eutectics are 33 mol % SrF2, 856 ◦C for the NaF–SrF2 system and 22 mol % of SrF2,
744 ◦C for the KF–SrF2 system. Regions near that of strontium fluoride have not been investigated. Precision
measurement of NaF liquidus temperatures in the NaF–SrF2 system was performed by Cantor [20]. Cryoscopic
data [21] give no clear evidence for the formation of solid solution of sodium fluoride in strontium fluoride (as
opposed to, for example, systems CaF2:Na and BaF2:K). According to Bollman et al. [22] single crystals of melt
grown strontium fluoride can contain up to 1.8 mol % NaF, which leads to a drastic increase of ionic conductivity.

The aim of this work was to study the solubility of sodium and potassium fluorides in strontium fluoride, as
well as clarifying the phase diagram of the NaF–SrF2 system. In order to identify the region of solid solutions
based on SrF2, in addition to the classic techniques of research, we used the technique of nanotechnology:
previous investigations have shown that under low temperature syntheses, as a rule, non-equilibrium phases of
variable composition are formed, with the width of the homogeneity region of solid solutions based on components
often correspond to the limiting width of the high-temperature solid solutions, or even exceed it [1, 6, 10, 23–25].

2. Experimental

Sodium fluoride NaF (OS. h. 9–3); potassium fluoride bihydrate KF2·2H2O (analytical grade 9–3); strontium
chloride SrCl2 (Alfa Aesar); strontium nitrate Sr(NO3)2 purity 99.99% (LANHIT company) were used as initial
reagents for the synthesis as well as double distilled water.

Synthesis of samples was performed by coprecipitation from aqueous solutions at room temperature on the
installation of periodic action. The main units of the set up for the synthesis are: the polypropylene reactor with
a magnetic stirrer, and chemical feeder. The solutions of strontium nitrate (0.15 mol/l) and a fluorinating agent
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(0.25 mol/l) in doubly distilled water was prepared initially. To obtain precipitate, the aqueous solution of strontium
nitrate was added dropwise to a solution of a fluorinating agent (NaF or KF). The equation of synthesis reactions
is the following:

(1− x)Sr(NO3)2 + (2− x)MF = Sr1−xMxF2−x ↓ +(2− 2x)MNO3. (1)

Mixing of solutions was carried out under permanent stirring with a magnetic stirrer. A suspension formed as
a result of chemical reactions in the mother solution. The resulting precipitate was defended, decanted, washed
with doubly distilled water until negative reaction of diphenylamine on the nitrate ions and dried under air at a
temperature of 40 – 50 ◦C.

To determine the limit of solubility for sodium and potassium fluorides in the SrF2 at elevated temperatures,
we used the synthesis from chloride flux by the reaction

(1− x)SrCl2 + (2− x)MF = Sr1−xMxF2−x ↓ +(2− 2x)MCl. (2)

The reagents were pre-dried, thoroughly mixed in agate mortar. Samples weight was 5.3 g. The mixture was
loaded into platinum crucibles (10 – 20 cm3), and then were dipped in shaft furnace, heated to 900 – 1100 ◦C,
kept for 10 minutes. The reaction product was washed with distilled water.

The morphology of the powders, prepared in accordance with reaction (2), is shown on Fig. 1. Habitus of
powder particles suggests that the formation of microcrystals occurs by a non-classical crystal growth mechanism
by oriented attachment of nanoparticles [26].

FIG. 1. Scanning electron microscopy image of a SrF2-based samples, obtained by chloride flux
method: a – SrF2:Na, 950 ◦C; b – SrF2:K, 950 ◦C; c – SrF2:K, 950 ◦C

Differential scanning calorimetry (DSC) was performed on thermoanalyzer NETZSCH DSC 404 F1 Pegasus.
The measurements were carried out in platinum crucibles under constant argon flow (20 ml/min); the heating rate
was 10 K/min, and the cooling rate was 30 K/min. We analyzed carefully ground mixture of components, with
weight of ∼ 30 mg. X-ray phase analysis was performed with the Bruker D8 Advanced diffractometer, CuKα
radiation. Data processing was performed by software TOPAS. Electron microscope Carl Zeiss NVision 40 was
used for carrying out scanning electron microscopy (SEM) and X-ray microanalysis (RSMA).

3. Results and discussion

Nanosized powders Sr1−xNaxF2−x and Sr1−xKxF2−x were precipitated by the reactions (1). X-ray powder
diffraction showed that the samples were single phase and had a cubic (fluorite-type) structure. The lattice
parameters were slightly different from the lattice parameter of pure SrF2 (5.800 Å, JCPDS card # 06-0262).
According to XRD, the size of coherent scattering regions D = 15 ± 1 nm (see Table 1). RSMA showed the
presence in the samples of 3.1 mol % NaF and 1.2 mol % KF, respectively. Thus, wide areas of solid solutions on
the basis of strontium fluoride in the systems NaF–SrF2 and KF–SrF2 are small.

After synthesis from a flux according to reaction (2), we obtained powders of fluorite structure with lattice
parameters similar to those of SrF2 (Table 1). A small amount of sodium fluoride found only in the sample
synthesized at 950 ◦C. At 1000 ◦C sodium fluoride is not included in appreciable quantities in the lattice of SrF2.
Admixture of potassium fluoride was not detected at all.

The constructed phase diagram of the NaF–SrF2 system is shown in Fig. 2. Our data on this system matches
well with previous studies of [18–20] in terms of the temperature of the eutectic equilibrium (our DSC measure-
ments gave 853 ◦C), the curve of primary solidification (liqiudus) of the NaF, and the composition of the eutectic
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TABLE 1. Characterization of the synthesized samples

Composition Preparation method Lattice parameter, Å MF content, mol % D, nm

SrF2:NaF Coprecipitation 5.7991(3) 3.1 15±1

SrF2:NaF Flux synthesis, 950 ◦C 5.8001(5) 1.4 > 150

SrF2:NaF Flux synthesis, 1000 ◦C 5.7995(9) Not found > 150

SrF2:NaF Flux synthesis, 1050 ◦C 5.7988(4) Not found > 150

SrF2:KF Coprecipitation 5.8031(2) 1.2 15±1

SrF2:KF Flux synthesis, 950 ◦C 5.8009(4) Not found > 150

SrF2:KF Flux synthesis, 1000 ◦C 5.8001(5) Not found > 150

SrF2:KF Flux synthesis, 1050 ◦C 5.8008(4) Not found > 150

FIG. 2. Phase diagram of the NaF–SrF2 system. 1 – data [18, 19]; 2 – data [20]; 3 – our data,
DSC heating curves; 4 – our data, DSC cooling curves; 5 – our data, chemical analysis. L –
melt, α – solid solution on the basis of SrF2

point (32 mol % SrF2). As for the SrF2 liquidus curve, there is a difference. This is due to the fact that the study
of Bukhalova and Berezhnaya were carried out under air, and the process of partial pyrohydrolysis resulted in a
lowering the apparent of SrF2 melting temperature.

The thermal effect of a eutectic is observed on the thermograms of samples containing 7 and 5 mol NaF,
but it is not fixed for the composition with 3 % NaF. For the last sample, the cooling curve after the second
heating is fixed effect beginning with 760 ◦C, which can be interpreted as the decomposition of the solid solution,
see Fig. 2. Solid solution decomposition during cooling of the system is a consequence of the third law of
thermodynamics [27].

Thus, we can conclude that the solubility limit of NaF in the SrF2 is 3.5±0.5 mol % at the eutectic temperature.
The general formula of the solid solution can be written as Sr1−xNaxF2−x Then, the maximum solubility of sodium
fluoride corresponds to x = 0.035.
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In general, there was a negligible amount of sodium fluoride entry into the SrF2 lattice. The solid solution
revealed was heterovalent, with a variable number of ions in the unit cell [28].

It is noteworthy that the chemical analysis showed the complete absence of KF in flux prepared samples of
SrF2 phase (see Table 1).

The fluorite structure is loose; in it, cations occupy sites of an fcc cubic close-packed lattice, anions are located
at the centers of tetrahedral voids, and octahedral voids remain vacant. In all the known cases of isomorphism in
the fluorite structure, the cation sublattice remains fully occupied. Substitution of a trivalent cation for a divalent
cation by the reaction:

M2+ ←→ R3+ + F−, (3)

is accompanied by the introduction of additional fluorine ions to the existing octahedral voids in the lattice, which
leads to the formation of clusters of defects and to stabilization of the lattice. Conversely, the formation of anion
vacancies during substitution of sodium for strontium by the reaction:

Sr2+ + F− ←→ M+ +VF , (4)

causes loosening of the lattice and is undesirable from the crystal chemical standpoint. Note that simultaneous
introduction of both trivalent and monovalent ions to the fluorite lattice by the reaction:

2Sr2+ ←→ R3+ +M+, (5)

which results in abrupt widening of the homogeneity ranges of fluorite solid solutions. This fact was revealed for
the NaF–CaF2–RF3, NaF–PbF2–BiF3, NaF–BaF2–GdF3 systems [1]. For strontium fluoride, there are only data for
solid solutions of the type NH4F–SrF2–RF3 [11, 29].

The formation of solid solution must be considered in thermodynamic modeling of phase equilibria in the
system NaF–SrF2 [17].
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Effect of magnetic field application on phase transition in nanostructured solid solutions (1 − x)KH2PO4 – (x)(NH4)H2PO4 at x = 0, 0.05

and 0.15 has been studied by dielectric spectroscopy at B = 0− 10T . The samples have been prepared by impregnation of magnetic porous

glasses by KDP-ADP solid solutions. The average pore diameter in glasses was 50(5) nm. The temperatures of the ferroelectric phase transition

have been determined, and the phase diagrams for these nanocomposite materials (NCM) on cooling and heating (including at magnetic field

application) were constructed. The interface “matrix-nanoparticles” was shown to play the principal role in phase diagram formation.
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1. Introduction

It is known that a restricted geometry drastically modifies the macroscopic properties of nanostructured mate-
rials, especially when the correlation length of corresponding interaction becomes comparable with a characteristic
size of nanoparticles. In the majority of nanocomposite materials (NCM), the host matrices play a passive role
forming the conditions of restricted geometry only, except the interface “embedded material – matrix”. At the
Ioffe Institute (in cooperation with Leibniz University of Hannover – LUH) we have developed a procedure for
preparing porous alkali borosilicate glasses with magnetic properties [1, 2]. These glasses have positive linear
and volume magnetostriction coefficients [3] and can be named “active host matrix” as they can participate in
modification of macroscopic properties of embedded materials due to the appearance of additional strains on the
interface “matrix-nanoparticle” upon magnetic field application. The phase diagram for the bulk KH2PO4 (KDP)
and (NH4)H2PO4 (ADP) solid solutions (KADP) are known [4, 5] and it is shown that a small admixture of ADP
leads to a drastic decreasing of the ferroelectric phase transition temperature TC . In previous work [6] we studied
the effect of restricted geometry on this phase transition for NCM based on conventional porous glasses (PG)
with KADP at low ADP concentrations. It has been revealed that there are the shifts in the ferroelectric phase
transition temperature, to higher temperature TC , as a function of ADP concentration on cooling and heating in
comparison with the bulk KADP at the same (NH4)H2PO4 concentrations. So the effect of ADP admixture on TC
in confinement becomes less pronounced than in the bulk KADP. The principal goal of the present work was to
study the influence of applied magnetic fields on TC for NCM based on magnetic glasses with internal parameters
similar to those of nonmagnetic alkali borosilicate glasses in the paper [6].

2. Experimental part

Magnetic glasses have been produced at LUH by induction melting process using convection and electromag-
netic agitation [1, 2]. Rectangular plates of the size of 10 × 10 × 0.5 mm3 were cut out from the original glass.
Porous glasses were obtained by two-stages etching of magnetic glass after phase separation procedure. These
glasses contained about 87 % of SiO2 and about 6 % of magnetite into the matrix skeleton. The average pore
diameter, which was determined by adsorption poroscopy, was about 50(5) nm (macroporous glasses – MAP). The
total porosity of porous glasses was about 45 %. KDP-ADP (KADP) solid solutions were embedded into the pores
from an aqueous solution with triple recrystallization. The pore filling achieved 35 % for the 5 % ADP sample
and 38 % for the 15 % ADP sample. The dielectric response was studied using a capacitance bridge at 1 kHz in
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the International Laboratory of High Magnetic Fields and Low Temperatures (Wroclaw, Poland). The temperature
dependences of the samples’ capacitances were measured from 40 – 200 K, but in all figures (for visibility), only
the smaller diapasons in the vicinity of phase transitions are shown. “Cooling–heating” cycles were repeated twice
for every sample during the experiment. The temperature stability was better than 0.1 K. The applied magnetic
fields were varied from 0 − 10T . The nanoparticles’ crystal structures were studied using X-ray diffractometry
(Supernova, Agilent Technologies) using Cu Kα line (in SPbPU) and corresponded to structure of the bulk KDP-
ADP solid solutions at low ADP concentrations. The average size of nanoparticles, which was estimated from
broadening of elastic peaks, was ∼ 40 nm.

3. Results and discussion

The typical temperature dependence C(T ) of sample capacitance at magnetic field 10 T is presented in Fig. 1
for NCM 0.95KDP-0.05ADP on cooling and heating.

FIG. 1. Temperature dependence of capacity of NCM 0.95KDP – 0.05ADP on cooling and
heating at magnetic field B = 10T

The principle feature of all dependences C(T ) is the presence of a shift in the maximum position on cooling
and heating. We have observed a similar hysteresis for NCM based on conventional PG [6] with embedded
KADP. Temperatures of ferroelectric phase transition (TC) on cooling and heating have been determined from the
maximum positions for every sample, with an accuracy in the determination of TC of better than 0.1 K. In Fig. 2
the dependences of TC on cooling as a function of the ADP admixture are presented for PG and magnetic MAP
glasses.

It is easy to see that on cooling, the TC for MAP glasses decreases at higher ADP concentration, as for
PG-based NCM, but for MAP glasses, this curve follows a little bit higher. This may occur due to different
nanoparticle sizes in these glass types: in PG-type glasses the nanoparticle size was about 50 nm. Upon magnetic
field application, the behavior of TC as a function of ADP concentration changes essentially. Upon cooling,
(Fig. 3a) the shift of TC is practically independent of magnetic field.

On heating, we have observed the reliably identifiable difference in the TC values in magnetic field and without
it (Fig. 3b). It can be explained by multidirectional effects of glass volume thermal expansion (or compression
on cooling) α3 and magnetostriction. Indeed, on heating, both coefficients are positive, but on cooling, the α3

coefficient of KDP changes sign while the coefficient of volume magnetostriction remains positive. In this manner,
on cooling, both mechanisms compensate each other and the decrease of TC at higher ADP concentrations is an
internal feature of these solid solution nanoparticles. The final results for nonmagnetic and magnetic glasses are
presented for comparison in Table 1.

4. Conclusion

Introduction of ADP admixture into KDP nanoparticles leads to a decrease in the ferroelectric phase transition
temperature TC in NCM on base of magnetic MAP glasses, but this decrease is essentially smaller than in
the case of bulk solid solutions at the relevant concentrations. Application of an internal magnetic field does
not practically change TC on cooling. It is most likely that this effect relates to the multidirectional influences of
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FIG. 2. Dependence of TC as a function of ADP concentration for conventional PG [6] and
magnetic MAP glasses on cooling without magnetic field

(a) (b)

FIG. 3. Dependences of TC as a function of ADP concentration for magnetic MAP glasses
on cooling (a) and on heating (b) without magnetic field (black squares) and at magnetic field
B = 10T (black circles)

thermal compression and positive magnetostriction of MAP glasses at temperature decreasing: the both mechanisms
compensate each other. On heating, they act in one direction and in this case TC becomes slightly higher. As
a result, we have observed the temperature hysteresis between TC on cooling and on heating. It is worth noting
that the effect of restricted geometry on ∆TC in NCM on base of magnetic glasses for the pure KDP is larger
than in NCM with embedded KADP solid solutions. The explanation is the temperature dependence of the volume
expansion coefficient α3 for the pure KDP. According to literature data [13] α3 on heating from 90 to 130 K
(in the vicinity of phase transition) decreases from 25 · 10−6 to (−)57 · 10−6, i.e. this coefficient changes the
sign and becomes a positive again above ∼ 126 K only. In this manner, on heating, the properties of NCM is
determined by competition on interface “host matrix – embedded material” of thermal compression of KDP itself
and thermal expansion of glass, including the additional input due to positive magnetostriction. On cooling, the
situation changes drastically: we have only one positive (magnetostriction) and two negative inputs (compression
of KDP and glass). ADP has a positive and large (∼ 45 · 10−6 and more) coefficient α3 in the whole temperature
interval, including a vicinity of the ferroelectric phase transition in KDP. It is logical to suppose that the admixture
of ADP modifies the coefficient α3 and the effects on interface become less pronounced. In summary, one can
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TABLE 1. TC values for NCM with embedded KADP solid solutions on base of PG and MAP
glasses on cooling and heating and at applied magnetic fields

ADP concentration, % 0 5 15

Bulk samples [7–12] TC , K ∼ 122 104.2 ∼ 73
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rt
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s

Nonmagnetic glass

TC(cooling), K 120.2 ± 0.1 [5] 116.7 ± 0.1 112.7 ± 0.1

TC(heating), K 126.2 ± 0.1 119.8 ± 0.1 114.8 ± 0.1

∆TC = TC(cooling) − TC(heating), K 6 3.1 2.1

Magnetic
glass

B = 0 TC(cooling), K 120.4 ± 0.1 117.3 ± 0.1 113.8 ± 0.1

TC(heating), K 126.2 ± 0.1 118.9 ± 0.1 116.2 ± 0.1

∆TC = TC(cooling) − TC(heating), K 5.8 1.6 2.4

B = 10 TC(cooling), K 126.7 ± 0.1 117.4 ± 0.1 114.0 ± 0.1

TC(heating), K 130.9 ± 0.1 120.4 ± 0.1 117.5 ± 0.1

∆TC = TC(cooling) −−TC(heating), K 4.2 3.0 3.5

conclude that the phenomena on interface “host matrix- embedded KADP solution” play the principle role in the
formation of the phase diagram for KADP in a restricted geometry.
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