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ABSTRACT This paper aims to study the existence and uniqueness of a weak solution for the boundary value

problem of a time fractional equation involving the Caputo fractional derivative with an integral operator. By

utilizing the discretization method, we first derive some a priori estimates for the approximate solutions at the

points (x, tj). We then evaluate the accuracy of the proposed method to demonstrate that the implemented

sequence of α-Rothe functions converges in a certain sense, and its limit is the solution (in a weak sense) of

our problem. It must be pointed out that the constructed L1 scheme is designed to approximate the Caputo

fractional derivative mentioned in the problem.
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1. Introduction

In the beginning, fractional calculus was developed as a pure mathematical concept. In recent decades, its use has

expanded into a variety of different fields of science, such as physics, mechanics, economics, and engineering (see, for

instance, [1–4]).

The time-fractional-order diffusion equations (TFDEs) have attracted many scholars’ attention, it is worth mentioning

that the crucial importance of this kind of fractional equations is due to its wide use in many real-world applications in the

fields of biology [5] , chemistry [6], engineering [7]. It is pointed out that this kind of equation also appears, especially in

nanofluid [8–10], nanotechnology [11, 12] and nanophysics [13–15].

In [16], authors studied the following time-fractional diffusion equation:

C
0 D

α
t u(x, t) = ∆u(x, t) + f(x, t), (x, t) ∈ Q

where C
0 D

α
t is the Caputo fractional derivative of order α(0 < α < 1). They prove the existence and uniqueness of

the solution by using the Lax-Milgram Lemma in some suitable Sobolev spaces. Paper [17] dealt with a time fractional

equation on the metric star graph. The authors applied the method of energy integrals to construct Green’s matrix-function

and discussed applications to nanostructures.

Accordingly, various types of numerical methods have been applied to study this concept. One such method that

has drawn the attention of many scholars is the Rothe method. Researchers have exploited and enhanced this technique

for study of various differential fractional equations [18–20]. Yang [21] presented a difference scheme for a kind of

linear space-time fractional convection-diffusion equation using a finite difference method. Du et al. [22] apply the Rothe

method to establish existence, uniqueness, and a priori estimate for a strong solution to an approximate fractional problem.

Assume that y = y(x, t) is a Lipschitz function with respect to t and letG be a bounded domain in multiply connected

Ω with a Lipschitz boundary Γ, we consider two-dimensional time fractional equation with an integral operator of the

following form:

∂α0ty(x, t)−∆y =

∫ t

0

κ(x, s, y(x, s))ds+ f(x) in Q = G× (0, T ), 0 < α < 1, (1)

y(x, 0) = 0,

B1y = 0 on Γ× (0, T ),

© Bekakra Y., Bouziani A., 2024



6 Y. Bekakra, A. Bouziani

where ∂α0tu(x, t) denotes the Caputo fractional derivative of order α (0 < α < 1), f ∈ L2(G), and B1 is a given linear

operator. Additionally, it is assumed that the kernel κ(x, t, u) satisfying the following conditions:

‖κ (x, t2, y2)− κ (x, t1, y1)‖ 6 C

(
|t2 − t1|+

1

hα−1
‖y2 − y1‖

)
,

y1, y2 ∈ L2(G), t1, t2 ∈ I = [0, T ] .

(2)

u ∈ ϑ⇒ κ ∈ L2(G). (3)

Here ϑ is the space defined as follows

ϑ =
{
ν; ν ∈W

(k)
2 (G), B1ν = 0, in the sense of traces}. (4)

In the context of nanomaterials, equation (1) could model the movement of a particle or the diffusion of heat or matter

through a medium with non- standard diffusion properties. Details for nanomaterials could be as follows:

Memory and non-locality: Nanomaterials can exhibit memory effects due to their interaction with a non-homogeneous

environment, where the past influences the present movement.

Heterogeneous Diffusion: In heterogeneous media, such as nanopores, diffusion is not uniform and is affected by the

structure of the material. The function κ(x, s, y(x, s)) could represent how the heterogeneous medium affects diffusion.

It is worth mentioning that the boundary conditions considered in our problem may reflect the interactions of the particle

energy with the boundaries of the nanomaterial, which could be reactive surfaces or interfaces with other materials.

First, we introduce the Caputo finite difference formula to discretize the time-fractional derivative of order α [23]:

∂αy (x, tj)

∂tα
=

h−α

Γ(2− α)

j−1∑

k=0

(zj−k(x)− zj−k−1(x))σk 0 < α < 1, (5)

where

σk = [(k + 1)1−α − k1−α] k = 0, 1, . . . ,

while zj(x) denotes the numerical approximation to the exact solution y(x, tj), tj = jh, 0 6 j 6 p, where h =
T

p
is

the time step. It is straightforward to check that

σj > 0, j = 0, 1, . . . , p,

1 = σ0 > σ1 > . . . σp.

The organization of the paper is as follows: In Section 2, some preliminary facts regarding fractional calculus and

some notations are presented. In Section 3, we obtain a priori estimates. Sections 4 and 5 are devoted to discussing the

existence and uniqueness of the weak solution, respectively.

2. Preliminaries

In the first part of this section, we recall some basic background of fractional calculus that we will need in the sequel.

Definition 1. [24] The Riemann-Liouville fractional integration Iα0,t of order α > 0 of function ϕ(t) is defined as:

Iα0,tϕ(t) =
1

Γ(α)

∫ t

0

(t− s)α−1ϕ(s)ds (α > 0, t > 0),

where Γ is the well-known Euler Gamma-function.

Definition 2. [24] The Caputo derivative of fractional order α ∈]0; 1[ of function u(t) is defined as:

∂α0,tu(t) =
1

Γ(1− α)

∫ t

0

(t− s)−αu
′

(s)ds.

Theorem 2.1. [25] If x(t) ∈ C0[0, T ] for T > 0 and α > 0, then

Iα0,tx(0) = 0.

Theorem 2.2. [25] If x(t) ∈ C1[0, T ] and 0 < α < 1, then

∂α0,tI
α
0,tx(t) = x(t).

Lemma 2.1 (Gronwall’s lemma [26]). Let η1, . . . , ηj be nonnegative numbers satisfying η1 6 A, ηi 6 A+Bh

i−1∑

k=1

ηk, ∀i =

2, . . . , j, where A, B, and h are positive constants. Then

ηi 6 A exp [B(i− 1)h] , i = 1, 2 . . . , j.



Rothe method for a time fractional problem 7

Theorem 2.3. If a sequence {xn} in a Hilbert space H is a weakly convergent to x ∈ H , then the following statements

hold:

∂α0,txn ⇀ ∂α0,tx in H, (6)

Iα0,txn ⇀ Iα0,tx in H. (7)

For the proof of our theorem, we need the following lemma.

Lemma 2.2. [26] A sequence {xn} in Hilbert space H converges weakly to x ∈ H implying that for any bounded linear

functional g defined on H we have

g(xn) → g(x).

Proof of Theorem 2.3 (6) The caputo derivative is a bounded linear functional. Consequently, from

xnk
⇀ x,

it follows according to the preceding lemma that

∂α0,txnk
→ ∂α0,tx.

Finally, the strong convergence implies weak convergence and this proof is completed.

(7) The proof is the same as for the previous case.

Lemma 2.3. [27] Any absolutely continuous function v (t) on [0, T ] satisfies the inequality

(
v, ∂α0,tv

)
>

1

2
∂α0,t ‖v‖

2
, 0 < α < 1.

Lemma 2.4. [27] Let a nonnegative absolutely continuous function y(t) satisfy the inequality

∂α0,ty(t) ≤ c1y(t) + c2(t), 0 < α ≤ 1,

for a. a. t in [0, T ], where c1 > 0 and c2(t) is an integrable nonnegative function on [0, T ]. Then

y(t) ≤ y(0)Eα (c1t
α) + Γ(α)Eα,α (c1t

α)D−α
0t c2(t)

where Eα(z) =

∞∑

n=0

zn

Γ(αn+ 1)
Γ(αn+ 1) and Eα,µ(z) =

∞∑

n=0

zn

Γ(αn+ µ)
are the Mittag-Leffler functions.

The following assertions are presented at the end of this section. Let ‖.‖ and (.) denote L2(G)-norm and L2(G)-inner

product, respectively. By W
(k)
2 (G) we denote the usual Sobolev space. We denote the bilinear form corresponding to the

operator −∆u by bζ(., .):

bζ(u, v) =

N∑

i=1

∫

G

∂v

∂xi

∂u

∂xi
dx.

Definition 3. [26] The form bζ(v, u) is called ϑ− elliptic if a constant η can be found such that

bζ(v, v) > η‖v‖2
W

(k)
2 (G)

∀v ∈ ϑ. (8)

In L2 (I, ϑ), the scalar product is provided by:

(y1, y2)L2(I,H) =

∫

I

(y1(t), y2(t))H dt,

and, consequently, the norm is given by:

‖y‖2L2(I,ϑ)
=

∫

I

‖y(t)‖2ϑ dt. (9)

3. Weak Formulation and a priori estimates

Substituting (5) into (1) , we get

h−α

Γ(2− α)

j−1∑

k=0

(zj−k(x)− zj−k−1(x))σk −∆zj(x) = h (κ0 + κ1 + . . . κj−1) + f, 0 < α < 1. (10)

With simplification by omitting the dependence of zj(x) on x, (10) can be rewritten as follows:

−Γ(2− α)∆zj +
zj − zj−1

hα
= −

(
j−1∑

k=1

zj−k − zj−k−1)

hα
σk

)

+Γ(2− α)h (κ0 + κ1 + . . . κj−1) + Γ(2− α)f, 0 < α < 1,

where

κj(x) = κ (x, jh, zj(x)) , j = 1, . . . , p.
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Hence, the integral identities i.e. the corresponding weak formulation has the following form:

Γ(2− α)bζ(zj , v) +
1

hα
(zj − zj−1, v)

=

(
−

1

hα

j−1∑

k=1

(zj−k − zj−k−1)wk + Γ(2− α)h (κ0 + κ1 + . . . κj−1) + Γ(2− α)f, v

)

∀v ∈ ϑ, 0 < α < 1.

(11)

Thus, we can construct the α-Rothe function y1(t) = y1(x, t) defined in the intervals Ij = [tj−1, tj ] , j = 1, . . . , p, by:

y1(t) = zj−1 +
zj − zj−1

hα
(t− tj−1)

α
0 < α < 1.

In the same way, we get, for the divisions dn, n = 2, 3 . . ., with

hn =
T

2n−1p

the α-Rothe sequence

{yn(t)} (12)

of functions:

yn(t) = znj−1 +
znj (x)− znj−1(x)

hαn

(
t− tnj−1

)α
0 < α < 1. (13)

Now, we are in a position to establish some a priori estimates.

Lemma 3.1. There exist two constants c1, c2 independent of α and j such that

‖zj‖ 6 c1, j = 1, . . . , p, (14)

‖Zj‖ 6 c2, j = 1, . . . , p, (15)

with

Zj(x) =
zj(x)− zj−1(x)

hα
.

Proof. First, since y belongs to the Lipschitz class with respect to t and because ofz0 = 0, it produces

‖zj‖ 6 ‖z1‖+ ‖z2 − z1‖+ . . .+ ‖zj − zj−1‖ 6 ljh 6 lT = c1,

where l is the Lipschitz constant.

Next, putting v = Z1 in the first integral identity (11), we get

Γ(2− α)bζ(z1, Z1) +
1

hα
(z1, Z1) = Γ(2− α) (hκ0 + f, Z1) , 0 < α < 1.

Hence, due to the Schwartz inequality and the fact that bζ(z1, Z1) =
1

hα
bζ(z1, z1) > 0 we obtain that

‖Z1‖ 6 Γ(2− α)(h ‖κ0‖+ ‖f‖). (16)

Subtracting the integral identities (11) written for j = 1 from that written for j = 2, we obtain

Γ(2− α)bζ(z2 − z1, v) + (Z2 − Z1, v) = (−σ1Z1 + Γ(2− α)hκ1 + f, v) ∀v ∈ ϑ.

Putting v = Z2, we get

‖Z2‖ 6 (σ0 − σ1) ‖Z1‖+ Γ(2− α)h ‖κ1‖ . (17)

Similarly, one obtains

‖Z3‖ 6 (σ0 − σ1) ‖Z2‖+ (σ1 − σ2) ‖Z1‖+ Γ(2− α)h ‖κ2‖ .

Following this procedure, one comes to the estimation

‖Zj‖ 6

j−1∑

k=1

(σk−1 − σk) ‖Zj−k‖+ Γ(2− α)h ‖κj−1‖ . (18)

Adding up (16)–(18) yields

‖Zj‖ 6 Γ(2− α)ψ0 ‖f‖+ Γ(2− α)h (ψ0 ‖κ0‖+ ψ1 ‖κ1‖+ . . .+ ψj−1 ‖κj−1‖) (19)

with

ψm = (σ0 − σ1)
j−(m+1)+

j−(m+2)∑

k=1

(σ0 − σ1)
j−k−(m+2)(σk − σk−1)(j − k − (m+ 1)),

for all m = 0, 1, . . . , j − 1.
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Now, we can easily proof that ψ0 < ψ1 < . . . < ψj−1 = 1, so (19) yields

‖Zj‖ 6 Γ(2− α) [‖f‖+ h (‖κ0‖+ ‖κ1‖+ . . .+ ‖κj−1‖)] . (20)

In the other hand, by using the fact that z0 = 0, we obtain from (2) that

‖κ1‖ 6 ‖κ0‖+ ‖κ1 − κ0‖

6 ‖κ0‖+ C

(
h+

‖z1‖

hα−1

)

= ‖κ0‖+ Ch (1 + ‖Z1‖) .

Then,
‖κ2‖ 6 ‖κ0‖+ ‖κ2 − κ0‖

6 ‖κ0‖+ C

(
2h+

‖z2‖

hα−1

)

6 ‖κ0‖+ Ch

(
2 +

‖z2 − z1‖

hα
+

‖z1‖

hα

)

= ‖κ0‖+ Ch (2 + ‖Z1‖+ ‖Z2‖)

= ‖κ0‖+ Ch (2 + ‖Z1‖+ ‖Z2‖) .

Hence, using the analogous arguments, we can conclude that

‖κj−1‖ 6 ‖κ0‖+ ‖κj−1 − κ0‖

6 ‖κ0‖+ Ch (j − 1 + ‖Z1‖+ ‖Z2‖+ . . .+ ‖Zj−1‖) . (21)

Inserting these results into (20), we obtain

‖Zj‖ 6 Γ(2− α)
[
‖f‖+ jh ‖κ0‖+ Ch2 (1 + 2 + . . .+ j − 1)

]

+ Ch2 [(j − 1) ‖Z1‖+ (j − 2) ‖Z2‖+ . . .+ ‖Zj−1‖] .

Now, (j − 1)h < ph = T . Thus, we have

‖Zj‖ 6 Γ(2− α)
[
‖f‖+ T ‖κ0‖+ CT 2 (1 + 2 + . . .+ j − 1)

]

+ CTh (‖Z1‖+ ‖Z2‖+ . . .+ ‖Zj−1‖) j = 1, 2, . . . p.

Using Lemma 2.1 , we get, finally

‖Zj‖ 6 Γ(2− α)
(
‖f‖+ T ‖κ0‖+ CT 2

)
eCT (j−1)h

6 Γ(2− α)
(
‖f‖+ T ‖κ0‖+ CT 2

)
eCT 2

, j = 1, 2, . . . p.

Then (15) holds with c2 = Γ(2− α)
(
‖f‖+ T ‖K0‖+ CT 2

)
eCT 2

, and so the proof is complete. �

Remark 1. The estimates (14), (15) are independent of h, consequently, they remain valid for any division dn, n =
1, 2, . . .. Thus, we have ∥∥znj

∥∥ 6 c1, (22)∥∥Zn
j

∥∥ 6 c2, (23)

for all n = 1, 2, . . . , and 1 6 j 6 2n−1p, where

Zn
j (x) =

znj (x)− zj−1(x)

hαn
. (24)

Recall that the space ϑ is determined by (4). Taking into account (22) and using (8), we arrive at the following

corollary:

Corollary 3.1. There exists a constant c3 such that
∥∥znj

∥∥
V
6 c3, (25)

for all n = 1, 2, . . . , and 1 6 j 6 2n−1p.

Lemma 3.2.
∥∥κnj

∥∥ is uniformly bounded with respect to j and n as well, where κnj (x) = κ
(
x, jhn, z

n
j (x)

)
.

Proof. For the division dn, due to (21), one obtains
∥∥κnj

∥∥ 6 ‖κn0‖+ Chn
(
j + ‖Zn

1 ‖+ ‖Zn
2 ‖+ . . .+

∥∥Zn
j

∥∥) .
Taking into account (23), we come to the inequality

∥∥κnj
∥∥ 6 ‖κn0‖+ CT + CTc2 = c4. (26)

�
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4. Existence of weak solution

This section is devoted to proving the existence of a weak solution to our problem. For this purpose, let’s start with

the following lemma:

Lemma 4.1. The α-Rothe sequence (12) admits a subsequence {ynk
(t)} weakly convergent in L2(I, ϑ) to function

y ∈ L2(I, ϑ), we write

ynk
⇀ y in L2(I, ϑ). (27)

Proof. Since L2(I, ϑ) is a Hilbert space it is sufficient to show that the α-Rothe sequence (12) is bounded in this space.

Keeping in mind that

0 6

(
t− tnj−1

hn

)α

6 1 in Inj ,

and by (13), (25), we obtain, for arbitrary t ∈ I ,

‖yn(t)‖ϑ =

∥∥∥∥∥z
n
j−1

(
1−

(
t− tnj−1

)α

hαn

)
+ znj

(
t− tnj−1

)α

hαn

∥∥∥∥∥
ϑ

6

∥∥∥∥∥

(
1−

(
t− tnj−1

)α

hαn

)
znj−1

∥∥∥∥∥
ϑ

+

∥∥∥∥∥

(
t− tnj−1

)α

hαn
znj

∥∥∥∥∥
ϑ

6

(
1−

(
t− tnj−1

)α

hαn

)
c3 +

(
t− tnj−1

)α

hαn
c3 = c3.

From (9), we get, for n = 1, 2, . . .

‖yn(t)‖
2
L2(I,ϑ)

=

∫ T

0

‖yn(t)‖
2
ϑ dt 6 c23T.

Thus, the α-Rothe sequence (12) is bounded in L2(I, ϑ), and the proof is finished. �

Remark 2. [26] Note that besides (27) it holds that

ynk
→ y in C(I, L2(G). (28)

Now, taking into account (23) and using the same reasoning as in the proof of the preceding corollary, we arrive at

the following corollary:

Corollary 4.1. There exists a subsequence
{
Y

α
nk
(t)
}

and a function Y
α such that

Y
α
nk
⇀ Y

α in L2 (I, L2(G)) , (29)

where

Y
α
n(t) : I → L2(G), n = 1, 2, . . .

defined by

Y
α
n(t) =





Γ(α+ 1)Zn,α
1 for t = 0,

Γ(α+ 1)Zn,α
j for t ∈ Ĩnj = (tnj−1, t

n
j ], j = 1, . . . , 2n−1p.

(30)

Lemma 4.2.

∂α0,ty(t) = Y
α(t) in L2 (I, L2(G)) for a. a. t ∈ I. (31)

Proof. It follows from (13) and (30) that

1

Γ(α)

∫ t

0

(t− s)α−1
Y

α
nk
(t)(s)ds = ynk

(t). (32)

Recalling the definition of the Riemann-Liouville integral, the left-hand side of (32) is nothing but Iα0,tU
α
nk
(t), hence (32)

becomes

Iα0,tY
α
nk
(t) = ynk

(t). (33)

Applying the Caputo derivative ∂α0,t to the both sides of (33), we get by Theorem 2.2

∂α0,tynk
(t) = Y

α
nk
(t). (34)

Applying now (6) for (27), we obtain in view of (29), (34), and by the uniqueness of the weak limit that

∂α0,ty(t) = Y
α(t) in L2(G) for a.a. t ∈ I.

The proof is finished. �
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Corollary 4.2. The function y(t) verifies

y(0) = 0 in C (I, L2(G)) , (35)

y ∈ AC (I, L2(G)) . (36)

Proof. From (7), (27), and (33), following the same reasoning as in the proof of (31), we get

Iα0,tY
α(t) = y(t).

Hence, by Theorem 2.1, we complete the proof. �

Lemma 4.3. [26] If

ynk
⇀ y in L2(I, ϑ),

then also

ỹnk
⇀ y in L2(I, ϑ), (37)

where {ỹn(t)} is the sequence defined by:

ỹn(t) =





zn1 for t = 0

znj in Inj = (tnj−1, t
n
j ], j = 1, . . . , p.

(38)

Let

w(t) = w(x, t) = κ(x, t, y(x, t)). (39)

Since y ∈ ϑ for a. a. t ∈ I , we have, by (3) w ∈ L2(G) for a.a. t ∈ I . Consequently, we obtain the following corollary.

Corollary 4.3.

lim
nk→∞

w̃nk
(t) = w(t) in L2(G) for a.a. t ∈ I, (40)

where

w̃n(t) : I → L2(G), n = 1, 2, . . .

is defined by

w̃n(t) =





κn0 for t = 0,

κnj−1 in Ĩnj = (tnj−1, t
n
j ], j = 1, . . . , 2n−1p.

Proof. Let ε > 0 be given. We have to show that

‖w(t)− w̃nk
(t)‖ 6 ε for a.a. t ∈ I if nk > n0(ε). (41)

By (2) we obtain for fixed division dnk
and for arbitrary t ∈ Ĩnk

j+1

‖w(t)− w̃nk
(t)‖ =

∥∥κ(x, t, y(t))− κ
(
x, jhnk

, znk

j

)∥∥

6 C

(
|t− jhnk

|+
1

hα−1
nk

∥∥y(t)− znk

j

∥∥
)

6 C [hnk
+ ‖y(t)− y (jhnk

)‖+

+
∥∥y (jhnk

)− znk

j

∥∥] .

Choosing η =
ε

3C
, we get the desired result due to (28) and (36). �

Remark 3. (40), (41) imply that the function w(t) is Bochner integrable as an abstract function from I into L2(G).
Consequently, we can define the following functions

W(t) =

∫ t

0

w(s)ds, (42)

Wn(t) =

∫ t

0

w̃n(s)ds. (43)

The proof of the following corollary is essentially the same as that in [26]. For the sake of convenience we give the proof.

Corollary 4.4. Define

W̃n(t) =





hnκ
n
0 for t = 0,

hn
(
κn0 + . . .+ κnj−1

)
in Ĩnj ,

(44)

then

lim
nk→∞

W̃nk
= W in L2(I, L2(G)). (45)



12 Y. Bekakra, A. Bouziani

Proof. First, from (41) we immediately obtain

lim
nk→∞

Wnk
= W in L2(I, L2(G)). (46)

From (43), (44), we get for t ∈ Ĩnj :

Wn(t)− W̃n(t) =

∫ hn

0

w̃n(s)ds+ . . .+

∫ (j−1)hn

(j−2)hn

w̃n(s)ds+

+

∫ t

(j−1)hn

w̃n(s)ds− W̃n(t) = hn
(
κn0 + . . .+ κnj−2

)
+

+ [t− (j − 1)hn]κ
n
j−1 − hn

(
κn0 + . . .+ κnj−1

)
= (t− jhn)κ

n
j−1·

Hence, for t ∈ Ĩnj it holds that ∥∥∥Wn(t)− W̃n(t)
∥∥∥ 6 hn

∥∥κnj−1

∥∥ .
Combining (46), (26), we complete the proof of Corollary 3.4. �

We’re now prepared to demonstrate in which senses the function y(t) satisfies the given equation (1). In view of (24),

we can rewrite the integral identities (11) for the division dn in the following way:

Γ(2− α)bζ(z
n
j , v) +

(
j−1∑

k=0

Zn
j−kσk, v

)

= Γ(2− α)
(
hn
(
κn0 + κn1 + . . . κnj−1

)
+ Γ(2− α)f, v

)
∀v ∈ ϑ, 0 < α < 1.

(47)

Let v(t) be a fixed abstract function from L2(I, ϑ). Using (30), (38) and (44) and defining the abstract function f(t) from

I into L2(G) by f(t) = f ∀t ∈ I , we transform (47) to the form

Γ(2− α)bζ(ỹn, v) +
1

Γ(α+ 1)

(
j−1∑

l=0

σlY
α
n, v

)
= Γ(2− α)

(
W̃n, v

)
+ Γ(2− α) (f, v) for a.a. t ∈ I. (48)

Taking into consideration the indices nk from (27) only and integrating (48) with n replaced by nk between the limits

t = 0 and t = T , we get

Γ(2− α)

∫ T

0

bζ(ỹnk
, v)dt+

1

Γ(α+ 1)

j−1∑

l=0

σl

∫ T

0

(
Y

α
nk
, v
)
dt

= Γ(2− α)

∫ T

0

(
W̃nk

, v
)
dt+ Γ(2− α)

∫ T

0

(f, v) dt.

(49)

Hence,

v ∈ L2(I, ϑ) ⇒ v ∈ L2(I, L2(G)).

Thus, (29), (31) imply

lim
nk→∞

1

Γ(α+ 1)

∫ T

0

(
j−1∑

l=0

σlY
α
nk
, v

)
dt =

1

Γ(α+ 1)

j−1∑

l=0

σl

∫ T

0

(∂α0ty, v) dt.

Similarly, by (45), one obtains

lim
nk→∞

Γ(2− α)

∫ T

0

(
W̃nk

, v
)
dt = Γ(2− α)

∫ T

0

(W, v) dt,

where W(t) =

∫ t

0

κ(x, s, y(x, s))ds, by (39), (42). Finally, for v ∈ L2(I, ϑ) fixed,

∫ T

0

bζ(y, v)dt

is a bounded linear functional in L2(I, ϑ). Thus,

lim
nk→∞

Γ(2− α)

∫ T

0

bζ(ỹnk
, v)dt = Γ(2− α)

∫ T

0

bζ(y, v)dt

holds by (37). Consequently, for nk → ∞, (49) gives one

∫ T

0

bζ(y, v)dt+
1

Γ(α+ 1)

j−1∑

l=0

σl

∫ T

0

(∂α0ty, v) dt = Γ(2− α)

∫ T

0

(W, v) dt+ Γ(2− α)

∫ T

0

(f, v) dt. (50)
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Due to the fact that function v ∈ L2(I, ϑ) is chosen arbitrarily, (50) holds for every v ∈ L2(I, ϑ). In this weak sense,

equation (1) is fulfilled. Thus, the function y(t) satisfies

y ∈ L2(I, ϑ) ∩AC (I, L2(G)) , (51)

∂α0ty(t) ∈ L2 (I, L2(G)) , (52)

y(0) = 0 in C (I, L2(G)) , (53)

∫ T

0

bζ(y, v)dt+
1

Γ(α+ 1)

j−1∑

l=0

σl

∫ T

0

(∂α0ty, v) dt

= Γ(2− α)

∫ T

0

(W, v) dt+ Γ(2− α)

∫ T

0

(f, v) dt ∀v ∈ L2(I, ϑ).

(54)

Definition 4. Function y(t) satisfying (51) – (54) is called weak solution to our problem.

5. Uniqueness

To establish uniqueness, we assume the existence of two distinct weak solutions y1 and y2 and come to a contradiction.

Denote their difference by

y∗ = y1 − y2.

Therefore, to prove the uniqueness, it suffices to show that y∗ = 0.

By (51) – (54), y∗(t) satisfies

y∗ ∈ L2(I, ϑ),

y∗ ∈ AC (I, L2(G)) ,

∂α0,ty
∗ ∈ L2 (I, L2(G)) ,

y∗(0) = 0 in C (I, L2(G)) ,

Γ(2− α)

∫ T

0

bζ(y
∗, v)dt+

∫ T

0

(
j−1∑

l=1

σl∂
α
0ty

∗, v

)
dt

= Γ(2− α)

∫ T

0

(∫ t

0

[κ (x, s, y2(s))− κ (x, s, y1(s))] ds, v

)
dt ∀v ∈ L2(I, ϑ).

(55)

According to (2), we have
∥∥∥∥
∫ t

0

[κ (x, s, y2(s))− κ (x, s, y1(s))]

∥∥∥∥ ds

6

∫ t

0

‖κ (x, s, y2(s))− κ (x, s, y1(s))‖ ds

6

∫ t

0

C

hα−1
‖y2(s)− y1(s)‖ ds =

C

hα−1

∫ t

0

‖y∗(s)‖ds 6 C

∫ t

0

‖y∗(s)‖ds. (56)

Let us divide the interval I into a finite number of subintervals of lengths l. The function y(t) belongs to C (I, L2(G))
hence the function ‖y(t)‖ is continuous in the interval [0, l]. Consequently, ‖y(t)‖ attains its maximum on this interval at

a certain point t1 ∈ [0, l]. Let

max
t∈[0,l]

‖y∗(t)‖ = ‖y∗ (t1)‖ . (57)

For v(t) in (55), let us choose the function

v (t) =





y∗ (t) for t ∈ [0, t1],

0 for t ∈ (t1, T ].

Thus, we obtain

Γ(2− α)

∫ t1

0

bζ(y
∗, y∗)dt+

j−1∑

l=1

σl

∫ T

0

(y∗, ∂α0ty
∗) dt

= Γ(2− α)

∫ t1

0

(
y∗,

∫ t

0

[κ (x, s, y2(s))− κ (x, s, y1(s))] ds

)
dt.

(58)

ϑ−ellipticity of the form bζ(v, y) gives us that

Γ(2− α)

∫ t1

0

bζ(y
∗, y∗)dt > 0. (59)
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Additionally, according to Lemma 2.3, one has

∫ t1

0

(
y∗,

j−1∑

l=1

σl∂
α
0ty

)
dt >

∑j−1
l=1 σl

2

∫ t1

0

∂α0t ‖y‖
2
= c5∂

α
0t ‖y(t1)‖

2
, (60)

where c5 is a constant. (56) yields
∥∥∥∥Γ(2− α)

∫ t1

0

(
y∗,

∫ t

0

[κ (x, s, y2(s))− κ (x, s, y1(s))] ds

)
dt

∥∥∥∥

6 Γ(2− α)

∫ t1

0

‖y∗(t1)‖

∥∥∥∥
∫ t

0

[κ (x, s, y2(s))− κ (x, s, y1(s))]

∥∥∥∥ ds

6 Γ(2− α)

∫ l

0

‖y∗(t1)‖

(
C

∫ l

0

‖y∗(s)‖ds.

)
6 Cl2 ‖y∗(t1)‖

2
. (61)

Combining (58) – (61) , we can get

∂α0t ‖y
∗(t1)‖

2
6 c6 ‖y

∗(t1)‖
2
,

where c6 is a constant. Using Lemma 2.4, we obtain with regard to (35),

‖y∗(t1)‖ = 0.

Formula (57) then implies

y∗(t) = 0 in L2(G) ∀t ∈ [0, l]. (62)

Performing the same consideration in the interval [l, 2l] with the function

v (t) =





y∗ (t) for t ∈ [0, t2],

0 for t ∈ (t2, T ],

where t2 is a point at which ‖y(t)‖ attains its maximum in the interval [l, 2l], and using the just obtained result (62), we

obtain that

y∗(t) = 0 in L2(G) ∀t ∈ [l, 2l].

After a finite number of steps we thus come to the conclusion that

y∗(t) = 0 in L2(G) ∀t ∈ I.

Hence, the uniqueness is proved.

6. Conclusion and future scope

Two objectives have been successfully reached in this study. Firstly, a new function has been constructed using the

method of discretization for a time fractional equation. Secondly, the proposed method has been validated by demon-

strating the convergence of the α-Rothe sequence to the unique weak solution of our problem. As we’ve seen, TFDE

is closely linked to various nanoscience phenomena, consequently, the authors are optimistic that the results obtained

can be extended to a wide range of nanoscience applications, thus offering a promising avenue for further exploration

(Non-Fourier conduction, confinement effects, Phonon-Phonon and Phonon-Defect Interactions...).
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ABSTRACT A group of substances known as alkanes is made up of carbon and hydrogen atoms bound together

only by single covalent bond with the chemical formula CnH2n+2. Isomers are those molecules with identical

chemical formula but different structural arrangement. Due to this, their corresponding molecular graphs differ

in structure thereby leading to distinct spectral parameters. In this work, the spectral parameters of all isomers

of nonane C9H20 have been computed and its relationship with its eigenvalue-based entropy is established.

The spectral results are then correlated with the density value of the nonane isomers and it is found that the

“spectral gap” is closely associated to that of density.
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1. Introduction

Organic chemistry deals with structures, compositions, properties, reactions, and preparation of carbon-containing

compounds. The simplest organic compounds are hydrocarbons [1], which just have carbon and hydrogen atoms and can

be either straight or branched chains with the same empirical formula but different characteristics. Alkanes are such kind

of hydrocarbon. Alkanes are with identical empirical formula CnH2n+2 and distinct arrangements of atoms joined only

by single bonds. Alkanes with four or more carbon atoms can have more than one arrangement of atoms, thereby forming

isomers. A linear alkane with the formula C9H20 is nonane. It is a colourless, flammable liquid that is mostly extracted

from crude oil and it is used in automobile fuels. The isomers of nonane have carbon chain branches at different locations

in the chain leading to the compound having different IUPAC names. Altogether, nonane has 35 isomers, including the

straight-chain compound n-nonane.

In chemical graph theory [2], the structural arrangement of molecules are depicted as chemical graphs. The organic

chemical compounds are represented by their graph structure where the carbon atoms are represented by vertices and the

relation between carbon atoms are represented by edges. This representation is widely used in cheminformatics. Pre-

dictions of structure-property relationships and (quantitative) structure activity are based on computed graph parameters.

The physical characteristics of molecules can then be reflected in these graphs as graph-theoretical descriptors or indices.

Spectrum of the graph is one such kind of descriptors. In quantum chemistry, the highest energy level of molecule is

represented by the spectral radius of graph. Hence, it is advantageous to estimate the energy of molecules if the spectral

radius has adequate upper bounds. The second-largest eigenvalue of the graph is closely related to the molecule stability

and associated chemical characteristics. The spectral gap is the result obtained by subtracting the second-largest eigen-

value from that of the largest eigenvalue and is often used as a measure of the convergence rate in numerical methods in

computational chemistry. A large spectral gap is associated with fast convergence, while a smaller spectral gap indicates

slower convergence. Entropy is a measureable physical characteristics and a scientific notion that is frequently connected

to a condition of disorder, unpredictability or uncertainty. The fundamental thermophysical quantities known as graph

entropies [3] are used to quantify the heterogeneity and relative stabilities of molecules. They are defined for various

graph invariants. Eigenvalue-based entropy is a kind of graph entropy that has been extensively studied which depends on

the adjacency matrix of the graph. An indicator of a connection or statistical association between two variables is a corre-

lation coefficient [4]. Note that the graphs considered in this paper are combinatorial graphs in which edges are relations

between vertices only. In literature, there are also metric graphs in which certain differential operator is defined on the

edges [5]. In this metric-model, the spectrum is not bounded above and the spectral gap is also defined differently as the

difference between the last (smallest) and second smallest eigenvalues [6]. In the present work, the spectral parameters of

all isomers of nonane have been computed and its relationship with the corresponding eigenvalue-based entropy is estab-

lished. Then the spectral parameters are correlated with the density of nonane isomers in order to find which parameter

has the best correlation with the density of nonane isomers.

© Andrew B.I., Anuradha A., 2024
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2. Preliminaries

A graph denoted as G = (V,E, ψG) consists of a collection of two sets: a set (necessarily nonempty) of vertices

V , a set of edges E, and a relation ψG : E → V × V termed as incidence relation. Adjacency matrix is a binary

matrix which reflects whether two vertices vi, vj in the graph are adjacent or not. If they are adjacent then its entry in the

matrix will be 1 and all the non-adjacent pairs are made 0. A characteristic polynomial can be derived from the matrix

by using P (A;λ) = det(A − λIn) where In is the identity matrix. Note that n = |V |. By solving the characteristic

equation, eigenvalues of the matrix are obtained. The highest among all the eigenvalues is known as spectral radius.

The sum of absolute eigenvalues is termed as graph energy [7]. The arrangement of distinct eigenvalues along with their

algebraic multiplicities is called as spectrum. When arranged in a non-increasing order, the difference between the first

two eigenvalues is known as the spectral gap.

Two nonisomorphic graphs having same spectrum are called cospectral graphs and two non-cospectral graphs having

same energy are called equienergetic graphs. If λ1, λ2, .., λn denote the eigenvalues ofA(G) and E(G) denote the energy

of G, then the eigenvalue-based entropy [8] I of G is defined as I (A) = −

n∑

j=1

|λj |

E(G)
log

|λj |

E(G)
. Spearman’s rank

correlation coefficient, also known as the Spearman coefficient correlation [9], is a statistical measure used to assess the

strength and direction of the monotonic relationship between two variables. This coefficient is especially valuable when

the relationship between the variables does not strictly adhere to a linear pattern, but rather exhibits a monotonic trend. The

coefficient itself ranges between −1 and 1. A value of −1 indicates a perfect negative monotonic relationship. Conversely,

a value of 1 represents a perfect positive monotonic relationship whereas, 0 suggests no monotonic relationship between

the variables. The p-value indicates the likelihood of obtaining a result extreme (on both ends) than the observed result,

assuming there is no relationship between variables. Covariance quantifies the extent to which variables vary together.

The test statistic is a numerical summary used in hypothesis testing to compare the observed data to a distribution or

critical values. It helps one to determine the statistical significance of the result and whether to reject the null hypothesis.

Sample size is the number of observations in a sample which affects the reliability of estimates.

3. Literature Survey

A. E. Brouwer and W. H. Haemers [10] cover a variety of topics in spectral graph theory and highlight the critical

role that linear algebra plays in graph theory in their book Spectra of Graphs. R. Balakirshnan and K. Ranganathan [7]

explain clearly the requisite for this study of chemical-graph and spectral basis. D. A. Spielman [11] gave an overview

of certain spectrum applications and shed some light on the combinatorial relevance of the eigenvectors and eigenvalues.

Ivan Gutman et al. [12] have put forth an innovative method for calculating the total pi-electron energy of a conjugated

hydrocarbon using spectral moments along with coining certain outstanding problems. F. Harary and A. J. Schwenk [13]

have developed a methodical approach for identifying graphs with integral spectra. O. Ahmadi et al. [14] have shown that

only a small percentage of graphs contain an integral spectrum. G. Indulal et al. [15] have constucted numerous classes

of integral graphs and by defining a new composition on three graphs. M. Dehmer and A. Mowshowitz [16] have done

a survey on describing methods to measure graph entropy and to demonstrate its wide applicability. M. Dehmer [17]

has introduced a general framework for defining the graph entropy based on a local-information graph and information-

related functions derived from a graph’s topology. Y. Sun and H. Zhao [8] have defined the eigenvalue-based entropy for

the directed bipartite network.

4. Nonane and its Isomers

The nonane isomers having empirical formula C9H20 are the subject of this study (refer Fig. 1). Nonane comes in

35 different isomers. Nonane naturally occurs in crude oil. One of the by-products of the fractional distillation of crude oil

is kerosene fraction. Despite being insoluble in water, it is a good solvent for a variety of chemicals. Nonane is primarily

used as an aviation and automotive fuel.

(a) n-Nonane (N
1
) (b) molecular graph of n-Nonane (N

1
)



18 B. I. Andrew, A. Anuradha

(c) 3-methyloctane (N
3
) (d) molecular graph of 3-methyloctane (N

3
)

(e) 4-ethyl-2-methylhexane (N
25
) (f) molecular graph of 4-ethyl-2-methylhexane

(N
25
)

FIG. 1. Some isomers of C9H20 and their molecular graphs

5. Main Results

From the IUPAC nomenclature, it is clear that the branching number and position vary among all the isomers of

C9H20. Thus, it is observed that each molecular graph is nonisomorphic to one another. By using MATLAB, the spec-

trum, spectral radius, spectral gap, second largest eigenvalue, graph energy and eigenvalue-based graph entropy of all the

isomers have been calculated.

From the parameters given in Table 2, the following graphs (Fig 2) have been plotted to have a comparative view

among the results obtained.

(a) Spectral Radius (b) Second Largest eigenvalue
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(c) Spectral Gap (d) Density

(e) Graph Energy (f) Eigenvalue-based Entropy

FIG. 2. 2D graph of spectral parameters

6. Observations

1. Isomers that have their third positioned carbon atoms in their spine to be branched are found to have an increase

in their density values compared to their predecessors.

2. Except for N5, it can be observed from Fig 2 that the second-largest eigenvalue is inversely proportional to the

spectral radius.

3. Except for N6, it can be noticed that the spectral gap is directly proportional to the spectral radius.

4. Fig. 2 (e and f) proves that the graph energy is directly proportional to the eigenvalue-based entropy.

5. The pairs of non-isomorphic graphs (N5, N21), (N6, N25), (N10, N20), (N13, N34) and (N19, N32) are having

the same spectrum and thus, they are cospectral graphs.

6. The pairs of graphs (N3, N9), (N5, N21), (N6, N25), (N10, N20), (N13,N34), (N18,N27) and (N19,N30, N32, N35)
have the same spectral radius.

7. The spectral radius increases based on the number of branches and their positions along the spine. Closer prox-

imity between the branches leads to a higher spectral radius, indicating greater connectivity within the structure.

This is due to the fact that branching affects the number of bonds and distance between atoms, which can result

in different graph representations with distinct adjacency matrices.

8. The sets of graphs (N5, N21), (N6, N25), (N10, N20), (N1, N3, N12), (N9, N18, N30), (N13, N15, N19, N23,

N24, N27, N28, N31, N32, N34) have the same second highest eigenvalues.

9. The pairs of non-isomorphic graphs (N5, N21), (N6, N25), (N10, N20), (N13, N34) and (N19, N32) are having

the same spectral gap.
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10. The pair of graphs (N3, N35), (N5, N21), (N6, N25), (N13, N34), (N18, N29) and (N19, N32) have the same

energy, thus, they are equienergetic graphs.

11. The pair of graphs (N5, N21), (N6, N25), (N10, N20), (N13, N34), (N18, N29) and (N19, N32) have the same

eigenvalue-based entropy.

12. The pair of graphs (N18, N29) have the same entropy though they are not equienergetic whereas the graphs (N3,

N35) have different entropies though they have the same graph energy.

13. The isomer pairs (N1, N21), (N3, N13), (N7, N8, N10,N22, N30), (N11, N12, N15), (N16, N17), (N19, N34),
(N20, N29, N31) have the same density.

TABLE 1. Extremal graphs of nonane

Parameters Density Spectral Ra-

dius

Second

Largest

Eigenvalue

Spectral

gap

Graph

energy

Eigenvalue-

based entropy

Highest valued

isomer

N28 N28 (N9, N18,

N30)
N35 N1 N1

Least valued

isomer

N9 N1 N35 N1 N30 N30

7. Correlation Coefficient of nonane density

The correlation coefficient between the density and the spectral parameters of 35 nonane isomers has been calculated

and presented in the following table 2. In this analysis, the density values of all 35 nonane isomers are fixed as variables

of Y, and they are correlated with spectral parameters as variables of X. The correlation coefficients provide insights into

the strength and direction of the linear relationships between the density and the spectral parameters. Additionally, a

graphical representation of the correlations is provided. This analysis utilizes the entire sample size of 35 nonane isomers

to explore the relationships between the density and the spectral parameters.

TABLE 2. Correlation coefficient between the density and the spectral parameters of nonane

Correlation Spectral

Radius

Second

Largest

Eigenvalue

Spectral gap Graph

energy

Eigenvalue-

based entropy

Correlation

Coefficient

0.59499 -0.81322 0.80398 0.11307 0.12701

P value 6.96e-5 5.613e-9 4.3332e-10 0.3794 0.2161

Covariance 7.296e-4 -1.4e-3 2.13e-3 1.123e-3 1.598e-4

Sample Size 35 35 35 35 35

Test statistic 4.5471 -7.7908 8.7296 0.891 1.2612

From the above parameters, the following graphs (Fig 3) have been plotted to have a comparative view among the

results obtained.
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(a) Spectral Radius (b) Second Largest eigenvalue

(c) Spectral Gap

(d) Graph Energy (e) Eigenvalue-based Entropy

FIG. 3. Graphical representation of Correlation Coefficient between density and spectral parameters of

nonane isomers

8. Observation

1. From the above table 2 we can notice that the spectral gap has maximum correlation with the density of nonane.

2. A correlation coefficient of 0.80398 suggests a strong positive correlation between the variables in the sample

of 35 observations(isomers). It indicates that there is a strong tendency for the variables to increase or decrease

together.

3. The extremely small p-value 4.3332e-10 indicates that the observed data is highly unlikely to occur by chance

if the null hypothesis is true based on sample of 35 observations. This suggests strong evidence against the null

hypothesis and supports the presence of a significant effect or relationship in your data.

4. The covariance measures the extent to which two variables vary together. With a covariance of 2.13e-3 in the

sample of 35 observations, it suggests a positive covariance between the variables, indicating that they tend to

vary in a similar direction.

5. The correlation coefficient of -0.81322 indicates a strong negative monotonic relationship between the two vari-

ables. This means that as one variable increases, the other variable tends to decrease. The negative sign indicates

the direction of the relationship.
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6. The p-value of 5.613e-9 is extremely small, suggesting strong evidence against the null hypothesis. In this case,

it indicates that the observed correlation coefficient is significantly different from zero. Thus, we can conclude

that there is a statistically significant correlation between the two variables.

7. The covariance of -1.4e-3 indicates a negative relationship between the variables.

8. The sample size of 35 indicates the number of data points used to calculate the correlation coefficient. A larger

sample size generally provides more reliable estimates of the correlation between variables.

9. The test statistic of -7.7908 is likely associated with a significance test for the correlation coefficient. The exact

interpretation of this value depends on the specific test employed.

10. Except the second largest eigenvalue, all other spectral parameters has positive correlation with the density of

nonane.

9. Conclusion

To extend this further, we could try to investigate the relationship between graph energy and graph entropy in detail

for different classes of molecular graphs beyond the isomers of nonane. By analyzing a larger and more diverse set of

molecular graphs, we would be able to draw more general conclusions about the relationship between graph energy and

graph entropy, and identify any patterns or trends across different classes of molecules. We could also explore some of the

underlying chemical and physical factors that contribute to these properties, such as bond strength, electronic interactions,

and molecular shape. This type of research could have potential applications in fields such as drug discovery, materials

science, and catalysis.
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1. Introduction

The Hammerstein equation covers a large variety of areas and is of much interest to a wide audience due to the

fact that it has applications in numerous areas. Several problems arise in differential equations (ordinary and partial),

for instance, elliptic boundary value problems whose linear parts possess Green’s function can be transformed into the

Hammerstein integral equations. Equations of the Hammerstein type play a crucial role in the theory of optimal control

systems and in automation and network theory (see e.g., [1]).

The Hammerstein equation is a mathematical model that describes the response of a system to an input signal. It is

commonly used in control systems engineering and signal processing.

Let G(u(t)) represent the static nonlinearity component of the system, which is a function of the input signal, and

H(u(t)) represent the dynamic linear component of the system, which is a linear function of the input signal. Then the

equation is typically represented as: y(t) = G(u(t))+H(u(t)), where y(t) and u(t) represent the output and input signal

to the system at time t.

The Hammerstein equation allows one modeling of systems that exhibit both linear and nonlinear behavior, making

it useful in various applications.

In statistical mechanics, the Gibbs measure is a probability distribution that describes the equilibrium state of a

system. It is commonly used to describe systems with countable spin values, where the spins can take on a finite or

countably infinite number of discrete values. However, there are also models with uncountable spin values, where the

spins can take uncountably many values, such as in continuous spin systems. In these cases, the Gibbs measure needs to

be adapted to handle the uncountable nature of the spin values.

The definition of the Gibbs measure for models with uncountable spin values often involves considering the Hamil-

tonian or energy function that governs the system. The Gibbs measure assigns a probability to each spin configuration

based on its energy, such that spin configurations with lower energy have higher probabilities.

Specifically, for a given spin configuration, the probability assigned by the Gibbs measure is proportional to the expo-

nential of the negative energy of that configuration. The proportionality constant is chosen such that the total probability

© Mavlonov I.M., Sattarov A.M., Karimova S.A., Haydarov F.H., 2024
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assigned by the Gibbs measure sums to 1 over all possible spin configurations. Note that all the above-mentioned and

additional information can be found in References [2–4].

In recent years, increasing attention was given to models with a uncountable many spin values on particle systems

(especially, the Cayley tree). By this time, models with four interactions with the set of spin values [0, 1] were considered,

and the following results were achieved: In [5] splitting Gibbs measures on the Cayley tree of order k are described

by solutions to a special nonlinear integral equation of Hammerstain’s type. The existence of positive solutions to the

nonlinear integral equation of Hammerstain’s type and a sufficient condition of the uniqueness of the equation given

in [6]. Also, in [7–10], results on non-uniqueness of positive solutions to the equation with non-degenerate kernels are

given and for the case of degenerate kernel can be seen in [11,12]. Finally, in [13,14] translation-invariant Gibbs measures

for models with four competing interactions are described by solutions to the Lyapunov integral equation. In this paper,

we construct more general kernels which gives us a chance to check the existence of phase transitions and to classify the

set of Gibbs measures.

2. Special equation of Hammerstein type

Let Ω be a set. A nonlinear integral equation of Hammerstein type on Ω is one of the form

u(x) +

∫

Ω

K(x, y)f(l(y))dy = h(x) (2.1)

where dy stands for a σ− finite measure on the measure space Ω; the mappings l and K are measurable on Ω and Ω× Ω
respectively, f is a real-valued function defined on R and is in general nonlinear and h is given function on Ω. If we define

the operator A by

Av(x) =

∫

Ω

K(x, y)v(y)dy, (2.2)

and Nf to be the Nemystkii operator associated with f :

Ñf l(x) = f(l(x)) (2.3)

then integral equation (2.1) can be transformed to functional equation form as follows:

l +AÑf l = 0, (2.4)

where without the loss of generality, we have taken h ≡ 0 (see detail in [15]).

We consider a special equation of Hammerstein type, i.e.

∫ 1

0

K(x, y)lk(y)dy = l(x), k ∈ N. (2.5)

Here and below, K : [0, 1]2 → (0,+∞).

Actually, the last equation is very sufficient in the Gibbs measure theory. In the present paper, we give short infor-

mation about relation between the last equation and the Gibbs measures. Detailed information can be found in refer-

ences [5, 8].

Let Γk = (V, L) be a Cayley tree and we consider models where the spin takes values in the set [0, 1], and is assigned

to the vertices of the tree. For A ⊂ V a configuration σA on A is an arbitrary function σA : A→ [0, 1]. For J ∈ R \ {0}
and ξ : (u, v) ∈ [0, 1]2 → ξuv ∈ R we define a Hamiltonian

H(σ) = −J
∑

〈x,y〉∈L

ξσ(x)σ(y), (2.6)

which is the generalization of some classic models such as Ising, Potts, .... Here and below, the notation 〈x, y〉 means the

nearest neighbor vertices.

Let h(t, x) := ht,x, (t, x) ∈ [0, 1] × V be real mapping of x ∈ V \ {x0}, where x0 is a root of the tree. Now, we

define the family of probability measures {µ(n)}n∈N on ΩVn
, i.e.,

µ(n)(σn) = Z−1
n exp

(
−βH(σn) +

∑

x∈Wn

hσ(x),x

)
, (2.7)

Here, as before, σn : x ∈ Vn 7→ σ(x) and Zn is the partition function.

If the family of probability measures {µ(n)}n∈N is compatible then by Kolmogorov’s extension theorem, there exists

a unique measure µ on ΩV such that µ ({σ|Vn
= σn}) = µ(n)(σn) for all n ∈ N. The measure µ is called splitting Gibbs

measure corresponding to Hamiltonian (2.6)

The following result describes a new condition which is equivalent to the condition of compatibility.
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Proposition 1. [5] The probability distributions µ(n)(σn), n = 1, 2, . . ., in (2.7) are compatible iff for any x ∈ V \ {x0}
the following equation holds:

f(t, x) =
∏

y∈S(x)

∫ 1

0
exp(Jβξtu)f(u, y)du∫ 1

0
exp(Jβξ0u)f(u, y)du

. (2.8)

Here, and below f(t, x) = exp(ht,x − h0,x), t ∈ [0, 1] and du = λ(du) is the Lebesgue measure.

Let f(t, x) do not depend on the vertices of the Cayley tree. Then the last equation (2.8) has strongly positive solution

if and only if the equation (2.5) has strongly positive solution in M0 =
{
f ∈ C+[0, 1] : f(0) = 1

}
, where C+[0, 1] is

the set of all positive continuous functions on [0, 1] (see [6]).

Let f

(
1

3

)
= g

(
2

3

)
= c and denote that

ϕ1(t) =





f(t) if t ∈

[
0,

1

3

]

c if t ∈

[
1

3
,
2

3

]

g(t) if t ∈

[
2

3
, 1

]
and ϕ2(t) =





g(1− t) if t ∈

[
0,

1

3

]

c if t ∈

[
1

3
,
2

3

]

f(1− t) if t ∈

[
2

3
, 1

]
.

Also, for f1

(
1

3

)
= g1

(
2

3

)
= c1, we define functions:

ψ1(u) =





f1(u) if u ∈

[
0,

1

3

]

c1 if u ∈

[
1

3
,
2

3

]

g1(u) if u ∈

[
2

3
, 1

]
and ψ2(u) =





g1(1− u), if u ∈

[
0,

1

3

]

c1, if u ∈

[
1

3
,
2

3

]

f1(1− u), if u ∈

[
2

3
, 1

]
.

By using these functions, we define a degenerate kernel:

K̃(t, u) = ϕ1(t)ψ1(u) + ϕ2(t)ψ2(u). (2.9)

Then equation (2.5) can be written as

f(t) =

1∫

0

(ϕ1(t)ψ1(u) + ϕ2(t)ψ2(u))f
k(u)du. (2.10)

Namely,

f(t) = ϕ1(t)

1∫

0

ψ1(u)f
k(u)d(u) + ϕ2(t)

1∫

0

ψ2(u)f
k(u)d(u) = f(t).

Put

C1 =

1∫

0

ψ1(u)f
k(u)d(u), C2 =

1∫

0

ψ2(u)f
k(u)du.

Consequently, by taking into account f(t) = C1ϕ1(t) + C2ϕ2(t), we obtain

Ci =

1∫

0

ψi(u)(C1ϕ1(u) + C2ϕ2(u))
kdu, i ∈ {1, 2}.

The last equality is equivalent to





C1 =


 k

0


Ck

1α1 +


 k

1


Ck−1

1 C2α2 + .... +


 k

k


Ck

2αk+1

C2 =


 k

0


Ck

2α1 +


 k

1


Ck−1

2 C1α2 + .... +


 k

k


Ck

1αk+1.

(2.11)



26 I. M. Mavlonov, A. M. Sattarov, S. A. Karimova, F. H. Haydarov

Here and below,

α1 =

1∫

0

ψ1(u)ϕ
k
1(u)du, α2 =

1∫

0

ψ1(u)ϕ
k−1
1 (u)ϕ2(u)du, ... αk+1 =

1∫

0

ψ1(u)ϕ
k+1
2 (u)du,

β1 =

1∫

0

ψ2(u)ϕ
k
1(u)du, β2 =

1∫

0

ψ2(u)ϕ
k−1
1 (u)ϕ2(u)du, ... βk+1 =

1∫

0

ψ2(u)ϕ
k+1
2 (u)du. (2.12)

Let x =
C1

C2
, then the system of equations (2.11) can be written as

x =


 k

0


α1x

k +


 k

1


α2x

k−1 +


 k

2


α3x

k−2 + ... +


 k

k − 1


αkx+


 k

k


αk+1


 k

0


αk+1xk +


 k

1


αkxk−1 +


 k

2


αk−1xk−2 + ... +


 k

k − 1


α2x+


 k

k


α1

.

Namely,

Qk(x) :=


 k

0


αk+1x

k+1 +




 k

1


αk −


 k

0


α1


xk + ...

...+




 k

k


α1 −


 k

k − 1


αk


x−


 k

k


αk+1. (2.13)

Now, we can conclude the following result:

Proposition 2. Finding positive solutions of equation (2.5) with the kernel (2.9) is equivalent to finding positive roots of

the polynomial Qk(x).

In the next sections, we consider the positive roots of the polynomial Qk(x) in special cases.

3. Solutions to the equation (2.5) with the kernel (2.9) for the case k = 2.

In this section, we study positive solutions to equation (2.5) with the kernel (2.9) for the case k = 2.

Let k = 2 then the system of equations (2.11) can be rewritten as




C1 = C2
1α1 + 2C1C2α2 + C2

2α3

C2 = C2
1β1 + 2C1C2β2 + C2

2β3.

(3.1)

By (2.12) and the construction of kernel one obtains:

α1 =

1∫

0

ψ1(u)ϕ
2
1(u)d(u) =

1
3∫

0

f1(u)f
2(u)d(u) +

2
3∫

1
3

c1c
2d(u) +

1∫

2
3

g1(u)g
2(u)du =

=

1
3∫

0

g1(1− u)g2(1− u)d(u) +

2
3∫

1
3

c1c
2d(u) +

1∫

2
3

f1(1− u)f2(1− u)du =

1∫

0

ψ2(u)ϕ
2
2(u)d(u) = β3.

Similarly,

α2 =

1∫

0

ψ1(u)ϕ1(u)ϕ2(u)d(u) =

1
3∫

0

f1(u)f(u)g(1− u)d(u) +

2
3∫

1
3

c1c
2d(u) +

1∫

2
3

g1(u)g(u)f(1− u)du =

=

1
3∫

0

g1(1− u)f(u)g(1− u)d(u) +

2
3∫

1
3

c1c
2d(u) +

1∫

2
3

f1(1− u)g(u)f(1− u)d(u) =

1∫

0

ψ2(u)ϕ1(u)ϕ2(u)d(u) = β2
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and

α3 =

1∫

0

ψ1(u)ϕ
2
2(u)d(u) =

1
3∫

0

f1(u)g
2(1− u)d(u) +

2
3∫

1
3

c1c
2d(u) +

1∫

2
3

g1(u)f
2(1− u)d(u) =

=

1
3∫

0

g1(1− u)f2(u)d(u) +

2
3∫

1
3

c1c
2d(u) +

1∫

2
3

f1(1− u)g2(u)d(u) =

1∫

0

ψ2(u)ϕ
2
1(u)d(u) = β1.

Hence,

α1 = β3, α2 = β2, α3 = β1. (3.2)

By taking into account x =
C1

C2
and the equality (2.13), we have

Q2(x) = α3x
3 + (2α2 − α1)x

2 + (α1 − 2α2)x− α3 = 0.

Thus, we obtain

Q2(x) = (x− 1)(a3x
2 + (a3 + 2a2 − a1)x+ a3) = 0.

Put

D := (2a2 − a1 − a3)(2a2 − a1 + 3a3).

It is easy to check a1 + a3 ≥ 2a2. Therefore, the sign of D is the same as the sign of the expression a1 − 2a2 − 3a3.

Proposition 3. Let k = 2 and K̃(t, u) be the kernel which defined in (2.9). Then the following statements hold:

(1) If a1 < 2a2 + 3a3 then there is unique positive solution of (2.10);

(2) If a1 = 2a2 + 3a3 then there are exactly two positive solutions of (2.10);

(3) If a1 > 2a2 + 3a3 then there are exactly three positive solutions of (2.10).

In the language of Gibbs measure theory, we obtain:

Theorem 1. Let k = 2 and K̃(t, u) be the function of the Hamiltonian (2.6). Then the following assignments hold:

(1) If a1 < 2a2 + 3a3 then there is unique translation-invariant Gibbs measure of the model (2.6);

(2) If a1 = 2a2 + 3a3 then there are exactly two translation-invariant Gibbs measures of the model (2.6);

(3) If a1 > 2a2 + 3a3 then there are exactly three translation-invariant Gibbs measures of the model (2.6).

4. Solutions to the equation (2.5) with the kernel (2.9) for the case k = 3.

Now, we consider positive solutions to equation (2.5) with the kernel (2.9) for the case k = 3. Then the system of

equations (2.11) can be written as




C1 = C3
1α1 + 3C2

1C2α2 + 3C1C
2
2α3 + C3

2α4

C2 = C3
1β1 + 3C2

1C2β2 + 3C1C
2
2β3 + C3

2β4

(4.1)

and

α1 =

1∫

0

ψ1(u)ϕ
3
1(u)d(u) =

1
3∫

0

f1(u)f
3(u)du+

2
3∫

1
3

c1c
3du+

1∫

2
3

g1(u)g
3(u)du = β4.

Analogously,

α2 =

1∫

0

ψ1(u)ϕ
2
1(u)ϕ2(u)du =

1
3∫

0

f1(u)f
2(u)g(1− u)du+

2
3∫

1
3

c1c
3du+

1∫

2
3

g1(u)g
2(u)f(1− u)du = β3,

α3 =

1∫

0

ψ1(u)ϕ1(u)ϕ
2
2(u)du =

1
3∫

0

f1(u)f(u)g
2(1− u)du+

2
3∫

1
3

c1c
3du+

1∫

2
3

g1(u)g(u)f
2(1− u)du = β2,

α4 =

1∫

0

ψ1(u)ϕ
3
2(u)du =

1
3∫

0

f1(u)g
3(1− u)du+

2
3∫

1
3

c1c
3du+

1∫

2
3

g1(u)f
3(1− u)du = β1.



28 I. M. Mavlonov, A. M. Sattarov, S. A. Karimova, F. H. Haydarov

As a result, one obtains

α1 = β4, α2 = β3, α3 = β2, α4 = β1. (4.2)

Consequently, the polynomial, which is defined in (2.13), is

Q3(x) = α4x
4 + (3α3 − α1)x

3 + (α1 − 3α3)x− α4 = 0.

Namely,

Q3(x) = (x− 1)(x+ 1)
(
α4x

2 + (3α3 − α1)x+ α4

)
= 0.

The discriminant of the polynomial α4x
2 + (3α3 − α1)x+ α4 is

D := (3α3 − α1 − 2α4)(3α3 − α1 + 2α4).

Proposition 4. Let k = 3 and K̃(t, u) be the kernel which defined in (2.9). Then the following statements hold:

(1) If |3α3 − α1| > 2α4 then there is unique positive solution of (2.10);

(2) If |3α3 − α1| = 2α4 then there are exactly two positive solutions of (2.10);

(3) If |3α3 − α1| < 2α4 then there are exactly three positive solutions of (2.10).

In the language of Gibbs measure theory, we can conclude the following theorem.

Theorem 2. Put k = 3 and K̃(t, u) is the function of the Hamiltonian (2.6). Then the following assignments hold:

(1) If |3α3 − α1| > 2α4 then there is unique translation-invariant Gibbs measure of the model (2.6);

(2) If |3α3 − α1| = 2α4 then there are exactly two translation-invariant Gibbs measures of the model (2.6);

(3) If |3α3 − α1| < 2α4 then there are exactly three translation-invariant Gibbs measures of the model (2.6).

5. Solutions to the equation (2.5) with the kernel (2.9) for the case k = 4.

In the Gibbs measure theory, it is more interesting to construct Hamiltonian which has more than three translation-

invariant Gibbs measures. In this section, we show that the Hamiltonian which corresponds to our kernel has more than

three Gibbs measures. For the case k = 4, the system of equations (2.11) can be written as




C1 = C4
1α1 + 4C3

1C2α2 + 6C2
1C

2
2α3 + 4C1C

3
2α4 + C4

2α5

C2 = C4
1 + 4C3

1C2β2 + 6C2
1C

2
2β3 + 4C1C

3
2β4 + C4

2β5

and

α1 =

1∫

0

ψ1(u)ϕ
4
1(u)du =

1
3∫

0

f1(u)f
4(u)du+

2
3∫

1
3

c1c
4du+

1∫

2
3

g1(u)g
4(u)du = β5,

α2 =

1∫

0

ψ1(u)ϕ
3
1(u)ϕ2(u)du =

1
3∫

0

f1(u)f
3(u)g(1− u)du+

2
3∫

1
3

c1c
4du+

1∫

2
3

g1(u)g
3(u)f(1− u)du = β4,

α3 =

1∫

0

ψ1(u)ϕ
2
1(u)ϕ

2
2(u)du =

1
3∫

0

f1(u)f
2(u)g2(1− u)du+

2
3∫

1
3

c1c
4du+

1∫

2
3

g1(u)g
2(u)f2(1− u)du = β3,

α4 =

1∫

0

ψ1(u)ϕ1(u)ϕ
3
2(u)du =

1
3∫

0

f1(u)f(u)g
3(1− u)du+

2
3∫

1
3

c1c
4du+

1∫

2
3

g1(u)g(u)f
3(1− u)du = β2,

α5 =

1∫

0

ψ1(u)ϕ
4
2(u)du =

1
3∫

0

f1(u)g
4(1− u)du+

2
3∫

1
3

c1c
4du+

1∫

2
3

g1(u)f
4(1− u)du = β1.

Hence,

α1 = β5, α2 = β4, α3 = β3, α4 = β2, α5 = β1. (5.1)

By taking into account x =
C1

C2
and the equality (5.1), one obtains

Q4(x) = α5x
5 + (4α4 − α1)x

4 + (6α3 − 4α2)x
3 + (4α2 − 6α3)x

2 + (α1 − 4α4)x− α5 = 0.
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Namely,

Q4(x) = (x− 1)
(
α5x

4 + (α5 + 4α4 − α1)x
3 + (α5 + 4α4 − α1 + 6α3 − 4α2)x

2 + (α5 + 4α4 − α1)x+ α5

)
= 0.

After short calculations, we have (for x 6= 1)

Q4(x)

x2(x− 1)
= α5y

2 + (α5 + 4α4 − α1)y + (4α4 − α5 − α1 + 6α3 − 4α2),

where y = x+
1

x
. The discriminant of the right hand side of the last equality is

D = (α5 + 4α4 − α1)
2 − 4α5(4α4 − α5 − α1 + 6α3 − 4α2).

Thus, we can give the following result:

Proposition 5. Let k = 4 and K̃(t, u) be the kernel which defined in (2.9). Then the following statements hold:

(1) If (α5 + 4α4 − α1)
2 < 4α5(4α4 − α5 − α1 + 6α3 − 4α2) then there is unique positive solution of (2.10);

(2) If (α5+4α4−α1)
2 = 4α5(4α4−α5−α1+6α3−4α2) then there are at most three positive solutions of (2.10);

(3) If (α5 +4α4 −α1)
2 > 4α5(4α4 −α5 −α1 +6α3 − 4α2) then there are at most five positive solutions of (2.10).

In the Gibbs measure theory, we obtain the following theorem.

Theorem 3. Put k = 4 and let K̃(t, u) be the function of the Hamiltonian (2.6). Then the following assignments hold:

(1) If (α5+4α4−α1)
2 < 4α5(4α4−α5−α1+6α3−4α2) then there is unique translation-invariant Gibbs measure

of the model (2.6);

(2) If (α5+4α4−α1)
2 = 4α5(4α4−α5−α1+6α3−4α2) then there are at most three translation-invariant Gibbs

measures of the model (2.6);

(3) If (α5 +4α4 −α1)
2 > 4α5(4α4 −α5 −α1 +6α3 − 4α2) then there are at most five translation-invariant Gibbs

measures of the model (2.6).

6. Conclusion

The central concept in understanding phase transitions on the Cayley trees is the notion of cluster decomposition. In

the absence of phase transitions, there is a unique Gibbs measure that describes the equilibrium behavior of the system.

However, in the presence of a phase transition, multiple Gibbs measures can coexist. The existence of multiple Gibbs

measures is often associated with the breaking of symmetry in the system. This symmetry breaking can manifest itself in

different ways, such as the appearance of multiple stable states or the coexistence of different phases (e.g. [3]).

Mathematically, the presence of multiple Gibbs measures can be established by studying the behavior of the system

under different boundary conditions or by considering the behavior of relevant observables. The occurrence of non-

uniqueness in the limit of large system size indicates the existence of phase transitions and the coexistence of multiple

Gibbs measures. Also, the properties of the different Gibbs measures can also provide insights into the nature of the phase

transition. For example, the entropy of the Gibbs measures can exhibit non-analytic behavior or the correlation length

may diverge at the critical point (see [2] and [4]).

In short, the existence of multiple Gibbs measures is closely related to the presence of phase transitions on the Cayley

trees. These phase transitions are characterized by breaking of symmetry and the coexistence of different equilibrium

states. The identification and characterization of different Gibbs measures play a crucial role in understanding the critical

phenomenon and the behavior of the system near the phase transition point. In this paper, we showed that under certain

conditions (see Theorems 1,2,3) there exist multiple Gibbs measures of the model (2.6) (this model is a generalization of

Ising, Potts, SOS, ...) on the Cayley trees of order two, three and four.

Now, we will give short information about the novelty of our paper. Firstly, in [5], authors consider the model (2.6)

on the Cayley trees and prove that there is not any phase transition on the Cayley tree of order k = 1. For the case

k ≥ 2, models in which phase transitions exist are constructed in [8] and the generalization of the constructed model is

studied in [7, 9]. In [6], the problem of finding translation-invariant (periodic with period two) Gibbs measures of the

model (2.6) was reduced to finding positive fixed points of the nonlinear operator of Hammerstein type and the problem

of the existence of fixed points of this operator considered in [10, 15, 16] ( [13, 14]). But, from the Gibbs measure theory,

it is interesting to study fixed points of the nonlinear operator of the Hammerstein type with degenerate kernel and all the

above works corresponding to non-degenerate kernels. Then works for degenerate kernels considered in [11] and [12] but

in these papers, the fixed point of the operator with the degenerate kernel does not correspond to any Gibbs measure. In

the present paper, each fixed point of the operator with a degenerate kernel is corresponding to one Gibbs measure.
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ABSTRACT In this paper, the change of the spectrum of multiplier H0f(x, y) = k0(x, y)f(x, y) for perturbation

with non-compact partially integral operators is studied. In addition, the existence of resonance is investigated

in the model H = H0 − (γ1T1 + γ2T2).

KEYWORDS essential spectrum, discrete spectrum, lower bound of the essential spectrum, non-compact partial
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1. Introduction

Self-adjoint partial integral operators appear in the theory of discrete Schrödinger operators. The study of the theory

of elasticity [1], continuum mechanics [2–4], aerodynamics [5] and other problems leads to the problem of spectral

analysis of the partial integral operators. In 1969, Uchiyama [6,7] obtained the first results on the finiteness of the discrete

spectrum of N -particle Hamiltonians with N > 2. He found sufficient conditions for the finiteness of the number of

discrete eigenvalues for the energy operators. In 1971, Zhislin [8] assumed the total charge of the system to be less than

−1 and proved that the discrete spectrum of the energy operators is finite in the symmetry spaces of negative atomic ions

of molecules with any mass of nucleus and infinitely heavy nuclei.

Let H be a separable Hilbert space and the operator H0 : H → H be self-adjoint and have only essential spectrum

(σ(H0) = σess(H0)), i.e. the operator H0 lacks the discrete spectrum (σdisc(H0) = ∅). Let’s assume that the operator

H0 is perturbed by the self-adjoint operator T , i.e. consider the operator H0 + εT, ε > 0. The main questions in the

theory of perturbation of spectra are as follows:

1) How is the structure of the spectrum of the operator H0 + εT related to the spectrum of the original (unperturbed)

operator H0?

2) What are the properties of the spectrum as a function of ε > 0?
Let H0 be a multiplier in L2(Ω) (Ω ⊂ R

m − compact): H0f(x) = u(x)f(x), where u(x) is a given real valued

continuous function on Ω, T : L2(Ω) → L2(Ω) is a linear self adjoint compact operator. The operator H0 + εT, ε > 0,
is an operator in the Friedrichs model. It is known for such an operator that σess(H0 + εT ) = σ(H0) [9]. In addition,

a number of methods have been developed [10–12] to investigate the existence of an eigenvalue in the discrete spectrum

σdisc(H0 + εT ) and to study the finiteness (infiniteness) of the discrete spectrum σdisc(H0 + εT ). If the operator T is

non-compact, then there is no general way to study the spectrum of the perturbed operator H0+ εT. In [13,14] , a method

is proposed for studying the spectrum of the operator H0+ εT : L2(Ω1×Ω2) → L2(Ω1×Ω2) (Ω1 ⊂ R
m1 , Ω2 ⊂ R

m2

are nonempty compact sets), when H0 is a multiplier defined by a continuous function k0(x, y) on Ω1 × Ω2 and T =
T1 + T2 is a linear bounded self adjoint operator with partial integrals in L2(Ω1 × Ω2), i.e. T1, T2 are partially integral

operators (PIO). It should be stressed that T1 and T2 with a non-zero kernel are not compact. In [13] it is proved that

σess(H0 + εT ) = σ(H0 + εT1) ∪ σ(H0 + εT2), in the case when the kernels of T1 and T2 are continuous functions.

Consider the multiplier H0, given by the function h0(x, y), having the following form: h0(x, y) = u(x) + ω(x, y) +
v(x), and PIO T1, T2 with kernels identically equal to one.

Let the multiplier H0 be perturbed by a non-compact operator T = γ1T1 + γ2T2, where γ1 > 0, γ2 > 0. The

purpose of the work is to apply the method from [13] to study the structure of the essential spectrum of the operator

H0 − (γ1T1 + γ2T2) and to study the existence of resonance in the model H = H0 − (γ1T1 + γ2T2).
We denote by σ(·), σess(·) and σdisc(·), respectively, the spectrum, the essential spectrum and the discrete spectrum

of the self-adjoint operators.

The number

Emin(H) = inf{λ : λ ∈ σess(H)}

is called the bound edge (or the lower edge) of the essential spectrum of the operator H .

© Kucharov R.R., Tuxtamurodova T.M., 2024
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2. Non-compact perturbation of the essential spectrum

Let Ω1 = [0, 1]ν1 ⊂ R
ν1 and Ω2 = [0, 1]ν2 ⊂ R

ν2 (ν1, ν2 ∈ N). In the space L2(Ω1 × Ω2), let us consider a linear

bounded self-adjoint operator H of the form

H = H0 − (γ1T1 + γ2T2), γ1 > 0, γ2 > 0, (1)

where H0 is the multiplier given by the continuous real valued function k0(x, y), i.e. H0f(x, y) = k0(x, y)f(x, y), and

the operators T1, T2 in the space L2(Ω1 × Ω2) are defined by the following formulas:

T1f(x, y) =

∫

Ω1

f(s, y)dµ1(s), T2f(x, y) =

∫

Ω2

f(x, t)dµ2(t),

where µj(·) is the Lebesgue measure on Ωj , j = 1, 2.

It is known that σ(H0) = [kmin
0 , kmax

0 ] ⊂ σess(H), where kmin
0 = min k0(x, y), kmax

0 = max k0(x, y), and

σess(H) = σ(W1) ∪ σ(W2), where Wk = H0 − γkTk, k = 1, 2 (see. [13]).

Assume that k0(x, y) = u(x) + v(y), where u(x) and v(y) are real valued continuous functions on Ω1 and Ω2,

respectively. Then the operator H (1) will be unitarily equivalent to the operator H1 ⊗ E + E ⊗H2, where H1, H2 are

operators in the Friedrichs model,E is the identity operator and “⊗” means the tensor product of operators [13]. Using the

spectral properties of the tensor product of operators [15,16], it can be argued that for all positive values of the parameters

γ1 and γ2, the operator H has at most one eigenvalue outside the essential spectrum and Emin(H) ≤ 0. The eigenvalue

λ ∈ σdisc(H) of the operator H is simple and λ < Emin(H).
Suppose that k0(x, y) = u(x)v(y), where u(x) and v(y) are non-negative continuous functions on Ω1 Ω2, respec-

tively, and 0 ∈ Ran(u) ∩ Ran(v). Then Emin(H) < 0 and the operator H has at most one eigenvalue below the lower

edge of the essential spectrum. The eigenvalue λ < Emin(H) of the operator H is simple [9, 10].

Let ω(x, y) is a non-negative continuous function on Ω1 × Ω2 and 0 ∈ Ran(ω). Assume that u(θ) = v(θ) = 0 and

ω(x, θ) = ω(θ, y) = 0, x ∈ Ω1, y ∈ Ω2, where the zero element in the corresponding linear space is denoted by θ.

Let the multiplier in (1) be given by the function

h0(x, y) := k0(x, y) = u(x) + ω(x, y) + v(y).

Here, we study the spectral properties of the operator:

H = H0 − (γ1T1 + γ2T2), γ1, γ2 > 0, (2)

in the case

H0f(x, y) = h0(x, y)f(x, y)

and under the following assumptions: the following integrals exist and are finite
∫

Ω1

ds

u(s)
,

∫

Ω2

dt

v(t)
.

For each β ∈ Ω2, we define the self-adjoint operator H1(β) : L2(Ω1) → L2(Ω1) in the Friedrichs model:

H1(β)ϕ(x) = h0(x, β)ϕ(x)− γ1

∫

Ω1

ϕ(s)ds.

Similarly, for each α ∈ Ω1, we define the operator H2(α) : L2(Ω2) → L2(Ω2) in the Friedrichs model:

H2(α)ψ(y) = h0(α, y)ψ(y)− γ2

∫

Ω2

ψ(t)dt.

Let’s put M1(β) = max
x∈Ω1

h0(x, β), M2(α) = max
y∈Ω2

h0(α, y).

By Weyl’s theorem [1] on the compact perturbation of the essential spectrum, we have σess(Hk(ξ)) = [0,Mk(ξ)], ξ ∈
Ωj , j 6= k, j, k = 1, 2.

Lemma 2.1. [18] The number λ ∈ R\[0,M1(β)] is the eigenvalue of the operatorH1(β)if and only if ∆1(β; γ1, λ) =
0, where

∆1(β; γ1, λ) = 1− γ1

∫

Ω1

ds

h0(s, β)− λ
.

Let’s define the function h1(β) on Ω2 by the formula

h1(β) =

∫

Ω1

ds

h0(s, β)
.

The function h1(β) is continuous on the set of Ω2 and h1(β) > 0, β ∈ Ω2.
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We define [20] non-positive and continuous functions π1(y) on Ω2 and π2(x) on Ω1 using the following equalities

π1(y) = inf
‖ϕ‖=1

(H1(y)ϕ,ϕ), y ∈ Ω2, π2(x) = inf
‖ψ‖=1

(H2(x)ψ, ψ), x ∈ Ω1.

Let’s put πmin
j = min

ξ∈Ωk

πj(ξ), π
max
j = max

ξ∈Ωk

πj(ξ), j 6= k, j, k = 1, 2, hmax
0 = max

(x,y)∈Ω1×Ω2

h0(x, y).

Proposition 2.1. The following conditions hold for the operators W1 and W2

a) σ(W1) = [πmin
1 , πmax

1 ] ∪ σ(H0);
b) σ(W2) = [πmin

2 , πmax
2 ] ∪ σ(H0).

Proof. a) In [13], the equality σ(W1) = σ(H0) ∪ σ1 is proven, where

σ1 = {λ ∈ ρ(H0) : ∆1(β0;λ, γ) = 0 for some β0 ∈ Ω2}.

Let π1(β0) < 0 for some β0 ∈ Ω2. Then, due to the minimax principle, solution λ0(β0) of the equation ∆1(β0; γ1, λ) =
0, is defined using continuous function π1(β0). i.e. λ0(β0) = π1(β0). Therefore, π1(β0) ∈ σ1. If π1(β) < 0 for all

β ∈ Ω2, then λ(β) = π1(β) ∈ σ1, σ1 = [πmin
1 , πmax

1 ] and σ(W1) = σ(H0)∪σ1 = [0, hmax
0 ]∪[πmin

1 , πmax
1 ]. If π1(β0) = 0

for some β0 ∈ Ω2, then πmax
1 = 0. Hence, we obtain σ(W1) = σ(H0) ∪ σ1 = [0, hmax

0 ] ∪ [πmin
1 , πmax

1 ] = [πmin
1 , hmax

0 ].
The equality σ(W2) = [0, hmax

0 ] ∪ [πmin
2 , πmax

2 ] is proved similarly.

Proposition 2.2. If γ1 ≤ h−1
1 (θ), then σ(H1(β)) = σess(H1(β)) for all β ∈ Ω2.

Proof. Since

h0(x, y) = u(x) + ω(x, y) + v(y) ≥ u(x), x ∈ Ω1, y ∈ Ω2,

then

H1(β) ≥ H1(θ), β ∈ Ω2. (3)

However, Emin(H1(θ)) = 0 and

∆1(θ; γ1, λ) = 1− γ1

∫

Ω1

ds

u(s)− λ
.

The function ∆1(λ) = ∆1(θ; γ1, λ) on (−∞, 0) is strictly decreasing, while lim
λ→−∞

∆1(λ) = 1 and lim
λ→0−

∆1(λ) =

1− γ1h1(θ) ≥ 0. Hence, one obtains that ∆1(λ) = ∆1(θ; γ1, λ) > 0 for λ ∈ (−∞, 0). Then, according to Lemma 2.1,

σdisc(H1(θ)) = ∅, i.e. σ(H1(θ)) = [0,M1(θ)]. It follows from (3) that

inf
‖ϕ‖=1

(H1(β)ϕ,ϕ) ≥ inf
‖ϕ‖=1

(H1(θ)ϕ,ϕ) = 0, β ∈ Ω2.

However, 0 ∈ σ(H1(β)), β ∈ Ω2 and consequently inf
‖ϕ‖=1

(H1(β)ϕ,ϕ) = Emin(H1(β)) = 0, β ∈ Ω2. Hence, due to

the minimax principle [1], it follows that σdisc(H1(β)) = ∅, for all β ∈ Ω2.

Now we define the function h2(α) on Ω1 by the following formula

h2(α) =

∫

Ω2

dt

h0(α, t)
.

Obviously, the function h2(α) is continuous in Ω1 and h2(α) > 0, α ∈ Ω1.

Just as in proposition 2.2, it is proved that if γ2 ≤ h−1
2 (θ), then σ(H2(α)) = σess(H2(α)) for all β ∈ Ω2.

Hence, due to Proposition 2.2, the following theorem is proved:

Theorem 2.1. a) if γ1 ≤ h−1
1 (θ), then σ(W1) = σ(H0) = [0, hmax

0 ];

b) if γ2 ≤ h−1
2 (θ), then σ(W2) = σ(H0) = [0, hmax

0 ].

We define the sets D0 ⊂ Ω2 and D1 ⊂ Ω2:

D0 = {β ∈ Ω2 : γ1 ≤ h−1
1 (β)}, D1 = Ω2 \ D0.

Lemma 2.2. a) If D0 = Ω2 (i.e. D1 = ∅), then π1(t) ≡ 0;
b) if D0 6= ∅ D1 6= ∅, then πmin

1 < πmax
1 = 0;

c)if D0 = ∅, then πmin
1 < πmax

1 < 0.

Proof. Obviously, for every fixed β ∈ Ω2 and γ1 > 0, the function ∆1(λ) = ∆1(β; γ1, λ) is strictly decreasing on

(−∞, 0) and

lim
λ→−∞

∆1(λ) = 1 and lim
λ→0−

∆1(λ) = 1− γ1h1(β).

a) Let D0 = Ω2. Then 1− γ1h1(β) ≥ 0 for all β ∈ Ω2. Due to monotonicity of the function ∆1(λ) for (−∞, 0) we

have ∆1(β; γ1, λ) > 0 for all λ ∈ (−∞, 0) for each β ∈ Ω2. Hence, by virtue of Lemma 2.1, we obtain σ(H1(β)) =
σess(H1(β)), β ∈ Ω2. Then, by the minimax principle π1(t) = 0 for all t ∈ Ω2.
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b) Let D0 6= ∅. Then there exists a point β0 ∈ D0 ⊂ Ω2, such that,

lim
λ→0−

∆1(β0; γ1, λ) = 1− γ1h1(β0) ≥ 0,

i.e. ∆1(β0; γ1, λ) ≥ 0 on (−∞, 0). Hence, due to the lemma 2.1, we obtain that σ(H1(β0)) = σess(H1(β0)). Therefore,

we have π1(β0) = 0. Since π1(t) ≤ 0, t ∈ Ω2, we have πmax
1 = π1(β0) = 0. If D1 6= ∅, then there exists β1 ∈ D1 ⊂ Ω2

such that

lim
λ→0−

∆1(β1; γ1, λ) = 1− γ1h1(β1) < 0.

Hence, the equation ∆1(β1; γ1, λ) = 0 on (−∞, 0) has unique solution λ0 < 0. By Lemma 2.1, the number λ0 is

an eigenvalue of the operator H1(β1). Hence, following the minimax principle, we obtain that π1(β1) = λ0 < 0, i.e.

πmin
1 ≤ π1(β1) < 0.

c) Let D0 = ∅. Then D1 = Ω2 and therefore for each β ∈ Ω2, we have

lim
λ→0−

∆1(β; γ1, λ) = 1− γ1h1(β) < 0.

Due to the monotonicity of the function ∆1(β; γ1, λ) on (−∞, 0) there is a negative number λ = λ(β) such that

∆1(β; γ1, λ(β)) = 0, i.e. the number λ(β) is the eigenvalue of the operator H1(β). Then, by the minimax principle, we

obtain that π1(β) = λ(β), β ∈ Ω2. It follows from the continuity of the function π1(t) on Ω2 that πmax
1 < 0.

We prove that πmin
1 < πmax

1 . Let’s assume the opposite: let πmin
1 = πmax

1 . Then the solutions λ0, λ0 < 0, and λ1,

λ1 < 0 of the equations ∆1(θ; γ1, λ) = 0 and ∆1(β; γ1, λ) = 0, β ∈ Ω2, β 6= θ coincide, i.e.

∆1(θ; γ1, λ0) = ∆1(β; γ1, λ0) = 0.

Therefore, we obtain ∫

Ω1

h0(s, β)− u(s)

(u(s)− λ0)(h0(s, β)− λ0)
ds = 0. (4)

However, h0(s, β)− u(s) ≥ 0, s ∈ Ω2 and the function

F1(s, β) =
h0(s, β)− u(s)

(u(s)− λ0)(h0(s, β)− λ0)

is non-negative continuous on Ω2 and distinct from a constant. Hence, in accordance with the property of the Lebesgue

integral, we obtain that

∫

Ω2

F1(s, β)ds > 0. This contradicts equality (4). Therefore, πmin
1 6= πmax

2 .

We put:

hmin
j = min

ξ∈Ωk

hj(ξ) and hmax
j = max

ξ∈Ωk

hj(ξ), j = 1, 2, k = 1, 2, j 6= k.

Lemma 2.2 implies the proof the theorem

Theorem 2.2.a)if γ1 > (hmin
1 )−1, then πmax

1 < 0;

b) if (hmax
1 )−1 < γ1 ≤ (hmin

1 )−1, then πmin
1 < 0 πmax

1 = 0;

c) if γ1 ≤ (hmax
1 )−1, then π1(t) = 0.

A similar theorem is true for the function π2(x).

Corollary 2.1. If γ1 ≤ (hmax
1 )−1 γ2 ≤ (hmax

2 )−1, then σess(H) = σ(H0).
Proof. For the essential spectrum of the operator H , the equality holds (see. [13])

σess(H) = σ(W1) ∪ σ(W2),

where Wk = H0 − γkTk, k = 1, 2. Hence, by Theorem 2.2 and Proposition 2.1, we obtain

σess(H) = σ(H0) = [0, hmax
0 ].

Corollary 2.2 Let in (1) γ1 = h−1
1 (θ) and γ2 = h−1

2 (θ). Then σess(H) = σ(H0).
Proof. Consider PIO V, defined by the equality

V = H0 − (h−1
1 (θ)T1 + h−1

2 (θ)T2).

For γ1 = h−1
1 (θ), one has

lim
λ→0−

∆1(θ; γ1, λ) = 1− h−1
1 (θ) lim

λ→0−

∫

Ω1

ds

h0(s, θ)− λ
= 0.

From the monotonicity of the function ∆1(θ;h
−1
1 (θ), λ) on (−∞, 0) we obtain that ∆1(θ;h

−1
1 (θ), λ) > 0 on (−∞, 0), i.e.

σ(H0−h
−1
1 (θ)T1) = σ(H0). Similarly, it is shown that σ(W2) = σ(H0). Hence, σess(V ) = σ(W1)∪σ(W2) = σ(H0).
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3. Zero-energy resonance of the operator H

It is said that, the operator H1(θ) (operator H2(θ)) )) has a resonance with zero energy [19] if the number 1 is the

eigenvalue of the integral operator H1 : L2(Ω1) → L2(Ω1) (H2 : L2(Ω2) → L2(Ω2)), where

H1ϕ(x) = γ1

∫

Ω1

ϕ(s)ds

u(s)
, H2ψ(y) = γ2

∫

Ω1

ψ(t)dt

v(t)

and at least one corresponding eigenfunction ϕ0(x) (eigenfunction ψ0(y)) satisfies the condition ϕ0(θ) 6= 0 (ψ0(θ) 6= 0).

Theorem 3.1. Let γ1 = h−1
1 (θ). Then:

a) operator H1(θ) has a resonance with zero energy;

b) for all β ∈ Ω2, β 6= 0 operator H1(β) has no negative eigenvalue..

Proof. a) Let ϕ0(x) ≡ 1. Then V1ϕ0 = γ1h1(θ) = ϕ0(x), i.e. the equation V1ϕ = ϕ has a solution ϕ0 from C(Ω1)
and ϕ0(0) 6= 0.

b) If γ1 = h−1
1 (θ), then the condition of Proposition 2.2 is satisfied, and therefore σ(H1(β)) = σess(H1(β)) for all

β ∈ Ω2, i.e. there is no negative eigenvalue for the operators H1(β), β ∈ Ω2.

Example. Let Ω1 = Ω2 = [0, 1] and

u(x) = v(x) = x1/2, ω(x, y) =
(
1− cos

π

2
x
)(

1− cos
π

2
y
)
.

We have
1∫

0

ds

u(s)
=

1∫

0

dt

v(t)
= 2.

The function h1(x) strictly decreases on [0,1], and hence, hmin
1 = h1(1) and hmax

1 = h1(0) = 2. It is obvious that
1

u(x)
/∈ L2(Ω1), i.e.

1

u(x)
∈ L1(Ω1) \ L2(Ω1). Hence, for γ1 =

1

2
the operator H1(0) has a resonance with zero energy

and for all β ∈ (0, 1] operator H1(β) has no negative eigenvalue.

4. Conclusion

Our main goals are the description of the essential spectrum of the operator H and studying its spectral properties.

This work differs from the work of other scientists because we choose the special form of the multiplier H0 and the

non-compactness of the partial integral operators T1 and T2 takes place. To summarize, we applied the method of [13]

for the description of the essential spectrum. Additionally, we mainly used the minimax principle from [9] to prove the

theorems and found the exact description of the essential spectrum proved by conditioning the parameters γ1 and γ2.
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ABSTRACT The purpose of this paper is molecular dynamics simulation of viscosity of benzene-based nanoflu-

ids with carbon nanotubes, and carbon or copper nanoparticles. The nanotubes diameter and lengths were

1.1 nm and 1.1, 3.5, 7.2, 14.6 nm, respectively. The size of spherical nanoparticle was 1.39, 2.5, and 3.2 nm.

The viscosity is calculated using the fluctuation-dissipation theorem (the Green–Kubo formula). It was shown

that the viscosity coefficient of all the studied nanofluids with carbon nanotubes increases with their concen-

tration and length. This increase is significantly higher than predicted by the corresponding theories for coarse

dispersed fluids. At given weight concentrations, the viscosity coefficient of nanofluids with carbon nanotubes

is higher than that of nanofluids with spherical particles. The increase in viscosity of nanofluids compared to

that of the base fluid is explained by the structuring of the base fluid molecules in the vicinity of nanoparticles

or carbon nanotubes.
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1. Introduction

Nanofluids have unique properties that have been studied for over 25 years. They are currently being used or targeted

on for use in various biomedical, cosmetic, and thermophysical technologies, as well as in the creation of advanced

materials, in tribology, pharmacology, etc. [1–7]. Since the viscosity is a crucial factor for the potential applications of

nanofluids, it has been extensively investigated. It has been experimentally established that the viscosity of nanofluids is

significantly higher than that of conventional coarse dispersed fluids [1, 8–11]. Additionally, the viscosity of nanofluids

depends not only on the concentration but also on size and material of the nanoparticles [1, 8–12]. With increasing the

size of nanoparticles, the viscosity of the nanofluid decreases. An increase in temperature of the nanofluid results in a

decrease in viscosity. This decrease is determined by the corresponding viscosity dependence of the base fluid, especially

at low particle concentrations [13–16].

The dependence on both size and material was first established by the molecular dynamics (MD) method and later

confirmed experimentally [17–20]. In general, the MD method has been widely used to investigate the viscosity of

nanofluids. The relevant bibliography for nanofluids with conventional spherical particles can be found in the reviews [20,

21]. In addition to the fact that the use of the MD method has revealed new factors affecting the viscosity of nanofluids,

it is absolutely indispensable when studying the corresponding mechanisms. It is due to this method that it was revealed

that the greatest contribution to momentum transfer in nanofluids is related to the interaction of fluid molecules with

nanoparticles [18, 20] and the structuring of the base fluid [20, 22].

Today, dispersed fluids with carbon nanotubes (CNTs) are also referred to as nanofluids. The viscosity and rheology

of nanofluids with CNTs have been studied for about twenty years. However, studying such nanofluids is complicated

due to the fact that CNTs can be single-walled (SWCNTs) or multi-walled (MWCNTs), which results in different their

rheology and viscosity. This has been systematically shown in a recent work [23]. CNTs are unique particles, their

diameters ranging from 1 – 2 nm for SWCNTs to 100 nm for MWCNTs. Their lengths also vary, with SWCNTs typically

around 4 – 5 µm and MWCNTs reaching tens of micrometers. Strictly speaking, one of the CNT sizes turns out to be

significantly larger than the limit size of spherical nanoparticles (100 nm). Such a complex morphology of CNTs makes

them a difficult object for MD modeling. So far, only a few papers have been published.

The viscosity of a water-based nanofluid with 0.95 nm diameter of SWCNTs was simulated in one of the first pa-

pers [24]. The interaction of carbon atoms in CNTs was described using the Tersoff potential and their interaction with

water molecules was described by the Lennard–Jones potential. A single CNT was used in the simulation cell, so that
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the possible effect of CNT interaction on the viscosity of the nanofluid was excluded. Another disadvantage of this paper

was that the increase in CNT concentration from 0.125 to 1 % was achieved simply by the corresponding elongation of

the nanotubes. The length of the CNTs varied from 0.22 to 1.78 nm. However, it is clear that in this case, the viscos-

ity of completely different nanofluids is actually compared and it is simply impossible to draw a meaningful conclusion

about the dependence of the viscosity of a nanofluid with given CNTs on their concentration. Here a nanofluid simply

with nanoparticles of a non-spherical shape, and of a very small size is actually considered. However, the authors also

analyzed the effect of temperature on the viscosity of these nanofluids. The calculations seem reasonable when the CNT

concentration is constant. The study revealed that the viscosity of nanofluids decreases monotonically at a fixed CNT

concentration (i.e., at a fixed CNT length). At the same time, it is indicated that the relative viscosity (the ratio of the

viscosity of nanofluid to the viscosity of the base fluid) increases with increasing temperature, starting from the nanotube

length of 0.88 nm, and this growth is greater the longer the CNTs. In contrast, the relative viscosity of nanofluids with

particles of shorter length decreases with increasing temperature.

In another series of calculations, the length of the tubes was fixed and equal to 2.5 nm (the volume concentration was

0.734 %), but the diameter varied from 1.11 to 1.59 nm. The results have shown that the variation in diameter had almost

no noticeable impact on the viscosity of the studied nanofluids.

In the following paper of the same authors [25], viscosity calculations of similar nanofluids were performed. The

diameter of CNTs was 0.951 nm, and their length varied from 0.22 to 1.3 nm, allowing for CNT concentrations to be

varied in the range of 0.125 – 0.734 %. The results obtained were qualitatively the same as in the previous work. It should

be noted that according to the authors, the viscosity of the nanofluids is significantly higher than that predicted by classical

theories [26–28].

In another set of studies [29,30], nanofluids were simulated using water and armchair-type (6, 6) CNTs with a length

of 3 nm at temperature range of 298 – 313 K. The volume concentration of CNTs was varied from 0.557 to 3 %. The

simulation cell contained only one CNT again. The results have shown that the viscosity of nanofluids was significantly

higher than that of the base fluid and increased with increasing CNT concentration. It was noted that the viscosity of the

nanofluid decreased as the temperature increased. It is worth noting that the viscosity of the nanofluid was significantly

higher than that predicted by classical theories. In this case, a comparison was made with Brinkman’s theory [27]. Finally,

this work proposes a correlation for the viscosity coefficient based on temperature and CNT concentration, derived from

numerical analysis of MD data. However, caution should be exercised when interpreting the obtained correlation for two

reasons. Firstly, it is difficult to classify CNTs as proper nanotubes due to their length being of the same order as their

diameter. Secondly, the viscosity coefficient, calculated using Green–Kubo formulas, has not reached the plateau values.

To conclude this forcedly very brief review of MD simulation of viscosity of nanofluids with CNTs it should be

noted that still a number of fundamental issues remain unexplained. This concerns the following issues. (i) How does

the viscosity of nanofluids vary with the aspect ratio (length-to-diameter ratio) of CNTs? (ii) How does the nanofluid

viscosity depend on CNTs length? (iii) How does the viscosity of nanofluids with CNTs depend on their concentration?

(iv) How does the viscosity of nanofluids with CNTs relate to that of conventional spherical particles? This article is

devoted to answering these questions.

The immediate purpose of this paper is MD modeling of the viscosity coefficient of several benzene-based nanofluids

with CNTs and carbon or copper nanoparticles. Benzene was chosen as the base fluid due to the hydrophobic nature

of CNTs, which makes it impossible to create a water-based nanofluid without the use of any surfactants. From this

viewpoint, the above referred data [24, 25, 29, 30], which use water as the base fluid in their calculations are model-based

and cannot accurately simulate a real nanofluid. Alternately, carbon nanotubes (CNTs) are lyophilic to benzene and

various alcohols (isopropanol, ethylene glycol, and etc).

Armchair-type CNTs with chirality (8, 8) were used as nanotubes, their diameter was 1.1 nm and lengths were 1.1,

3.5, 7.2, and 14.6 nm. Respectively, the CNTs were composed of 160, 480, 960, and 1920 carbon atoms. The number

of benzene molecules in the simulation cell varied from 6700 to 38000, so that the weight concentrations of CNTs were

3, 9, and 15 %, which roughly corresponded to the volume concentrations of 1, 3, and 5 %. The number of CNTs in the

calculations varied from 4 to 48, and the number of nanoparticles varied from 6 to 24.

To compare, the viscosity of nanofluids with spherical carbon and copper particles with diameters of 1.39, 2.5, and

3.2 nm was studied simultaneously. The mass of the carbon nanoparticles was equal to the mass of the corresponding

CNTs. Given this, the size of the nanoparticles was determined. Thus, the indicated diameters of carbon nanoparticles

corresponded to CNT lengths of 1.1, 7.2, and 14.6 nm. The weight concentrations of carbon particles were equal to those

of CNTs. The volume concentrations of copper and carbon nanoparticles coincided and were equal to 1.16, 3.5, and

5.8 %.

2. Simulation technique

The simulation of nanofluid viscosity was performed based on MD method [31] using free LAMMPS package [32].

The shear viscosity coefficient was determined by the fluctuation-dissipation theorem, known in the literature as the
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Green-Kubo formula [33–35]:

η =
V

3kBT

τp∫

0

〈J (0) : J (t)〉 dt =
V

kBT

τp∫

0

χη (0, t) dt, (1)

where the microscopic stress tensor for the considered binary mixture has the following form

J =
1

V

2∑

α=1

Nα∑

i=1


mαvivj +

1

2

Nα∑

α=1,2 i 6=j

Fijrij


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Here the index α = 1 refers to the carrier fluid molecules, and 2 refers to the CNT atoms or nanoparticles, mi is the

mass of the corresponding particle (molecule or nanoparticle), V is the volume of the system, T is the temperature of the

medium, τp is the time to reach the plateau value, Fij is the force acting on the particle (molecule or nanoparticle), rij is

the radius-vector between the centers of the interacting particles, and kB is the Boltzmann constant. N1 and N2 are the

number of molecules of the carrier fluid and atoms of the nanotubes or nanoparticles, respectively. The angular brackets

in (1) denote averaging over the equilibrium ensemble.

The simulation was conducted in cubic cells with periodic boundary conditions. To determine the viscosity coeffi-

cient, the simulated system needed to be brought to an equilibrium state due to the fluctuation-dissipation theorem (1),

according to which the coefficient is determined by the equilibrium thermal fluctuations of the stress tensor. To investi-

gate a nanofluid with CNTs, the following procedure was followed: initially, benzene molecules were uniformly placed

in the simulation cell, based on the given density ρf = 0.8765 g·cm−3 (corresponding to atmospheric pressure and a

temperature of 25 ◦C), except for the volume occupied by CNTs. The initial velocities of molecules were set according

to the Maxwell distribution at a given temperature. The calculation began after a relaxation period of 1 – 1.5 ns, during

which the entire system reached equilibrium. The initial state of the nanofluid with nanoparticles was also reached using

the same method.

To calculate the viscosity coefficient (1) using MD method, it is necessary to first calculate the corresponding two-

time correlation function χη . This calculation requires information about all dynamic variables of the system at successive

instants, for which the corresponding system of Newton’s equations is solved sequentially. Newton’s equations were

integrated using the Verlet scheme. The NPT Nose–Hoover thermostat [36,37] was used to maintain atmospheric pressure

and a temperature of 25 ◦C. The interaction between benzene and carbon molecules was determined using the Lennard–

Jones potential

ΦLJ(r) = 4εij

[
(σij/r)

12
− (σij/r)

6
]
, (2)

where σij is the effective diameter of molecules (atoms), εij is the depth of the potential well, r = |ri − rj | is the distance

between the centers of molecules i and j.

The potential parameters (1) for benzene molecules are σ1 = 0.5034 nm, ε1/kB = 544.3 K, for carbon atoms

– σ2 = 3.4157 Å, ε2/kB = 27.70 K, and for copper atoms – σ2 = 2.2268 Å, ε2/kB = 2255.3 K. The density of

carbon was taken equal to ρG = 2267 kg·m−3, and that of copper was ρCu = 7998 kg·m−3. The interaction potential

parameters (2) between the carrier fluid molecule and carbon atoms of CNT or nanoparticle were calculated using simple

combination relations [38]: σ12 =
√
σ1σ2, ε12 =

√
ε1ε2. Since the potential (2) has an infinite action radius, it needs

to be cut-off in the simulation process, the cut-off radius was 2.5 σ1. The CNT was simulated by a set of carbon atoms

interacting using the AIREBO potential [39].

The interaction of benzene molecules with carbon or copper nanoparticles was described by the Rudyak–Krasnolutskii

potential [40, 41]:

Ψ(r) = Ψ9 (r)−Ψ3 (r) , (3)

Ψi = Ci

{[
1

(r −R)
i
−

1

(r +R)
i

]
−

ai

r

[
1

(r −R)
i−1

−
1

(r +R)
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]}
,

where i = 9, 3, a9 = 9/8, a3 = 3/2, C9 = (4πε12σ
12
12)/45Vp, C3 = (2πε12σ

6
12)/3Vp, V −1

p = ρp/mp. Here ρp
is the density of the nanoparticle material, mp is the mass of an atom (molecule) of the nanoparticle material, R is the

nanoparticle radius, σij , εij are the parameters of the potential (2) between the carrier fluid molecule and the nanoparticle

atom.

The Rudyak–Krasnolutskii–Ivanov potential [42] is used to describe the interaction between carbon or copper nanopar-

ticles. This potential has the following form:

U (r,R) = U7 (r,R)− U1 (r,R) , (4)
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Here R is the radius of nanoparticles, σ2 and ε2 are parameters of the Lennard–Jones potential (2) of the interaction

between nanoparticle atoms.

The potential (3) was constructed based on the assumption that the interaction between the carrier fluid molecules and

nanoparticle atoms, as well as between nanoparticle atoms themselves, can be described by potentials (2) with parameters

σ12, ε12, and σ2, ε2, respectively. The adequacy of this potential was experimentally verified by simulating the diffusion

of nanoparticles in nitrogen [43]. Potential (4) was constructed in a similar manner. Later, both potentials were used to

simulate various transport coefficients in nanofluids [20].

For potential (3), the cut-off radius was (R + bσ12). The value of parameter b was selected to ensure that the force

exerted on the molecule from the nanoparticle was equal to the interaction force between two molecules at the cut-off

radius for potential (1). The parameter b is dependent on the nanoparticle size and material, as well as the properties

of the carrier fluid molecules. For instance, for 1.39 nm diameter carbon nanoparticles in benzene, b = 3.0, while for

3.2 nm diameter nanoparticles, b equals b = 3.34. The nanoparticle potential (4) was cut off at a distance of two particle

diameters between the centers of the nanoparticles.

Because of the local instability and mixing of the system’s phase trajectories during MD simulation [44–46], the

obtained data must be averaged over an ensemble of independently constructed phase trajectories. In this paper, averaging

was performed over at least 1000 independent phase trajectories.

In the simulation, the dependence of the nanofluid viscosity on the weight concentration w of CNTs or nanoparticles

was studied. The relationship between weight concentration and volume concentration φ is determined by the following

equation

φ = w [w + (1− w)ρp/ρf ]
−1

, (5)

where ρf and ρp are mass densities of fluid and nanoparticles, respectively.

3. Simulation of the nanofluid viscosity

The nanofluids studied in this paper were prepared using benzene. Therefore, the first step was to simulate the

viscosity of benzene and compare it with experimental data. It was found that at atmospheric pressure and a temperature

of 25 ◦C, the calculated benzene viscosity coefficient was 0.6 mPa·s, which closely matched the measured value [47].

The viscosity coefficient of nanofluid with CNTs was calculated by varying both their length and concentration. In

all cases, the viscosity coefficient η(t) (1) was considered calculated when it reached the plateau value. An example of

this is shown in Fig. 1, which displays the evolution of the viscosity coefficient of a nanofluid with CNTs with length of

1.1 nm at a nanotube weight concentration of 3 %. The simulation cell contained 9 CNTs and 7184 benzene molecules.

The graph displays the benzene viscosity coefficient as a dashed line and the plateau value of the nanofluid viscosity

coefficient as a solid line. Time is measured in femtoseconds, and the plateau is reached in approximately 30 picoseconds.

The calculated viscosity coefficient of the nanofluid is 9.5 % higher than that of the base fluid (benzene).

The dependence of the relative viscosity coefficient ηr = η/ηbf (where ηbf is the viscosity coefficient of benzene) of

nanofluids with CNTs of different lengths on their volume concentration is shown in Fig. 2. The nanotubes have lengths

of 1.1, 3.5, 7.2, and 14.6 nm. The corresponding data and solid curves are depicted from bottom to top, and the dashed

line corresponds to Batchelor’s theory [28]. Based on the obtained data, several conclusions can be drawn. The first

conclusion is that the viscosity coefficient of all nanofluids is significantly higher than that of coarse dispersed fluids, as

concluded particularly in [28].

The second conclusion is that the viscosity coefficient increases with the length of CNTs at a given weight con-

centration. More precisely, viscosity depends on the aspect ratio of CNTs, since in this case the diameter of all CNTs

was the same. The viscosity of nanofluids with ordinary spherical particles also depends on their radius, and it is the

greater the smaller the size of the nanoparticles. This fact was established both experimentally [1, 8, 9] and by the MD

simulation [17, 20]. Such dependence is primarily determined by the structuring of the base fluid in the vicinity of the

nanoparticles [20]. This structuring is determined by the surface area of the nanoparticles at given values of the interaction

potential parameters. Since the surface area of CNTs of the same diameter is proportional to their length, the viscosities

of nanofluids with CNTs will be increased proportionally to the length of CNT. For suspensions with solid ellipsoidal par-

ticles, the corresponding viscosity coefficient was obtained by G. B. Jeffrey [48]. The viscosity coefficient of a dispersed

medium growths as the particle shape deviates from spherical. This is expected due to the shorter Brownian rotation

time compared to the hydrodynamic times considered. Therefore, particle rotation leads to an increase in the effective

volume they occupy. The prolate spheroidal ellipsoid models a solid CNT quite well. Later, in [49] it was shown that
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FIG. 1. Evolution of the viscosity coefficient of benzene-based nanofluid with CNTs

FIG. 2. Dependence of relative viscosity coefficient of nanofluids on CNT volume concentration

suspensions with ellipsoidal particles should have viscoelastic properties. For nanofluids with CNTs, this was established

experimentally in [23].

The third conclusion is that the dependence of the viscosity coefficient of both coarse dispersed fluids and nanofluids

with spherical particles on the volume concentration of particles is described by the square law dependence [9, 20]:

ηr = 1 + a1φ+ a2φ
2. (6)

The volume concentration dependence of the viscosity coefficient of the CNT nanofluids is also described by this formula.

The coefficients in this formula are dependent on the length of the CNT and are presented in Table 1. The solid lines in

Fig. 2 correspond to the dependences (6).

TABLE 1. Coefficients in formula (6) for benzene-based nanofluids with CNTs

L, nm 1.1 3.6 7.4 14.6

a1 7.38 16.36 19.59 24.36

a2 144.23 38.39 45.14 11.27

CNTs have a complex morphology and differ significantly from ordinary spherical nanoparticles. Comparing the

viscosity of the both types of nanofluids is crucial. Moreover, this is of independent interest due to the active investigation

of thermophysical properties of hybrid nanofluids, in which both CNTs and nanoparticles act as dispersed elements (see,

for example, [50, 51] and references therein). For comparison, the viscosity of benzene-based nanofluids containing

carbon and copper particles have been calculated. In all cases, the viscosity of these nanofluids was described by the

square dependence (6). The corresponding data are summarized in Table 2 (d – is the diameter of nanoparticles). The

viscosity of the nanofluids increased as the nanoparticle size decreased, consistent with both experimental data and MD
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simulations [1, 8–12]. The comparison of the obtained data is presented in Fig. 3. Here, dark points indicate nanofluids

with copper particles, while light points indicate those with carbon particles. In all cases, the size of nanoparticles

increases from bottom to top. The viscosity of both nanofluids increases as the nanoparticle size decreases. Additionally,

the nanofluid with copper particles has higher viscosity than the one with carbon particles.

TABLE 2. Coefficients in formula (6) for benzene-based nanofluids with CNTs

d, nm 1.4, Cu 2.6, Cu 3.2, Cu 1.4, C 2.6, C 3.2, C

a1 8.78 4.76 3.92 5.52 4.02 3.40

a2 573.7 469.8 241.3 134.0 23.2 11.97

FIG. 3. Dependence of viscosity of benzene-based nanofluids with carbon and copper nanoparticles on

their volume concentration

FIG. 4. Comparison of relative viscosity coefficients of nanofluids with CNTs, carbon and copper

nanoparticles depending on weight concentration

Nanofluids are typically prepared using a two-step method [1, 8]. First, an appropriate powder of carbon nanotubes

(CNTs) or nanoparticles is added to the base fluid to achieve a desired weight concentration. It is important to note that

the density of SWCNTs is typically much lower (1.8 g/sm3) than that of metallic particles. For instance, copper has a

density about four times greater. As a general rule, the weight concentration of nanoparticles is typically much higher than

that of the corresponding CNT concentrations, even if their volume concentrations are comparable or equal. From this

standpoint, it is useful to compare the dependence of viscosity of nanofluids with CNTs and copper particles on weight

concentration. Such a comparison is presented in Fig. 4. Here, the dark points correspond to CNTs with lengths of 1.1,

3.6, 7.2 and 14.6 nm (from bottom to top), and the light points correspond to copper nanoparticles with diameters of 1.4,

2.6 and 3.6 nm (from bottom to top). As shown in Fig. 4, the nanofluid with CNTs has higher viscosity than the nanofluid

with copper particles at the same weight concentrations. However, while comparing the viscosity at the same volume

concentrations, the viscosity of nanofluid with copper particles is higher (see Figs. 3 and 2).
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4. Results and discussion

The simulation data, obtained based on MD method require some comments. The viscosity of nanofluids, as well

as basic fluids, is determined by the fluctuation-dissipation theorem (1). This theorem states that the momentum redistri-

bution in the system is determined by the dynamics of thermal equilibrium fluctuations of the microscopic stress tensor.

The dynamics of the stress tensor and the evolution of the two-time correlation function χη depend on the structure of the

fluid’s short-range order. The dissipation of momentum in the fluid is associated with a permanent local rearrangement

of the short-range order structure. In nanofluids, the molecules of the base fluid are structured near the nanoparticles.

The nature of this structuring is well represented by the radial distribution function (RDF), which determines the aver-

age local density of the base fluid molecules around each nanoparticle. As an example, Fig. 5 demonstrates the radial

distribution functions of benzene molecules in the vicinity of carbon nanoparticles. The dashed line represents the RDF

of pure benzene molecules, while the dotted, dash-dotted, and solid lines correspond to the benzene molecules in the

nanofluids surrounding carbon nanoparticles with diameters of 1.4, 2.6, and 3.2 nm, respectively. In all cases, the volume

concentration of nanoparticles was the same and equal to 5 %.

FIG. 5. Radial distribution functions of pure benzene molecules (dashed line) and benzene molecules

in nanofluids around graphite nanoparticles with diameters of 1.4 nm (dotted line), 2.6 nm (dash-dotted

line), and 3.2 nm (solid line)

The RDFs of benzene molecules surrounding the nanoparticles have significantly higher maxima compared to the

corresponding values of the pure liquid. This indicates greater ordering of benzene molecules. As the molecule diameter

increases, the degree of ordering of the molecules around the nanoparticles slightly increases, which is due to the decrease

in their surface curvature. This effect is observed for particle sizes up to approximately 10 nm, and further the character of

the wall layer of molecules remains practically unchanged. However, the viscosity of the nanofluid is not only determined

by the magnitude of these maxima, but also by the total number of structured fragments of the base fluid. The total volume

of structured regions in the base fluid molecules decreases as nanoparticle size increases at a given volume concentration.

Thus, the increase in viscosity of the nanofluid is due to the sharp intensification of the short-range order of the base

fluid molecules. The structuring of the based-fluid molecules is proportional to the surface area of the nanoparticles.

The ratio of the surface area of a spherical particle to its volume is inversely proportional to the radius of the particle.

Therefore, for given nanoparticle volume concentration, the structuring of the base fluid will be the more effective the

smaller the particle radius. Therefore the viscosity of nanofluids with spherical particles will increase with decreasing

nanoparticle size.

The structuring of the base fluid molecules also occurs in nanofluids containing CNTs. The surface area of CNTs

increases proportionally with their length, resulting in an increase in viscosity of the nanofluid as the length of the CNTs

increases.

The ratio of the surface area Ssp of a spherical nanoparticle of radius R to that of a CNT Scnt of radius Rcnt and

length L is given by the relation

Ssp

Scnt

=
2R2

R2
cnt +RcntL

. (7)

Here the following situations are possible: R ∼ Rcnt. This ratio for SWCNTs is fulfilled if the diameter of nanoparticles

does not exceed 1 – 3 nm, that is, the spherical particles are very small. In this case, Ssp/Scnt ∼ R/L ≪ 1. The viscosity

of nanofluids with spherical particles will be smaller than that of nanofluids with CNTs, and only for the smallest CNTs

(L ∼ R) will it be almost the same in both cases. This is confirmed by the data presented in Figs. 2 and 3.

For large SWCNT particles the condition R > Rcnt ≪ L is met. In this case,

Ssp

Scnt

∼
R2

RcntL
< 1.
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Again, the viscosity of nanofluid with CNTs will be higher than that of nanofluid with spherical particles. It is easy to see

that these two cases exhaust all possible situations for nanofluids with SWCNTs.

5. Conclusions

In this paper, the viscosity coefficient of benzene-based nanofluids with SWCNTs has been simulated by the MD

method. The dependence of the viscosity coefficient of the concentration of SWCNTs and their length was investigated.

Simultaneously, the viscosity coefficients of nanofluids with spherical carbon and copper particles were calculated. All

the obtained data were systematically compared and it is shown that:

• The viscosity coefficient of all studied nanofluids with SWCNTs increases with their concentration. This increase

is significantly higher than predicted by the corresponding theories for coarse dispersed fluids.

• At given concentration, the viscosity coefficient of nanofluids with SWCNTs increases with their length (aspect

ratio).

• At given weight concentrations, the viscosity coefficient of nanofluids with SWCNTs is higher than that of

nanofluids with spherical particles.

• At the same volume concentrations, the viscosity coefficient of nanofluid with copper particles is higher than that

of nanofluid with carbon particles.

• One of the main reasons for the increase in viscosity of nanofluids compared to that of the base fluid is the

structuring of the base fluid molecules in the vicinity of nanoparticles or CNTs. This structuring is determined by

the parameters of the interaction potential between the molecules of the base fluid and atoms of nanoparticles or

CNTs and their surface area.
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1. Introduction

In recent years, surface plasmon-polaritons (SPPs) that arise at the interface between a dielectric and a conducting

medium have been actively studied. Surface plasmon-polaritons are coupled oscillations of the electromagnetic wave

and the density of free oscillations of the electron gas [1]. SPPs propagate along the interface between dielectric and

metal. The metal in this system is necessary for the existence of electronic plasma, and the dielectric is necessary to

bind the electronic plasma to the electromagnetic field [2]. Surface plasmon-polaritons are two-dimensional objects: they

propagate along the interface and decay on the both sides of it [3–6]. This leads to unique properties of SPPs: high

spatial localization and the ability to significantly enhance the intensity of the field near the boundary [7–9]. Due to

these properties, it is promising to use surface plasmon-polaritons for creation of photonic and electronic devices of the

nanometer scale, plasmonic modulators and switches, and for transmitting information over metallic wires in plasmonic

microcircuits [10–13].

Currently, interest in the study of nanostructures that excite surface plasmon-polaritons is associated with the need

of creation a new class of devices characterized by small dimension and a significantly lower resolution threshold that

meets the challenges of nanotechnology. The use of metamaterials (MM), new artificial materials with electromagnetic

properties that do not occur in nature, is one of the approaches to this problem [14–20].

Among anisotropic metamaterials, the most simple in technological implementation are uniaxial hyperbolic metama-

terials (HMMs), which have isofrequency surfaces in the space of wave vectors in the form of a hyperboloid [21]. These

metamaterials are of significant interest due to their ability to be used for obtaining an image with sub-wavelength (up

to 15 nm or less) resolution, amplifying spontaneous emission, and increasing the density of photon states. A number of

important practical applications of HMMs are associated with the possibility of ex-citing plasmon-polaritons (PP), which

represent coupled oscillations of an electro-magnetic wave and the density of free oscillations of the electron gas. Tasks

related to the study of the excitation and localization of plasmon-polaritons at the boundary (in the layer) of HMMs are of

interest for optical manipulation of micro- and nano-particles, quantum informatics, photonics, and astrophysics [21–23].

The use of plasmon-polariton light fields in HMMs is one of the ways to solve the problem of creating new optical devices

characterized by significantly lower resolution thresholds and smaller sizes.

At present, the attention of many researchers is turned to quasi-nondiffracting light fields. Among them, the Bessel

light beams (BLBs) occupy a special place, having a divergence in the axial region significantly smaller than that of

traditional (e.g., Gaussian) beams, as well as the ability to self-reconstruct the wavefront [24–29]. However, the evanescent

BLBs investigated in works [24–29] have a significant disadvantage: they are weak. This leads to the need for strong laser

fields to generate them. One of the possibilities of using BSPs for microscopy is to form Bessel plasmon-polaritons

(BPPs) – quasi-nondiffracting light fields formed at the boundary of media with different dielectric permittivities.

This paper investigates the interaction of Bessel light beams with hyperbolic metamaterials and studies the possibility

of generating quasi-nondiffracting SBPPs in hyperbolic metamaterial.

© Nguyen Van Vinh, Nguyen Pham Quynh Anh, 2024
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2. Conditions for the formation of Bessel plasmon-polariton in hyperbolic metamaterials

Let’s consider a structure created using nanoporous aluminum oxide with pores filled with metal (Fig. 1). Thus, we

obtain a medium that represents a set of periodically arranged metallic nanorods in a dielectric matrix. The controlled

parameters are the radius of the metallic nanocylinders, the dielectric permittivity of the metal, and the average distance

between the centers of two adjacent nanocylinders .

FIG. 1. Matrix of nanoporous aluminum oxide with pores filled with metal

In the effective medium approximation, the structure shown in Fig. 1 can be regarded as a uniaxial medium with

effective dielectric parameters [30].

εx = εy = εo =
βεmN + εd(1−N)

βN + (1−N)
,

εe = εmN + εd(1−N),

(1)

where N = πr2/D2 is the filling ratio, β = 2εd/(εm + εd), εd is the dielectric permittivity of the dielectric. It is

assumed that N ≪ 1 and D, r ≪ λ0, λ0 is the wavelength of radiation incident on the structure. As known, the dielectric

permittivity of gold and silver within the Drude model can be described by the following formulas:

εAu
m (ω) ≈ εAu

∞
−

(
ωAu
p

)2

ω2
(
1 + iΓ

Au

ω

) ,

εAg
m (ω) ≈ εAg

∞
−

(
ωAg
p

)2

ω2
+ i

(
ωAg
p

)2
ΓAg

ω3
,

(2)

with parameters εAu
∞

= 9; ωAu
p = 13.8 · 1015 Hz; ΓAu = 0.11 · 1015s−1, εAg

∞
= 5; ωAg

p = 14 · 1015s−1;

ΓAg = 0.032 · 1015 s−1 [30].

From Eqs. (1) and (2), we can obtain the spectral dependences of the permittivities of metamaterials samples. Fig. 2

shows our calculated results for the dependence of the real parts of transverse and longitudinal permittivities of Al2O3/Au

and Al2O3/Ag on the wavelength. From Fig. 2, we can see that, at a wavelength of λ = 633 nm, for the fillling ratio

f = 0.3 the real part of the transverse permittivity has a positive value and longitudinal permittivity has a negative

value, then metamaterial structure Al2O3/Au displays the properties of the hyperbolic metamaterial. Similarly, for the

metamaterial sample Al2O3/Ag properties of hyperbolic metamaterial are achieved when the wavelength is 589.3 nm.

Let’s assume that the hyperbolic metamaterial with thickness h, depicted in Fig. 1, separates a dielectric substrate

with dielectric permittivity ε0 and an external dielectric medium with permittivity ε1. We will use a cylindrical coordinate

system, choosing it such that its origin is located at the boundary between the substrate and hyperbolic metamaterial.

Let’s first consider the case when a TM-polarized m-order Bessel light beam falls on the interface between two

semi-infinite media: an isotropic medium and an anisotropic uniaxial medium with its optical axis perpendicular to the

interface. The electric ~E(R) and magnetic ~H(R) vectors of the Bessel light beam propagating along the z-axis in a

medium with refractive index ni can be represented as:

~E(R) = A~ETM(ρ) exp i(kziz +mϕ),

~H(R) = A~HTM(ρ) exp i(kziz +mϕ),
(3)

where kzi is the z-component of the wave vector, A is a complex constant, the common factor exp[i(qx−ωt)] is omitted,

and q =
√

k20n
2
i − k2zi is the transverse component of the wave vector.
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(a) (b)

FIG. 2. Spectral dependences of the real parts of transverse εo and longitudinal εe permittivities of

metamaterials made of gold (a) and silver (b) cylinders periodically with radius r = 30 nm embedded

into aluminum oxide matrix.

From the solution of the boundary value problem, it follows that the electric ~Et(R) and magnetic ~Ht(R) vectors of

the refracted Bessel beam can be represented as:

~Et(R) = ~Etr
t (R) + ~El

t(R),

~El
t(R) = Ainct

TM
ij exp i [mϕ+ kzjz]

q

k0nj

Jm (qρ)~ez,
(4)

~Etr
t (R) =

iAinc√
2

exp i[(m− 1)ϕ+ kzjz]t
TM
ij [Jm−1(qρ)~e+ − Jm+1(qρ) exp(2iϕ)~e−] ,

~Ht(R) =
njAinc√

2
exp i[(m− 1)ϕ+ kzjz]t

TM
ij [Jm−1(qρ)~e+ + Jm+1(qρ) exp(2iϕ)~e−] .

(5)

Here cos γj = kzj/k0nj , k0 = ω/c, ω is the frequency of the BLB; the symbols “tr” and “l” denote the trans-

verse and longitudinal components of the electric (magnetic) vector, respectively; ATM
t is the amplitude coefficient;

~e± = (~e1 ± i~e2)/
√
2.

Similarly for the reflected field, we obtain:

~Er(R) = ~Etr
r (R) + ~El

r(R),

~El
r(R) = Aincr

TM
ij exp i [mϕ− kziz] sin γiJm (qρ)~ez,

~Etr
r (R) = −

iAinc√
2

exp i[(m− 1)ϕ− kziz]r
TM
ij cos γi [Jm−1(qρ)~e+ − Jm+1(qρ) exp(2iϕ)~e−] ,

(6)

~Hr(R) =
niAinc√

2
exp i[(m− 1)ϕ− kziz]r

TM
ij [Jm−1(qρ)~e+ + Jm+1(qρ) exp(2iϕ)~e−] . (7)

Here rTM
ij = ATM

r /Ainc is the reflection coefficient; ATM
r is the amplitude coefficient.

In this case, for the refractive and reflective coefficients of Bessel light beams at the boundary between an isotropic

medium and a hyperbolic metamaterial, we have the following expressions:

teic =
2
√
ε0εe

√
1− q2

k2
0ε0

√
ε0εe

√
1− q2

k2
0εe

+ εo

√
1− q2

k2
0ε0

,

rTE
ic =

εo

√
1− q2

k2
0ε0

−
√
ε0
√
εe − εoq2/k

2
0εe

εo

√
1− q2

k2
0ε0

+
√
ε0
√
εe − εoq2/k

2
0εe

.

(8)
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For the refractive and reflective coefficients of the Bessel light beams at the boundary between the hyperbolic meta-

material and the isotropic medium, we obtain:

tTE
ci =

2εo
√
1− q2

k2
0εe(q)

√
ε1
√
εe − εoq2/k

2
0εe + εo

√
1− q2

k2
0ε1

,

reci = −
εo

√
1− q2

k2
0ε1

−
√
ε1
√
εe − εoq2/k

2
0εe

εo

√
1− q2

k2
0ε1

+
√
ε1
√
εe − εoq2/k

2
0εe

.

(9)

Taking into account the limited thickness of the metamaterial structure, we obtain for the electric field vector inside

the hyperbolic metamaterial (HMM) and outside it:

~E0(R) = ~Etr
0 (R) + ~El

0(R),

~El
0(R) = Ainc

q

k0
√
ε0

exp i [mϕ− kz0z] Jm (qρ)~ez,

~Etr
0 (R) = −

iAinc√
2

exp i[(m− 1)ϕ− kz0z]

√
1−

q2

k20ε0
[Jm−1(qρ)~e+ − Jm+1(qρ) exp(2iϕ)~e−] ,

~E1(R) = ~Etr
1 (R) + ~El

1(R),

~El
1(R) = Ainc

q

k0
√
ε1

t exp i [mϕ+ kz1(z − h)] Jm (qρ)~ez,

~Etr
1 (R) =

iAinc√
2

exp i[(m− 1)ϕ+ kz1(z − h)]t

√
1−

q2

k20ε1
[Jm−1(qρ)~e+ − Jm+1(qρ) exp(2iϕ)~e−] ,

(10)

~EHMM(R) = ~Etr
HMM(R) + ~El

HMM(R),

~El
HMM(R) = ( ~El

HMM)f + ( ~El
HMM)b,

~Etr
HMM(R) = ( ~Etr

HMM)f + ( ~Etr
HMM)b,

( ~El
HMM)f,b = Ainc

q

k0
√
εe(q)

sf,b exp i[mϕ± kzHMMz]Jm (qρ)~ez,

( ~Etr
HMM(R))f,b = ±

iAinc√
2

sf,b exp i[(m− 1)ϕ± kzHMMz]×

×

√
1−

q2

k20εe(q)
[Jm−1(qρ)~e+ − Jm+1(qρ) exp(2iϕ)~e−] .

(11)

Here sf = Af/Ainc, sb = Ab/Ainc are the amplitude coefficients for the BLB propagating in the forward (along the z

axis) and counter-direction to it, and t is the transmittance of the metamaterial layer. Similarly, we can obtain expressions

for the magnetic field vector.

In this case, it follows from the boundary conditions that:

t =
teict

TM
ci exp(ikzHMMh)

1 + rTM
ic reci exp(2ikzHMMh)

, (12)

sf =
teic

1 + rTM
ic reci exp(2ikzHMMh)

, sb =
teicr

TM
ci exp(2ikzHMMh)

1 + rTM
ic reci exp(2ikzHMMh)

. (13)

In addition, the boundary conditions allow us to determine the form of the dispersion equation, which defines the

condition for generating Bessel plasmon-polaritons:

F = 1 + rTM
ic reci exp 2i(kzHMMh) = 0. (14)

3. Features of the generation and energetic characteristics of surface Bessel plasmon-polaritons in metamaterial

structure.

The determination of roots for equation (14) (with the parameter of conicity q) is rather complex task, as this equation

is complex. The method of reflection coefficient poles allows one to solve this problem. The essence of the method can

be summarized as follows: The function F can be represented as F = |F | exp(if), where f is the phase of this function.

It is evident that f = f(q) corresponds to the maximum change in the phase of the function. Therefore, to determine the

roots, it is necessary to construct dependencies f(q) (more precisely, f(Re q)). The peaks of this dependency correspond

to the real part of the roots, and the full width at half maximum of each peak corresponds to the imaginary part of the

corresponding root.
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Let’s consider a practically important scenario where the environment of the hyperbolic metamaterial is the same

medium. Suppose the hyperbolic metamaterial separates semi-infinite identical dielectric media with a dielectric permit-

tivity ε0 = ε2 = (1.723)2 (SF10 glass). The thickness of the porous structure filled with gold is 500 nm.

The derivative of the phase of function f(Re q) versus the real part of the Bessel plasmon mode effective index is

shown in Fig. 3.

FIG. 3. Dependency of the function k0df(Re q)/d(Re q) on the dimensionless parameter Re q/k0: 1 –

N = 0.3; 2 – N = 0.35; 3 – N = 0.4. The wavelength of the incident light is 633 nm. The case of

surrounding a nanoporous structure with gold nanorods by SF10 glass.

From Fig. 2, we find that: q = (1.030 + 0.538i) · 107 m−1 for N = 0.3; q = (1.187 + 0.614i) · 107 m−1 for

N = 0.35; q = (1.325 + 0.658i) · 107 m−1 for N = 0.4. It follows that, the Bessel plasmon-polaritons are generated

when a Bessel light beam with cone angles of 37◦, 44◦, and 51◦ falls on a hyperbolic metamaterial based on aluminum

oxide with gold-filled pores. As can be seen, the cone angle of the BLB for excitation of the surface Bessel plasmon

exhibits high sensitivity to the filling ratio.

Let us now consider the dependence of the excitation conditions of plasmon polaritons on the thickness of the hyper-

bolic metamaterial (see Fig. 4). As can be seen from Fig. 4, q/k0 = 1.037+0.542i for h = 500 nm; q/k0 = 1.04+0.563i
for h = 250 nm; q/k0 = 1.128+0.804i for h = 100 nm and q/k0 = 1.357+0.837i for h = 70 nm. Thus, as the thickness

of the nanoporous structure decreases, the cone angle of the BLB for excitation of the surface Bessel plasmon-polariton

increases.

Let’s consider the case when a hyperbolic metamaterial is created using porous aluminum oxide with silver metallic

nanowires. At a wavelength of λ = 589.3 nm and filling ratio N=0.3 one has εm = −11.8736 + i1.376. The calculation

shows that q/k0 = 0.908 + 0.1i for h = 200 nm; q/k0 = 1.084 + 0.605i for h = 100 nm; q/k0 = 1.1253 + 0.566i
for h = 70 nm. Thus, as the thickness of the nanoporous structure decreases, the parameter of the cone-shaped surface

plasmon (Bessel surface plasmon) for exciting the surface Bessel plasmon-polaritons increases. Consequently, the overall

nature of the established dependencies remains unchanged. However, it should be noted that the low absorption of silver,

described by the imaginary part of the dielectric permittivity, leads to a reduction in the damping of Bessel plasmon-

polaritons in the transverse direction.

Let us now consider the distribution of energy flows (the behavior of the Poynting vector ~S =
c

8π
Re[ ~E ~H∗]). In

this case, we will neglect the finiteness of the thickness of the metamaterial film. As estimated, this assumption is valid

as h ≥ 500 nm, which fully corresponds to the conditions for obtaining a hyperbolic metamaterial based on nanoporous

aluminum oxide with pores filled with metal. Consider a transverse magnetic TM-polarized Bessel light beam incident on

the hyperbolic metamaterial. Then, using expressions (4) and (5), where we set tTM
ij = teic, we obtain the following result

for the longitudinal and radial components of the Poynting vector within the metamaterial:

Sz = Sρ = 0. (15)

The azimuthal component of this vector is determined by the expression:

Sϕ =
cq

8πk0
|Ainc|

2
|teic|

2
F2 (ρ) exp (−2χHMMz) , (16)
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FIG. 4. Dependence k0df(Re q)/d(Re q) on the dimensionless parameter Re q/k0: 1 — h = 500 nm;

2 – h = 250 nm; 3 – h = 100 nm; 4 – h = 70 nm. The wavelength of the incident light is 633 nm.

Filling ratio 0.3. The case of symmetric environment of the hyperbolic metamaterial.

where χHMM = Re
[
k0

√
εeffe (q)[q2/(k20ε

eff
e (q))− 1]1/2

]
, F2 (ρ) =

m

|q|ρ
(Jm(|q|ρ))2.

Thus, in the metamaterial, only the azimuthal energy flow is presented.

Figures 5 and 6 illustrate the 2D and 3D distribution for energy flow of the azimuthal component of the Bessel

plasmon inside the hyperbolic metamaterial based on nanoporous aluminum oxide with pores filled with metal (gold

and silver) at the distance z = λ/3 from the boundary with metamaterial layer. Figs. 4 and 5 show that the central

peak of the distribution for energy flow of the azimuthal component of the Bessel plasmon generated in the structure

decays exponentially when the cone angle of the BLB for excitation of the Bessel plasmon-polariton increases. The

low absorption of silver leads to the reduction in the damping for azimuthal energy flow of the Bessel plasmon-polaritons.

Besides it the field for azimuthal energy flow is characterized by more narrow near axial maxima and essential suppression

of lateral maxima while moving off the field axis to its periphery.

4. Conclusion

In this paper, we have found the dispersion equation that determines the condition for exciting the Bessel plasmon-

polaritons in a confined hyperbolic metamaterial based on dielectric with periodically embedded metallic nanowires. A

method for solving this dispersion equation has been developed. Values for the cone-shaped parameters of the Bessel

plasmons generated within the matrix of nanoporous aluminum oxide, with pores filled with gold and silver, have been

obtained. Remarkably, there is a super-sensitivity of the plasmon generation conditions in this structure to the filling

factor.

We have also examined the energy flows formed in the hyperbolic metamaterial when the surface Bessel plasmons

are excited within it. It is demonstrated that the sole non-zero energy flow is the azimuthal flow, whose magnitude expo-

nentially decreases as one moves away from the boundary between the isotropic medium and the hyperbolic metamaterial.
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(a)

(b)

(c)

FIG. 5. 2D- and 3D- distribution for energy flow of azimuthal component of the Bessel plasmon field

formed inside the hyperbolic metamaterial based on nanoporous aluminum oxide with pores filled with

gold when (a) q = (1.030 + 0.538i) · 107 m−1, (b) q = (1.187 + 0.614i) · 107 m−1, (c) q = (1.325 +
0.658i) · 107 m−1 and the wavelength λ = 633 µm. The distance from the boundary with metamaterial

layer is z = λ/3.
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(a)

(b)

(c)

FIG. 6. 2D- and 3D- distribution for energy flow of azimuthal component of the Bessel plasmon field

formed inside the hyperbolic metamaterial based on nanoporous aluminum oxide with pores filled with

silver when (a) q/k0 = 0.908 + 0.1i, (b) q/k0 = 1.084 + 0.605i, (c) q/k0 = 1.1253 + 0.566i and the

wavelength λ = 589.3 nm. The distancefrom the boundary with metamaterial layer z = λ/3.
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ABSTRACT The structure of domain walls in cylindrical nano- and microwires with a non-uniform anisotropy dis-

tribution in the transverse-radial direction has been studied. This distribution can be controlled by mechanical

stresses associated with specific wire manufacturing methods as well as with the glass coating in some types

of microwires. Our calculations have shown that in the presence of axial anisotropy in the core of the wire

and radial anisotropy near its surface, various configurations of domain walls can be stabilized. A diagram of

magnetic states has been calculated depending on the radial anisotropy values. The stability of various types

of domain walls and their possible transformation under the excitation of thermal fluctuations and external

perturbations are discussed.
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1. Introduction

Magnetic domains in nano- and microwires are of great interest in relation with the concept of racetrack magnetic

memory [1–3]. In these memory devices, information is stored in the form of a sequence of domain walls (DW) that can

be moved by an electric current. The absence of mechanical motion of reading and writing tools relative to the magnetic

medium, the high density of domain walls, and their ability to move at high speed under the action of low currents

make this technology very promising. Low-dimensional magnetic systems with cylindrical symmetry (such as nano- and

microwires) are of particular interest from this point of view [4, 5]. The cylindrical shape determines a number of useful

properties and advantages compared to low-dimensional planar structures. The combination of strong shape anisotropy

and cylindrical symmetry makes it possible to stabilize axisymmetric states [6]. Moreover, due to the absence of edges in

cylindrical wires, the DW can rotate along the axis of the wire without loss of energy, thereby preventing changes in the

structure of the DW (that is, blocking nucleation of anti-vortex states, as occurs in planar wires) [4, 7]. In this way, the

so-called Walker breakdown [7, 8] is suppressed, which promises higher DW speed [9, 10].

To date, three types of DWs have been discovered that can be stabilized in nano- micrometer-sized cylindrical systems

with uniform magnetic parameters [6]. These are a transverse DW (which is the ground state for thin wires), a Bloch point

DW (which is the ground state for thicker wires) and an asymmetric transverse DW, which can only be a metastable state.

In addition to the properties associated with cylindrical symmetry, the small spatial size of micro- and nanowires

increases the role of surface and interface effects, and also allows one to significantly change the magnetic characteristics

when exposed to mechanical stresses during sample manufacturing or induced anisotropy. This makes it possible to obtain

media with parameters unattainable in bulk materials, which turns out to be quite useful for energy-efficient applications

[11]. Examples of such cylindrical magnetic systems are amorphous ferromagnetic microwires in a glass shell, obtained

by drawing from a melt [12–14]. As a consequence of the fabrication method (drawing and rapid quenching) [15], such

systems, in addition to being amorphous, have internal stresses, that lead to a non-uniform distribution of anisotropy in

the transverse-radial direction [16–18]. The microwires with a positive magnetostriction acquire an easy magnetization

axis oriented along its axis. Such microwires are magnetically bistable (they have only two stable states corresponding

to two directions of the magnetization vector along the wire), and magnetization reversal occurs by extremely fast DW

movement (single Barkhausen jump) [19].

Presently, there are a lot of experimental data on the dynamics of the DW in such wires. DW velocity and mobility,

critical values of external magnetic field and current required for the DW movement as well as the range of fields and

© Chichay K.A., Lobanov I.S., Uzdin V.M., 2024
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currents at which magnetization reversal occurs through the DW movement are being studied very intensively [20–22].

However, there is still no complete understanding of the types and internal structure of the DW in such systems. In

experiments, only the width and approximate shape of the DW can be estimated by analyzing the emf peaks induced

by the traveling DW (and, therefore, the change in magnetization) in the pick-up coils [21, 23, 24]. This is due to the

“inconvenient size” of such microwires: their lateral dimensions, on the one hand, are very small, and on the other hand

they are too bulky to use transmission electron microscopy or tools that can only provide information about the magnetic

structure on the surface.

Presumably, in such cylindrical systems with non-uniform magnetic parameters as amorphous ferromagnetic mi-

crowires in glass shell [16] the DW structure can be more complex than that of known types of DWs in nanowires. This

is due to the micrometer diameter of such wire and inhomogeneity of anisotropy along the radius, which can significantly

change the configuration of DW. In this case micromagnetic simulations can play a decisive role in revealing existing

magnetic configurations.

In our work, we investigated the stability and internal structure of domain walls stabilized in cylindrical wires with

inhomogeneous anisotropy. We considered wires with fixed geometric parameters, but different ratios of the anisotropy

values in the core and on the surface of the wire. We have shown stabilization of radial domain wall by the radial

anisotropy. According to our simulations radial DW has larger stability region than the transverse DW, while their energy

are close in the domain of coexistence.

2. Method

We consider a ferromagnetic wire of radius R and length L shown in Fig. 1. The total micromagnetic energy of the

system in cylindrical coordinates is given by:

E =

∫∫∫ (
A

2

[(
∂S

∂ρ

)2

+
1

ρ2

(
∂S

∂φ

)2

+

(
∂S

∂z

)2
]
−
∑

i

Ki(ρ) (S · ei)
2
−B (S · ez)

)
ρ · dρ · dφ · dz (1)

where S is the magnetization vector field. The first term in (1) is the exchange energy with exchange stiffness A = 2·10−11

J/m. The second term describes the easy-axis/easy-plane anisotropy Ki(ρ), which is non-uniform along the radius ρ of

the wire, and the third term is the interaction with an external magnetic field B, which is applied along the z direction. The

anisotropy axis ei is assumed to be different in the core of the wire, where it coincides with the z axis ez, and near the

surface, where it is assumed to be radial.

For simulations, we use the type and value of anisotropy corresponding to the anisotropy distribution in amorphous

ferromagnetic microwires, but in a simplified form. Thus, according to the anisotropy distribution given in [15], starting

from the center of the wire to 0.9R, we used the average value of axial anisotropy Kax = 1 · 104 J/m3 (easy axis).

On the periphery the radial type of anisotropy, Kr, prevails (easy axis). To investigate the influence of the anisotropy

on the periphery on the type and structure of the domain wall, we vary the value of Kr from 0 to 10 · 104 J/m3. In

addition to stress-induced anisotropy, we include an effective shape anisotropy for cylinder Keff = 1/4µ0M
2

s due to the

demagnetization field, where Ms = 500 kA/m is saturation magnetization.

FIG. 1. Schematic representation of a wire in cylindrical coordinate system. R is the wire radius, L is

the length of the wire.
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The calculations were made using the original code developed by the authors, which implements a finite-difference

discretization scheme. Since discretization in this way results in unit cells of different sizes, we took into account the cell

volume to calculate the local magnetc moment. For simulations, we use a wire with radius R = 0.1 · 10−6 m and length

L = 1 · 10−6 m with periodic boundary conditions in the z direction. The number of discretization nodes along each axes

was: Nρ = 30 (from the center of wire to the periphery), Nφ = 100, Nz = 400.

3. Results

For wires with inhomogeneous anisotropy, we found two configurations of the DWs. Fig. 3 shows a 3D view and ρ−φ

cross section of each of the two head-to-head DW configurations. The first configuration (Fig. 3a) is the transverse DW,

similar to that found for planar and cylindrical nanowires. In this case, the transition from an axially ordered magnetization

parallel to the ez axis in one direction to ordering in the opposite direction occurs by rotating the magnetization about

an axis perpendicular to the wire axis, breaking the axial symmetry. Due to the cylindrical symmetry of the wire and the

absence of a preferred transverse direction, such a DW can be formed at any angle φ. Black and grey colors on the 3D

view in Fig. 3 represent the magnetization being parallel and antiparallel to the z-axis (+z and −z), while colors indicate

the transverse component of magnetization for different φ angles.

FIG. 2. 3D view and cross section of the cylindrical wire representing magnetic configuration of a)

transverse DW, b) radial DW. The cross sections indicate the structure of the DWs at the marked posi-

tion. Both cross sections are given for the value Kr = 0; c) the unrolled view of the ρ−φ cross section.

Direction of magnetization is indicated by color. Black arrows in panel (c) set correspondence between

direction and color.

Another type of DW corresponds to the magnetization ordered radially from or towards the center of the wire. In this

case, a Bloch point is formed on the axis of symmetry, see Fig. 3b. We refer to this type of a magnetic configuration as a

radial domain wall. The bottom panel of Fig. 3c shows the “unrolled” spin structures of the ρ− φ cross section for radial

DW. The magnetization direction is color-encoded as indicated in upper panel in Fig. 3c.

Having discovered two DW configurations, we investigated their stability depending on the value of radial anisotropy

at the near surface region of the wire. Fig. 3 summarizes our results as a phase diagram that shows the magnetic energy as

a function of radial anisotropy value for both stable DW configurations. Fig. 3a represents the distribution of anisotropy

types (axial and radial) along the wire radius. Almost the entire volume of the wire is dominated by the axial anisotropy,

corresponding to the realistic case of amorphous ferromagnetic microwires [15]. The radial anisotropy prevails in the

outermost 10% of the wire radius forming a layer with a thickness of 10 nm in the considered case.

To study the phase diagram of the obtained DW configurations depending on the anisotropy parameters, each of the

DW types obtained at certain anisotropy values was taken as the initial state and relaxed to a local minimum at other

anisotropy values. The phase diagram (Fig. 3b) shows that in the case of zero radial anisotropy, only the transverse DW

is stable and is an ordinary transverse DW in cylindrical wires. Further, at low values of radial anisotropy, both DW

configurations have very similar energy values, although the energy of the transverse DW is somewhat lower in the range

of radial anisotropy values from 0 to 4.3 · 104 J/m. At values of Kr above 4.3 · 104 J/m, only the radial DW is stable, and

the energy of the system decreases with increasing the radial anisotropy value.

Figure 3c shows the transverse DW for various values of radial anisotropy at the nearsurface region. A more visual

representation of the magnetic structure can be obtained by unrolling the ρ−φ magnetization cross section. It can be seen

that at zero radial anisotropy the DW is a conventional transverse DW, when all spins are ordered perpendicular to the

wire axis with the same angle φ. At non-zero values of radial anisotropy, one can observe a deviation of magnetization
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FIG. 3. a) Schematic representation of a cylindrical wire showing the distribution of various types of

anisotropy, Kax is axial anisotropy (purple part), Kr is radial anisotropy (blue part). Black arrows show

the area (volume) of the wire occupied by each type of anisotropy; b) Dependence of wire energy on

the magnitude of radial anisotropy for two configurations of DW. Radial DW exists in the entire range

of considered anisotropy values except Kr = 0, while transverse DW only exists in the range from 0 to

4.3 ·104 J/m for the wire parameters considered in the work; c) Evolution of the magnetic configuration

of the transverse DW with a change of the radial anisotropy value. For each radial anisotropy value, an

unrolled view of the ρ− φ DW cross section is given.

from the original direction near the wire surface, which becomes more pronounced as the radial anisotropy increases. For

the limiting case, when Kr = 4.3 · 104 J/m, the angle of rotation of the magnetization at the periphery from the initial one

(at Kr = 0 J/m) is almost +90◦ and -90◦, while in the center the direction of magnetization remains original. A further

increase in radial anisotropy leads to stabilization of the radial DW.

4. Conclusion

We found two different domain wall configurations in cylindrical wires with inhomogeneous anisotropy. One of them

is a transverse domain wall, the other is a so-called radial domain wall, where the magnetization has a Bloch point in the

wire center. Phase diagrams of stable configurations of domain walls for wires with different radial anisotropy in the

near-surface region have been constructed. A change in the internal structure of the transverse domain wall was found in

the presence of nonzero radial anisotropy in the near-surface region of the wire.

There is a certain range of parameter values in which both types of DW are locally stable and have close energy.

Transitions between these states are possible due to thermal fluctuations and random perturbations. The rate of such

transitions can be estimated based on transition state theory (TST) for magnetic degrees of freedom [25]. In harmonic

approximation of TST the temperature dependence of transition rate is given by the Arrhenius law. Activation barrier

for transition between different type of DW can be found after building the minimal energy path between correspondent

locally stable states on the multidimensional energy surface of the system. The maximum along the path corresponds to

the saddle point on the multidimensional energy surface. The difference between the energies in saddle point and initial

state determines the activation energy for transition whereas the preexponential factor depend on the shape of the energy

surface near these points [26].
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ABSTRACT In this work, we study the dynamics of electromagnetic radiation in a thin polymer film containing

carbon nanotubes. Maxwell’s equations are supplemented with a term that takes into account the presence

of polymers in the medium. The dependence of the spatial-energy characteristics of the optical pulse on the

polymer concentration is revealed.
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1. Introduction

Propagation of multidimensional localized structures in optical and waveguide media is of great interest to researchers

from the point of view of both fundamental and applied science [1–5]. The first work on the extremely short pulses

propagation in a medium with carbon nanotubes (CNTs) [6] was published in 2006 [7]. Since that time the number of

publications on this topic has been steadily growing. Many interesting patterns and effects were discovered. Among them,

the stabilizing properties of nanotubes, the influence of external electric and magnetic fields, as well as the acoustic field,

are presented. The dependence of the pulse characteristics on the properties of the medium, including the anisotropic

optical medium, was analyzed [8, 9].

In the present paper, we study the evolution of an extremely short optical pulse during its scattering on a thin film,

which is a composite of a polymer with CNTs [10]. We use previously developed model [11], which was modified taking

into account the polymer in the medium.

When the pulse is scattered by a thin film (i.e., with a thickness comparable to the characteristic size of the pulse),

there are many new effects. As shown in Ref. [12, 13], even in the case of weak fields, analog of differentiation and

integration of the extremely short optical pulse is possible. Of course, it is necessary to generalize such effects to the case

of strong fields. We consider this case in the present work.

2. Basic equations

We consider the interaction of an extremely short pulse with a thin polymer film containing semiconductor carbon

nanotubes of the zigzag type. We place the film in the path of the pulse in such a way that the electric field of the pulse

is directed along the axis of the nanotubes (y-axis). We assume that all nanotubes are oriented in the same way and are

located at the same distance from each other, forming a homogeneous bulk. The distances between neighboring nanotubes

are large compared to their diameter. This specific assumption allows us to neglect the interaction between CNTs.

It is known that the electron dispersion law for carbon nanotubes of type (m, 0) can be written as [14]:

ε (p, s) = ±γ0

√
1 + 4 cos (ap) cos

(πs
m

)
+ 4 cos2

(πs
m

)
, (1)

where γ ≈ 2.7 eV, p is the electron quasi-momentum, a = 3b/2~, b = 0.142 nm is the distance between adjacent carbon

atoms.

The wave equation for vector-potential A has the following form:

1

c2
∂2A

∂t2
=

∂2A

∂x2
+

∂2A

∂y2
+

∂2A

∂z2
+

4π

c
j (A)

(
Φ (z0 − z)− Φ (z0 + h− z)

)
, (2)

here Φ is the Heaviside function, h is the thickness of the polymer film with CNTs, z0 is the location of the edge of the

thin film from the side of the traveling pulse, j is the electric current density.

Since the thin film is a composite of a polymer with carbon nanotubes, the current density consists of two components:

j1, j2 – contributions to the electric current of carbon nanotubes and polymers, respectively.
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Let us take into account that the field is directed along the y axis, then the vector potential has the form: A =
(0, A(x2 + y2, z, t), 0). The expression for the projection of the current density j1 onto CNT axis can be written as

follows:

j1 (A) = −en0γ0a
∑

q

Bq sin

(
aeA

c
q

)
,

Bq =
∑

s

q

γ0
asq

∫

BZ

exp (−ε (p, s) /kBT )

1 + exp (−ε (p, s) /kBT )
cos (q · p′) dp′,

(3)

where n0 is the electron concentration in CNT array, kB = 1.380649 · 10−23 J·K−1, T is the temperature, BZ is the first

Brillouin zone, asq are the coefficients of spectrum expansion (1) in the Fourier series. The calculation of the current j2 is

carried out similarly to the calculation of the current for a system of quantum dots with hopping conductivity [15]. This

model is described in details and justified in [16].

Finally, the equation for the vector potential of the electric field component takes the following form in the cylindrical

coordinate system:

1

c2
∂2A

∂t2
=

1

r

∂

∂r

(
r
∂A

∂r

)
+

∂2A

∂z2
+

1

r2
∂2A

∂φ2
+

4π

c

(
j1 (A) + j2 (A)

)(
Φ (z0 − z)− Φ (z0 + h− z)

)
. (4)

Here (r, z, ϕ) are the coordinates in the cylindrical system, so that r2 = x2 + y2, tanϕ = y/x.

In the general case, when the extremely short pulse propagates through a CNT array, due to the inhomogeneity of

the pulse field, current inhomogeneity may arise. So, it can lead to charge accumulation in some area. However, previous

calculations [17] showed that this effect for femtosecond pulses can be neglected. As a result, we can assume that

cylindrical symmetry in the field distribution is preserved. Based on this, we believe that, due to the cylindrical symmetry,

the derivative with respect to angle is equal to zero. In this case, we obtain an effective equation for the components of

the vector potential in the cylindrical coordinate system:

1

r

∂

∂r

(
r
∂A1

∂r

)
+

∂2A1

∂z2
−

1

c2
∂2A1

∂t2
+

4en0γ0a

c
×

×

[
∞∑

q=1

Bq sin
(aeq

c
A
)
+ χ · sin

(aPOLe

c
A
)]

·
(
Φ (z0 − z)− Φ (z0 + h− z)

)
= 0. (5)

Here χ · n0 is the electron concentration in polymer, aPOL is the polymer C–C bond length.

3. Numerical modeling and discussion

To solve the resulting equation (5), we use a cross-type numerical scheme with standard stability conditions [18]. The

initial condition is chosen in the Gaussian form:

A
(
r2, z, 0

)
= A0 · exp

(
−
z2

l2z

)
exp

(
−
r2

l2r

)
,

dA
(
r2, z, 0

)

dt
= 2 · u ·

z

l2r
·A0 · exp

(
−
z2

l2z

)
exp

(
−
r2

l2r

)
.

(6)

Here A0 is the pulse amplitude, lr, lz are the pulse width along the directions r and z, correspondingly, u is the initial

pulse velocity along z-axis.

The evolution of the pulse is shown in Fig. 1.

Note that the pulse is divided into several peaks of different amplitudes when scattered by a thin polymer film with

carbon nanotubes, while maintaining the region of its localization.

The pulse intensity for different film thicknesses h and different initial velocity is shown in Fig. 2. According to

Fig. 2, we can conclude that the shape of the extremely short optical pulse is greatly influenced by both the pulse velocity

and the thickness of the composite film. Note that the greater the initial pulse velocity, the more local maxima are formed.

For a better understanding of what exactly happens to the spatial-energy characteristics of an electromagnetic wave, let us

construct slices at r = 0, which are shown in Fig. 3.

It can be seen from Fig. 3 that for the initial velocity of the pulse u = 0.95, there is a larger number of additional

peaks compared to the case of u = 0.9. The lower the speed, the longer the pulse interacts with the polymer film and

stronger localization is observed. That is, the effects of nonlinearity of the medium act for a longer time and a balance

between dispersion and nonlinearity has time to be established, which leads to conservation of the pulse energy in a

smaller region of space, i.e. its stabilization. The film thickness has the greatest influence on the pulse intensity.

The dependence of the shape of an extremely short optical pulse on the polymer concentration is shown in Fig. 4.

The polymer concentration in a thin film does not affect the spatial localization of the pulse, but manifests itself in a

change in its shape and amplitude.
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FIG. 1. Dynamics of the pulse propagation after passing through a thin polymer film with CNTs: a) t =
7; b) t = 11; c) t = 13. The film is located between z = 0 and z = 50. The time unit corresponds

to 10−13 s, the unit corresponds to coordinates r, z – 1.2 µm. Imax is the maximum intensity value for

each moment of time.

FIG. 2. Pulse intensity after passing through thin polymer film with CNTs at t = 13 for different film

thickness: (a, d) 50; (b, e) 80; (c, f ) 100. The film starts at position z = 0. Figures (a-c) u = 0.9; (d-f )

u = 0.95 (in units of the speed of light). The time unit corresponds to 10−13 s, the unit corresponds

to coordinates r, z – 1.2 µm. Imax is the maximum intensity value for each row of patterns (for each

velocity value).
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FIG. 3. Pulse intensity after passing through thin polymer film with CNTs at t = 13 for different film

thickness (slices at r = 0): a) u = 0.9; b) u = 0.95. The solid curve corresponds to h = 50; the

dotted curve – h = 80; the dashed curve – h = 100. The film starts at position z = 0. The time unit

corresponds to 10−13 s, the unit along z-axis corresponds to 1.2 µm. Imax is the maximum intensity

value for velocity value.

FIG. 4. Pulse intensity after passing through thin polymer film with CNTs at t = 13 for different film

thickness (slices at r = 0, u = 0.9): a) h = 50; b) h = 100. The film starts at position z = 0. The solid

curved corresponds to χ = 0.1; the dotted curve – χ = 0.8. The time unit corresponds to 10−13 s, the

unit along z-axis corresponds to 1.2 µm. Imax is the maximum intensity value for all figures.

4. Conclusion

(1) The model for the passage of an extremely short optical pulse through a thin polymer film with carbon nanotubes

has been constructed.

(2) The thickness of the polymer film with CNTs allows one to control the shape and intensity of the pulse.

(3) The localization area of an extremely short optical pulse when passing through a polymer film can be controlled

using the initial velocity of the pulse.

(4) When a short-duration electromagnetic pulse is scattered by a composite film, the generation of higher harmonics

is possible.
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ABSTRACT In this work, a doping strategy was used to achieve a good conductivity in samarium zirconate

which crystallizes in the pyrochlore. The production of nanopowders made it possible to form high-density ce-

ramics with an optimal microstructure. It is shown that intrinsic and impurity defects coexist in

Sm2−xCaxZr2O7−δ, impairing ion transport at high doping levels. Despite this, Sm1.95Ca0.05Zr2O7−δ main-

tains low activation energy of the parent and has good ionic conductivity (10−3 S·cm−1 at 600 ◦C) which is one

of the largest among oxide pyrochlores. It has been shown to have a good chemical stability. The material has

a thermal expansion coefficient (TEC) of 12 ppm K−1 which is higher than YSZ and provides better compat-

ibility with electrode materials. The above makes it possible to successfully use it as a highly stable oxygen

electrolyte or an intermediate thin layer at the electrolyte-electrode interface in electrochemical devices.
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1. Introduction

In recent years, high thermal, chemical and radiation stability has led to great interest in lanthanide zirconates

Ln2Zr2O7 with a pyrochlore structure. Due to their good thermomechanical characteristics, compositions such as

Gd2Zr2O7, and (La1−xGdx)2Zr2O7 are recommended as thermal barrier coating materials [1–6], which is one of the

promising applications of pyrochlores. Having high chemical stability, pyrochlores are used as electrolytes for oxygen

sensors for aggressive environments, such as Li-based melts [7–9]. High radiation resistance allows pyrochlores to be

used as materials for the encapsulation of nuclear waste [10, 11]. Pyrochlores are also considered as promising oxygen-

ion conductors for solid oxide fuel cells (SOFCs), so a large amount of work is aimed at studying the relationship between

structure and transport properties [12–14].

The mechanism of disorder in pyrochlores is based on its own oxygen deficiency. Partially disordered pyrochlore

phases are better ionic conductors than highly disordered fluorite materials of the same composition due to lower activation

energies (EA) for the migration of oxygen ions. For example, EA is significantly lower in the pyrochlore-type defective

gadolinium zirconate Gd2Zr2O7 than in its fluorite-type analogue [15]. The pyrochlore crystal structure can be derived

from the fluorite structure by doubling the unit cell, removing one out of every eight anions, and placing the cations and

anions at four crystallographically nonequivalent positions. Using the setup of Tabira et al. [16], the A cation is in the

8-coordinated 16c positions and the B cation is in the 6-coordinated 16d positions (Wyckoff notation). The anions are

distributed between two 4-coordinated positions O(48f) and O(8b). One 4-coordinate position O(8b) is free. A decrease

in the lanthanide radius in Ln2Zr2O7 leads to a gradual occupation of this position [17–19].

Previously, using atomistic modeling, it was proposed that the most stable intrinsic defect in pyrochlores is the oxygen

Frenkel pair, consisting of a vacant O(48f) site and an interstitial ion located at the O(8a) position, and that the diffusion of

© Vorotnikov V.A., Belyakov S.A., Ivanov A.V., Novikova Yu.V., Stroeva A.Yu., Grebenev V.V.,
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oxygen ions occurs due to hopping between O(48f) sites [20–24]. Thus, the oxygen conductivity in disordered pyrochlores

depends significantly on the energy of formation of this type of defect. The presence of disorder in the cationic sublattice

leads to a decrease in this energy value, since cationic disorder increases the similarity between nonequivalent oxygen

sites and thereby contributes to the formation of defects in the oxygen sublattice [21, 24–28].

Among the zirconate pyrochlore series, Gd2Zr2O7 has the greatest internal disorder [29], demonstrating high con-

ductivity values of about 0.01 S·cm−1 at fairly high temperatures ∼ 900 ◦C [30–34]. However, the most disordered

pyrochlores are not necessarily the best conductors of oxygen ions and exhibit systematically higher EA for oxygen

ion migration. Due to the increase in EA, the conductivity at lower temperatures drops significantly. Thus, the high-

est conductivity values are usually achieved in partially disordered pyrochlores. This statement can be traced using the

example of isovalent doping, when disorder is regulated by varying the ratio of the ionic radii of A and B cations. Dop-

ing Gd in Gd2−xMxZr2O7 with larger La or Nd leads to a decrease in the EA and the peak conductivity value reaches

Gd1.7La0.3Zr2O7 and equimolar GdNdZr2O7, respectively [30, 31]. In Gd2Sn2−xZrxO7, the conductivity increases with

the concentration of Zr which is slightly larger than Sn although the EA changes slightly [32]. For Gd2Zr2−xTixO7

pyrochlores, a decrease in the EA is observed with increasing content of smaller Ti as the structure becomes more or-

dered [33]. A decrease in the average size of cations in the A-position, the replacement of Gd by smaller lanthanides

such as Dy, Y or Er, increases the intrinsic structural disorder of Gd2Zr2O7 and induces the pyrochlore-fluorite phase

transition [34]. In this case, the replacement of Gd with larger cations, such as Sm, Nd or La, orders the pyrochlore

structure.

Heterovalent acceptor-type doping is a strategy to significantly increase oxygen deficiency, as well as cationic disor-

der. Those dopants that cause the least deformation of the crystal lattice of the base material have the lowest dissolution

energy and give the highest conductivity of materials, therefore the replacement of lanthanides with Ca in Ln2Zr2O7

pyrochlores is usually most advantageous [21, 23, 35]. Against the background of the fairly well-studied mechanism of

acceptor doping in both ordered La2Zr2O7 [23, 36–43] and noticeably disordered Gd2Zr2O7 [7–9, 44–46, 48], moder-

ately disordered Sm2Zr2O7 has been less studied, although it should combine the advantages of the previous two. Liu et

al. [49–51] even made attempts to take advantage of equimolar GdSm1−xMxZr2O7−δ (M = Ca, Mg) compositions. With-

out the dopant, the conductivity reaches 0.001 S·cm−1 at 600 ◦C, but decreases for both dopants due to the increasing

EA. Sm and Ca have very similar ionic radii [52]. Despite this, it was reported that the solubility of Ca in Sm2Zr2O7 is

low [46, 53], although the mentioned authors used a solid-phase synthesis method. The conductivity of the materials at

600 ◦C is about 4·10−4 S·cm−1 and decreases slightly with increasing concentration of Ca dopant, and EA also increase.

Our study reveals a noticeable increase in conductivity at low (2.5 at. %) Ca dopant concentrations in Sm2−xCaxZr2O7−δ

without a significant effect on the EA.

The microstructure of the samples also affects the level of conductivity; the electrolyte materials must be of high

density and approximately equal grain sizes so that the processes occurring in the bulk and at the grain boundary are more

understandable. For example, in [46], Sm2−xCaxZr2O7−δ ceramics obtained by mechanical activation have a relative

density of 89 – 92.6 % and a strong variation in grain sizes from 100-300 nm to several microns is recorded. In work [47],

we synthesized the proton conductor La1−xSrxScO3−δ by the following methods: solid state reaction, combustion and co-

deposition. It has been shown that only the combustion method leads to the production of highly dispersed powders with

particle sizes up to 100 nm. As a result, this method proved to be the most effective in obtaining a given microstructure of

ceramic samples. Hence, a high density relative to the theoretical one (> 95 %) and a uniform size distribution of ceramic

grains have been achieved. The influence of the defect formation model and grain boundary effects on the conductivity of

materials is also discussed in detail. This work is devoted to the synthesis of nanostructured samarium zirconate powders,

the production of dense ceramics and the study of its physico-chemical properties.

2. Experimental

2.1. Sample preparation

The citrate-nitrate combustion technique was used for the preparation of Sm2−xCaxZr2O7−δ (where x = 0; 0.05;

0.075; 0.01; 0.125 and 0.15, then SZ; SCZ5, SCZ7.5, SCZ10, SCZ12.5 SCZ15, total – SCZ) samples. Samarium oxide

Sm2O3, calcium carbonate CaCO3 and zirconium oxynitrate ZrO(NO3)2, all high purity reagents, were used as pre-

cursors. To achieve high homogenization of oxide-forming cations, a solution mixing stage was carried out. For this

purpose, a solution of ZrO(NO3)2 with the precise concentration was prepared. The calculated Sm2O3 weights, taking

into account the mass loss coefficient during calcination and the drained CaCO3 in a proportional amount of CaO, were

transferred to a nitrate solution when interacting with nitric acid (high purity reagent) and an aliquot of zirconium oxyni-

trate solution was added. Further, citric acid (high purity reagent) was added to the solution in a ratio of 3/1 to the mass

of the resulting oxide and evaporated at a temperature of 130 ◦C until the combustion reaction took place. The obtained

powders were annealed at a temperature of 800 ◦C (1 hours) to remove the organic residues and carbon black. After

this, additional homogenization of the powdered mixture was carried out in an isopropyl alcohol medium using a PM

100 (Retch GmbH, Haan, Germany) planetary ball mill for 1 hour (350 rpm). The dried powders of all compositions
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were subjected to preliminary synthesis at a temperature of 1100 ◦C for 2 hours. After that, the samples were formed by

isostatic pressing at 600 MPa and then sintered in air at 1600 ◦C for 5 hours in a backfill of the appropriate composition.

2.2. Exposure to various atmospheres

The humidity of gas passing through the samples was set using a thermostated vessel with water of a room tempera-

ture. The dry atmosphere was reached by a gas passage through synthetic zeolites.

The samples were calcined before analyzes at 1000 ◦C for 20 hours when blown with dry air, and also at 600 ◦C

without holding when blown in laboratory air. The stability to reduction was checked by holding samples at 850 ◦C for

250 hours in a flow of dry hydrogen.

2.3. X-ray diffraction

The phase composition of the samples was characterized by a X-ray diffractometer TDM-20 (Tongda, Hong Kong,

China) with Cu Kα (λ = 1.5418 Å) radiation with step scan 0.0095◦ (2θ = 12 – 135◦, exposure 1.3 s). The cubic lattice

parameters were refined from XRD patterns by Le Bail method. The initial symmetry group and lattice parameters were

taken for Sm2Zr2O7 (ICSD 261415).

2.4. Electron microscopy

The surface morphology and cross section of the ceramics were studied by scanning electron microscopy (SEM). The

cross sections were performed by grinding and polishing samples with water-based diamond abrasives. SEM images of

the cross sections were obtained on a microscope JSM-6510 LV (JEOL, Tokyo, Japan), and the elemental distribution was

studied by energy-dispersive X-ray (EDX) spectroscopy using an Inca X-MAX spectrometer system (Oxford Instruments,

Abingdon, UK).

In order to investigate microstructure and elemental content of selected samples at subgrain scale, transmission elec-

tron microscopy (TEM) study was carried out using OSIRIS TEM (Thermo Fisher Scientific, Waltham, USA) equipped

by high-angle annular dark-field (HAADF) detector (Fischione, Corporate Circle, Export, USA) and energy-dispersive

spectrometer Super-X EDXS (Bruker, Billerica, USA). TEM data processing was performed in Digital Micrograph 3.4

(Gatan Inc., Pleasanton, USA) and Esprit (Bruker, Billerica, USA) software. The cross-sectional TEM samples were pre-

pared by means of focused ion beam FIB lift-out technique using Scios Dual Beam (Thermo Fisher Scientific, Waltham,

USA).

2.5. Dilatometry

Measurements of the thermal expansion were carried out in a quartz cell using the Tesatronic TT-80 (TESA, Renens,

Switzerland) meter with a high-precision measuring probe GT 21HP (TESA, Renens, Switzerland). Before the exper-

iment, the cell was calibrated to deduct the contribution of quartz’s own expansion. Thermal expansion measurements

were implemented during heating/cooling (speed 120 ◦C/hour) in the temperature range of 50 – 900 ◦C in moist (pH2O

= 2.8 kPa) and dry (pH2O < 0.1 kPa) air. Thermal expansion coefficients (TEC) were calculated from the linear sections

of the ∆L/L0 − T dependencies. Humidity induced chemical expansion was measured during the transition from dry

atmosphere (pH2O < 0.1 kPa) to humidified atmospheres (pH2O = 0.6 and 2.8 kPa) at isothermal exposure (T = 600 ◦C).

2.6. DC and AC conductivity

The total electrical conductivity of ceramic samples was measured by a four-probe DC method using a RM3545-02

(Hioki, Nagano, Japan) ohmmeter. The prepared samples had the geometry of rectangular bars with dimensions of about

12×3×3 mm. Pt paste and wires were used as electrodes, which was baked to the faces of the samples at a temperature of

1100 ◦C during 1 hour. The measurements were carried out in the temperature range of 400 – 900 ◦C in heating/cooling

modes in increments of 20 ◦C. An isothermal exposure at each temperature until the equilibrium resistance values were

reached.

The electrochemical impedance spectroscopy (EIS) was applied in a two-probe mode. The samples were tablets with

a diameter of 10 mm and a thickness of 1 mm. Ag paste was applied by painting in the form of a 5 by 5 mm area and baked

at 800 ◦C for 2 hours. In order to reduce the polarization resistance of the electrodes, they were impregnated with a solution

of cerium and terbium nitrates and slowly heated to 800 ◦C at a rate of 20 ◦C/hour, according to the method of [54]. The

measurements were implemented on a SP-200 (Bio-Logic, Seyssinet-Pariset, France) equipment in the temperature range

300 – 400 ◦C with the step of 25 ◦C, and in the frequency range 3 MHz – 0.1 Hz at an AC voltage amplitude of 100 mV.

The distribution of relaxation times (DRT) technique was employed for the analysis of the spectra [55]. The Tikhonov

regularization method was applied [56]. The accuracy of the selection of the regularization coefficient was based on a

comparison of the DRT functions of the experimental spectrum and the simulated DRT spectrum from the equivalent

circuit [57].
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3. Results and discussion

3.1. Crystal structure and morphology

Figure A1 shows typical XRD patterns for SCZ samples. Fig. 1 shows the values of unit cell parameters for samples

of two series, as well as literature data. Samples of the first series were calcined in dry air at 1000 ◦C for 20 hours.

Samples of the second series were calcined in laboratory air at 600 ◦C without holding. One can see a noticeable scatter

of parameters for the two series, as well as for the literature data. Thus, heat treatment conditions affect the value of the

unit cell parameter. It is known that the formation of the pyrochlore phase passes through the fluorite phase, therefore

the unit cell parameter depends on the annealing temperature [58]. First, the synthesis method influences. In all the

cited literature references, except for [59], the materials were obtained by the solid-phase synthesis method. Further, the

maximum annealing temperature, cooling rate and atmosphere influence. One can compare the annealing conditions using

the example of SZ material: in [60], double calcination was used at 1400 ◦C for 10 hours; in [61], samples were sintered

at 1400 – 1600 ◦C for 8 hours; in [53], there was annealing at 1700 ◦C for 10 hours; and in [46], there was annealing

at 1600 ◦C for 4 – 10 hours. In [59], a solution citrate synthesis method was used with final calcination only at 800 ◦C,

although one should expect a much higher combustion temperature for a mixture of citrates and ethylene glycol.

In this work, we chose the method of slow combustion (about 12 hours at a temperature of 130 ◦C) with the addition

of three times the amount of citric acid in relation to the mass of the resulting oxide. This method allows us to obtain

powders having the specific surface area of after annealing at 800 ◦C amounted to 80.000 – 85.000 cm2/cm3 which defines

their nano-dimensional character even at this stage of synthesis. At the same time, the powders have already been heat

treated, which inevitably led to particle agglomeration. It should be borne in mind that the granulometric composition of

powders without heat treatment does not make sense to evaluate due to the presence of additional components, organic

residues, and/or the presence of an oxide-forming mixture still in the salt state. The obtained highly dispersed powders

led to the production of high-density ceramics (more than 95 % relative to the theoretical one) with a uniform grain

size distribution. The final sintering was implemented at 1600 ◦C for 5 hours. Synthesis and heat treatment conditions

primarily affect the concentration of antistructural defects such as Zr in the Sm sublattice and, conversely, Sm in the Zr

sublattice [24, 26, 27]. This can also affect the distribution of the dopant over both sublattices.

FIG. 1. Cubic unit cell parameter of SCZ as a function of dopant concentration. Series 1 means samples

pre-calcined at 1000 ◦C for 20 hours in dry air, Series 2 means samples pre-calcined at 600 ◦C in

laboratory air without holding. Literature results from papers by Shlyakhtina et al. [46], Xia et al. [53],

Govindan Kutty et al. [60], Shimamura et al. [61] and Uno et al. [59] are also given.

Figure 2 shows cross sectional images of SCZ ceramic samples. The relative density of SCZ5-SCZ7.5-SCZ10 ce-

ramics varies about 94 %, whereas in samples SCZ12.5 and SCZ15 the density slightly decreases to 91 %. According

to the EDX data analysis, all elements in SCZ5-SCZ12.5 are distributed uniformly. Whereas, a clear Ca enrichment is

observed in the local areas of SCZ15 sample (Fig. 2c). The presence of such areas indicates the formation of second phase

Ca-enriched precipitates. These precipitates have apparently low number density, which is below the detection limit of

XRD.

3.2. Thermal expansion

The results of dilatometric measurements of SCZ ceramic samples are presented in Fig. 3. The initial dilatometric

dependences are shown in Fig. A2. Average TEC values for Ca-doped samarium zirconates is about 11.5·10−6 K−1,

which is higher than for the conventional oxide-ion electrolyte – YSZ (10.4·10−6 K−1 [62]). It is known that with a

decrease in the ionic radius of the lanthanide in Ln2Zr2O7, the TEC values increase [60, 61]. A higher TEC values make

it possible to use samarium zirconates as materials of thermal barrier coatings (TBCs) [1–6] which is not available for
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FIG. 2. Cross-sectional SEM images of SCZ5 (a), SCZ10 (b) and SCZ15 (c) along with EDX maps of

Ca distribution

some other rare earth element zirconates [63]. Also, higher TEC values make the materials more compatible with SOFC

electrode materials and similar electrochemical devices [64].

FIG. 3. Average thermal expansion coefficients (TEC) for SCZ ceramic samples obtained from

dilatometry in dry (pH2O < 0.1 kPa) and wet (pH2O = 2.8 kPa) atmospheres. Our experimental data

are compared with literature data for Sm2Zr2O7 (SZ) [63] and yttria stabilized zirconia (YSZ) [62].

According to dilatometry data, thermal expansion of SCZ materials does not depend practically on air humidity, and

the difference in the TEC in two atmospheres is at the error level. Under stepwise hydration, SCZ5 and SCZ10 samples

experience a weak response to a change in humidity, because oxygen vacancies in samarium zirconates are stable to

hydration (Fig. A3). Relaxation of chemical expansion occurs abruptly and quickly. It is possible that only partial surface

hydration occurs.

3.3. Total conductivity and defects equilibrium

Figure 4 shows the temperature dependencies of the total conductivity for SCZ samples. SCZ5 has a systematically

higher conductivity than SZ, while a further increase in Ca concentration generally leads to a decrease in conductivity.

Only the conductivity of SCZ10 dominates the others in the temperature range of 800 – 900 ◦C. The conductivity of all

doped SCZ samples is higher than that of undoped SZ at temperatures above 500 ◦C. Table 1 lists the apparent activation

energies (EA). SZ and SCZ5 have comparable EA, while at higher Ca concentrations, the EA increases markedly.

In general, the increase in the EA of materials with Ca concentration in Sm2−xCaxZr2O7−δ is consistent with literature

results [46,53]. In our case, the conductivity of SCZ5 at relatively low temperatures of about 600 ◦C reaches 10−3 S·cm−1

which is a record value in the series of oxide pyrochlores, even exceeding the conductivity of the most conducting phases

based on doped Gd2Zr2O7 [30–34, 49–51].

We did not find a noticeable effect of air humidity on the conductivity of the materials studied, although some

researchers have considered these materials as potential proton conductors [46,65]. The air humidity has a slightly visible

effect on the conductivity only at temperatures below 700 ◦C (Fig. 4b). It is difficult to estimate the level of proton

conductivity in samarium zirconates according to our data, while we assume that the bulk proton conductivity is very

small, and these materials can be successfully considered as oxygen-ion conductors.

Figure 5 shows the conductivity versus pO2 dependence for Sm2−xCaxZr2O7−δ (x = 0.05, 0.1, 0.15). A small effect

of pO2 on the conductivity is seen at all temperatures studied. Analogous dependencies can be found in the literature for

Gd2−xMxZr2O7−δ (M = Li, Mg) systems [8,9]. Taken into account the specifics of disorder in the studied pyrochlore-like
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TABLE 1. Apparent activation energies of total conductivity (ETot) for Sm2−xCaxZr2O7−δ (x = 0,

0.05, 0.1, 0.15)

Composition
Activation energy of total conductivity (ETot), eV

Dry air,

pH2O < 0.1 kPa

Wet air,

pH2O = 2.8 kPa

Sm2Zr2O7−δ 0.73 —

Sm1.95Ca0.05Zr2O6.975 0.75 0.75

Sm1.9Ca0.1Zr2O6.95 0.94 0.90

Sm1.85Ca0.15Zr2O6.925 1.06 1.04

FIG. 4. The Arrenius plot of total conductivity for SCZ samples in dry air (a), isothermal dependences

of total conductivity on Ca dopant concentration at different temperatures in dry and wet air (b) and

apparent activation energies of total conductivity (c). Conductivity values for Sm2Zr2O7 according to

Shlyakhtina et al. [46] data are also given.

materials [22,25], several processes affecting the concentration of defects can take place. First, there are oxygen vacancies

formed due to doping:

CaO(−SmO1.5) → Ca′Sm+
1

2
V••

O +O×

O, (1)

where Ca′Sm are Ca atoms in Sm positions, V••

O are oxygen vacancies, and O×

O are oxygen atoms in regular lattice

sites. With an increase in temperature, the probability of the formation of anti-Frenkel defects increases according to the

equation:

O×

O → O
′′

O+V••

O , (2)

where O
′′

O is the interstitial positions of oxygen. Oxygen vacancies formed by both (1) and (2) reactions can interact with

the molecular oxygen:
1

2
O2+V••

O → O×

O + 2h. (3)

This creates two electron holes h•. In the case of the dominance of reaction (3), the conductivity should be a linear

function of pO
1/4
2 . However, at 800 and 700 ◦C, the conductivity is linearized only in the plots σ = f(pO

−1/6
2 ) (Fig. 5d),

while the σ = f(pO
1/4
2 ) dependence can be found only below 600 ◦C (Fig. 5e). This indicates the occurrence of several

competing processes at temperatures above 700 ◦C. One of the side processes can be a change in the number of oxygen

vacancies, for example, during reaction (2). However, Hagiwara et al. [66] showed by XRD that the occupancy of the

O(8a) position in Eu2Zr2O7 at 900 ◦C is even less than that at room temperature. Shehu [67] also showed by ND method

a slight decrease in the occupancy of the O(8a) position at a temperature of 800 ◦C relative to room temperature for

Nd2−xCaxZr2O7−δ .

In fact, the O(8a) site in the pyrochlore structure is often called interstitial, although this is not exactly like that. This

position is free in ideal pyrochlore, for example in La2Zr2O7 [66]. With a decrease in the ionic radius of the lanthanide,

the probability of the formation of a split oxygen vacancy increases, when the oxygen atom is displaced from the O(48f)
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FIG. 5. Total conductivities of SCZ as a functions of the pO2 in wet atmosphere for SCZ5 (a), SCZ10

(b), SCZ15 (c). Dependences of total conductivity as a function of pO
1/4
2 for SCZ10 at 700 ◦C (d)

and 600 ◦C (e).

site towards the O(8a) site, and as a result, the interstitial oxygen atom is between two vacancies in the O(48f) sites [22].

Thus, the oxygen atom never occupies O(8a) site, but only approaches it. If the migration of an “ordinary” oxygen vacancy

(at O(48f) or O(8b) sites) is preferable in the crystallographic direction (100), then the split vacancy migrates on average

in the direction [111] [22]. In fact, hole migration is also anisotropic and passes along the [110] direction through the

Zr and O(48f) positions [19]. This migration direction is perpendicular to the migration direction of ordinary oxygen

vacancies. We can assume that the dependence of the total conductivity of SCZ on pO2 at temperatures above 600 ◦C is

a function not only of the concentration of electron holes but also of the concentration ratio between ordinary and split

oxygen vacancies as well as the difference in their mobility due to anisotropic migration.

In contrast to the O(48f) sites, oxygen vacancies in the O(8b) site have a high energy of both formation and migration,

as indicated by a number of theoretical studies [20–23]. The oxygen atom O(8b) is surrounded exclusively by A cations.

It is to be expected that when the Ca dopant occupies a position in the A sublattice it contributes to the formation of an

oxygen vacancy in its immediate environment, including in the O(8b) position. It is worth noting that Shehu [67] did

not observe an appreciable deviation from 1 in the occupancy of O(8b) positions in Nd2−xCaxZr2O7−δ by ND even at a

very high dopant concentration (x = 0.5). The pair distribution function (PDF) analysis showed a decrease in the average

coordination number in the Nd sublattice, but its increase for the Zr sublattice [67]. Thus, the coordination environment

of all cations changes [28, 67].

It can be seen that the Ca dopant concentration has a progressive effect on disordering in SCZ, in accordance with the

ideas developed by van Dijk et al. [15, 20]. Formally, the total number of oxygen vacancies increases with increasing Ca

concentration which increases the pre-exponential factor of conductivity, but the vacancies are localized in unfavorable

crystallographic positions which complicates their migration and increases the activation energy of conductivity.

The presence of a weak but noticeable dependence of conductivity on pO2 in reducing atmospheres confirms the

evolution of the number of oxygen vacancies in materials when oxygen leaves the interstitial positions of the material

lattice, interacting with hydrogen:

O
′′

O+H2 → H2O+ 2e
′

. (4)

As a result, electrons e′ are generated for charge compensation, which leads to a slight increase in conductivity.

These electrons are probably localized and may be the reason for the partial reduction of Sm3+ to Sm2+. This behavior
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is typical for both undoped [68] and Ca-doped samarium zirconate [46]. We additionally tested the stability of SCZ5

sample to reduction through long-term calcination in an H2 atmosphere (Fig. A4). No signs of new phases were found,

but the unit cell parameter increases noticeably from 10.583 Å after calcination in dry air at 1000 ◦C for 20 hours to

10.618 Å after calcination in dry hydrogen at 850 ◦C for 250 hours. This may be caused by an increase in the ionic radius

of samarium from Sm3+ (r = 1.08 Å, CN = 8) to Sm2+ (r = 1.27 Å, CN = 8) [52].

The question remains for our case: why does a low concentration of Ca dopant (2.5 %) in Sm2Zr2O7 increase

the conductivity of the material and does not influence on the EA. It differs from the results of Xia et al. [53], who

received a clear negative reaction? We exclude the influence of sample density, since high-density samples were obtained

in both our and Xia et al. [53] works. It is more likely that the difference is due to the specific features of the local

structure of pyrochlores where disorder in the anion and cation sublattices is closely related [21, 24–28]. The dopant

causes a change in the coordination environment in both A and B sublattices [28, 67]. Van Dijk et al. [15, 20] argue

that the oxygen vacancy has the lowest energy when passing between O(48f) positions near the O(8a) position which is

essentially identical to the mechanism of migration of a split vacancy. Probably, disruption of such optimal pathways

causes a decrease in the mobility of oxygen ions. Unlike the works [46, 53], where the SCZ materials were obtained by a

solid-phase reaction, in our case, a solution synthesis method with a precursor combustion stage was used. This condition

affects the proportion of antistructural defects, as well as the distribution of Ca dopant over the A and B sublattices. It

should be expected that the stages of high-temperature combustion and subsequent high-temperature annealing contribute

to greater pyrochlore ordering and the formation of a smaller number of antisite pairs, and the solution stage of synthesis

promotes the localization of the Ca dopant in the A sublattice. The effect of annealing temperature on the degree of

ordering of the pyrochlore structure was shown in the paper [58]. Thus, a small dopant concentration apparently promotes

the formation of an increased number of “free” oxygen vacancies and the favorable migration paths are not interrupted.

An increased concentration of the dopant causes a violation of the optimal coordination of A and B cations which leads

to high energy consumption for the migration of oxygen ions. We believe that an ND study could directly show the

occupancy of oxygen positions, unfortunately, ND is difficult for Sm due to its high neutron absorption cross sections.

According to ND data for Nd2−xCaxZr2O7−δ [67], the occupancy of the O(8a) position increases noticeably with the

dopant concentration and slightly decreases when the material is heated to 800 ◦C. In addition, Shehu [67] also found a

clear increase in the activation energy of conductivity with increasing dopant concentration.

The above allows us to make two general assumptions:

(1) The migration of a split oxygen vacancy, despite the low energy barrier, is disrupted at high defect concentra-

tions. This should also be related to the occupancy of O(8a) positions. A significant change in the coordination

environment of cations disrupts the optimal migration routes of oxygen ions.

(2) If the localization of the Ca dopant is preferable in the A position of Sm2Zr2O7, and accordingly, the effect only

on coordination in the A sublattice occurs, then this contributes to the formation of energetically favorable oxygen

vacancies with low migration activation energy. If part of the dopant ends up in the B position, this will lead to

a more significant mismatch of ionic radii between Ca and Zr. The oxygen ion, when migrating, will need to

overcome a higher energy barrier in order to change the local coordination of the B cation.

3.4. Grains boundaries state

Since polycrystalline ceramics are under study, one might suspect that the trends in material conductivity discussed

above are not related to the equilibrium model of defects in the grain volume, but to the contribution of grain boundary

(GB) conductivity. EIS was used to clarify this. Unfortunately, EIS measurements were carried out at lower temperatures

compared to the 4-probe method in order to be able to observe the high-frequency response of the impedance spectrum.

Fig. 6a shows typical impedance spectra at 350 ◦C for ceramic samples SCZ5 and SCZ10. A large semicircle emerging

from the origin, as well as an additional semicircle, are clearly visible. It should be noted that the analysis may complicate

the response from the electrode, so we achieved the lowest resistance of the electrodes by activating them, as was indicated

in the experimental section. DRT analysis was used to separate the contributions of relaxation processes on the impedance

spectra. Fig. 6b shows the results of DRT analysis at 350 ◦C. High-frequency processes with characteristic relaxation times

of ∼ 10−5.5 s and capacitances of ∼ 10−11 F correspond to the bulk resistance. Low-frequency processes with relaxation

times of about 10−4 s and capacitances of ∼ 10−9 F can correspond to the GB resistance. The relaxation times of the GB

process for SCZ10 are systematically slightly longer than for SCZ5 for all temperatures studied. At the same time, the

relaxation times of the bulk process are close for the two samples.

It is worth noting that the resistance of the GB process observed from the impedance spectra is apparent and, before

calculating the specific values, it is lower than the bulk one for the both samples. Under the approximation of equality

of dielectric constants of bulk and GB [69], the specific GB resistance can be expressed through the ratio of process

capacitances:

R∗

gb = Rgb ·
Cgb

Cbulk

. (5)

After recalculation, the specific GB conductivity turns out to be noticeably lower than the bulk resistance.



Equilibrium of intrinsic and impurity point defects in Ca-doped Sm2Zr2O7 73

Figure 6c shows the temperature dependences of the bulk and GB conductivity. The dependences of the bulk con-

ductivity are in good agreement with the higher temperature region of conductivity determined by the 4-probe method

(Fig. 4a). More importantly, the apparent activation energies of grain volume conductivity are in agreement with higher

temperature data which makes our previous discussions about the equilibrium model of defects in the materials under

study valid.

FIG. 6. (a) EIS results, (b) DRT spectra and (c) temperature dependencies of bulk and grain boundaries

conductivities of SCZ5 and SCZ10 ceramics

To directly confirm or deny formation of single pyrochlore structure at sub-grain scale, we investigate the GB chem-

istry for SCZ5 and SCZ10 samples. Fig. 7 shows typical bright-field TEM (BF TEM) images and corresponding selected

area diffraction (SAED) patterns of SCZ5 and SCZ10 samples. Both samples contained no visible precipitates. In ad-

dition, SAED patterns of the SCZ5 and the SCZ10 samples, clearly demonstrate that the local crystal structure of both

samples fully matches the cubic phase of Sm2Zr2O7, in the PDF-2 database (ICSD 261415) as follows: the space group

Fd3m (227).

FIG. 7. BF TEM images and corresponding SAED patterns of SCZ5 and SCZ10 ceramics cross-

sections in the triple junction area

Figure 8 shows the element concentration profiles across the GB for samples SCZ5 and SCZ10 which indicate a

uniform distribution of all elements. This contrasts with the results for La2−xCaxZr2O7−δ which show clear segregation

of the Ca dopant to the GB [43]. Fig. A5 provides the EDX compositional maps of SCZ5 and SCZ10 samples obtained

in the triple junction region using the scanning transmission electron microscopy regime (STEM-EDX). Based on the

analysis of STEM-EDX compositional maps, both samples under study contain homogeneously distributed Sm, Ca, Zr

and O; neither Ca precipitates inside grains, nor Ca segregation at the GB were formed in these samples.
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FIG. 8. HAADF images of SCZ ceramics cross-sections of in the region of the triple junction of grains

with EDX-profiles across the grain boundaries

Thus, from the totality of the results, it can be expected that the conductivity trends at high temperatures are observed

for both bulk and GB. Disorder at GB in pyrochlores is known to occur due to an increased number of antisite pairs,

although this effect becomes less significant as cationic disorder in the bulk increases [70]. Apparently, GB, having a

similar structure and composition to the bulk, exhibits a similar model of defect equilibrium and only the usual space

charge is realized [69].

4. Conclusion

In this work, we obtained high-density (> 95 %) ceramic materials based on Sm2Zr2O7 by combustion method. It

was the use of nanoscale pre-ceramic powders that ensured the formation of a given microstructure of the studied samples.

We investigated the effect of acceptor doping in Sm2Zr2O7 with a pyrochlore structure on the model of defect formation

and conductivity. The low concentration of Ca dopant in the Sm sublattice increases ionic conductivity and almost does

not reduce the activation energy (EA), which makes Sm1.95Ca0.05Zr2O7−δ one of the most highly conductive oxide

pyrochlores. The coexistence of intrinsic and impurity defects in Sm2−xCaxZr2O7−δ gradually impairs ion transport at

high doping levels. This leads to high EA due to disruption of the optimal route of the oxygen ions migration which is

typical for pyrochlore-type materials. Apparently, the localization of Ca predominantly in the Sm sublattice, which is a

consequence of the solution synthesis of materials used, contributes to less distortion of the coordination environment of

cations and an increased number of oxygen vacancies, simultaneously. This leads to an increase in conductivity without

negatively affecting the EA. Also, the influence of grain boundaries (GB) on the conductivity was tested using impedance

spectroscopy. Transmission electron microscopy (TEM) shows the purity of the GB, so it is only the space charge that

causes the reduced conductivity of the GB. Sm1.95Ca0.05Zr2O7−δ has been shown to have good chemical stability and a

coefficient of thermal expansion (TEC) of 12 ppm K−1 which is higher than YSZ and provides better compatibility with

electrode materials. This allows it to be used as a highly stable oxygen electrolyte in electrochemical devices.
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Appendix

FIG. A1. XRD patterns for Sm2−xCaxZr2O7−δ (x = 0; 0.05; 0.075; 0.1; 0.125; 0.15) powders cal-

cined at 1000 ◦C for 20 hours in dry air

FIG. A2. Temperature dependencies of relative linear expansion and narrowing for Sm2−xCaxZr2O7−δ

(x = 0; 0.05; 0.075; 0.1; 0.125; 0.15) dry (a) and wet (b) atmospheres

FIG. A3. Chemical expansion of SCZ5 and SCZ10 samples during the transition from a dry atmosphere

(pH2O ≈ 0.1 kPa) to humidified atmospheres (pH2O = 0.6, 2.8 kPa) at a constant temperature T =
600 ◦C
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FIG. A4. XRD patterns of the SCZ5 sample before (a) and after (b) exposure in hydrogen (250 hours) at 850 ◦C

FIG. A5. HAADF and SAED cross-sectional images of SCZ5 and SCZ10 samples in the region of the

triple junction of grains with STEM-EDX maps of elements distribution
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ABSTRACT Single-phase barium hexaferrite powders with crystallite sizes in a single-domain region and with

the general composition BaFe12−xMnxO19, where x = 0, 2, 4, 6, were synthesized applying a citric sol-gel

auto-combustion technique with final annealing temperatures of 900 – 1200 ◦C. The crystal structures were

refined, and the magnetic properties were studied. The observed variations in atomic positions with the Mn-

for-Fe substitution revealed presence of Mn in three oxidation state +2, +3, and +4, with a preference of Mn2+

to the tetrahedral 4f1 site and Mn4+ to the octahedral 2a and 12k sites. With the Mn-doping, the samples’

magnetization decreased, while coercivity increased and reached 8.4 kOe for x = 6. The rise of the annealing

temperature resulted in a slight growth of magnetization with a general tendency of the coercivity to decrease.

A Curie temperature decreased with the Mn-doping remaining above room temperature for the maximal dop-

ing.
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1. Introduction

M-type hexaferrites are widely used to produce permanent magnets due to their excellent chemical and thermal sta-

bility and due to the low production costs, despite their moderate magnetic parameters such as magnetic energy and

coercivity [1]. Besides that, there are very good prospectives for their application in ultra-high frequency devices func-

tioning up to THz frequencies as well as in medium for high-density magnetic recording [2, 3]. Variation in the chemical

composition of hexaferrite has proven to be an excellent instrument to adjust and optimize the material magnetic prop-

erties [4, 5]. This way, e.g., a giant coercivity and a sub-terahertz resonance have been achieved for an Al–Ca co-doped

strontium hexaferrite [6, 7]. However, in many cases the results of the hexaferrite doping are hard to predict because of

the complex crystal structure in which the dopant atoms may prefer different crystallographic sites. In particular, partial

substitution of Fe3+ by Mn3+ in MFe12O19 (M = Ba, Sr) resulted not only in the non-uniform site occupancies but also in

the variation of the dopant atom oxidation state [8–11]. Using neutron diffraction, it was shown that in BaFe12−xMnxO19,

Mn preferred 2a, 4f1, 12k, and to a less extent 4f2 sites, whereas it was not found in 4e site [9]. The authors observed

that the (Fe,Mn)–O distance in the tetrahedral 4f1 site tended to increase with the Mn-doping suggesting that Fe3+ was

replaced by Mn2+ cations. Because of the limited accuracy of the crystal structure parameters determination, the authors

did not observe distinct regularities in other (Fe,Mn)–O distances and offered only a tentative picture of the Mn ions

distribution in different oxidation states in the crystal structure. The magnetic properties of such deep Mn-substituted

hexaferrites were studied only for coarsely grained samples prepared by a standard ceramic technology. Whereas max-

imum coercivity values may be obtained for single-domain particles which possess sizes in nanometer and submicron

regions. Possibly smaller particles, with the size in a nanometer scale, are especially attractive candidates for high-density

magnetic recording [3]. For a small Mn-for-Fe substitution the study of submicron particles revealed certain enhancement

in coercivity [12,13]. Since an above-room-temperature ferrimagnetic order remains even in highly Fe-for-Mn substituted

compounds, it looks useful to extend the study to deep Mn-doped hexaferrite samples representing ensembles of single-

domain particles. In the present paper, we consider the synthesis of such BaFe12−xMnxO19 samples and investigate in

detail their crystal structure and magnetic properties.

© Kazin P.E., Sleptsova A.E., Vasiliev A.V., Eliseev A.A., Dinnebier R.E., Bette S., 2024
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2. Experimental

2.1. Samples preparation

The preparation method was similar to that described in [14]. The starting compounds, chemically grade BaCO3,

Fe(NO3)3 ·9H2O, and Mn(NO3)2 ·4H2O, were taken in stoichiometric quantities corresponding to nominal compositions

BaFe12−xMnxO19, where x = 0, 2, 4, 6. BaCO3 was dissolved in an excess of 5 % nitric acid using magnetic stirring.

Nitrates of iron and manganese were dissolved in the obtained solution. Solid citric acid was added to the solution in a

stoichiometric quantity corresponding to 3 mol of acid per 1 mol of all metal cations, and the solution pH was adjusted to

7 by adding dropwise a 25 % ammonia solution. The resulting solution was slowly evaporated on a heated sand bath to

a viscous state with consequent initiation of a self-propagating exothermal reaction. The obtained highly porous product

was heated in a furnace in air for 2 hours to a certain annealing temperature Tan, dwelled for 2 hours at this temperature,

and quenched in air. The annealing temperatures were 900, 1000, 1100, and 1200 ◦C.

2.2. Samples characterization

High-precision X-ray powder diffraction (XRD) was conducted on a STOE STADI/P powder diffractometer in the

Debay–Scherer geometry using MoKα1 radiation in the 2θ range 2 – 110◦ with the 2θ step of 0.015◦. The crystal

structure was refined in the space group P63/mmc using the Jana 2006 computer program [15]. The reflection’s profile

parameters, unit cell parameters, positional and isotropic atomic displacement parameters were refined. Occupancies of

Fe and Mn were fixed assuming a uniform distribution of the elements at 3d metal atom sites admitting full occupancies

of the sites. Crystallite sizes (diameter d and thickness h of platelike particles in ab plain and c direction, respectively)

were estimated by fitting a full XRD pattern profile taking into account broadening of the XRD reflections caused by

instrumental parameters, crystallite sizes, and effects of crystal strain. Because of correlations between the crystallite

size parameters and the strain parameters, only smaller size h is reliably estimated with a large uncertainty though. To

suppress the correlations, the strain parameters were assumed to be negligibly small and were set to zero. This allowed us

to estimate both d and h. The latter parameter after this procedure was reduced by 20 – 30 %. The parameters obtained this

way may be regarded as lower boundary values for average crystallite sizes. These values have to approach real crystallite

dimensions for crystals without defects. The parameters were estimated for the samples annealed at temperatures up to

1100 ◦C. For Tan = 1200 ◦C, the lines broadening due to a crystal size was too small to be reliably determined.

Measurements of magnetization were performed on an original Faraday Balance magnetometer at the room tempera-

ture in the field range −17 – +17 kOe. A powder sample was fixed with glue on a small piece of paper to prevent rotation

of the particles in magnetic field.

Measurements of the Curie temperatures were carried out using a Perkin–Elmer Pyris Diamond TG/DTA with a

permanent Fe–Nd–B magnet fixed outside the sample chamber. A transition from paramagnetic to ferrimagnetic state

was registered by monitoring an effective weight of the sample on the sample cooling with a rate of 10 K·min−1.

Scanning electron microscopy observations were performed on a Carl Zeiss Leo Supra VP50 electron microscope.

3. Results and discussion

3.1. Crystal structure features and morphology

As evidenced from the XRD analysis all the samples comprise pure hexaferrite phases with a hexagonal crystallo-

graphic symmetry. According to the scanning electron microscopy, samples annealed at 900 ◦C consist of grains looking

like thick plates with a typical diameter of 100 – 200 nm and thickness of 50 – 100 nm (Fig. A1, Appendix). With the

increasing of the annealing temperature, the grains grow reaching a diameter of 300 – 400 nm and thickness of 100 –

200 nm for Tan = 1100 ◦C. For Tan = 1200 ◦C, a further and considerable increase in the grain size takes place. The

crystallites become more anisotropic in shape and represent rounded plates with an average diameter of 0.7 micron in

the undoped sample and 1 – 2 microns in the doped samples. The XRD peaks profile analysis provides values for the

crystallites diameter and thickness (Table 1) corresponding well to the SEM results. This implies that the observed grains

are single crystals. They have to be perfect enough since the line broadening connected to crystal defects and strains was

considered as a negligible one in the XRD analysis. In general, undoped samples contain somewhat thicker platelike par-

ticles than Mn-doped ones. For the lowest annealing temperature, Mn-doped samples have slightly finer grains. With the

Tan increase, a stronger growth of grains takes place in Mn-doped samples, and the most pronounced effect is observed

in the sample with the maximum Mn content.

The critical diameter dc for a BaFe12O19 grain to represent a single magnetic domain is of 0.8 micron [4]. The

Mn-doping usually leads to reduction of saturation magnetization Ms [8, 9], and dc is expected to grow with the doping

since it is inversely proportional to M2
s . Therefore, we regard that all the samples obtained represent ensembles of mostly

monodomain grains. It especially concerns the samples annealed at lower temperatures.

The XRD patterns of all the samples are shown in Figs. A2–A17. The major results of the crystal structure refinement

are collected in Table A1. Complete lists of atomic parameters are presented in Tables A2 and A3 for two limiting

compositions, BaFe12O19 and BaFe6Mn6O19, for the samples annealed at 1200 ◦C. The dependencies of the crystal cell
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TABLE 1. Crystallite diameter d (nm) and thickness h (nm) estimated from the full-profile XRD powder

pattern analysis for BaFe12−xMnxO19. Standard deviation values are presented in parentheses.

x
Tan = 900 ◦C Tan = 1000 ◦C Tan = 1100 ◦C

d h d h d h

0 184(4) 77(1) 244(5) 130(2) 282(6) 175(4)

2 177(4) 63(1) 244(6) 106(2) 263(6) 107(2)

4 144(2) 69(1) 226(6) 76(1) 285(7) 104(2)

6 152(3) 63(1) 280(9) 78(1) 399(17) 131(3)

parameters on the Mn doping level and the annealing temperature are depicted in Fig. 1. The atomic radii of Fe3+ and

Mn3+ are practically equal and amount to 0.645 Å for coordination number 6 [16]. One could expect a negligible influence

of the Mn doping, but it is not the case. The cell parameters distinctly depend on x. There is also a detectable, but smaller

variation of the cell parameters with the annealing temperature. On going from x = 0 to x = 6, almost independently

from Tan, a increases by 0.2 %, c drops by 0.3 %, so that c/a decreases by 0.5 %. As a result, cell volume V grows

only slightly, by 0.2 %. The data correspond well to those obtained earlier for coarsely grained hexaferrites with similar

composition [8].

(a) (b)

(c) (d)

FIG. 1. The dependence of crystal cell parameters on Mn content x in the BaFe12−xMnxO19 samples

annealed at temperatures of 900 (circles), 1000 (crosses), 1100 (triangles), and 1200 ◦C (squares):

(a) parameter a (Å), (b) parameter c (Å), (c) parameters’ ratio a/c, (d) unit cell volume V (Å3).
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Despite the observed small variation of the cell parameters and the volume, some of interatomic distances change

much stronger with the doping. It should be noted that by the X-ray diffraction it is virtually impossible to distinguish Mn

from Fe, therefore, we did not determine the distribution of Mn and Fe between the transition metal (M) sites. However,

the changes in certain M–O distances may indicate that Mn substitute Fe at the corresponding sites acquiring an oxidation

state different from +3.

The crystal structure of barium hexaferrite may be considered as a distorted close packing of oxygen atoms forming a

five layers’ set with a thickness of c/2. The set includes S-block with a spinel structure and R-block containing Ba atoms.

1st oxygen layer includes Ba atoms replacing oxygen atoms and in addition Fe2 atoms at a split 2b site (resulting in a

half-filled 4e site, M2). Fe2 shifts from the center of trigonal bipyramid of oxygen atoms along z and acquires tetrahedral

coordination. Fe4 atoms (4f2 site, M4) are found between 1st and 2nd as well as between 5th and 1st oxygen layers in

an octahedral coordination. Fe5 atoms (12k site, M5) are found between 2nd and 3rd as well as between 4th and 5th

oxygen layers in an octahedral coordination. Fe1 (2a site, M1) and Fe3 (4f1 site, M3) atoms are found between 3rd and

4th oxygen layers in octahedral and tetrahedral coordination, respectively.

The changes in the interatomic distances are more pronounced for the samples, annealed at a maximum temperature

of 1200 ◦C. Hence, we will analyze such distances for these samples. The dependence of average M–O distances on the

Mn content is shown in Fig. 2. The strongest change takes place for the tetrahedral 4f1 site: d(M3–O) linearly grows from

1.887 to 1.980 Å (by ca. 5 %) on increasing x from 0 to 6. For the M1 atom, found in the same layer, the corresponding

distance, just in opposite, decreases from 2.014 to 1.977 Å (by ca. 2 %). A smaller decrease, from 2.032 to 2.008 Å (by

ca. 1.2%), is observed for d(M5–O). Distances d(M2–O) and d(M4–O) are not appreciably affected by the Mn doping.

Taking into account equal radii (R) of Mn3+ and Fe3+ and admitting that Mn cannot occupy the same site as Mn2+

and Mn4+ (due to very large difference in their sizes) we may estimate content of Mn2+ and Mn4+ for every site. For

a tetrahedral coordination, R(Fe3+) = 0.49 Å and R(Mn2+) = 0.66 Å [15]. Then the change of d(M3-O) corresponds

to 55(5) % of Mn2+ at 4f1 site in BaFe6Mn6O19. For an octahedral coordination, R(Fe3+) = 0.645 Å and R(Mn4+) =

0.53 Å [16]. That corresponds to 32(7) % of Mn4+ at 2a site and 21(6) % of Mn4+ at 12k site. Due to comparable

quantities of Mn4+ and Mn2+ ions found in the structure the average oxidation state of Mn approaches +3.

FIG. 2. The dependence of average distances d(M–O) between 3d metal atom M (Fe, Mn) and oxy-

gen atoms of the coordination sphere on Mn content x in the BaFe12−xMnxO19 samples annealed at

1200 ◦C: M1 (2a) – circles, M2 (4e) – crosses, M3 (4f1) – triangles, M4 (4f2) – squares, M5 (12k) –

diamonds.

Occupancies of the M sites by Mn were estimated earlier for BaFe12−xMnxO19 ceramics using neutron powder

diffraction [9]. For BaFe6Mn6O19 they corresponded to 0.73, 0.73, 0.27, and 0.54 for M1, M3, M4, and M5 sites,

respectively. No Mn was found at M2 site. We expect that a similar distribution of Mn ions takes place in our finely-

grained samples. While the direct determination of Mn occupancies is not possible, the observed atomic displacement

parameters Ueq of M sites reflect such occupancies (see Tables A2 and A3). In BaFe12O19, Ueq values for all 3d metal

sites are close, while in BaFe6Mn6O19, Ueq correlates with the reported site occupancies, growing with the increase of

the Mn occupancy. Combining the data [9] and our results we may suggest that (i) at 4f1 site, major part of Mn is in

oxidation state +2, (ii) at 2a site, approximately half of Mn is in oxidation state +4, (iii) at 12k site, from one third to half

of Mn is present as Mn4+, and (iv) at 4f2 site, Mn is mostly in oxidation state +3. It is interesting that, while d(M2–O)

does not vary with the Mn content (which is in accordance with the reported absence of Mn at 4e site [9]), the distances to

apical oxygen (O1) and to those (O3) at the trigonal base of the distorted tetrahedron vary strongly. d(M2–O1) decreases

from 2.138 to 2.072 Å and d(M2–O3) increases from 1.847 to 1.867 Å on going from BaFe12O19 to BaFe6Mn6O19. Most
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probably, the observed changes are determined by a local structure distortion due to Mn incorporation in other M sites.

Fe3+ at the M2 site provides the major magnetic anisotropy [17]. Our modelling of the Fe3+ electronic structure using

the CONDON program [18] shows that such lengthening of d(Fe2–O3) reduces the axial magnetic anisotropy.

Apparently, strong variations in interatomic distances on the Mn doping compensate each other so that the change

in the crystal cell parameters and volume becomes approximately one order of magnitude smaller. Such a compensation

phenomenon is convenient to discuss considering variation in weighted average distances (along z axis) between the

oxygen atomic layers, which we denote as h(n,m) = ∆z/c, where n and m are the numbers of oxygen layers (see

Tables A2 and A3 for reference). Due to the crystal symmetry h(5, 1) = h(1, 2) and h(4, 5) = h(2, 3). In the undoped

BaFe12O19 sample, h(1, 2) = 0.10047, h(2, 3) = 0.09687, h(3, 4) = 0.10532. In the maximally doped BaFe6Mn6O19

sample, h(1, 2) = 0.09993, h(2, 3) = 0.09499, h(3, 4) = 0.11016. Thus, h(3, 4) reveals an increase with the biggest

absolute value, apparently, due to a large quantity of Mn2+ at 4f1 site, which effect is not fully compensated by Mn4+

at 2a site. h(2, 3) decreases moderately and h(1, 2) diminishes only slightly in consistence with the estimated Mn4+

occupancies. The changes in the interlayer distances for 5 consecutive oxygen layers are listed as follows: −0.5, −1.9,

4.8, −1.9, −0.5 %. This compensates the alteration of the crystal cell parameter c. Situated between the 3rd and 4th

oxygen layers, the M3 (4f1) coordination tetrahedron expands both, in the c direction and in the ab plain, while the

M1 (2a) coordination octahedron, expanding in the c direction, shrinks in the ab plain. As a result, the cell parameter a

increases only slightly. The observed small multidirectional deformation of the hexaferrite crystal lattice was commonly

attributed to the Jahn–Teller effect of Mn3+ [8, 9]. In contrast to this, our study suggests that the stronger distortions

affecting the net values of a and c are connected to simultaneous presence of non-Jahn–Teller Mn2+ and Mn4+ ions,

rather than to the Jahn–Teller distortion of the Mn3+ polyhedron.

FIG. 3. The dependence of difference ∆d(M–O) between average distances d(M–O) in BaFe6Mn6O19

and BaFe12O19 on samples annealing temperature Tan: M1 (2a) – circles, M3 (4f1) – triangles,

M5 (12k) – diamonds.

Another interesting issue is possible dependence of Mn4+ and Mn2+ content on the sample annealing tempera-

ture and thus on the hexaferrite grain size. In Fig. 3, the differences ∆d(M–O) between average distances d(M–O) in

BaFe6Mn6O19 and BaFe12O19 are shown for the samples annealed at different temperatures. In general, ∆d(M1–O),

∆d(M3–O), and ∆d(M5–O) values are non-zero for the whole annealing temperature range, designating presence of

Mn4+ and Mn2+ in all the samples. Determined with a better accuracy, ∆d(M3–O) and ∆d(M5–O) tend to decrease with

decreasing Tan and drop by ca. 20 % on the Tan changing from 1200 to 900 ◦C. This implies that the degree of the Mn3+

disproportionation to Mn2+ and Mn4+ in the hexaferrite structure slightly decreases with lowering the sample annealing

temperature and hence the grain size.

3.2. Magnetic properties

The dependence of the Curie temperature on the Mn content in the samples annealed at different temperatures is

shown in Fig. 4. TC depends strongly on x and very little on Tan. TC decreases with increasing the Mn content almost

linearly, approximately 48 K per 1 Mn in the formula unit. Undoped samples show identical TC of 737 K for all the

annealing temperatures. In Mn-doped samples TC decreases by 7 K with increasing Tan from 900 to 1200 ◦C. This

suggests that on the atomic scale, the changes in the undoped compound are negligible, whereas in the doped compounds,

certain variations in the crystal structure may take place. Such variations may be connected to the disproportionation

character of Mn3+: the suggested above increase of the Mn3+ disproportionation degree with the elevating annealing
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FIG. 4. The dependence of Curie temperature TC on Mn content x in the BaFe12−xMnxO19 samples

annealed at temperatures of 900 (circles), 1000 (crosses), 1100 (triangles), and 1200 ◦C (squares).

temperature may cause decrease of TC . This is reasonable since the arising Mn4+ ions in octahedral sites cannot efficiently

take part in the antiferromagnetic exchange interaction because of the absence of electrons on the eg orbitals.

Magnetization and coercivity of the samples depend both, on the compound composition and the annealing tempera-

ture. To visualize better the latter dependence, in Fig. 5, magnetization and coercivity are displayed as a function of Tan.

We analyze the magnetization of samples M taken at the highest applied field of 17 kOe. As the magnetization curves

approach to saturation, this magnetization value is assumed to be close to saturation magnetization. The magnetization

considerably decreases with increasing the Mn content in the compound. This agrees well with the fact that Mn3+ and

Mn4+, possessing lower magnetic moments than Fe3+, occupy mostly sites of the major spin sublattice. In the undoped

compound, M tends to increase with increasing Tan. This may be related to healing the crystal structure defects. In the

Mn-doped samples the effect is smaller, and in BaFe6Mn6O19, the magnetization is nearly the same for all Tan. Possibly,

the expected growth of magnetization is suppressed by the overlapped magnetization decrease owing to increase of the

Mn3+ disproportionation degree.

(a) (b)

FIG. 5. The dependence of magnetization M under a field of 17 kOe (a) and coercivity Hc (b) on sam-

ples’ annealing temperature Tan in BaFe12−xMnxO19, where x = 0 (circles), 2 (crosses), 4 (triangles),

6 (squares).

Coercivities of the samples are high and, in most cases, exceed 5 kOe, which conforms with predominantly single-

domain nature of the grains (crystallites). Coercivity of the undoped compound is nearly constant (∼ 5.3 kOe) for lower

Tan, decreasing to 4.8 kOe only for Tan = 1200 ◦C. The latter may be related to growth of the grains so that the size

of some of them exceeds a monodomain critical size. The compound with a low Mn content x = 2 shows somewhat

increased coercivity of 5.8 kOe for Tan = 900 ◦C, which decreases to 3.9 kOe for Tan = 1200 ◦C. Probably, due to

a larger grain size for Tan = 1200 ◦C and still substantial Ms, a higher fraction of grains is found in a multidomain
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state. For the compounds with higher Mn content, the coercivity exhibits a maximum vs. Tan. The highest coercivity of

8.4 kOe is achieved for BaFe6Mn6O19 annealed at 1100 ◦C. An analysis of interatomic distances sheds some light on the

observed increase of Hc. The distance Fe2–O3 becomes shorter with increasing Tan, changing from 1.902 to 1.867 Å.

And in accordance with the mentioned above theoretical calculations, such distance shortening should lead to a substantial

raise of easy-axis magnetic anisotropy. The distance shortening may be in turn explained by rearrangement of other atoms

because of increase of the Mn3+ disproportionation degree. A small drop of coercivity for Tan = 1200 ◦C may be related

to an enlargement of the crystallite size.

4. Conclusions

Pure phase manganese for iron substituted barium hexaferrite samples BaFe12−xMnxO19 (x = 0, 2, 4, 6) were

prepared by a sol-gel citrate method in the form of powders with crystallite sizes from tens of nanometers to about a

micron, which ensured single domain nature of the compound grains. The variation in the grain size was achieved by

the precursor annealing at temperatures 900 – 1200 ◦C. Detailed analysis of the crystal structure using powder X-ray

diffraction data reveals small variations in the crystal cell parameters with the Mn substitution and the sample annealing

temperature, and along with this, demonstrates an order of magnitude larger changes in interatomic distances. It is shown

that Mn3+ replacing Fe3+ partially disproportionates to larger Mn2+ ions occupying tetrahedral 4f1 sites and smaller

Mn4+ ions, occupying 2a and to a less extent 12k sites. The degree of disproportionation slightly grows with increasing

the annealing temperature. The Curie temperature decreases almost linearly with x from 737 to 448 K and, for Mn doped

samples, drops other several degrees with increasing the annealing temperature in accordance with the change in the

relative content of Mn2+ and Mn4+. The magnetization decreases with x, while coercivity tends to increase, reaching

8.4 kOe for the sample with x = 6 annealed at 1100 ◦C. To our knowledge, the obtained maximum value of coercivity

is one of the highest among Mn doped hexaferrites conceding only to a coercivity of 9.7 kOe registered in a submicron-

grained SrFe12−xMnxO19 prepared by a mechano-chemical route [19].

Appendix

TABLE A1. Crystal cell parameters a and c, R-factors, and average M–O distances d (M = Fe, Mn) in

BaFe12−xMnxO19, where x = 0, 2, 4, 6 (samples 1, 2 ,3, 4, respectively), annealed at 900, 1000, 1100,

1200 ◦C (samples’ second symbol a, b, c, d, respectively). Values of a, c, and d are in Å.

Sample a (Å) c (Å) Rwp, Rall d(M1-O) d(M2-O) d(M3-O) d(M4-O) d(M5-O)

1a 5.8950(1) 23.2182(3) 0.031, 0.019 2.013(5) 1.914(9) 1.887(6) 2.023(6) 2.032(4)

1b 5.8949(1) 23.2135(2) 0.029, 0.019 2.020(5) 1.916(7) 1.883(5) 2.020(5) 2.032(3)

1c 5.8941(1) 23.2067(2) 0.036, 0.015 2.008(4) 1.920(6) 1.888(4) 2.020(4) 2.031(3)

1d 5.8951(1) 23.2106(2) 0.038, 0.017 2.014(4) 1.920(6) 1.887(4) 2.020(4) 2.032(3)

2a 5.8965(1) 23.1981(3) 0.031, 0.016 2.016(5) 1.921(8) 1.913(6) 2.016(6) 2.024(3)

2b 5.8972(1) 23.1985(3) 0.028, 0.023 2.008(5) 1.909(9) 1.914(6) 2.025(6) 2.024(4)

2c 5.8965(1) 23.1929(2) 0.035, 0.015 2.003(4) 1.922(6) 1.914(4) 2.015(4) 2.027(3)

2d 5.8987(1) 23.1978(2) 0.039, 0.016 2.004(4) 1.922(6) 1.920(4) 2.013(4) 2.025(3)

3a 5.9006(1) 23.1746(3) 0.028, 0.016 2.010(5) 1.928(7) 1.936(5) 2.014(5) 2.018(4)

3b 5.9009(1) 23.1720(3) 0.028, 0.022 2.011(5) 1.941(8) 1.939(6) 2.009(6) 2.016(4)

3c 5.9020(1) 23.1707(2) 0.030, 0.018 2.002(5) 1.919(7) 1.945(5) 2.015(5) 2.019(3)

3d 5.9025(1) 23.1743(2) 0.042, 0.016 1.996(4) 1.915(6) 1.953(4) 2.018(4) 2.014(3)

4a 5.9065(1) 23.1439(3) 0.027, 0.017 1.992(5) 1.950(7) 1.961(5) 2.003(6) 2.014(4)

4b 5.9066(1) 23.1420(3) 0.028, 0.021 1.983(5) 1.935(8) 1.967(6) 2.007(6) 2.015(4)

4c 5.9078(1) 23.1426(3) 0.029, 0.028 1.985(5) 1.921(8) 1.981(6) 2.016(6) 2.009(4)

4d 5.9091(1) 23.1494(2) 0.042, 0.023 1.977(4) 1.918(6) 1.980(4) 2.020(4) 2.008(3)
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TABLE A2. Atomic parameters in the crystal structure of BaFe12O19 annealed at 1200 ◦C

Atom Occupancy x/a y/a z/c Uiso (Å2)

Ba 1 2/3 1/3 1/4 0.0065(2)

Fe1 1 0 0 0 0.0048(4)

Fe2 0.5 0 0 0.25869(14) 0.0039(6)

Fe3 1 1/3 2/3 0.02733(6) 0.0045(3)

Fe4 1 1/3 2/3 0.19032(5) 0.0047(3)

Fe5 1 0.16853(9) 0.33706(19) 0.89168(3) 0.0048(2)

O1 1 0 0 0.1492(2) 0.0063(4)

O2 1 2/3 1/3 0.0540(2) 0.0063(4)

O3 1 0.1799(5) 0.3597(11) 1/4 0.0063(4)

O4 1 0.1575(4) 0.3150(8) 0.05221(12) 0.0063(4)

O5 1 0.5002(4) 0.0003(8) 0.14964(13) 0.0063(4)

TABLE A3. Atomic parameters in the crystal structure of BaFe6Mn6O19 annealed at 1200 ◦C

Atom Occupancy x/a y/a z/c Uiso (Å2)

Ba 1 2/3 1/3 1/4 0.0093(2)

M1 1 0 0 0 0.0095(5)

M2 0.5 0 0 0.25908(14) 0.0022(7)

M3 1 1/3 2/3 0.02768(7) 0.0103(3)

M4 1 1/3 2/3 0.19062(6) 0.0069(3)

M5 1 0.16737(11) 0.3347(2) 0.89196(3) 0.0082(2)

O1 1 0 0 0.1514(3) 0.0154(5)

O2 1 2/3 1/3 0.0587(2) 0.0154(5)

O3 1 0.1813(6) 0.3626(12) 1/4 0.0154(5)

O4 1 0.1499(4) 0.2998(8) 0.05387(14) 0.0154(5)

O5 1 0.5012(4) 0.0023(9) 0.14962(16) 0.0154(5)
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x = 0, Tan = 900 ◦C x = 0, Tan = 1100 ◦C x = 0, Tan = 1200 ◦C

x = 2, Tan = 900 ◦C x = 2, Tan = 1100 ◦C x = 2, Tan = 1200 ◦C

x = 4, Tan = 900 ◦C x = 4, Tan = 1100 ◦C x = 4, Tan = 1200 ◦C

x = 6, Tan = 900 ◦C x = 6, Tan = 1100 ◦C x = 6, Tan = 1200 ◦C

FIG. A1. Scanning electron microscopy images of BaFe12−xMnxO19 samples annealed at Tan
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FIG. A2. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 0, Tan = 900 ◦C

FIG. A3. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 0, Tan = 1000 ◦C
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FIG. A4. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 0, Tan = 1100 ◦C

FIG. A5. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 0, Tan = 1200 ◦C
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FIG. A6. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 2, Tan = 900 ◦C

FIG. A7. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 2, Tan = 1000 ◦C
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FIG. A8. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 2, Tan = 1100 ◦C

FIG. A9. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 2, Tan = 1200 ◦C
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FIG. A10. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 4, Tan = 900 ◦C

FIG. A11. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 4, Tan = 1000 ◦C
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FIG. A12. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 4, Tan = 1100 ◦C

FIG. A13. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 4, Tan = 1200 ◦C
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FIG. A14. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 6, Tan = 900 ◦C

FIG. A15. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 6, Tan = 1000 ◦C
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FIG. A16. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 6, Tan = 1100 ◦C

FIG. A17. Observed (crosses), calculated (line), and difference (line underneath) XRD patterns of

BaFe12−xMnxO19, x = 6, Tan = 1200 ◦C
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ABSTRACT The proposed study shows for the first time that gaseous ammonia treatment of AgNO3 and

Ce(NO3)3 salts mixture aqueous solution surface gives rise to formation of a composite layer consisting of

Ag(0) faceted colloidal crystals and nanoribbons, as well as CeO2 nanocrystals. A study of such a composite

carried out by FESEM, XRD, EDX, TEM, STEM and HRTEM methods has shown that the nanoribbons are

about 50–150 nm wide and up to 2–3 µm long, and that there are 2–3 nm CeO2 nanocrystals on the surface

thereof. Colloidal crystals of about several micrometers consist of separate, almost identical silver nanocrys-

tals about 20 nm in size. The obtained results provided a basis for construction of schemes of chemical

reactions taking place during the synthesis, and gave grounds for recommendations on practical application of

the obtained compounds.

KEYWORDS silver, colloidal crystals, nanoribbons, CeO2, composite, interface synthesis.
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1. Introduction

It is known that the crystal lattice sites of the so-called colloidal crystals contain nanoparticles of almost the same

size ranging from units to tens of nanometers [1]. These sizes are close to the sizes of colloidal particles contained

in appropriate solutions, and this fact in many ways defined the term “colloidal crystals”. A different terminology for

such nanosized structures propose the term “colloidal superstructures” [2]. These objects also include the so-called

“photonic crystals”, which are formed by amorphous particles of metal oxides or polymers with sizes of tens and hundreds

nanometers [3]. One example of such colloidal crystals formed by noble metals would be Au crystals with sizes of several

microns consisting of Au nanoparticles about 8 nm in size [4].

These crystals are synthesized using vertical deposition [5], spin-coating [6], microfluidic [7], external-force-driven

assembly [8] and other techniques. The main problem of such synthesis reduces to obtaining a large number of nanoscale

particles of the same size, from which a colloidal crystal is then formed in the process of “crystallization”. As a rule, metal

nanoparticles of the same size are obtained in several stages, which include both the nanoparticles synthesis stage, and

the stage of nanoparticles separation by size, while at the stage of synthesis when stirring reagents, even under thorough

stirring, it is difficult to obtain monodisperse nanoparticles. In this regard, the synthesis of nanoparticles at the solution-gas

interface offers unique opportunities. Treating such an interface with a gaseous reagent allows one to avoid concentration

gradient of reactants in the planar direction due to isotropic distribution of concentration of reagents interacting with gas

molecules over the surface of the solution.

Another important topic in the preparative chemistry of nanosized noble metals is the synthesis of 1D Ag(0) nanocrys-

tals with the morphology of the so-called nanowires [9] and nanoribbons [10]. As follows from the analysis of the literature

sources, the focus on the morphology is mainly caused by the solution of the urgent problem of creating conductive and

transparent coatings for optoelectronics [11].

The purpose of the present study was to investigate the conditions needed for formation of nanosized Ag(0) particles

during the one-stage crystallization process occurring at the interface of aqueous solution of AgNO3 and Ce(NO3)3 salts

mixture with air containing gaseous ammonia or, in other words, under the Gas Solution Interface Technique conditions

(GSIT) [12–14]. These reagent compositions were chosen given the known fact that the redox reaction occurs in a

© Tolstoy V.P., Shilovskikh E.E., Gulina L.B., 2024
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weakly alkaline medium with the participation of Ag(I) and Ce(III) cations, in which Ag(0) and CeO2 nanoparticles are

formed [15]. As is known, such nanosized crystals and the composites based thereon find application, for example, in

biomedicine [16–18], catalysis [19] and photocatalysis [20, 21].

2. Experiment

AgNO3 and Ce(NO3)3 · 6H2O salts (chemically pure) provided by Vekton were used as reagents. Aqueous solutions

of the above salts were prepared using high purity Milli-Q water with a resistivity greater than 18 MΩ/cm and under

stirring on a magnetic stirrer for at least 30 minutes. The experiments on the synthesis of composites were performed with

the use of a series of solutions of the said salt mixtures taken in ratios of 1/4, 1/2, 1/1, 2/1, 4/1. In doing so, 3 series of

solutions were prepared with total concentrations equal to 0.1, 0.2 and 0.4 M.

To carry out interfacial synthesis, a flat open container with the working solution (2 mL) was placed into a closed

reactor with a volume of 100 cm3. Close to the container with the solution there was an open vessel with 3 % ammonium

hydroxide, which served as a source of gaseous ammonia. The exposed surface area of each reagent solution was 2 cm2.

The reaction proceeded under steady-state conditions for 0.5–15 min. During this time, a semi-transparent films with

different thicknesses were formed on the surface of the aqueous solution of salt mixture AgNO3 and Ce(NO3)3 · 6H2O.

After that, the film was next transferred carefully to the surface of pure distilled water in order to remove excess solution.

After 10–15 min of exposure, the film was transferred by the Langmuir-Schafer technique to the surface of a single-crystal

silicon wafer and then dried at 60◦C and analyzed by XRD, FESEM, TEM, STEM, HRTEM and electron microprobe

analysis. Before this treatment, the silicon wafers were washed in acetone to remove organic impurities and etched for

10 min in a “piranha” solution (a mixture of H2O2 and concentrated H2SO4 in a volume ratio of 3:7) with simultaneous

ultrasonic cleaning (60 W) to prepare a hydrophilic surface and then rinsed thoroughly in water.

X-ray powder diffraction was performed on a Rigaku Miniflex II diffractometer. The measurement conditions were

Cu Kα radiation, 30 kV voltage, and 10 mA current. The sample morphology was determined by Field Emission Scan-

ning Electron Microscopy (FESEM) using Zeiss Merlin and Auriga Laser microscopes. Ion etching of the crystals was

performed using an ion column of an Auriga Laser microscope using a gallium ion beam with the accelerating voltage of

30 keV, and the current of 20 pA.

3. Results and discussions

The first results of the synthesis of the aforesaid series of samples showed that the layers obtained on the surface of

a salts mixture solution can be transferred to the surface of distilled water, and thus be washed from excess reagents. A

preliminary study of their morphology by the FESEM method showed that the layer thickness and density significantly

depend on the concentration of reagents and the time of contact of ammonia with the solution surface. In particular, at

a contact time of less than 0.5 minutes, a discontinuous layer of nanoparticles is formed on the solution surface, while

at a contact time of more than 5 minutes the formed layer is relatively dense, and is about 0.3 µm thick. The layer

thickness increases up to 1 µm in case the sample was obtained under the 15 minutes treatment time. Morphological

analysis of nanoparticles of this dense layer meets significant problems caused by relatively dense packing of individual

nanocrystals in the layer, and therefore, for further study the samples with the least packing density of nanocrystals were

selected, namely, those obtained using the salts mixture solution with individual salts concentrations equal to 0.1 M, and

the ammonia gas treatment time equal to 5 minutes.

The study of the samples by the XRD method (Fig. 1a) showed that the obtained layer contains silver crystals with

the fcc cubic structure, and the cerium (IV) oxide with fluorite structure [22]. Fig. 1b presents the EDX microanalysis

data, which confirm that the composition includes Ce, O and Ag atoms.

A more detailed study of such samples using the FESEM method (Fig. 2) makes it possible to see whether they

contain nano- and microparticles with different morphologies (Fig. 2). In particular, the general micrograph presented in

Fig. 2a shows both individual nanoribbons 50–150 nm in width, up to 2–3 µm in length, and densely packed agglomerate

thereof of irregular shape measuring up to 2 µm in width and up to 10–12 µm in length. It is also notable that there are

faceted crystals 1–2 microns in size. EDX analysis of these objects allowed us to conclude that the nanoribbons contain

both Ag and Ce atoms (Fig. 1b), and that the crystals actually contain only silver atoms, since the Ce content in them

does not exceed several percent (the figure does not show the results of the crystals analysis). We did not evaluate the

oxygen atoms concentration in these experiments, as oxygen can be present in the sample also as part of adsorbed water

molecules.

As follows from the micrographs shown in Fig. 2b-d, the surface of such crystals is formed by silver nanoparticles of

almost equal size of about 20 nm. Ion etching of these crystals with a gallium ions beam showed that their interior is also

formed by nanoparticles of similar sizes (Fig. 3). Moreover, the crystals contain cavities, and thus the Ag(0) nanoparticles

on the outer surface form the walls of a sort of boxes. In other words, the results of the study of such crystals indicate

that they can be classified as colloidal crystals, but that these crystals have a certain feature associated precisely with the

presence of a denser and stronger outer wall.

An important piece of information was derived from studying the obtained nanoribbons using EDX (Fig. 1b), STEM,

TEM and HRTEM techniques (Fig. 4). Thus, according to the microphotograph shown in Fig. 4a, the nanoribbons surface
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FIG. 1. XRD diffractogram (a) and EDX spectrum (b) of the layer obtained on the surface of the

solution of AgNO3 and Ce(NO3)3 salts mixture after contact with gaseous NH3

FIG. 2. FESEM images of Ag(0)xCeO2 composite, obtained with different magnifications
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FIG. 3. FESEM images of Ag(0) colloidal crystals during etching thereof with a beam of gallium ions

is not atomically smooth, and individual 2–3 nm nanoparticles can be identified on it. These nanoparticles, however,

practically do not exist in the terminal section of this nanoribbon. Moreover, the ribbon terminal fragment has an implicit

faceting with a peculiar circular point in the center (Fig. 4b). As follows, for example, from the study [23], such a

contour is characteristic of the growth of the 〈111〉 face of a cubic Ag(0) crystal. A local study of the nanoribbons surface

performed by the EDX method showed that the ratio of Ag and Ce atoms concentrations over their surface is not uniform:

the maximum amount of Ag (up to 90%) is observed in the central part of the nanoribbon, while in the areas along its

edges the Ag content decreases to approximately 50% (the figures do not show EDX spectra of these areas). Analysis of

HRTEM images, including the one shown in Fig. 4c indicates that, e.g., one of the interplanar distances in nanoparticles

on the nanoribbon outer surface equals to 0.31 nm, and this value is close to the interplanar distance characteristic of the

〈111〉 direction in the CeO2 fluorite structure [22].

FIG. 4. STEM image of the nanoribbon array (a), TEM image of the terminal fragment of one of the

nanoribbons (b) and HRTEM image of the nanoribbon edge fragment (c)

When discussing the full set of the presented results, the first thing to note is that the redox reaction involves the trans-

fer of one electron between Ag(I) and Ce(III) cations in a weak alkaline medium; that is on the one hand, Ag(0) atoms are

generated, and on the other hand, Ce(IV) cations are formed; the cations hydrolyze and then form the CeO2 nanoparticles.

At the same time, the EDX study results indicate that the number of Ag atoms in the composite is approximately one and

a half times greater than that of Ce atoms. In our opinion, this effect can be observed due to the fact that a certain amount

of the formed CeO2 nanoparticles goes into solution in the form of colloidal particles.

A part of Ag(0) atoms form planar nanoribbons on the surface of a salt mixture solution, and CeO2 nanoparticles

are adsorbed on them. At a certain stage, these nanoparticles form a relatively dense layer that prevents the growth of

Ag(0) crystals in a given direction. As follows from Fig. 4b, it is precisely this layer that is not presented in the terminal

section of the nanoribbon, and in fact that’s why the growth of a planar crystal in this direction can be observed. In other
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words, the selective adsorption determines the nanoribbon longitudinal growth. Also noteworthy is the fact that some of

the ribbons form closed geometric shapes in the course of such growth; as it may be observed for example, in Figures 3a

and 3b that show rings with a diameter of several hundred nm.

As for the other part of the Ag(0) atoms, they form nanoparticles about 20 nm in size during the synthesis process, and

these nanoparticles are practically equal in size. This effect is caused by the fact that the nanoparticles formation process

occurs in the near-surface film of the solution at the phase interface, which at the first time point is characterized by

isotropic concentration of reagents in the direction along the solution surface. It can be assumed that these nanoparticles

are selectively adsorbed on the surface of the ribbons that form geometric patterns of regular shape, and this is the way in

which a specific faceting of the growing colloidal crystal is set. Next, layer-by-layer growth of the faces of such crystals

is observed, and the crystal acquires a characteristic crystal faceting as a whole. It is obvious that the density of Ag(0)

nanoparticles in the surface layers of faceted crystals exceeds their density inside the crystals due to a longer time of

interaction between the surface Ag(0) nanoparticles and the mother solution; therefore, after drying the samples in air and

evacuating them in the electron microscope chamber the inner part of the crystals is compacted, and the cavities free from

nanoparticles are formed therein.

Thus, the unique conditions that are created during the synthesis according the GSIT method make it possible to

obtain, in fact at room temperature and with simple equipment, a nanocomposite consisting of Ag(0) colloidal crystals,

as well as Ag(0) nanoribbons with CeO2 nanocrystals located on the surface thereof. There is no doubt that the obtained

nanocomposites can find application, in particular, as part of bactericidal materials, substrates for signal amplification in

SERS, etc.

4. Conclusion

Gaseous ammonia interaction with aqueous solution of AgNO3 and Ce(NO3)3 salt mixture, results in the increase

of the pH value in the solution surface layer, and Ag(I) and Ce(III) cations enter into a redox reaction. As a result of

the interaction, a hydrophobic layer of the Ag(0)x–CeO2 composite is formed on the solution surface. The composite

components are characterized by crystalline structure and unique morphology. In particular, a part of Ag(0) atoms forms

nanoribbons about 50–150 nm in width, and up to 2–3 µm in length on the surface of which there are CeO2 nanoparticles

2–3 nm in size, while the other part of the Ag(0) atoms forms colloidal faceted crystals several µm in size, consisting of

a collection of Ag(0) nanoparticles of equal size measuring about 20 nm. Based on the results of experimental studies a

model-based approach was substantiated regarding the processes occurring on the surface of the mentioned salts mixture

solution, and a forecast is made about possible areas of the synthesized compounds practical application.
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ABSTRACT The fluorination processes of layered rare-earth hydroxides (LRHs) intercalated with various anions,

including organic ones, have been compared for the first time. The fluorination process was investigated for

chloride-, nitrate- and 4-sulfobenzoate-intercalated Eu-doped layered yttrium hydroxides by interaction with

aqueous solutions of sodium fluoride at 100–150 ◦C for 2–48 hours. The final product of fluorination in all

cases is the hexagonal yttrium hydroxide fluoride (YHF) phase of NayY0.95Eu0.05(OH)3+y−xFx ·mH2O (x ∼ 3,

y ∼ 0.2) composition. The formation rate of the YHF increases with the interlayer spacing of the Eu-doped

layered yttrium hydroxide.
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1. Introduction

Metal hydroxyfluorides (or metal hydroxide fluoride) are a broad class of compounds, most of which possess low-

dimensional structure, semiconducting properties, anisotropic particle morphology, and the presence of a large number

of surface acidic/basic centers [1]. These features of metal hydroxyfluorides cause a wide range of their applied proper-

ties. For example, transition metal hydroxyfluorides (Co, Zn, Cd, Mn, Ni, Cu, Ti, Cr, etc.) can be applied in photolu-

minescence, photocatalysis, optoelectronics, gas sensors, supercapacitors, electrocatalysts for water splitting, oxidation

catalysis, and ion batteries [1]. Rare-earth hydroxyfluorides are promising for the preparation of luminescent materials

with high refractive index and low phonon energy [2–4]. The structure of metal hydroxyfluorides can be regarded as the

structure of fluorine-substituted hydroxides or hydroxyl-substituted metal fluorides. Consequently, modification of metals

hydroxides [5] or fluorides [6] is common to obtain hydroxyfluorides.

The hydroxyl ion is an effective luminescence quencher [7]. Therefore, eliminating traces of hydroxyl ions is crucial

in synthesizing inorganic phosphors. Consequently, a systematic study focusing on the substitution of hydroxyl ions with

fluoride ions represents a significant endeavor for understanding the luminescence quenching process and for developing

new, efficient phosphors based on rare earth fluorides. A promising precursor for rare-earth hydroxyfluoride synthesis

are layered rare-earth hydroxides (LRHs or LREHs), a unique class of anion-exchange inorganic materials discovered in

2006 [8]. The structure of these compounds consists of alternating positively charged metal-hydroxyl layers and negatively

charged anion layers [9]. The high mobility of anions in the layers allows for anion exchange at room temperature.

The anion exchange ability of LRHs is used to synthesize a variety of other rare-earth compounds: vanadates [10],

tungstates [11], phosphates [12, 13], and fluorides [14]. The mechanism of such reactions is considered as dissolution-

reprecipitation [11] and topotactic [15–17]. In the latter case, the pseudo-hexagonal arrangement of rare-earth cations is

preserved, which allows the directed preparation of given modifications of rare-earth compounds, such as β-NaYF4 [15]

and hexagonal Y(OH)3−xFx [17].

Fluorination of LRHs allows one to obtain a variety of phases of rare-earth fluoride compounds, including

Ln2(OH)5F·nH2O [14, 18–20], Ln2(OH)4F2 · 2H2O [21], Ln(OH)3−mFm [14, 16, 17, 22, 23], LnF3 [16, 21], MLnmFn

(M=K, Na, NH4; Ln = Y, Na, Pr–Lu) [14–16, 23]. The conditions and compositions of fluorinated layered hydroxides

are summarized in Table 1. In fluorination reactions, the type of impurity cation (Li+, K+, Na+, NH+
4 ) [16], F/Ln ratio

(0.1 – 167) [14, 15], temperature (25 – 180 ◦C) [21], duration (0.1 – 24 h) [21] and pH [16] are varied. The alkali cations

participate in the fluorination of LRHs at high concentration of fluorine [16]. Xu et al [16] showed that the ability to

incorporate alkali cation into layered yttrium hydroxide with the formation of MYmFn decreases in the NH4+, K+, Na+,

© Liu Zh., Golodukhina S.V., Kameneva S.V., Yapryntsev A.D., 2024
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Li+ series, as the hydrate radii of these cations increases. The effect of F/Ln ratio on LRH fluorination was investigated

by Li et al [14]. The authors consistently obtained Y2(OH)5F·nH2O, hexagonal Y(OH)1.57F1.43, cubic NH4RE3F10, and

finally cubic NH4RE2F7 with increasing F/RE molar ratio. The balance between OH- and F- in the coordination sphere

of rare-earth during fluorination can be adjusted by changing pH [16]. In the presence of HNO3, Y2(OH)5NO3 · nH2O

interacts with NH4F to form YF3 and NH4Y2F7, in the presence of NH4OH–Y(OH)3−xFx and Y4O(OH)9NO3 [16]. The

factors of temperature and duration of fluorination are practically not investigated in the literature. Layered rare-earth

hydroxynitrates are usually used to obtain rare-earth fluorides, but there are a few works on fluorination of lanthanum

hydroxysulfate [21] and yttrium hydroxychloride [18,22]. The above-mentioned references do not allow us to unambigu-

ously identify the role of anionic composition on the LRH fluorination process. The anionic composition determines the

interlayer distance and the stoichiometry of layered rare-earth hydroxides, so it can play an important role in the process of

their fluorination. Moreover, the organic anion can significantly influence the morphology of the formed fluoride phases,

acting as a surfactant [24].

In this work, fluorination of Eu-doped layered yttrium hydroxides (LYEuH) intercalated with different anions has

been carried out. The influence of the intercalated anion nature on the composition, structure and morphology of fluori-

nation products has been revealed. Both previously used anions (chloride and nitrate anions) in the fluorination reaction

and a new organic anion, 4-sulfobenzoate, were chosen as LYEuH’s intercalated anions. Special attention is paid to the

influence of fluorination duration (2 – 48 h) and temperature (100 – 150 ◦C) on the products composition and structure.

2. Experimental section

The following reagents were used without additional purification: Y(NO3)3 · 6H2O (Aladdin, 99.5 %), Eu(NO3)3 ·
6H2O (Aladdin, 99.9 %), NaCl (Shanghai lingfeng, 99.5 %), ammonia aqueous solution (Xilong scientific, 25%), potas-

sium 4-sulfobenzoate (Aladdin, 95%), NaNO3 (Shanghai lingfeng, 99.0%), and NaF (Shanghai lingfeng, 99.0%). Dis-

tilled water was used in all experiments.

To obtain Eu-doped layered yttrium hydroxychloride (Cl-LYEuH), 1 L aqueous solution containing 47.5 g Y(NO3)3 ·
6H2O, 2.794 g Eu(NO3)3 · 6H2O and 76.3 g NaCl was prepared. Aqueous ammonia solution was added to the prepared

solution under constant stirring until pH=7.3. The obtained suspension was refluxed in a round bottom flask for 4 hours.

The obtained precipitate was centrifuged, washed three times with water, then dried at 75% humidity over saturated NaCl

solution at 60 ◦C for 10 days.

To obtain Eu-doped layered yttrium hydroxynitrate (NO3-LYEuH), 0.2 g of Cl–LYEuH was dispersed in 20 mL

aqueous solution containing 2.55 g of sodium nitrate and left under constant stirring for 24 hours. The obtained precipitate

was centrifuged, washed three times with water, then dried at 60 ◦C for 24 hours.

To obtain Eu-doped layered yttrium hydroxysulfobenzoate (4sb–LYEuH), 2.4 g of potassium 4-sulfobenzoate was

dissolved in 200 mL of water and the resulting solution was adjusted to pH=6.8 with aqueous ammonia solution. 100 mg

of Cl–LYEuH was suspended in 30 mL of the 4-sulfobenzoate solution, and the resulting suspension was hydrothermally

treated in a 100 mL autoclave at 120 ◦C for 24 hours. The obtained precipitate was centrifuged, washed three times with

water, then dried at 60 ◦C for 24 hours.

Fluorination of Eu-doped yttrium layered hydroxides was conducted according to the following scheme. Three

different mixtures of 50 mL of 0.05 M NaF solution with 100 mg of Cl–LYEuH, or 110 mg of NO3–LYEuH, or 140 mg of

4sb–LYEuH (F:Ln ratio = 20:1) were prepared in a 100 mL Teflon autoclaves. The resulting suspensions were stirred for

5 minutes at room temperature, followed by hydrothermal treatment at 100 ◦C or 150 ◦C for 2 – 48 hours. The obtained

precipitate was centrifuged, washed three times with water, then dried at 60 ◦C for 24 hours.

Powder X-ray diffraction (PXRD) of layered hydroxide samples was carried out by powder X-ray diffraction on

a Tonga TDM-10 diffractometer using CoKα radiation, in the range of angles 2θ 5◦ – 65◦ with a step of 0.05◦. The

identification of the obtained phases was performed by comparison with previously obtained experimental diffractograms

and with the PDF2 database. The unit cell parameters were refined by the Le-Bail method in MAUD software.

IR spectra were obtained in the mode of attenuated total reflection on an iCAN 9 FTIR spectrometer, using a ZnSe

crystal with a resolution of 1 cm−1.

Thermogravimetric analysis of 10 – 14 mg samples was performed on a Mettler Toledo TGA 2 analyzer when heated

at a rate of 10K/min in an argon flow.

Microphotographs were obtained by scanning electron microscopy (SEM) on a Carl Zeiss NVision40 workstation

with local X-ray spectral microanalysis (EDX). Elemental ratios were determined using INCA software.

Luminescence spectra of the powders were examined on a PerkinElmer FL8500 fluorescence spectrometer with a

resolution of 0.1 nm. Excitation spectra were recorded at wavelength λem = 616 nm, luminescence spectra were recorded

at wavelength λex = 394 nm.

3. Results and discussion

According to PXRD data (Fig. 1), Cl–LYEuH was obtained without impurities as a single-phase (Fig. 1). The Cl–

LYEuH diffractogram was indexed in orthorhombic system in P21212 space group according to [25]. The Cl–LYEuH
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TABLE 1. Fluorination conditions of layered rare-earth hydroxides according to literature data

Composition of LRHs Reaction conditions Composition of products References

Ln2(OH)5NO3 · nH2O NH4F Ln2(OH)5F [14]

Ln=Y/Eu or Y/Yb/Er F:Ln= 3 – 167 Ln(OH)1.57F1.43

3 h NH4Ln3F10

25 ◦C NH4Ln2F7

Y2(OH)5NO3 · nH2O: Ln3+ NaF β-NaYF4:Ln3+ (Ln=Yb/Er, Yb/Tm) [15]

Ln=Yb/Er, Yb/Tm 0.1 – 24 h

180 ◦C

Y2(OH)5NO3 · nH2O: Eu3+, Tb3+ NH4F+HNO3+ MOH YF3 [16]

(M = Li, Na, K) MYmFn

F:Ln=0.5-10 Y(OH)3−mFm

10 h

180 ◦C

Ln2(OH)5NO3 · nH2O NH4F Ln(OH)3−mFm [17]

Ln = Y, Pr–Lu 1 h

80 ◦C

Eu2(OH)5Cl·nH2O NaF Ln2(OH)5F·nH2O [18]

1 h

25 ◦C

(Y/Eu)2(OH)5NO3 · nH2O NH4F (Y/Eu)2(OH)5F·nH2O [19]

F:Ln=0.1 – 0.4

2 h

25 ◦C

Ln2(OH)5NO3 · nH2O KF Ln2(OH)5F·nH2O [20]

Ln = Y, Pr–Er 12 h

25 ◦C

(La0.97RE0.01Yb0.02)2(OH)4SO4 · 2H2O NH4F Ln2(OH)4F2 · 2H2O [21]

(RE = Ho, Er) F:Ln=5 LnF3

0.5 – 24 h

25, 180 ◦C

Y2(OH)5Cl·1.4H2O: Ln3+ NaF Y(OH)2.02F0.98 [22]

Ln=Eu, Tb, Dy, Sm 3 h

180 ◦C

(Y0.95Eu0.05)2(OH)5NO3 · nH2O NH4F Y(OH)3−mFm [23]

F:Ln= 1 – 66 K5Ln9F32

3 h

90 ◦C
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cell parameters were refined as a = 12.6855(15) Å, b = 7.1671(7) Å and c = 8.4373(9) Å. The parameters ob-

tained are smaller than those for pure layered europium hydroxychloride (a = 12.9155(3) Å, b = 7.3763(1) Å, c =
8.7023(3) Å) [26] and larger than those for pure layered yttrium hydroxychloride (a = 12.6600(1) Å, b = 7.1431(1) Å,

c = 8.4209(3) Å) [26]. This confirms the formation of layered yttrium-europium hydroxychloride solid solution. Accord-

ing to EDX data, the ratio Y:Eu:Cl=1:0.053(2):0.444(15), which is close to the nominal (Y0.95Eu0.05)2(OH)5Cl·nH2O

composition.

FIG. 1. Diffraction patterns (a–c) and FTIR spectra (d-f) of Eu-doped layered yttrium hydroxychloride

(a, d – Cl–LYEuH) and products of its anion-exchange with sodium nitrate (b, e – NO3–LYEuH) and

potassium 4-sulfobenzoate (c, f – 4sb–LYEuH). Diffraction patterns were obtained using CoKα radia-

tion

Figure 1 shows the diffraction patterns of NO3–LYEuH (Fig. 1b) and 4sb–LYEuH (Fig. 1c) obtained by anion ex-

change from Cl–LYEuH. X-ray diffraction patterns were indexed according to literature data: NO3-LYEuH in the Pc

space group [27] and 4sb–LYEuH in the P21/c space group [28]. As a result of anion-exchange reactions, the basal

interlayer distance of Eu-doped layered yttrium hydroxide increases from 8.4 Å to 9.1 Å upon intercalation of nitrate

anion (Fig. 1b) and to 13.1 Åupon intercalation of 4-sulfobenzoate anion (Fig. 1c). This agrees well with the increasing

hydrated radius of anions in the series: chloride- (3.2 Å), nitrate- (3.5 Å) and 4-sulfobenzoate- anion (∼8 Å) [29]. Ac-

cording to EDX data, the europium content is maintained in the range of 0.049 – 0.053 after anion exchange. The ratio

S/(Y+Eu)=0.28±0.01, which agrees well with the stoichiometric composition (Y0.95Eu0.05)2(OH)5(C5H4O5S)0.5 ·nH2O

for 4sb–LYEuH.

The chloride substitution by nitrate and 4-sulfobenzoate anions is confirmed from the FTIR spectroscopy data in

Fig. 1(d–f). On the FTIR spectrum of NO3–LYEuH (Fig. 1e) a nitrate group stretching vibration band appeared with a

maximum at 1624 cm−1. A broad band in the NO3–LYEuH FTIR spectra with a maximum at 3373 cm−1 is attributed to

the O–H valence vibrations of intra-layer hydroxyl groups and inter-layer water molecules. In comparison with the FTIR

spectrum of Cl–LYEuH (Fig. 1d), this band shows no fine structure, indicating the formation of more hydrogen bonds.

A sulfate group stretching vibration band with a maximum at 1172 cm−1 and a carboxyl group stretching vibration band

with a maximum at 1432 cm−1 appeared in the IR spectrum of 4sb–LYEuH (Fig. 1f) [28].

The PXRD results of Eu-doped layered yttrium hydroxychloride fluorination at 150 ◦C for different durations are pre-

sented in Fig. 2. The interaction of Cl–LYEuH with sodium fluoride for 2 h results in a basal interlayer distance decrease

from 8.4 Å to 7.4 Å, which is due to the replacement of chloride anions (of 3.2 Å hydrated radius) by smaller fluoride an-

ions (of 2.6 Å hydrated radius) [29] and the formation of stronger and shorter hydrogen bonds involving the fluoride anion

in the interlayer space of LRHs [20]. This substitution produces a phase of the (Y0.95Eu0.05)2(OH)5F·nH2O composi-

tion [14]. The diffraction pattern (Fig. 2Aa, marked with an asterisk) of the 2 hours fluorination product shows reflexes of

the second phase – hexagonal Eu-doped yttrium hydroxyfluoride (YEuHF) of Y0.95Eu0.05(OH)3−xFx composition (UCl3
type system) [30]. This indicates that fluoride anions transform the layered structure by replacing some of the hydroxyl

groups in it. Increasing the duration of hydrothermal treatment up to 12 h results in the formation of single-phase YEuHF.

Further increase of duration does not affect the phase composition of the products. The matching of some reflections of

Cl-LYEuH and YEuHF indicates the maintenance of some atomic planes during fluorination, which allows us to consider

this transition as topotactic [15].
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For single-phase Y0.95Eu0.05(OH)3−xFx obtained from Cl–LYEuH, the a and c cell parameters have been calculated

in the space group P63/m (Z = 2) [30]. Both parameters slightly decrease with increasing fluorination duration: a =
6.0486(14) Å, c = 3.5610(8) Å for 12 h; a = 6.0370(10) Å, c = 3.5576(6) Å for 24 h; a = 6.0348(23) Å, c =
3.5542(15) Å for 48 h. Nishizawa et al [30] showed a near linear decrease in the parameter a (6.1976 – 6.0620 Å)

with increasing x (0.65 – 1.43) in Y(OH)3−xFx. Decreasing of lattice parameters in our experiment likely indicates that

x (in Y0.95Eu0.05(OH)3−xFx) increases with longer fluorination time. Although europium doping usually increases the

parameters of yttrium compounds, in our case the parameter a is smaller in absolute value than for the variable composition

phase Y(OH)3−xFx (x = 0.65 – 1.43). This may indicate that x > 1.43, which is difficult to achieve by synthesis under

mild hydrothermal conditions. According to the literature [31], sodium cations also contribute to the stabilization of

phase with higher fluorine content, which could increase up to the formation of hexagonal NaYF4 (a = 5.966 – 5.976 Å,

c = 3.518 – 3.531 Å) [32, 33].

FIG. 2. (A) Diffraction patterns and (B) FTIR spectra of (a) Cl-LYEuH and the products of fluoriation

at 150 ◦C for (b) 2, (c) 12, (d) 24 and (e) 48 h. Diffraction patterns were obtained using CoKα radiation

Additional information on layered structure transformation during Cl–LYEuH fluorination is provided by FTIR spec-

troscopy data. After fluorination, the intensity of the OH stretching vibration bands (∼3500 cm−1) and HOH deformation

vibrations band (∼1650 cm−1) decreases, indicating the substitution of hydroxyl groups by fluoride anions and the de-

struction of the layered structure, which leads to lower content of interlayer and intralayer water. At the same time, the

band of water deformation vibrations (∼1650 cm−1) does not disappear completely, indicating that the composition of

YEuHF can be rewritten as Y0.95Eu0.05(OH)3−xFx · mH2O. At the same time, the bands in the low-frequency region

of the spectrum increase in intensity (∼950 cm−1 and ∼760 cm−1). Despite the fact that these bands are characteristic

for metal hydroxyfluorides [30, 34, 35], their interpretation is not obvious. Wan et al. [35] indicate that peaks at low

wavenumbers (1050 – 620 cm−1) are from M–OH and M–F bending mode vibration bands. Klevtsov et al [36] and He

et al [34] attribute the absorption bands in the 550 – 800 cm−1 region belong to the OH deformation frequencies. In the

same region (< 1000 cm−1), rocking modes of the coordinate water molecule can be observed [37].

One of the features of Eu3+ luminescence is the sensitivity to the local environment of europium cation [38]. This

feature allows us to use luminescence spectroscopy as an additional tool for monitoring the local structure of rare-earth

cations during fluorination. Fig. 3 shows the excitation (λem = 616 nm) and luminescence spectra (λex = 394 nm) of Cl–

LYEuH (Fig. 3a,c) and corresponding YEuHF (150 ◦C, 48 h) (Fig. 3b,d). The excitation spectra of the samples (Fig. 3a,b)

are similar and in good agreement with literature data for layered europium hydroxychloride [25]. The luminescence

spectra of the samples (Fig. 3c,d) excited through the maximum emission band 7F0 – 5L6 (394 nm) contain typical Eu3+

bands of 5D0 – 7FJ (J = 0 – 4) f − f transitions. The ratio of the intensity ratio of the 5D0 – 7F2 electrodipole transition

(hypersensitive to the Eu3+ environment) to the intensity of the 5D0 – 7F1 magnetodipole transition (insensitive to the

Eu3+ environment) increases with decreasing symmetry of the Eu3+ environment [39]. In layered rare-earth hydroxychlo-

ride structure, rare-earth cations occupy the eight-coordination and nine-coordination positions, in local symmetry groups

of C1 and C4v , respectively [25]. After fluorination, the relative intensity of the 5D0 – 7F2 transition increases, indicating

a decrease in the symmetry of the Eu3+ environment during fluorination. Apparently, there is a partial substitution of OH-

by F- that generates some local distortions and symmetry descent.
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FIG. 3. Excitation (a, b) and emission (c, d) spectra of Cl-LYEuH (a, c) and the product of fluoriation

at 150 ◦C for 48 h (b,d)

Fig. 3a shows the thermal analysis data of Cl–LYEuH and its fluorination products at 150 ◦C for 2 h (Fig. 3b) and 48 h

(Fig. 3c). Based on the mass loss in the first stage (25 – 220 ◦C), the hydrate water content of the Cl–LYEuH was refined

as (Y0.95Eu0.05)2(OH)5Cl·1.6H2O. With increasing fluorination duration, a decrease in the total mass loss was observed,

which is in good agreement with the decrease in the water content and hydroxyl groups in Y0.95Eu0.05(OH)3−xFx ·mH2O

compared to (Y0.95Eu0.05)2(OH)5Cl·1.6H2O. Fig. 3d–f also shows differential thermal analysis data, which indicate a

shift in the dehydroxylation temperature (220 – 350 ◦C) during the fluorination of (Y0.95Eu0.05)2(OH)5Cl·1.6H2O. For

Cl–LYEuH, the temperature of the maximum dehydroxylation rate is 329 ◦C. After fluorination of Cl–LYEuH for 2 hours,

the temperature decreases to 270 ◦C. This sample corresponds mainly to the (Y0.95Eu0.05)2(OH)5F·nH2O phase (Fig. 2b),

which seems to be characterized by a smaller number of free hydroxyl groups displaced by the fluoride anion in interlayer

space. The appearance of freer hydroxyl groups contributes to a lower removal temperature. Fluorination of Cl–LYEuH

for 48 h results in the formation of the YEuHF phase, in which the hydroxyl groups are firmly bonded in the crystal

structure. The larger number of halide ions and stronger OH-Hal hydrogen bonds in the case of Y0.95Eu0.05(OH)3−xFx ·
mH2O compared to (Y0.95Eu0.05)2(OH)5Cl·1.6H2O contribute to the increase of the dehydroxylation temperature up to

346 ◦C (Fig. 4f).

The results of PXRD and FTIR spectroscopy for the NO3–LYEuH fluorination at 150 ◦C are presented in Fig. 9

(see Appendix). As in the case of Cl–LYEuH (Fig. 2), fluorination occurs through the formation of the

(Y0.95Eu0.05)2(OH)5F·nH2O phase (Fig. 9Ab) and is completed by the Y0.95Eu0.05(OH)3−xFx ·mH2O formation within

FIG. 4. Mass loss curves (a–c) and their derivatives (d–f) for Cl–LYEuH (a,d) and the products of

fluoriation at 150 ◦C for 2(b,e) and 48 h (c,f)
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12 h (Fig. 9Ac). This is confirmed by FTIR spectroscopy data (Fig. 9B). After NO3–LYEuH fluorination, the nitrate

stretching vibration band with a maximum at 1335 cm−1 completely disappears, and the intensity of the OH stretching

vibration bands (3400 cm−1) and the water deformation vibrations (1650 cm−1) decreases. However, in comparison with

the FTIR data for Cl–LYEuH fluorination (Fig. 2), there is a shift in the bands of deformation OH vibrations, which

may indicate the formation of oriented attachment structures (mesocrystals) [34]. The disappearance of the narrow OH

stretching vibration band of hydroxyl group (> 3600 cm−1) indicates a high fluorination efficiency – the full replacement

of free hydroxyl groups by fluoride ions. The higher efficiency of NO3-LYEuH fluorination compared to Cl–LYEuH is

indicated by the smaller cell parameter a for YEuHF: a = 6.0343(18) Å, c = 3.5546(10) Å for 12 h fluorination and

a = 6.0249(11) Å, c = 3.5553(5) Å for 48 h fluorination.

At 150 ◦C there are no significant differences in the fluorination rates of Cl–LYEuH and NO3–LYEuH. However,

the situation changes when the temperature is reduced to 100 ◦C (Fig. 5). As the temperature decreases, the rate of

fluorination slows down in both cases. After 2 h of Cl–LYEuH fluorination, it was possible to obtain a single-phase

of (Y0.95Eu0.05)2(OH)5F·nH2O without impurity of Y0.95Eu0.05(OH)3−xFx · mH2O (Fig. 5a). The NO3–LYEuH flu-

orination rate at 100 ◦C is markedly higher than that for Cl-LYEuH. The single phase Y0.95Eu0.05(OH)3−xFx · mH2O

is formed within 24 h of NO3–LYEuH fluorination (Fig. 5d), while for Cl–LYEuH fluorination products, a mixture of

Y0.95Eu0.05(OH)3−xFx ·mH2O and (Y0.95Eu0.05)2(OH)5F·nH2O phases is retained for the same time (Fig. 5b). Thus, it

can be concluded that the NO3–LYEuH fluorination rate is higher than that for Cl–LYEuH.

FIG. 5. X-ray diffraction patterns of (a,b) Cl–LYEuH and (c,d) NO3–LYEuH after fluoration at 100 ◦C

for (a,c) 2 h and (b,d) 24 h. � – (Y0.95Eu0.05)2(OH)5F·nH2O phase, ∗ – Y0.95Eu0.05(OH)3−xFx ·mH2O

phase. Diffraction patterns were obtained using CoKα radiation

The 4sb–LYEuH fluorination process differs significantly from the Cl–LYEuH and NO3–LYEuH fluorination. Ac-

cording to PXRD (Fig. 6), the formation of single-phase Y0.95Eu0.05(OH)3−xFx · mH2O is observed within 2 h. The

(Y0.95Eu0.05)2(OH)5F·nH2O phase didn’t appear during the 4sb–LYEuH fluorination process, which indicates different

fluorination mechanism compared to the Cl–LYEuH and NO3–LYEuH fluorination. As well as the rates, the fluorination

efficiency also increases for 4sb–LYEuH, as indicated by the decrease of the cell parameters of

Y0.95Eu0.05(OH)3−xF·mH2O to the minimum values of a = 6.0041(10) Å, c = 3.5463(6) (4sb–LYEuH fluorination

at 150 ◦C for 48 h).

According to the FTIR spectroscopy data (Fig. 6B), 4sb–LYEuH fluorination for 2 – 12 h leads to a significant

decrease in the OH stretching vibration band and 4-sulfobenzoate anion characteristic vibrations band intensities. This

indicates the retention of trace amounts of organic anion in the fluorination products for 2 – 12 h. These bands disappear

completely when the fluorination duration reaches 24 h, indicating the formation of a pure product. Note that water is

practically absent in the fluorination products of 4sb–LYEuH, as indicated by the very low intensity of HOH vibration

band in the region of 1650 cm−1. This is in good agreement with the difference in the structure of 4sb–LYEuH [28] and

Cl–LYEuH [26] or NO3–LYEuH [27]. Firstly, 4sb–LYEuH has lower water per rare-earth atom ratio, and secondly, water

molecules in 4sb–LYEuH interlayer space do not coordinate to the rare-earth atoms [28]. That makes inclusion of water

molecules in fluorinated structure very unlikely. In the case of Cl–LYEuH or NO3–LYEuH, water molecules are involved
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FIG. 6. (A) Diffraction patterns and (B) FTIR spectra of (a) 4sb–LYEuH and the products of fluoriation

at 150 ◦C for (b) 2, (c) 12, (d) 24 and (e) 48 h. Diffraction patterns were obtained using CoKα radiation

in the coordination sphere of rare-earth atoms [26,27], which significantly increases the probability of their capture during

fluorination.

Figure 7a shows the content of elements (Y, Eu, F, Na) in the fluorination final products (duration of 48 h) of Cl–

LYEuH, NO3–LYEuH, and 4sb–LYEuH. Taking into account presence of sodium ions, the composition of fluorinated

materials can be rewritten as NayY0.95Eu0.05(OH)3+y−xFx ·mH2O. According to EDX data for all compositions, x ∼ 3,

and y ∼ 0.2. This indicates that the anionic composition does not affect the composition of the formed product. The

anionic composition affects the fluorination rate, as can be seen in Fig. 7b, the rate increases in the series of anions:

chloride, nitrate and 4-sulfobenzoate. The increase in the rate can be related to the increase in the interlayer distance in

the corresponding series. The interlayer distance can be calculated by subtracting the thickness of the metal-hydroxide

layer (5.5 Å) from the basal interlayer distance (Fig. 1) [9]. The corresponding value increases in the series of intercalated

anions: chloride (2.9 Å), nitrate (3.6 Å) and 4-sulfobenzoate (7.6 Å). Apparently, increasing the interplanar distance

accelerates the diffusion of fluoride anions into the yttrium-europium layered hydroxide structure, thereby increasing the

contact area and interaction rate. In the case of 4-sulfobenzoate, the interplanar distance was so high that the formation of

the intermediate phase of (Y0.95Eu0.05)2(OH)5F·nH2O was not observed.

FIG. 7. (A) EDX data for Cl–LYEuH, NO3–LYEuH, and 4sb–LYEuH after fluorination at 150 ◦C for

48 h. (B) Approximate duration of formation of single-phase NayY0.95Eu0.05(OH)3+y−xFx · mH2O

from Cl–LYEuH, NO3–LYEuH, and 4sb–LYEuH at 150 ◦C
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In order to investigate the mechanism of fluorination, the morphology of the obtained NayY0.95Eu0.05(OH)3+y−xFx ·
mH2O particles was studied by scanning electron microscopy (Fig. 8). In all cases, fluorination results in the formation

of rod-like nanoparticles of NayY0.95Eu0.05(OH)3+y−xFx ·mH2O, whose size and shape differ depending on the anionic

composition of the precursor. In the case of Cl–LYEuH and NO3–LYEuH fluorination, the morphology of the lamellar

particles is partially preserved, indicating a topotactic reaction mechanism in these cases [15–17]. The tendency to mor-

phology preservation is more remarkable for Cl–LYEuH, which can be explained by the lowest fluorination rate. In the

case of NO3–LYEuH fluorination, the laminae are completely fragmented into rod-like particles, forming aggregates of

interlocked particles like “bamboo mat”. Such structures are similar to the oriented attachment structures described for

yttrium hydroxyfluorides [34, 40].

FIG. 8. SEM images of (a,b) Cl–LYEuH, (c,d) NO3–LYEuH, and (e,f) 4sb–LYEuH before (a,c,e) and

after (b,d,f) their fluorination at 150 ◦C for 48 h

It should be noted that chloride anion is exchanged for nitrate anion at room temperature without change in the

morphology of the lamellar particles (Fig. 8a,c). When the chloride anion is exchanged for 4-sulfobenzoate anion under

hydrothermal conditions, the size of lamellar particles increases significantly (Fig. 8e), indicating the active participa-

tion of dissolution- recrystallization processes during ion exchange involving 4-sulfobenzoate anion. Despite the larger

particle size, and thus slower diffusion of fluoride anions, the 4sb–LYEuH fluorination occurs most rapidly, indicating dif-

ferent fluorination mechanisms for 4sb–LYEuH and Cl–LYEuH or NO3–LYEuH. In the case of 4sb–LYEuH fluorination,

sheaves of rod-like particles are formed without retaining a lamellar morphology, which agrees well with the mechanism

proposed earlier in the literature for the fluorination of layered yttrium hydroxide [17]. This mechanism involves stages of

ion exchange, exfoliation, oriented attachment, and Ostwald ripening. Exfoliation prevents the lamellar morphology from

remaining as in the case of Cl–LYEuH or NO3–LYEuH. Thus, the anionic composition of the LRHs determines both the

rate and mechanism of their fluorination process.
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4. Conclusions

The interaction of Eu-doped layered yttrium hydroxide with aqueous solutions of sodium fluoride yielded the Eu-

doped yttrium hydroxyfluoride phase of NayY0.95Eu0.05(OH)3+y−xFx · mH2O (x ∼ 3, y ∼ 0.2) composition. For the

first time, rare-earth hydroxyfluoride was prepared from layered rare-earth hydroxide intercalated with an organic (4-

sulfobenzate) anion. It is shown that the increase in the reaction temperature (from 100 to 150 ◦C) and the increase in

the interlayer distance of layered hydroxide lead to higher rate of fluorination. The formation rate of Eu-doped yttrium

hydroxyfluoride increases in the following series of intercalated anions: chloride-, nitrate-, and 4-sulfobenzoate-anions.

In the same series, the tendency to retain the morphology of lamellar particles after fluorination decreases. The high vs

low fluorination rate, the absence vs presence of the intermediate (Y0.95Eu0.05)2(OH)5F·nH2O phase and the sheaf-like

vs laminar morphology of the particles indicate difference in fluorination mechanism of Eu-doped layered hydroxysul-

fobenzoate and Eu-doped layered yttrium hydroxynitrate or hydroxychloride.

Appendix

FIG. 9. (A) Diffraction patterns and (B) FTIR spectra of (a) NO3–LYEuH and the products of fluoria-

tion at 150 ◦C for (b) 2, (c) 12, and (d) 48 h.
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Pillared Crystalline Compounds for Intercalation Chemistry. Angew. Chem. Int. Ed., 2006, 45(47), P. 7998–8001.

[9] Yapryntsev A.D., Baranchikov A.E., Ivanov V.K. Layered rare-earth hydroxides: a new family of anion-exchangeable layered inorganic materials.

Russ. Chem. Rev., 2020, 89(6), P. 629–666.

[10] Zhang H., Chen T., Qin S., Huang J., Wu X. Fabrication of REVO 4 films via sacrificial conversion from layered rare-earth hydroxide (LRH) films:

the investigation of the transition mechanism and their photoluminescence. Dalton Trans, 2022, 51(14), P. 5577–5586.

[11] Wang X., Sun M., Hu Z., Du P., Liu W., Zhang F., Li J.-G. Synthesis of NaLn(WO4)2 phosphors via a new phase-conversion protocol and

investigation of up/down conversion photoluminescence. Adv. Powder Technol., 2020, 31(10), P. 4231–4240.

[12] Wang Z., Li J.-G.G., Zhu Q., Li X., Sun X. Sacrificial conversion of layered rare-earth hydroxide (LRH) nanosheets into (Y1−xEux)PO4

nanophosphors and investigation of photoluminescence. Dalton Trans, 2016, 45(12), P. 5290–5299.

[13] Wang Z., Li J.-G., Zhu Q., Li X., Sun X. Hydrothermal conversion of layered hydroxide nanosheets into (Y0.95Eu0.05)PO4 and

(Y0.96−xTb0.04Eux)PO4 (x = 0–0.10) nanocrystals for red and color-tailorable emission. RSC Adv., 2016, 6(27), P. 22690–22699.



114 Zh. Liu, S. V. Golodukhina, S. V. Kameneva, A. D. Yapryntsev

[14] Li J., Li J.-G., Zhu Q., Sun X. Room-temperature fluorination of layered rare-earth hydroxide nanosheets leading to fluoride nanocrystals and

elucidation of down-/up-conversion photoluminescence. Mater. Des., 2016, 112, P. 207–216.

[15] Feng Y., Shao B., Song Y., Zhao S., Huo J., Lü W., You H. Fast synthesis of β-NaYF4 : Ln3+ (Ln = Yb/Er, Yb/Tm) upconversion nanocrystals

via a topotactic transformation route. CrystEngComm., 2016, 18(39), P. 7601–7606.

[16] Xu Z., Tang G., Meng W., Feng H., Zhang Z., Zhao J. Controlled synthesis of hydrophilic yttrium-based fluorids by transformation from layered

rare-earth hydroxides. Opt. Mater. Elsevier B.V., 2020, 108(May), P. 110220.
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ABSTRACT The technique of micromixing was used for synthesis of SrF2 nanopowders in a microreactor with

intensely swirling flows. The chemical reaction between aqueous solutions of strontium nitrate (C(Sr(NO3)2) =

0.15 – 0.45 M) and potassium fluoride (C(KF) = 0.3 – 0.9 M) was realized in a microreactor with intensely

swirling flows with reagent consumption 1.5 – 3.5 L/min. Colloidal solutions were obtained, during the settling

of which SrF2 powders were isolated without crystallographic faceting. An increase in the rate of reagent flow

has negligible effect on the size of coherent scattering regions D, while an increase in the concentration of

solutions leads to an increase in D from ∼ 20 to ∼ 30 nm.
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1. Introduction

Strontium fluoride SrF2 is an ionic compound and dielectric with a large band gap. It crystallizes in a cubic fcc lattice,

SSG Fm-3m. SrF2 crystals, transparent in the UV, visible and IR ranges, are photonics materials [1]. Strontium fluoride

occurs in nature as a rare mineral strontiofluorite [2]. Strontium fluoride easily dissolves fluorides of rare earth elements

RF3 to form solid solutions Sr1−xRxF2+x (x ≤ 0.5) [3]. Single crystals and ceramics of strontium fluoride doped with

the rare earth ions are used as laser elements [4–9], effective phosphors [10] and fluoride solid electrolytes [11]. At the

same time, activated strontium fluoride powders are precursors of optical ceramics [12–19], single crystals [20, 21] and

films, and are also of independent interest as phosphors [22–31], including as part of composites [32].

Various methods are used for the synthesis of strontium fluoride powders [33,34], including precipitation from aque-

ous solutions [13–15, 35, 36], hydro- and solvothermal synthesis [37–51], synthesis from solutions in a melt (flux tech-

nique) [52–54], sol-gel [55–59], combustion synthesis [60, 61], synthesis using ionic liquids [52], thermal decomposition

of precursors [62], high-energy ball milling [63], chemical reaction at the solution/vapor interface [64], etc. In the syn-

thesis by precipitation from aqueous solutions by chemical reactions, various fluorinating agents were used – solutions of

hydrofluoric acid [35], sodium fluoride [36, 65], potassium fluoride [13–15, 36, 65], and ammonium fluoride [12, 22, 36].

When synthesizing nanopowders, including nanofluorides, at the first exploratory stages of research, not enough at-

tention is paid to the hardware design of the process. The main efforts are aimed at clarifying the functional characteristics

of the samples obtained. However, when scaling processes, taking into account the need for reproducibility of product

characteristics, the hardware factor comes to the fore.

The influence of the correctness of the conditions of mixing processes, especially micromixing, on the quality of

synthesized materials still remains insufficiently evaluated in the processes of solution chemistry [66]. At the same time,

the organization of such conditions that allow the reagents to be distributed at the molecular or ionic level with the nec-

essary degree of uniformity of their distribution in micro-volumes is an obvious prerequisite for obtaining nanoparticles

with specified characteristics. Previously, the possibility of synthesis of nanoscale particles of oxides and fluorides in

microreactors with impinging jets [67–70] and in microreactors with intensely swirling flows [67,71–74] was experimen-

tally proved. The influence of specific energy dissipation rate on micromixing quality was demonstrated experimentally

by means of iodide-iodate method widely used for microreactors with ultimate level of micromixing [74].
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The developed microreactor with impinging swirling flows of reagent solutions [67] allows one to realize a micromix-

ing time of about 0.01 sec by creating a powerful swirling flow in a limited small volume (about 0.2 ml), where the main

amount of energy is dissipated, and to carry out fine individual adjustment of the flow rate of solutions supplied to the

reaction zone. The device is characterized by high performance.

This work is aimed to synthesis powders of strontium fluoride, pure and doped with erbium and ytterbium ions, by

chemical precipitation reaction in a microreactor with swirling flows of reagent solutions.

2. Experimental details

2.1. Samples preparation

The design of the microreactor with impinging swirling flows is described in [72]. The reactor from pyrex glass has

two tangentially arranged nozzles for the supply of the initial components and a nozzle for the discharge of products.

Characteristic dimensions of the device: the diameter of the wide part of the body is 20 mm, the diameter of the narrow

part (neck) is 4 mm, the diameters of the tangential pipes are 4 mm.

The solutions of the initial media are pumped from external tanks into the pipes with the specified flow rates Q. When

the solutions of the initial media are fed into the tangential pipes, the flows are swirled. Moreover the circumferential and

axial velocity vectors of the two mixed flows in the mixing chamber are directed in the opposite direction. In the neck

zone, extremely intensive mixing of all the supplied components occurs, due, firstly, to the high level of velocities (axial

and tangential) in this zone, and secondly, to the powerful shear field induced by high velocities.

The following reagents were used for the synthesis of strontium fluoride: strontium nitrate tetrahydrate

Sr(NO3)2 · 4H2O (pure grade), potassium fluoride dihydrate KF·2H2O (pure grade), and distilled water. The synthe-

sis was carried out at room temperature. The synthesis process can be described by the following equation:

Sr(NO3)2 · 4H2O+ 2KF · 2H2O = SrF2 ↓ +2KNO3 + 6H2O. (1)

The obtained samples were taken within 1 – 2 minutes to minimize the growth of particles in the suspension and their

aggregation. The sediment was washed by decantation (on the Buchner funnel, the sediment passed through the “green

ribbon” filter with pores of 3 – 5 microns). Immediately after washing, the samples were dried in a drying box. We varied

the flow rates Q (1.5, 2.5 and 3.2 l/min) and the concentrations of the initial solutions (0.15, 0.30, 0.45 M Sr(NO3)2).

The concentration of potassium fluoride in the solution was twice as high to ensure stoichiometry. The prepared solutions

were kept for at least 12 hours before the experiments.

2.2. Samples characterization

The synthesized powders were characterized by X-ray phase analysis (XRD) and scanning electron microscopy

(SEM). XRD was performed on a Bruker Advanced D8 diffractometer (CuKα radiation). Lattice parameters (a) and

coherent scattering regions (D) were calculated using the TOPAS software (Rwp < 5).

Morphology and particle size were carried out on a Carl Zeiss NVision 40 electron scanning microscope (Germany)

with an Oxford Instruments X-MAX microprobe analyzer (UK) (80 mm2) for the energy dispersive analysis (EDX).

3. Results and discussion

Synthesis conditions, lattice parameters, coherent scattering regions are summarized in Table 1. X-ray patterns are

shown in Fig. 1, micrographs – in Fig. 2. According to X-ray diffraction data, well-formed strontium fluoride nanopowders

were obtained in all cases. The product lattice parameters within the error range correspond to strontium fluoride (a =
5.800 Å, JCPDS card # 06-0262). The particles are spherical without agglomerations with mean size about 20 – 30 nm.

The values of the coherent scattering regions D are weakly dependent on the flow rates (Fig. 3a), but they increase

markedly with increasing concentrations of solutions (Fig. 3b).

Note that strontium fluoride nanoparticles obtained as a result of syntheses are not faceted. The absence of faceting

at a low synthesis temperature is a sign of processes far from equilibrium, namely, a sign of a non-classical mechanism of

crystal growth by agglomeration of nanoparticles [53].

4. Conclusion

The use of a reactor with intensively swirled flows in synthesis by the method of precipitation from aqueous solutions

makes it possible to regulate the driving forces of the process under conditions of intensive mixing by changing the

concentration of solutions and increasing the feed rate of reagents. The use of this technique makes it possible to scale

the process and obtain kilogram quantities of powder in a continuous process. The possibility of using such a reactor is

shown in the synthesis of strontium fluoride nanopowders by the reaction of strontium nitrate solutions with potassium

fluoride. Powders with the size of coherent scattering regions of 18 – 32 nm were obtained.

The data obtained indicate that the change in the flow rates of reagents does not significantly affect the average size of

the resulting particles. This result could be explained as follows: even at the lowest flow rate of supplied solutions within

studied range (from 1.5 to 3.2 L/min) the specific energy dissipation rate in the microvolume of reagents contacting was
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TABLE 1. Concentration of initial solutions C, flow rates Q, lattice parameter a, and values of coherent

scattering regions D

No. C(Sr(NO3)2), M C(KF), M Q, L/min Lattice parameter a, Å D, nm

1 0.15 0.3 1.5 5.8003(1) 20.1(1)

2 0.30 0.6 1.5 5.8004(1) 25.8(1)

3 0.45 0.9 1.5 5.8008(1) 30.5(1)

4 0.15 0.3 2.5 5.7999(1) 20.4(1)

5 0.30 0.6 2.5 5.8006(1) 24.3(1)

6 0.45 0.9 2.5 5.8004(1) 32.4(1)

7 0.15 0.3 3.2 5.8008(1) 18.1(1)

8 0.30 0.6 3.2 5.8010(1) 22.0(1)

9 0.45 0.9 3.2 5.8010(1) 29.0(1)

FIG. 1. XRD patters of the samples # 1(a), 2(b), 3 (c) and SrF2

FIG. 2. SEM images of samples 1 (a) and 9 (b)
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FIG. 3. The dependence of the coherent scattering values of D strontium fluoride nanoparticles synthe-

sized in a reactor with swirling flows at different on the flow rates (a) and the concentration of strontium

nitrate (b). Notations: M Sr(NO3)2 is equal to 0.45 (1); 0.30 (2); 0.15 (3); Q is equal to 2.5 L/min (4);

1.5 L/min (5); and 3.2 L/min (6).

high enough to ensure the necessary level of micromixing. This is consistent with the results obtained in the synthesis

of calcium fluoride nanopowders using intensively swirled flows [67]. At the same time, as the concentration of reacting

solutions increases, the particle size increases linearly in the first approximation.

Since the size of nanoparticles is an essential parameter regulating the luminescence intensity [74], the revealed

patterns may be essential for optimizing technological processes, although the nature of them is not completely clear.
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[26] Joseph R.E., Hudry D., Busko D., Biner D., Turshatov A., Krämer K., Richards B.S., Howard I.A. Bright constant color upconversion based

on dual 980 and 1550 nm excitation of SrF2:Yb3+, Er3+ and β-NaYF4:Yb3+, Er3+ micropowders – considerations for persistence of vision

displays. Opt. Mater., 2021, 111, 110598.

[27] Runowski M., Marciniak J., Grzyb T., Przybylska D., Shyichuk A., Barszcz B., Katrusiak A., Lis S. Lifetime nanomanometry – high-pressure

luminescence of up-converting lanthanide nanocrystals – SrF2:Yb3+,Er3+. Nanoscale, 2017, 9, P. 16030–16037.

[28] Ryszczynska S., Grzyb T. NIR-to-NIR and NIR-to-Vis up-conversion of SrF2:Ho3+ nanoparticles under 1156 nm excitation. Methods Appl.

Fluoresc., 2022, 10, 024001.

[29] Zeng Q., He W., Luan F., Yan Y., Du H., Fu J., Guo D. Insight into the mechanism of intense NIR-to-red upconversion luminescence in Er3+

doped and Er3+–Yb3+ co-doped SrF2 nanoparticles. New J. Chem., 2021, 45, P. 6469–6478.

[30] Yagoub M.Y.A., Swart H.C., Coetsee E. Structural, surface and luminescent properties of SrF2:Eu annealed thin films. Vacuum, 2021, 191, 110362.

[31] Yan Y., Tan Y., Li D., Luan F., Guo D. Efficient energy transfer, multi-colour emitting and temperature sensing behavior of single-phase Tb3+,

Eu3+ co-doped strontium fluoride phosphors. J. Lumin., 2019, 211, P. 209–217

[32] Luginina A.A., Kuznetsov S.V., Ivanov V.K., Voronov V.V., Yapryntsev A.D., Lyapin A.A., Chernova E.V., Pynenkov A.A., Nishchev K.N.,

Gaynutdinov R.V., Bogach A.V., Fedorov P.P. Laser damage threshold of hydrophobic up-conversion carboxylated nanocellulose/SrF2:Ho com-

posite films functionalized with 3-aminopropyltriethoxysilane. Cellulose, 2021, 28 (17), P. 10841–10862.

[33] Fedorov P.P., Luginina A.A., Kuznetsov S.V., Osiko V.V. Nanofluorides. J. Fluorine Chem., 2011, 132 (12), P. 1012–1039.

[34] Karimov D.N., Demina P.A., Koshelev A.V.,. Rocheva V.V, Sokovikov A.V., Generalova A.N., Zubov V.P., Khaydukov E.V., Koval’chuk M.V.,

Panchenko V.Ya. Upconversion nanoparticles: synthesis, photoluminescence properties, and applications. Nanotechnol. Russ., 2020, 15, P. 655–

678.

[35] Mayakova M.N., Luginina A.A., Kuznetsov S.V., Voronov V.V., Ermakov R.P., Baranchikov A.E., et al. Synthesis of SrF2-YF3 nanopowders by

co-precipitation from aqueos solutions. Mendeleev Communications, 2014, 24 (6), P. 360–362.

[36] Ermakova Yu.A., Pominova D.V., Voronov V.V., Yapryntsev A.D., Ivanov V.K., Tabachkova N.Yu., Fedorov P.P., Kuznetsov S.V. Synthesis of

SrF2:Yb:Er ceramics precursor powder by co-precipitation from aqueous solution with different fluorinating media: NaF, KF, and NH4F. Dalton

Trans., 2022, 51, P. 5448–5456.

[37] Zhang C., Hou Z., Chai R., Cheng Z., Xu Z., Li C., Huang L., Lin J. Mesoporous SrF2 and SrF2:Ln3+ (Ln = Ce, Tb, Yb, Er) Hierarchical

Microspheres: Hydrothermal Synthesis, Growing Mechanism, and Luminescent Properties. J. Phys. Chem., 2010, 114, P. 6928–6936.

[38] Chen D., Yu Y., Huang F., Huang P., Yang A., Wang Y. Modifying the Size and Shape of Monodisperse Bifunctional Alkaline-Earth Fluoride

Nanocrystals through Lanthanide Doping. J. Am. Chem. Soc., 2010, 132, P. 9976–9978.

[39] Sun J., Xian J., Du H. Facile synthesis of well-dispersed SrF2:Yb3+/Er3+ upconversion nanocrystals in oleate complex systems. Appl. Surf. Sci.,

2011, 257, P. 3592–3595.

[40] Sun J., Xian J., Zhang X., Du H. Hydrothermal synthesis of SrF2:Yb3+/Er3+ micro-/nanocrystals with multiform morphologies and upconversion

properties. J. Rare Earth, 2011, 29, P. 32–38.

[41] Peng J., Hou S., Liu X., Feng J., Yu X., Xing Y., Su Z. Hydrothermal synthesis and luminescence properties of hierarchical SrF2 and SrF2:Ln3+

(Ln = Er, Nd, Yb, Eu, Tb) micro/nanocomposite architectures. Mater. Res. Bull., 2012, 47, P. 328–332.

[42] Yagoub M.Y.A., Swart H.C., Noto L.L., O‘Connel J.H., Lee M.E., Coetsee E. The effects of Eu-concentrations on the luminescent properties of

SrF2:Eu nanophosphor. J. Lumin., 2014, 156, P. 150–156.

[43] Yagoub M.Y.A., Swart H.C., Noto L.L., Bergman P., Coetsee E. Surface characterization and photoluminescence properties of Ce3+,Eu co-doped

SrF2 nanophosphor. Materials, 2015, 8, P. 2361–2375.



120 R. Sh. Abiev, A. V. Zdravkov, Yu. S. Kudryashova, A. A. Alexandrov, S. V. Kuznetsov, P. P. Fedorov

[44] Quintanilla M., Cantarelli I.X., Pedroni M., Speghini A., Vetrone F. Intense ultraviolet upconversion in water dispersible SrF2:Tm3+,Yb3+

nanoparticles: the effect of the environment on light emissions. J. Mater. Chem. C, 2015, 3, P. 3108–3113.

[45] Li A.H., et al. Upconversion-luminescent/magnetic dual-functional sub-20 nm core-shell SrF2:Yb,Tm@CaF2:Gd heteronanoparticles. Dalt.

Trans., 2016, 45, P. 5800–5807.

[46] Xie J., Bin J., Guan M., Liu H., Yang D., Xue J., et al. Hydrothermal synthesis and upconversion luminescent properties of Sr2LaF7 doped with

Yb3+ and Er3+ nanophosphors. J. Lumin., 2018, 200, P. 133–140.

[47] Balabhadra S., Debasu M.L., Brites C.D.S., Ferreira R.A.S., Carlos L.D. Radiation-to-heat conversion efficiency in SrF2:Yb3+/Er3+ upconverting

nanoparticles. Opt. Mater., 2018, 83, P. 1–6.

[48] Cortelletti P., Pedroni M., Boschi F., Pin S., Ghigna P., Canton P., et al. Luminescence of Eu3+ Activated CaF2 and SrF2 Nanoparticles: Effect of

the Particle Size and Codoping with Alkaline Ions. Cryst. Growth Des., 2018, 18 (2), P. 686–694.
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ABSTRACT The technique of AFM bending test of a suspended nanoobject has been improved. An analytical

method has been created for calculating Young’s and shear moduli of object’s material based on data of such

tests. In Timoshenko approximation, we consider problems of bending a beam one or both ends of which lie

on elastic Winkler foundations. The obtained solutions are used to eliminate uncertainties in the calculation of

elastic moduli that arise when the conditions of fixing an object (console or bridge) on the edges of a recess in

the substrate are unknown.

KEYWORDS atomic force microscopy, bending, nanoscroll, elastic moduli, elastic Winkler foundation.

ACKNOWLEDGEMENTS This work was supported by the Russian Science Foundation, project no. 19-13-

00151.

FOR CITATION Ankudinov A.V., Dunaevskiy M.S., Krasilin A.A., Khalisov M.M., Khrapova E.K. Determining

Young’s and shear moduli of a rod-shaped object in an AFM bending test. Nanosystems: Phys. Chem. Math.,

2024, 15 (1), 122–129.

1. Introduction

Atomic force microscopy (AFM) [1, 2] is effectively used for bending tests [3–6] of suspended rod-shaped nanoob-

jects (consoles, bridges). According to the theory of elasticity for slight bending of rods in the Euler–Bernoulli approxi-

mation [7], based on the stiffness or deformation profiles measured using AFM and the dimensions of the suspended part

of the object, one can calculate the Young’s modulus E of the object. First of all, it is important to exclude possible errors

in AFM measurements of contact stiffness associated with the characteristics of the tip–sample contact (whether the tip

slides along the surface or is clamped), the sample topography, and other factors, see [8]. Then, for correct calculation, it

is necessary to know the conditions for fixing the object to recess edges. This information can be obtained by comparing

test data with model bending profiles [9–15]. In paper [15], analytical dependence was obtained for the bending profiles

of model beams (consoles and bridges), supported, in particular, on elastic Winkler foundations [16].

To apply the Euler–Bernoulli approximation, it is required that the shear displacements wS be much less than the

bending displacements wB . In an isotropic elastic material, G/E ≥ 1/3 (the shear modulus G = E/(2[1 + ν]), Poisson’s

ratio ν ∈ [−1, 0.5]). Therefore, in a thin rod (with the transverse diameter d much smaller than the length l), this

requirement is satisfied, wS/wB∼d2/l2≪1. It is also believed [17] that for an anisotropic crystalline material in this

approximation the Young’s modulus E is determined along the long axis of the rod-shaped object. However, from the

theoretical point of view [18], there is no limit for the value of ν for an anisotropic material, and G/E can be so small

that wS ∼ wB . This necessitates allowance for shear strains in AFM bending test of a rod-shaped object.

In this paper, the problems of bending of model consoles and bridges are solved taking into account shear strains in

the Timoshenko approximation [19]. As before [15], three types of conditions for fixing the ends of the beam were studied,

Fig. 1: clamping, ring spring, and elastic Winkler foundation. The analytical dependence obtained for the bending profiles

of consoles and bridges was used to process the data from AFM bending tests of MgNi2Si2O5(OH)4 nanoscrolls [15].

2. Calculation results

Figure 2 shows diagrams of shear only (a) and bending only (b) of a console loaded with a vertical force. In Fig. 2a,

only tangential mechanical stresses τxz act in the console section with area A. They are parallel to the force F = Fz and

balance it in any such console section. The console displacement wS is proportional to the distance x to the pinch point

and inversely proportional to G,

wS = θx, Fz = Aτ = AGθ, wS = [Fz/GA]x, (1)
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where θ is the angle. Strictly speaking, τxz is distributed nonuniformly over the beam section. This can be taken into

account by adjusting the shear modulus G = κG using the Timoshenko shear coefficient κ, κ = 6(1 + ν)/(7 + 6ν) ≈ 1
for a cylindrical rod [19, 20].

In Fig. 2b, only normal mechanical stresses σxx act in the console section at point x. They are perpendicular to Fz

and balance the moment of force Fz(l − x). The console displacements wB obey the differential equation

d2wB/dx
2 ∼= 1/R(x) =

[
Fz(1− ν2)/EI

]
(l − x), (2)

where I is the moment of inertia of the beam section (I = πd4/64 for a circular section with diameter d). Usually ν is

small (≈ 0.25), and the factor (1− ν2) is close to unity and may not be presented in the formula for solving Eq. (2) [7],

wB = [Fz/6EI]x2(3l − x). (2a)

The resulting console displacement is w = wB + wS . In AFM, the displacement of a suspended object can only be

measured at the point where the force is applied. The theoretical dependence for such a displacement is obtained by using

the substitution l = x in the formula for wB ,

w = [Fz/3EI]x3 + [Fz/GA]x. (3)

To interpret AFM data, it is convenient to use the normalized displacement profile ζ(χ) = w/wMAX , depending on the

dimensionless variable χ = x/l,

ζC1(χ) = (χ3 + 3γχ)/(1 + 3γ), (4)

for the following fitting parameter γ = [EI/GAl2].

Let us write expression (3) in two equivalent ways:

w = [Fzl
3/3EI](χ3 + 3γχ), (3a)

w = [Fzl/GA](χ+ χ3/3γ). (3b)

If γ = 0, then only the cubic dependence of the bending on x remains in (3a). If γ → ∞, only the linear dependence of

the shear on x is left in (3b). Assuming that the experiment satisfies one of these limiting extremes, we can calculate only

E or only G of the console, which below are referred to as the zero versions of elastic moduli or their values according to

the zero model,

EC0 = [Fzl
3/3wMAXI] = [l3/3I]kC ,

GC0 = [l/A]kC ,
(5)

FIG. 1. Options for fixing conditions. Clamping: (a), model 1. Ring spring: (b), model 2. Elastic

Winkler foundation (Winkler coefficient kW , lengths L and R, origin on the left support, bridge length

l, force F applied at point x): (c), model 3.
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FIG. 2. Shear only (a) and bending only (b) of a console of length l and thickness t. The force F = Fz

transforms a rectangular section of length ∆l into a parallelepiped with vertex angles π/(2± θ) (a) and

into an isosceles trapezoid with bases stretched to ∆l+ and compressed to ∆l− and an angle between

the sides γ = (∆l+ −∆l−)/t, corresponding to the local curvature radius R = ∆l/γ (b).

where kC is the minimum console stiffness. For a bridge with minimum stiffness kB , the formulas for calculating the

zero versions of elastic moduli are as follows:

EB0 = [l3/192I]kB ,

GB0 = [l/4A]kB .
(5a)

Based on the value of γ that matches the fitting dependences (3) and (4) with the experimental bending profile, both

elastic moduli can be determined in intermediate cases,


E1 = ΦEC1EC0, ΦEC1 = 1 + 3γ,

G1 = ΦGC1GC0, ΦGC1 = 1 + (3γ)−1 = ΦEC1(3γ)
−1,

(6)

where we have introduced ΦEC1 and ΦGC1 — correction factors according to model 1, Fig. 1.

Relations similar to (4) and (6) can also be derived for models 2 and 3 of boundary conditions, Fig. 1. The displace-

ments of the suspended beam span in the Timoshenko approximation satisfy the equations



d3ϕ/dx3 = 0,

dw/dx = ϕ− [EI/GA]d2ϕ/dx2.
(7)

In this approximation, the displacements of a beam segment on an elastic foundation obey the equations



d4ϕ/dx4 − [kW /GA]d2ϕ/dx2 + [kW /EI]ϕ = 0,

w = −[EI/kW ]d3ϕ/dx3.
(8)

When a rigid cylinder is pressed into a softer elastic base with Young’s modulus EB , the Winkler coefficient in (8) is

estimated to be kW ≈ EB [15].

General solutions to systems (7) and (8) are, respectively, w =

3∑

k=0

akx
k and w = A0 exp(β1x) + A1 exp(−β1x) +

A2 exp(β2x) + A4 exp(−β2x). The exponents β1 and β2 are related by β2
1 + β2

2 = [kW /GA] and β2
1β

2
2 = [kW /EI].

If [kWEI/4G2A2] < 1, then β1 and β2 are a pair of complex conjugate numbers, otherwise positive real numbers. The

unknowns ak and Ak are found from the boundary conditions (see Table 1). As a result, for a bridge and console in each

case of fixing conditions in Fig. 1, we obtained simultaneous systems of linear equations, which were solved analytically,
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see, for example, the paper [15]. To speed up the calculations, we used computer algebra programs Mathematica

(Wolfram Research, USA) and Mathcad (PTC, USA).

Tables 2 and 3 list the final fitting relationships and correction factors for a console and bridge in the cases of clamped

ends and ends supported on ring springs (Fig. 1). More cumbersome solutions for the model with an elastic Winkler

foundation are discussed separately below.

For a cantilever beam (a suspended segment of length l, a segment on an elastic foundation of length L), the following

exact fitting relationship was obtained:

ζC3(χ) =
3∑

0

ckβ
k
l χ

k

/ 3∑

0

ckβ
k
l . (9)

c0 = 6 sin(θ)
[
sin(θ/2) sinh

(
2λβl cos(θ/2)

)
− cos(θ/2) sin

(
2λβl sin(θ/2)

)]
,

c1 = 6 sin2(θ)
[
cosh

(
2λβl cos(θ/2)

)
− cos

(
2λβl sin(θ/2)

)]
,

c2 = 6 sin(θ)
[
sin(θ/2) sinh

(
2λβl cos(θ/2)

)
+ cos(θ/2) sin

(
2λβl sin(θ/2)

)]
,

c3 = 2
[
sin2(θ/2) cosh

(
2λβl cos(θ/2)

)
+ cos2(θ/2) cos

(
2λβl sin(θ/2)

)
− 1

]
.

The factors for correction of elastic moduli corresponding to (9) are

ΦEC3 =

3∑

0

ckβ
k
l /2D,

ΦGC3 = [β2
l /6 cos θ]ΦEC3;

D = β3
l

[
1− sin2(θ/2) cosh

(
2λβl cos(θ/2)

)
− cos2(θ/2) cos

(
2λβl sin(θ/2)

)]
.

(10)

TABLE 1. Versions of boundary conditions

Boundary Conditions

Clamping w = ϕ = 0

Foundation w = dϕ/dx = 0

Ring spring w = 0, dϕ/dx = [4/λl]ϕ

Free end dϕ/dx = d2ϕ/dx2 = 0

Point of load F on console dϕ/dx = 0,

d2ϕ/dx2 = −[F/EI]

Point of load F on bridge w+ − w− = ϕ+ − ϕ− = 0,

d(ϕ+ − ϕ−)/dx = 0,

d2(ϕ+ − ϕ−)/dx
2 = [F/EI]

TABLE 2. Calculation of elastic moduli of console in Timoshenko approximation (λ, γ ∈ [0,∞),
χ ∈ [0, 1]. Ej = ΦECjEC0, Gj = ΦECj(3γ)

−1GC0. EC0 = 64[l3/3πd4]kC , GC0 = 4[l/πd2]kC).

j, model no. ζCj ΦECj

1
χ3 + 3γχ

1 + 3γ
1 + 3γ

2
χ3 + 3λχ2 + 3γχ

1 + 3λ+ 3γ
1 + 3(λ+ γ)
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TABLE 3. Calculation of elastic moduli of bridge in Timoshenko approximation (λ, γ ∈ [0,∞),
χ ∈ [0, 1]. Ej = ΦEBjEB0, Gj = ΦEBj(3γ)

−1GB0. EB0 = [l3/3πd4]kB , GB0 = 4[l/πd2]kB).

j, model no. ζBj ΦEBj

1 64

{
(χ− χ2)3 + 3γ(χ− χ2)2

(1 + 12γ)(1 + 48γ)
+

3γ(χ− χ2)

(1 + 48γ)

}
1 + 48γ

2 64

{

(2λ + 1)(χ − χ2)3 + 3
[

λ(4λ + 1) + (8λ + 1)γ
]

(χ − χ2)2

(1 + 6λ + 12γ)
(

1 + 8λ + 48(2λ + 1)γ
) +

3(2λ + 1)γ(χ − χ2)
(

1 + 8λ + 48(2λ + 1)γ
)

}

1 + 8λ

1 + 2λ
+ 48γ

The dimensionless parameters in (9) and (10) are: λ = L/l, measured from AFM topography data, and βl and θ, deter-

mined by fitting. Here are the expressions for the fitting parameters:

βl = l 4
√
kW /EI,

cos θ =
√

kWEI/4G2A2.
(11)

In (11), βl is
√
2 times greater than the parameter designated in the same way in the paper [15]. The Winkler elastic

foundation coefficient is calculated as

kW = 2GAβ2
l cos θ/l

2.

For a bridge with span length l (see Fig. 2), only asymptotic solutions (Lβl/l, Rβl/l ≫ 1) turn out to be relatively

compact,

ζB3(χ) =

3∑

0

bkβ
k
l (χ− χ2)k

/ 3∑

0

bkβ
k
l 2

−2k. (12)

b0 = 6
[
(48 + 24β2

l + β4
l ) cos(θ/2) + 2β3

l {3 + 4cosθ}+ 24 cos(3θ/2)− 24βl cos(2θ)
]
,

b1 = 6
[
βl(6 + β2

l )− 24 cos(θ/2)− βl(72 + β2
l ) cos θ − 8(6 + β2

l ) cos(3θ/2) + 24 cos(5θ/2)
]
,

b2 = 6 cos(θ/2)
[
β2
l + 6βl cos(θ/2) + 2− 16 cos θ

]
,

b3 = βl + 4 cos(θ/2).

ΦEB3 =
192[1 + 2 cos θ]− 192βl cos(3θ/2) + 48β2

l [1− 2 cos θ] + 16β3
l cos(θ/2) + β4

l

β3
l

[
βl + 4 cos(θ/2)

] ,

ΦGB3 = [β2
l /96 cos θ]ΦEB3.

(13)

If θ = π/2 (this corresponds to G → ∞), then applying the substitution βl = βl/
√
2 in (9), (10), (12), and (13) yields

expressions for the Euler–Bernoulli approximation derived in the papers [15] and [21].

Relations (9)–(12) are valid for kWEI < 4G2A2 and θ ∈ (0, π/2]. This requires large values of G. Considering

kW ≈ EB and the beam to be cylindrical, we obtain the condition G >
√
EBE/16π. The consistency of (9) or (13) with

measurements for θ = 0 violates this condition. In this case, for small values of G, relations (9)–(13) should be applied

after substitution θ → i · θ∗, and the fitting parameter should be varied in the range θ∗ ∈ (0,∞).

3. Analysis of AFM data

The test for the suitability of the model consists of comparing the results of an analysis of bending tests for various

types of objects, namely, consoles and bridges. Data were taken from AFM bending tests [15] of MgNi2Si2O5(OH)4
phyllosilicate nanoscrolls grown by hydrothermal synthesis [22]. Nanoscrolls were deposited on a calibration grating of

rectangular grooves TGZ2 (period 3 µm, groove depth 110 nm, NT-MDT SI, Russia); they formed consoles and bridges

over the grooves. The bending tests were carried out in the PeakForce QNM AFM mode, FMG01 cantilevers (NT-MDT

SI, Russia) were used, and the spring constant was refined using the thermal-noise–based method [23]. AFM signals

of height, peak force error and deformation were recorded [14, 15, 21]. The deformation signal was corrected taking

into account the contribution of methodological factors, including slipping of the AFM tip on inclined sections of the

sample [8, 14, 15]. The Gwyddion 2.55 [24] program was used to process the AFM data.

Figure 3 presents test data for a console and bridge. The processing results are, respectively, as follows: lC = 1037 nm,

lB = 1463 nm; dC = 80 nm, dB = 66 nm; kC = 0.61 N/m, kB = 8.32 N/m; EC0 = 113 GPa, GC0 = 0.13 GPa;

EB0 = 146 GPa, GB0 = 0.89 GPa; ΦEC1 = 1.26, ΦGC1 = 4.82; ΦEB1 = 1.55, ΦGB1 = 2.81; ΦEC2 = 2.56,

ΦGC2 → ∞; ΦEB2 = 1.58, ΦGB2 = 2.73; ΦEC3 = 1.82, ΦGC3 → ∞; ΦEB3 = 1.38, ΦGB3 = 5.76.

In total, AFM test data from 27 bridges and 18 consoles were processed. It is convenient to present the results on

phase planes (Fig. 4).

In Fig. 4a, each studied object is characterized by a point on the phase plane: the abscissa is the value of the ratio of

the squared diameter to the length of the suspended object, d2/l, and the ordinate is the value of kG = kB for a bridge
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FIG. 3. AFM height images of the relief of the TGZ2 grating fragments with a recess overlapped by (a)

a bridge and (b) a console of MgNi2Si2O5(OH)4 nanoscrolls. AFM maps of the corrected deformation

signal of the bridge (c) and console (d). The dashed lines indicate where the deformation profiles were

extracted. Normalized deformation (displacement) profiles of the bridge (e) and console (f): red solid

lines — experiment, black dashed lines — approximation according to model 1. AFM imaging was

performed with Peak Force Amplitude and Frequency of 150 nm and 1 kHz, respectively. The Peak

Force Setpoint and the Scan Rate were as follows: 60 nN, 0.3 Hz (bridge) and 15 nN, 0.2 Hz (console).

FIG. 4. Distributions of AFM bending test data for bridges (filled squares) and consoles (hollow tri-

angles) made of MgNi2Si2O5(OH)4 on phase planes. Calculation results: shear only (a) and bending

only (e); model 1, (b) and (f); model 2, (c) and (g); model 3, (d) and (h). The inclined straight lines

show the isolines of the shear modulus G in (a)—(d) and the isolines of the Young’s modulus E in

(e)—(h).

or kG = 4kC for a console. On a log-log scale, according to (5a) and (5), the isolines of G are straight lines with a unit

slope. The results of applying models 1–3 are depicted in Figs. 4b–4d; kG = ΦGBjkB for a bridge and kG = 4ΦGCjkC
for a console, j = 1–3.

On the phase planes in the bottom row of Fig. 4, the abscissa of a point is the value of d4/l3, and the ordinate is the

value of kE = kB for a bridge or kE = 64kC for a console, Fig. 4e; in Figs. 4f–4h, the ordinate of a point is, respectively,

the value of kE = ΦEBjkB or kE = 64ΦECjkC , j = 1–3. According to (5a) and (5), in this representation the isolines

of E have a unit slope coefficient.
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TABLE 4. Elastic moduli for MgNi2Si2O5(OH)4. Results of using different models for processing

data of AFM bending tests of a suspended object. 1The number of test objects.

G± σ(G) (GPa) E ± σ(E) (GPa)

(N1) (N1)

j, model no. Bridge Console Both Bridge Console Both

0 0.7± 0.3 (27) 0.2± 0.1 (18) 0.5± 0.3 (45) 74± 51 (27) 51± 48 (18) 66± 49 (45)

1 4.3± 5.5 (27) 0.7± 0.7 (18) 2.9± 4.6 (45) 100± 69 (27) 75± 62 (18) 90± 67 (45)

2 3.9± 5.2 (27) 0.7± 0.6 (17) 2.7± 4.4 (44) 104± 72 (27) 84± 79 (18) 96± 75 (45)

3 9.7± 11.5 (20) 1.7± 2.0 (4) 8.3± 10.9 (24) 97± 63 (27) 115± 92 (18) 103± 75 (45)

Since a bridge with the average span length 〈lB〉 = 1.6± 0.2µm is several times longer than a console with 〈lC〉 =
0.5± 0.2µm, on the phase planes, data on bridges are located to the left of console data. In the zero version (Table 4), the

Young’s modulus of a bridge is approximately one and a half times greater than that of a console. Therefore, in Fig. 4e,

the cluster of points is elongated at a flatter angle than the isolines of E. In Figs. 4f—4h, the average slope coefficients

of the clusters of points become closer to unity, in accordance with the decrease in the discrepancy between the average

Young’s moduli of bridge and console determined from models 1–3 (Table 4). Application of model 3 produces minimal

discrepancy.

In the zero version, the values of G for consoles and bridges differ several times, and the discrepancy increases after

processing with the use of models 1–3. Unlike the bottom row in Fig. 4, on the phase planes of the top row, clusters of

points are not aligned along isolines. This demonstrates the fact that in AFM testing, the displacement of a suspended

object is controlled by bending strains rather than shear strains. In the fitting curves (Table 2 and (9) for consoles and

Table 3 and (12) for bridges), the coefficients of the terms linear in χ and χ−χ2 decrease with increasing shear modulus.

For the boundary conditions of model 3, the linear terms will also be presented in shear-neglecting fitting dependences

obtained in the Euler–Bernoulli approximation [15]. This is partly why the values of G determined in the Timoshenko

approximation using this model are the largest in Table 4, at the level of 10 GPa. Note that the calculation of the elastic

moduli of chrysotile nanoscrolls using the density functional theory (DFT) method gives shear moduli comparable to this

level [14, 22]. This closeness of calculations with measurements and, at the same time, better consistency of the average

values of the Young’s modulus of bridges and consoles makes model 3 preferable. It remains to add that the six-fold

difference in the shear moduli of bridges and consoles according to this model in Table 4 is overrated — out of eighteen

consoles, fourteen consoles correspond to the case of G → ∞ without participating in the statistics.

4. Conclusions

The procedure for AFM bending test of suspended rod-shaped objects has been improved. To process measurements

and determine Young’s and shear moduli of the material of objects, theoretical dependences of the bending of a suspended

beam segment at a load point on the position of this point on the segment are obtained. Three models of boundary

conditions are considered. The suitability of the models was studied by processing data from AFM bending tests of

bridges and consoles made of MgNi2Si2O5(OH)4 nanoscrolls. The minimum discrepancy between the average Young’s

moduli of such bridges and consoles and, at the same time, the best agreement between the experimental values of elastic

moduli and the results of DFT calculations is provided by the Winkler model of a beam on an elastic foundation.
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ABSTRACT The sorption properties of Hummers (HGO) and Brodie (BGO) graphite oxides with respect to var-

ious liquids were studied by the DSC method. In the case of HGO, the reduced material (RHGO) was obtained

by hydrothermal synthesis. The effective reduction of the material was confirmed by XRD. The difference in

the sorption of water and acetonitrile by HGO and RHGO was experimentally observed. The DSC experi-

mental procedure was developed to estimate the selective sorption of the component from the immisible liquid

mixtures. The procedure has been tested on the sorption of the water-octane mixture by HGO. It was shown

that water can be sorbed by HGO from the mixture in an amount equal to equilibrium sorption of pure water by

HGO at 273 K. The results obtained will serve as the basis for further studies of the sorption properties of GO.
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1. Introduction

Graphite oxide (GO) is a non-stoichiometric graphite derivative, on the basis of which it is possible to obtain materials

with various functional properties. Unlike graphite, GO exhibits hydrophilic properties, it can be dispersed in polar

solvents and easily sorbs polar solvents in the interlayer space, which leads to the increase of the interplanar distance [1].

Ultrasonication in polar solvents leads to the solubilization of graphite oxide with the formation of the dispersed oxide

graphene, which can be further reduced to graphene [2]. In GO, most of the carbon atoms are sp3 hybridized and are

bound to various functional groups (–COOH, –C(O)O–, >C=O, –OH). The known methods for the GO synthesis do not

provide control over the oxygen content in the resulting substance. As a result, it is impossible to accurately determine

the composition of GO and its structure [3, 4].

The preparation of GO was first described by Brodie in 1855 [5]. He used a mixture of potassium chlorate and fuming

nitric acid to oxidize graphite. Currently, the Hummers synthesis [6] or its more environmentally friendly version – the

improved Hummers method [7] are commonly used. Graphite oxides obtained by the Brodie method (BGO) and the

Hummers method (HGO) have different physicochemical properties [8]. These materials differ in the interplanar distance

(XRD), the C:O ratio (XPS) and the concentration and composition of the oxygen-containing functional groups (IR-

spectra). Also, HGO and BGO differ in their sorption properties with respect to polar liquids [2, 9, 10]. The interaction

of GO with polar liquids leads to swelling, that is, sorption with the simultaneous increase in the interplanar space in

GO. Sorption and swelling make it possible to actively use GO to remove toxic pollutants and purify water [11–13]. The

sorption of water and organic liquids by various GO samples was measured in [2] using isopiestic experiment and the

DSC method. The isopiestic experiments makes it possible to measure the sorption into GO at room temperature from the

gas phase. The DSC method enables one to evaluate the sorption at the melting point of a liquid upon direct contact of the

material with the liquid phase [2]. In this work, we obtained the data on the sorption of some polar and non-polar liquids

by the HGO and BGO powders. Also, we obtained the reduced form of HGO (RHGO) using hydrothermal synthesis.

Only a few works are known about the sorption of liquids by RHGO materials [17].

We demonstrated that DSC allows one to determine the partial sorptions of the components from the binary mixtures

of polar and non-polar liquids into the GO materials. This method is useful to evaluate the properties of the GO materials

as sorbents for the purification of water.

© Kaplin A.V., Eremina E.A., Korobov M.V., 2024
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2. Materials and methods

2.1. GO powders

HGO powders were prepared by the improved Hummers method with a sulfuric to phosphoric acid ratio of 9:1 [9].

The sample of RHGO was obtained by the hydrothermal synthesis. 30 ml of HGO suspension in water with (3 mg/ml)

was autoclaved for 12 hours at 140 ◦C. The resulting sample was dried from water in a desiccator with P2O5 to a con-

stant weight. BGO powders were synthesized by the method described in ref. [14] with double oxidation of the original

graphite. The liquids used in the study are: water (deionized, ≈ 0.5 µS/cm), octane (Sigma-Aldrich, ≥ 99.8 %), trifluo-

roethanol (Sigma-Aldrich, ≥ 99 %), propionitrile (Sigma-Aldrich, ≥ 99 %).

2.2. Instruments

XRD measurement were performed using the diffractometer Rigaku D/MAX 2500 (Japan) with Bragg–Brentano

geometry with the rotating anode (CuKα radiation, λ = 1.5418 Å). Registration was carried out in a step-by-step mode

in the angle range 2Θ = (2 – 80)◦ with the step of 0.02◦ in 2Θ with an exposure of 2 seconds per point. The obtained data

were processed using the standard packages of the WinXpow program. Before recording the diffraction patterns of the

graphite oxide samples, the samples were dried in a desiccator with P2O5.

The DSC method was used to measure the sorption of polar liquids by GO powders at the melting temperature.

The mass ratio of the polar liquid to the GO material in the samples studied varied from 1:1 to 5:1. Before the DSC

experiments, the GO sample was pre-dried in a desiccator with P2O5, then a fixed amount of polar liquid was added to the

GO. The DSC experiments were performed with the low-temperature calorimeter “Mettler DSC – 30”. The heating traces

were used for the quantitative determination of sorption. The scanning rates were 2, 5 and 10 grad·min−1. The procedure

is described in detail in ref. [2].

3. Discussion

3.1. Synthesis and XRD

HGO and BGO were prepared by the common synthetic methods [2, 9, 13, 14]. According to the method of BJH

nitrogen desorption, the specific surface area and pore size in the materials were determined (Table 1). The size of

nanopores does not correspond to the interplanar distance in the layered structure of both HGO and BGO.

TABLE 1. BJH and XRD data for HGO and BGO powders

HGO BGO Method

1519 814 Surface area (BJH), m2/g

11.0 10.9 Pore radius (BJH), Å

7.8 6.6 Interplane distance (XRD), Å

This confirms that nitrogen does not intercalate into the interplanar space of GO. Hydrothermal synthesis was used

to obtain the reduced graphite oxide RHGO from HGO. In hydrothermal synthesis, water acts as the reducing agent. The

dried RHGO is a black powder which forms the unstable suspensions in water, even after ultrasonication.

Figure 1 shows the XRD patterns of the studied materials. As compared to the initial HGO, the (001) peak of RHGO

is significantly broadened and shifted to higher angles. Decrease in the interplanar distance (to 3.7 from 7.5 Å) almost by

the value of the interplanar distance in graphite (3.4 Å) proves the efficient reduction of the material [16]. The broadening

of the RGO peak may indicate a decrease in the size of the particles in the reduced material, or/and the formation of the

inhomogeneous sample with wide distribution of interplanar distances.

3.2. Sorption properties of HGO and RHGO

A comparative experimental study of the sorption properties of HGO and its reduced analogue RHGO has not been

previously presented in the literature. We assumed that the obviously more hydrophobic material RHGO would sorb

water and acetonitrile in significantly less amounts than HGO. Table 2 shows the results of sorption measurements by the

DSC using the method described in ref. [2]. As seen from the Table 2 RHGO sorbs less water and acetonitrile than HGO,

but the difference is not dramatic. It was shown in [17] that the reduced forms of GO sorb water, but in significantly

less amounts compared to the initial GO. Only the original graphite does not sorb water at all. It is worth mentioning

that acetonitrile was sorbed by all graphite materials studied, regardless of the degree of oxidation, including the pristine

graphite. Apparently, the presence of methyl group in a molecule of a liquid plays a significant role in intercalation into

materials with a low degree of oxygenation.
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FIG. 1. Parts of the XRD spectra of RHGO, HGO and the original graphite

TABLE 2. Sorption of water and acetonitrile at melting temperatures. *Melting temperature of the

sorbed liquid

Material Sorption of H2O (T = 273 K)*, g/g Sorption of CH3CN (T = 229 K)*, g/g

HGO 0.63 ± 0.06 [9] 0.47 ± 0.06 [9]

RHGO 0.50 ± 0.05 0.37 ± 0.03

Graphite ≈ 0 0.24 ± 0.03

3.3. Sorption properties of BGO

Table 2 demonstrates the influence of polarity of a sorbed liquid on the sorption values for the BGO material. The

correlation is shown between the values of sorption by the BGO material and the Dimroth–Reichardt “general polarity”

parameter [15]. It was previously known that various polar liquids are sorbed by GO materials, but sorption of, e.g.

aromatic benzene is close to zero [9]. The authors of [18] demonstrated a slight increase in the interplanar distance in GO

after intercalation of liquid benzene due to the π–π interaction of the aromatic system of benzene with the unoxidized

regions of GO. We showed that octane is almost not sorbed into BGO, despite the fact that BGO is a less oxidized material

than HGO. Octane is also not sorbed in HGO.

In Table 3, the data on sorption of two more polar liquids – propionitrile and trifluoroethanol – are presented. These

polar liquids are sorbed into BGO to a significant extent, comparable to the sorption of water and acetonitrile.

3.4. DSC study of system “water + octane” and “HGO + water + octane”

The “water + octane” system was studied by the DSC method. It was shown that the peaks corresponding to the

melting peaks of liquids do not overlap and are well spaced along the temperature axis in the DSC trace. This makes it

possible to quantify how selectively the highly oxidized HGO material can sorb water from a “water + octane” mixture.

The lower part of Fig. 2 shows the DSC curve after adding of HGO to a mixture of water and octane. We conclude from

the figure that water was completely removed from the liquid mixture and sorbed by HGO, because the amount of HGO

for the experiment was selected based on the data on sorption of pure water in HGO (≈ 0.6 g/g, see Table 1). If both

liquids can be individually intercalated into the material, then we would observe a change in the equilibrium sorption

values due to the competition at the sorption centers. This was not the case for the water – octane mixture.
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TABLE 3. Sorption of polar and non-polar liquids at melting temperatures. *Melting temperature of

the sorbed liquid

Sorption

(g/g) of

H2O

(T = 273 K)*

CH3CN

(T = 229 K)*

CH3CH2CN

(T = 180 K)*

CF3CH2OH

(T = 230 K)*

Octanol-1

(T = 257 K)*

Octan

(T = 216 K)*

BGO
0.33 ± 0.04 [2]

0.30 ± 0.02 [8]

0.53 ± 0.04 [2]

0.54 ± 0.09 [8]
0.34 ± 0.04 0.54 ± 0.05

1.13 ± 0.05 [13]

1.05 ± 0.15 [8]
≈ 0

Parameter

ET 30 [14]
63.1 45.6 No data No data 48.1 31.1

Dielectric

constant ε
78.5 38.0 No data No data 9.9 1.9

FIG. 2. DSC curves for the systems “water+octane” and “HGO+water+octane”

It is also worth noting that the necessary condition for applying the method described above is the significant differ-

ence in the melting temperatures of liquids. For example, sorption from a mixture of benzene (Tm = 5.5 ◦C) and water

(Tm = 0 ◦C) cannot be measured quantitatively due to the overlap of the melting peaks of these liquids.

4. Conclusion

The reduced RHGO material was synthesized and characterized in comparison with HGO and pristine graphite. It

was shown that the RHGO material sorbs water and acetonitrile slightly less than HGO. We plan to compare sorption

properties of RHGO reduced by various methods and to follow the trends of sorption properties along the series of liquids

with changing polarity.

The sorption of polar and non-polar liquids by BGO was studied with octane, trifluoroethanol and propionitrile. The

octane sorption data confirm that non-polar liquids are not sorbed by the HGO and BGO materials. The same result was

obtained in [9] for benzene.

The DSC experimental procedure was developed to quantify the selectivity of sorption from the mixtures of the

immiscible liquids. We plan to extend the list of water-immisible liquids in order to test the efficiency of the procedure.
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ABSTRACT Solar cells that contain perovskite have been a significant object for consideration within the field of

solar energy, consistently enhancing their efficiency year by year. In our study, we devised a novel architectural

configuration for a tin-based perovskite solar cell, incorporating FTO/ZnO/CH3NH3SnI3/Spiro-OMeTAD/Au.

Our investigation into the working of this solar cell involved the utilization of the SCAPS-1D, a versatile tool

tailored for the analysis of solar cell behavior. Through this simulation software, we explored different electron-

transporting layer (ETL) materials and made adjustments to multiple parameters, including ETL and absorber

layer thickness. The outcomes of our research produced promising results, showcasing significant enhance-

ments in different solar cell parameters. These favorable findings underscore the growing allure and potential

of perovskite solar cells within the realm of renewable energy. The reported CH3NH3SnI3-based PSCs provide

a viable path to the implementation of environmentally benign, low-cost, and high-efficiency PSCs.
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1. Introduction

The evolution of solar cell technology has passed through distinct phases. The first generation was characterized

by the utilization of crystalline and amorphous inorganic materials, exemplified by silicon (Si) and gallium arsenide

(GaAs) solar cells. In the second generation, thin-film nanocrystalline solar cells like copper indium gallium selenide

and cadmium telluride were introduced. The transition to the third generation marked the emergence of diverse solar cell

technologies, encompassing organic, hybrid, nanostructures/quantum dots, and electrochemical (semiconductor/liquid

junction) solar cells, including perovskite, plastic, and dye-sensitized solar cells [1–7].

Solar Cells based on perovskite represent a promising alternative to conventional solar cell technologies. Their

appeal lies in the cost-effectiveness of their materials and their ability to produce a high number of solar cells using

minimal resources, owing to the thin profile of the absorber layer. Significantly, these solar cells are eco-friendly and

devoid of lead, positioning them as potential successors to silicon solar cells in the future. This research is dedicated to

the investigation of lead-free and environmentally conscious solar cell technologies, employing the SCAPS-1D software

for simulations.

Over the years, perovskite solar cells (PSC) have made substantial advancements, with their photoelectric power

conversion efficiency (PCE) experiencing significant growth, progressing from 3.80 % in 2003 [8] to an impressive 25.70

% in 2022 [9]. This remarkable progress positions them as frontrunners for the 4th generation of solar cell technologies.

PSCs offer a multitude of advantages when compared with conventional silicon-based solar cells:

i) PSCs demonstrated remarkable PCEs that exceed 25.00 %, bringing them near the power conversion efficiency

levels of commercial Si-solar cells [10].

ii) The production of PSCs can be achieved using cost-effective solution-based methods such as spin-coating or

printing techniques. This potential reduction in manufacturing costs stands in contrast to the complex and expen-

sive processes required for silicon solar cells [11].

iii) Perovskite materials provide the unique ability to tune their bandgap by adjusting their composition, enabling the

absorption of a wider spectrum of solar radiation. This tunability makes PSCs suitable for both single-junction

and tandem solar cell configurations [12].

iv) PSCs manufactured on different types of substrates, like flexible and lightweight materials, simplifying their

integration into diverse applications such as building-integrated photovoltaics, wearable electronics, and portable

devices [13].
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PSCs hold significant potential for achieving efficient and profitable solar energy conversion. With ongoing research

and development efforts, these cells have the potential to revolutionize the field of photovoltaics and contribute to the

widespread adoption of renewable energy sources [14–21].

Several simulation models, including SCAPS, AMPS, GPVDM, and others, are available for simulating solar cells.

These models analyze the properties of different layers within solar cells and their respective roles in optimizing overall

solar cell performance. SCAPS, is a numerical simulation program operating in one dimension, incorporating seven

layers. It was established by a team of researchers specializing in solar cells at the University of Gent. Comprehensive

information about the program employed can be found in the literature [22–25].

Choosing to simulate and evaluate perovskite solar cells utilizing various electron transport layers is a strategic de-

cision with several merits. Firstly, perovskite solar cells have emerged as promising candidates for efficient and cost-

effective solar energy conversion. By simulating their performance, we gain valuable insights into optimizing their effi-

ciency and stability. The focus on different electron transport layers is particularly relevant because the choice of this layer

significantly influences the overall performance of the solar cell. Through simulation, we can systematically assess the

impact of various electron transport materials on key parameters like charge transport, recombination rates, and overall

device efficiency. Simulating these scenarios provides a cost-effective and time-efficient way to explore a wide range

of possibilities, aiding in the identification of optimal electron transport layers for enhanced device performance. This

research is crucial for advancing the understanding of perovskite solar cells and contributes to the ongoing efforts to make

solar energy more accessible and sustainable. Ultimately, the chosen simulation approach allows for a comprehensive

evaluation that can guide experimental efforts toward more efficient and stable perovskite solar cell designs.

2. The elaborate structure of perovskite solar cells

Perovskite is a mineral comprising Calcium, Titanium, and Oxygen with the chemical formula CaTiO3. In a more

comprehensive context, the term ’perovskite structure’ refers to any compound that possesses the ABX3 composition and

shares crystallographic characteristics resembling those of the Perovskite mineral. In this context, ’A’ signifies an organic

cation, ’B’ denotes a larger inorganic cation, and ’X3’ indicates a somewhat smaller halogen anion.

The conventional perovskite solar cell adopts an n-i-p type configuration, where ’n’ represents the electron-conductive

layer, ’i’ signifies the absorber layer, and ’p’ serves as the hole-conductive layer. For our study, we opted for CH3NH3SnI3
as the absorber layer, and we conducted a systematic evaluation of Electron Transport Layer (ETL) by choosing materials

from a range of options, including zinc oxide (ZnO), La-doped BaSnO3 (LBSO), Tin(IV) oxide (SnO2), Ceric oxide

(CeO2), Phenyl-C61-butyric acid methyl ester (PCBM), Tungsten trioxide (WO3), Indium Gallium Zinc Oxide (IGZO),

Cadmium sulfide (CdS), Copper monoxide (CuO), and Buckminsterfullerene (C60). The hole-conductive layer (HTL)

utilized in our design is 2,2’,7,7’-Tetrakis(N,N-di-p-methoxyphenylamine)9,9’-spirobifluorene (Spiro-OMeTAD). Fig. 1

provides an illustration of the perovskite solar cell architecture under investigation, and Table 1 offers essential material

parameters necessary for conducting the simulation.

FIG. 1. The architecture of the studied PSC
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TABLE 1. Parameters of the materials used in simulation

Parameters FTO ZnO CH3NH3SnI3 Spiro-OMeTAD

t (nm) 250 50 500 50

Eg (eV) 3.2 3.3 1.30 3.2

η (eV) 4.4 3.9 4.2 2.10

εr (relative) 9.0 9.0 10 3.0

Nc (cm−3) 2.2·1018 1·1019 1·1018 2.5·1018

Nv (cm−3) 1.8·1019 1019 1·1018 1.85·1019

Vnt (cm/s) 1·107 1·107 1·107 1·107

Vpt (cm/s) 1·107 1·107 1·107 1·107

µn (cm2/Vs) 20 50 1.6 2·104

µp (cm2/Vs) 10 0.5 1.6 2·104

ND (cm−3) 1·1021 5·1017 — 0

NA (cm−3) 0 0 3.21·1015 1·1020

Nt (cm−3) 1·1015 1·1015 4.5·1016 1·1014

Reference [26] [27] [28] [29]

3. Results and discussion

SCAPS-1D is specifically designed for the analysis of solar cells, developed by the University of Gent, Belgium.

When configuring the input data for the Electron Transport Material (ETM), Table 2 provides a comprehensive listing of

all the requisite ETM parameters essential for executing the simulation.

3.1. Effect of the electron transporting layer

In this section, we carried out an evaluation of various ETMs for solar cells, including ZnO, LBSO, SnO2, CeO2,

PCBM, WO3, IGZO, CdS, CuO, and C60. Fig. 2 presents a performance comparison, clearly indicating that ZnO out-

performs the other materials, exhibiting the highest power conversion efficiency. As a result, ZnO was identified as the

optimal electron-transport material. The photovoltaic (PV) parameters for the ZnO layer are as follows: VOC = 0.81 V,

JSC = 29.80 mA·cm−2, Fill Factor = 67.29 %, and PCE = 16.26 % at a thickness of 50 nm for the electron transport

layer. This choice underscores the effectiveness of ZnO in significantly enhancing the overall performance.

3.2. Impact of electron transport layer thickness on solar cell performance

The primary objective of this simulation is to determine the optimal thickness that results in the most favorable

attributes for the PSC. Fig. 3 depicts the simulated parameters of the PSC as the thickness of the perovskite material varies.

Specifically, we varied the thickness of the electron transporting layer (ETL) within a range of 10 to 300 nm. The results

indicate that the open-circuit voltage (VOC) remains relatively consistent, regardless of the ETL thickness. The value

of JSC initially increases up to 30 nm, followed by a subsequent decrease. The FF initially rises as the ETL thickness

increases up to 40 nm, after which the value of FF stabilizes. Additionally, the PCE improves as the ETL thickness

increases up to 40 nm but starts to decline beyond this point. Based on these findings, we selected an electron transporting

layer thickness of 40 nm for further simulations, as it represents a favorable balance of performance characteristics. At

this thickness, the solar cell exhibits the solar cell parameters: VOC = 0.81 V, JSC = 29.81 mA·cm−2, FF = 67.29 %,

and PCE = 16.27 %.

3.3. Influence of electron transport layer donor density (ND) variation

In this simulation, we opted for various ND values to investigate their influence on PSCs functioning. Fig. 4 visually

represents the changes in solar cell parameters in relation to the logarithm of ND. All parameter values exhibit fluctuations

in response to defect density changes. The VOC initially remains constant, then rises, and finally decreases as the electron

transport layer donor density increases from 1 to 1·1022 cm−3. Similarly, the JSC remains constant up to ND equal to
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TABLE 2. Physical parameters of different ETL materials

Material LBSO TiO2 ZnO FTO SnO2 CeO2 PCBM WO3

t (nm) 50 50 50 50 50 50 50 50

Eg (eV) 3.12 3.2 3.3 3.2 3.5 3.5 2 2.6

η (eV) 4.4 4 4 4 4 4.6 3.9 3.8

εr 22 9 9 9 9 9 3.9 4.8

Nc (cm−3) 1.8·1020 1·1019 3.7·1018 2.2·1018 4.36·1018 1·1020 2.5·1021 2.2·1021

Nv (cm−3) 1.8 ·1020 1·1019 1.8·1019 1.8·1019 2.52·1019 2·1021 2.6·1021 2.2·1021

Vnt (cm·s−1) 1·107 1·107 1·107 1·107 1·107 1·107 1·107 1·107

Vpt (cm·s−1) 1·107 1·107 1·107 1·107 1·107 1·107 1·107 1·107

µn (cm2V−1s−1) 0.69 0.02 100 20 20 100 0.2 30

µp (cm2V−1s−1) 0.69 2 25 10 10 25 0.2 30

ND (cm−3) 2·1021 1·1012 1·1018 1·1019 1·1018 1·1021 2.93·1017 6.35·1017

NA (cm−3) — — — — — — — —

Nt (cm−3) 1·1015 1·1015 1·1015 1·1015 1·1015 1·1015 1·1015 1·1015

Reference [30] [31] [27] [26] [31] [36] [31] [32]

Material IGZO CdS CuO C60

t (nm) 50 50 50 50

Eg (eV) 3.05 2.4 1.5 1.7

η (eV) 4.16·1018 4.18 4.07 3.9

εr 10 10 18.1 4.2

Nc (cm−3) 5·1018 5·1018 2.2·1019 8·1019

Nv (cm−3) 5·1018 5·1018 5.5·1020 8·1019

Vnt (cm·s−1) 1·107 1·107 1·107 1·107

Vpt (cm·s−1) 1·107 1·107 1·107 1·107

µn (cm2V−1s−1) 15 100 100 8·10−2

µp (cm2V−1s−1) 0.1 25 0.1 3.5·10−3

ND (cm−3) 1·1018 1·1015 1·1015 1·1017

NA (cm−3) — — — —

Nt (cm−3) 1·1015 1·1015 1·1015 1·1015

Reference [33] [34] [34] [35]
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FIG. 2. Performance of PV parameters of different ETL materials

FIG. 3. Effects of ZnO thickness on PSC performance
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FIG. 4. Illustrates the influence of ZnO donor density (ND) on PSC functioning

1·1013 cm−3, then increases as ND increases to 1·1018 cm−3, followed by a decrease. The fill factor remains constant

up to ND value of 1014 cm−3, then increases as ND increases to 1·1019 cm−3 and finally becomes stable. The power

conversion efficiency remains constant at 15.74 % as ND rises to 1·1014 cm−3, then power conversion efficiency rises to

16.27 % as ND rises to 1·1019 cm−3 but decreases subsequently. Consequently, we identify the optimal value of ND as

4·1017 cm−3 for further calculations.

3.4. Impact of absorber layer thickness on cell functioning

In this section, we explored the influence of varying the thickness of the absorber sheet CH3NH3SnI3, ranging from 50

to 3000 nm, on the performance of the solar cell. The outcomes revealed intriguing trends in the solar cell’s performance

metrics. As the absorber film’s thickness increased, the VOC exhibited a decline until the absorber film thickness reached

500 nm, at which point VOC stabilized at approximately 0.81 V. The JSC initially rose from 9.86 to 30.15 mA·cm−2,

reaching its peak for the absorber film thickness of 1200 nm, but as the absorber film thickness increased further the

JSC began to decrease. Concurrently, the FF demonstrated a continuous decrease, spanning from 79.62 to 65.87 %

with increasing thickness of the absorber layer. The PCE exhibited an increase from 6.72 to 16.27 % for the 50 to

500 nm thickness of the absorber layer, followed by a slight decline to 16.11 % as the absorber layer thickness increased

beyond 500 nm, as depicted in Fig. 5. At a thickness of 500 nm, the PV parameters were as follows: VOC = 0.81 V,

JSC = 29.81 mA·cm−2, Fill Factor = 67.27 %, and PCE = 16.27 %. These findings led us to select an absorber thickness

of 500 nm for further simulations, as it offered an optimal balance of performance characteristics.

3.5. Influence of varying acceptor density (NA) in the absorber layer on cell performance

The presence of defects has a substantial impact on the optimization of device performance. Higher concentrations

of defects in the absorber layer result in increased recombination due to the formation of pinholes, faster degradation of

the film, and reduced stability, leading to an overall deterioration in device performance. To ascertain the ideal defect

concentration in the absorber layer for optimal parameters, simulations were carried out, varying the defect density from

10 to 1·1022 cm−3.

Figure 6 illustrates that in order to achieve higher efficiency, it is essential to reduce defects in the perovskite to

8·1015 cm−3. At this optimal defect concentration, the solar cell exhibited the following parameters: VOC = 0.83 V,

JSC = 29.63 mA·cm−2, Fill Factor = 68.48 %, and PCE = 16.91 %. These findings underscore the importance of

minimizing defects in the absorber layer to enhance the total performance of the device.
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FIG. 5. Influence of CH3NH3SnI3 thickness on PSC performance

FIG. 6. Illustrates the influence of CH3NH3SnI3 acceptor density (NA) on PSC performance



142 R.K. Shukla, Anchal Srivastava, Shikha Rani, Nidhi Singh, et al.

FIG. 7. Variations in solar cell characteristics with changing temperature

3.6. Influence of temperature on cell performance

Much like other semiconductor devices, solar cells are susceptible to temperature fluctuations, especially when de-

ployed outdoors, where temperatures can surpass 300 K. It is crucial to examine how temperature affects the performance

of solar cells. Fig. 7 provides insights into the variations in VOC , JSC , Fill Factor, and PCE at different temperatures.

With an increase in temperature from 250 to 500 K, there is a notable decline in PCE, plummeting from 19.04 % to 6.76

%. At 300 K, the solar cell demonstrates the following performance parameters: VOC = 0.83 V, JSC = 29.63 mA·cm−2,

Fill Factor = 68.48 %, and PCE = 16.91 %. These findings underscore the significance of considering and optimizing

solar cell performance across varying temperature conditions.

3.7. Influence of series resistance on cell performance

The presence of series resistance plays a pivotal role in influencing the behavior of solar cells, stemming from the

metal contacts on both the solar cell and layer surfaces. To evaluate the solar cell’s efficiency, we systematically adjusted

the series resistance within a range of 0 to 12 Ohm·cm2. Fig. 8 provides a visual representation of the outcomes, showing

that as the series resistance increases, both JSC and Fill Factor decrease, resulting in higher leakage currents and subse-

quently leading to reduced PCE. Interestingly, the VOC exhibits relative stability across this spectrum of series resistance

values.

3.8. Effect of shunt resistance on cell performance

A solar cell with a low shunt resistance experiences elevated power losses since it permits the light-generated current

to deviate along an alternative route. As illustrated in Fig. 9, the fill factor (FF) is the parameter most influenced by this

situation, yielding higher values for both VOC and PCE, while the JSC remains relatively unaffected.

3.9. Optimized short-circuit photocurrent density and open-circuit photovoltage curve

After establishing and maintaining the optimized values for both the thickness of the ETL and the absorber layer,

along with the defect density, we determined the resulting photovoltaic (PV) parameters: VOC = 0.83 V, JSC of

29.63 mA·cm−2, FF = 68.48 %, and PCE = 16.91 %. Fig. 10 visually depicts the optimized current density versus

voltage relationship.
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FIG. 8. Illustrates the effect of series resistance on PSC performance

FIG. 9. Illustrates the influence of shunt resistance on PSC performance



144 R.K. Shukla, Anchal Srivastava, Shikha Rani, Nidhi Singh, et al.

FIG. 10. Variations in short-circuit photocurrent density and open-circuit photovoltage of the investi-

gated solar cell at T = 300 K

3.10. Quantum efficiency (QE)

The QE of a PSC measures the current produces when exposed to photons of specific wavelengths. Fig. 11 provides

an illustration of the QE curve for a perovskite solar cell, encompassing wavelengths ranging from 300 to 900 nm.

Remarkably, the QE values consistently exceed 90 % across most of this spectrum. Upon closer examination of the

graph, it becomes apparent that QE increases as the wavelength extends from 300 to 390 nm. QE maintains a consistently

high level exceeding 90 % up to wavelengths equal to 400 nm. However, beyond this threshold, QE gradually declines,

exhibiting reduced values as the wavelength extends further to wavelengths equal to 900 nm.

FIG. 11. Quantum efficiency curve of studied solar cell

4. Conclusion

We conducted SCAPS-1D simulations to investigate the performance of ETM in lead-free PSCs. We systematically

tested various ETL materials to identify the one that offers the best solar cell performance. Subsequently, we identified

the optimal ETL material. Furthermore, we independently adjusted the thickness of both the ETL and the absorber

layer, along with fine-tuning the working temperature and resistances within the solar cell circuit. The outcomes of these

simulations revealed significant results, showcasing the following critical performance metrics for the solar cell: VOC of

0.83 V, JSC of 29.63 mA·cm−2, FF of 68.48 %, and PCE of 16.91 %. Upon thorough analysis, we concluded that the

most efficient configuration for the solar cell involves a ZnO (ETL) thickness of 40 nm and a CH3NH3SnI3 (absorber

layer) thickness of 500 nm. These precise dimensions resulted in the highest efficiency, offering valuable insights for

optimizing future designs of lead-free perovskite solar cells.
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