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Topological damping of Aharonov-Bohm effect:
quantum graphs and vertex conditions

P.Kurasov and A. Serio

Department of Mathematics, Stockholm University,
106 91 Stockholm, Sweden

kurasov@math.su.se

PACS 02.30.Tb, 03.65.Vf, 05.60.Gg DOI 10.17586/2220-8054-2015-6-3-309-319

The magnetic Schrödinger operator was studied on a figure 8-shaped graph. It is shown that for specially
chosen vertex conditions, the spectrum of the magnetic operator is independent of the flux through one of
the loops, provided the flux through the other loop is zero. Topological reasons for this effect are explained.

Keywords: Quantum graphs, Magnetic field, Trace formula.
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1. Introduction

Transport of quantum particles in nanostructures can be described by Schrödinger
equation on metric graphs, also known as quantum graphs. The spectral theory of quantum
graphs is a hot topic in modern mathematical physics and many interesting properties have
been observed and described, see for example recent monographs on the subject [2, 9, 12].
Propagation of particles in such structures is described by certain matching conditions at
the vertices and by electric and magnetic potentials on the edges. The vertex conditions
reflect the topology of the graph, connecting together limiting values of functions at one
particular vertex. Transport along the edges is governed by the electric potential and is
reminiscent of the one-dimensional Schrödinger equation. The magnetic potential plays a
role only if the underlying graph contains cycles and the flux of the magnetic field through
the cycles is not multiple of 2π [4, 8]. Such dependence of the spectrum on the magnetic
fluxes is usually understood as the Aharonov-Bohm effect, which goes back to [1]. The
intuition behind Aharonov-Bohm effect is that a charged particle going around cycles ‘feels’
the magnetic field inside the cycles. If magnetic flux is a multiple of 2π, then the magnetic
potential can be removed and therefore does not influence the spectrum.

In the current article, we consider a figure 8-shaped graph with magnetic Schrödin-
ger operator. Our intuition, based on Aharonov-Bohm effect, tells us that the spectrum
depends on the magnetic field fluxes through the two loops; explicit calculations support
this prediction. On the other hand, it is discovered that if one of the fluxes is zero, then
the spectrum might be independent of the flux through the other loop. This fact appears
surprising, since no difference to the original Aharonov-Bohm setting can easily be seen.
We use trace formula connecting the spectrum of the operator to the set of periodic orbits
on the underlying metric graph. It appears that only the orbits going around the loops
with nontrivial flux in opposite directions, and therefore not feeling the flux, contribute to
the trace formula. We call this observation the topological damping of the Aharonov-Bohm
effect and discuss how to obtain other graphs exhibiting the same property.
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FIG. 1. The figure 8-shaped graph

The article is organized as follows: we first define the graph and the operator and
calculate the spectrum explicitly. In the last section the trace formula is considered and the
reason for the topological damping is explained. The role of vertex conditions is illuminated.

2. Getting started

Let us consider the metric figure 8-shaped graph Γ∞ formed by two edges E1 =
[x1, x2] and E2 = [x3, x4], joined together at one vertex V = {x1, x2, x3, x4}.

We study the magnetic Schrödinger operator on Γ∞:

L =

(
i
d

dx
+ a(x)

)2

, (1)

with zero electric potential and arbitrary integrable real magnetic potential a. To make the
operator self-adjoint, we assume vertex matching conditions of the form:

i(S − I)~u = (S + I)∂~u, (2)

where ~u and ∂~u are the vectors of all limit values of the function and its normal extended
derivatives at the vertex V :

~u =


u(x1)
u(x2)
u(x3)
u(x4)

 , ∂~u =


u′(x1)− ia(x1)u(x1)
− (u′(x2)− ia(x2)u(x2))
u′(x3)− ia(x3)u(x3)
− (u′(x4)− ia(x4)u(x4))

 .

The matrix S is unitary and is used to parametrize all possible matching conditions making
the operator L self-adjoint in L2(Γ∞) when defined on all functions from the Sobolev space
W 2

2 (Γ \ V ) satisfying (2).
The spectrum of the operator L is purely discrete and consists of eigenvalues ac-

cumulating towards +∞. The eigenvalues can be calculated by solving the eigenvalue
equation: (

i
d

dx
+ a(x)

)2

ψ(x) = λψ(x), (3)

on each of the intervals and substituting the solution into the vertex conditions (2). Our
main interest is the dependence of the spectrum upon the magnetic potential a. The first
elementary observation is that magnetic potential can be eliminated on each of the edges,
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but not globally, leading to new vertex conditions that depend on the integrals of the
magnetic potential along the two loops:

φj =

x2j∫
x2j−1

a(x)dx, j = 1, 2. (4)

It appears that that particular form of the magnetic potential does not play any role. The
following transformation:

Ua : u(x) 7→ exp

−i x∫
x2j−1

a(y)dy

u(x), (5)

maps the operator L into the operator L = UaLU
−1
a given by the same differential expression

but with zero magnetic potential:

L = − d2

dx2
, (6)

on the set of functions from W 2
2 (Γ \ V ) satisfying vertex conditions:

i(Sφ1,φ2 − I)~u = (Sφ1,φ2 + I)∂n~u, (7)

which are obtained from (2) by substituting the matrix S with:

Sφ1,φ2 = DSD−1, D =


1 0 0 0
0 e−iφ1 0 0
0 0 1 0
0 0 0 e−iφ2

 , (8)

and the vector of extended derivatives ∂~u – with the vector of normal derivatives

∂n~u =


u′(x1)
−u′(x2)
u′(x3)
−u′(x4)

 .

The integrals φj can be interpreted as fluxes of the magnetic field through the corresponding
loops.

In general, the spectrum of the operator L depends on the fluxes, but it might

happen that only the sum of the fluxes counts. For example, if S =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

, then

the graph Γ∞ is equivalent to the loop of length L = x2 − x1 + x4 − x3 and the spectrum
obviously depends on the sum of the of the fluxes φ1+φ2. This case is not interesting, since
the anomalous behavior of the spectrum is due to the choice of the vertex conditions that
do not respect the geometry of the graph; the vertex V can be divided into two vertices,
V1 = {x1, x4} and V2 = {x2, x3} and the vertex conditions separately connect the boundary
values corresponding to the two new vertices. Such boundary conditions do not correspond
to the figure 8-shaped graph, but rather to the loop graph.
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Another degenerate example is when S =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

. In this case, every

second eigenvalue depends only on φ1 and all other – only on φ2. The vertex conditions
connect together the pairs of end points (x1, x2) and (x3, x4) separately. The corresponding
metric graph is not Γ∞, but rather two separate loops formed by the two edges. This case
is not interesting for us either.

In what follows, we study the magnetic Schrödinger operator corresponding to the
vertex conditions given by the following vertex scattering matrix:

S =


0 0 α β
0 0 −β α
α −β 0 0
β α 0 0

 , α, β ∈ R, α2 + β2 = 1. (9)

This unitary matrix connects together boundary values at all four end points and therefore
is properly connecting. One may visualize this by the following picture, where all possible
scattering processes are indicated by curves. It will be shown that interesting effects can

FIG. 2. Visual representation of the connections given by the vertex condi-
tions with S given by (9): the curves indicate possible passages.

be observed if the probabilities of these passages are equal, which corresponds to the choice
α = β = 1/

√
2:

S =



0 0
1√
2

1√
2

0 0 − 1√
2

1√
2

1√
2
− 1√

2
0 0

1√
2

1√
2

0 0


. (10)

3. Explicit calculation of the spectrum.

Our immediate goal is to derive the equation describing the spectrum of the opera-
tor L, depending on the fluxes φ1 and φ2 and parameters α and β. All nonzero eigenvalues
of L can be calculated using the vertex and edge scattering matrices [3, 5, 6, 7, 10]. The
matrix S, and therefore the matrix Sφ1,φ2 = DSD−1, appearing in the vertex conditions is
not only unitary, but also Hermitian. It follows that the corresponding vertex scattering
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matrix Sv does not depend on the energy and coincides with Sφ1,φ2:

Sv ≡ Sφ1,φ2 =


0 0 α eiφ2β
0 0 −e−iφ1β e−i(φ1−φ2)α
α −eiφ1β 0 0

e−iφ2β ei(φ1−φ2)α 0 0

 . (11)

The differential operator on the edges does not contain any electric or magnetic potential,
hence the plane waves penetrate the edges without any reflection but with the addition of
extra phases. The corresponding edge scattering matrix is

Se =


0 eik`1 0 0
eik`1 0 0 0

0 0 0 eik`2

0 0 eik`2 0

 , (12)

where `j = x2j −x2j−1, j = 1, 2 are the lengths of the edges. Then, all nonzero eigenvalues
are given by the solutions of the equation:

det (Se(k)Sv − I) = 0, (13)
which is equivalent to:

det


−1 0 −eik`1e−iφ1β eik`1e−i(φ1−φ2)α
0 −1 eik`1α eik`1eiφ2β

eik`2e−iφ2β eik`2ei(φ1−φ2)α −1 0
eik`2α −eik`2eiφ1β 0 −1

 = 0, (14)

⇔ 1 +
(
α2 + β2

)2
e2ik(`1+`2) + 2

(
cos(φ1 + φ2)β

2 − cos(φ1 − φ2)α
2
)
eik(`1+`2) = 0. (15)

Taking into account that α2 + β2 = 1 and eik(`1+`2) 6= 0, we arrive at the following secular
equation:

cos k(`1 + `2) = α2 cos(φ1 − φ2)− β2 cos(φ1 + φ2). (16)

The right hand side of this equation is a constant between −1 and 1 and hence, solutions
to the equation form two periodic in k sequences. The corresponding eigenvalues, λ = k2,
in general, depend on both magnetic fluxes φ1 and φ2.

An interesting phenomenon occurs if one choses α = β = 1/
√

2, i.e. the matrix S
given by (10). The secular equation (16) takes the form:

cos k(`1 + `2) =
cos(φ1 − φ2)− cos(φ1 + φ2)

2
= sinφ1 sinφ2.

(17)

It follows, that if one of the magnetic fluxes is an integer multiple of π, then the spectrum
is independent of the other flux. This is a trivial consequence of the secular equation (17),
but we are interested in having an intuitive explanation of this phenomena. The Aharonov-
Bohm effect tells us that the spectrum of a system, like the magnetic Schrödinger operator
on Γ∞ should depend on the magnetic fluxes. This dependence is damped only in very
special cases. Why is it so special when one of the fluxes is zero? An explicit answer to
this question is given in the following section. We use the trace formula connecting the
spectrum of a quantum graph to the set of periodic orbits on the underlying metric graph.

In what follows, we are interested in this special case, when one of the fluxes is
zero. Without loss of generality, we may assume that φ1 = 0.
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First, let us determine whether λ = 0 is an eigenvalue of the operator L or not.
The value of k = 0 is a solution to the secular equation only if sinφ1 sinφ2 = 1. If one of
the fluxes is zero, then k = 0 is not a solution to the secular equation. It follows that the
so-called algebraic multiplicity1 ma(0) [10, 6] of the zero eigenvalue is zero.

Let us turn to calculation of the spectral multiplicity ms(0) – the number of linearly
independent solutions to the equation Lψ = 0. In order to emphasize that only the lengths
of the edges are important, we parameterize the edges as follows:

[x1, x2] = [0, `1], [x3, x4] = [0, `2].

All solutions to the differential equation are then given by:

ψ(x) =

{
a1x+ b1 if x ∈ [x1, x2],

a2x+ b2 if x ∈ [x3, x4].
(18)

Then, at the endpoints, we have:

~ψ =


b1

a1l1 + b1
b2

a2l2 + b2

 , ∂n ~ψ =


a1
−a1
a2
−a2

 . (19)

The matrix Sφ1,φ2 is unitary and Hermitian, hence its eigenvalues are just ±1.
Therefore, the vertex conditions (7) are satisfied if and only if both the left and right hand
sides are equal to zero:

−1

2
0

1

2
√

2

e−iφ2

2
√

2

0 −1

2
− e

iφ1

2
√

2

eiφ1−iφ2

2
√

2
1

2
√

2
−e
−iφ1

2
√

2
−1

2
0

eiφ2

2
√

2

e−iφ1+iφ2

2
√

2
0 −1

2




a1
−a1
a2
−a2

 = 0, (20)



1

2
0

1

2
√

2

e−iφ2

2
√

2

0
1

2
− e

iφ1

2
√

2

eiφ1−iφ2

2
√

2
1

2
√

2
−e
−iφ1

2
√

2

1

2
0

eiφ2

2
√

2

e−iφ1+iφ2

2
√

2
0

1

2




b1

a1l1 + b1
b2

a2l2 + b2

 = 0. (21)

We omit tedious computations and give just a sketch. From the first equation, we
obtain a1 = a2 = 0, then plugging this result into the second equation we obtain b1 = b2 = 0
for any values of φ2. This proves that λ = 0 is not an eigenvalue and hence the spectral
multiplicity (as well as the algebraic multiplicity) is zero in this case.

1The algebraic multiplicity is the order of zero in the secular equation.
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In summary, the spectrum of the magnetic Schrödinger operator on Γ∞ is given by
the solutions of the secular equation:

cos kL = 0, L = `1 + `2, (22)

provided one of the magnetic fluxes is zero.

4. Topological reasons for damping

We have seen that in the case φ1 = 0 the spectrum does not depend on the flux
φ2 – the Aharonov-Bohm effect is damped which contradicts our intuition. The main goal
of this section is to explain that this effect has a topological explanation. We are going to
use trace formula (see [3, 5, 10, 6, 13]) connecting the spectrum of a quantum graph to
the set of periodic orbits on the metric graph. It will be shown that orbits that ”feel” the
magnetic flux φ2 give zero total contribution into the trace formula.

Under a periodic orbit, we understand any oriented closed path on the graph Γ∞,
which is allowed to turn back at vertices only. Paths having opposite directions are consid-
ered to be different. The trace formula for the Laplace operator on a metric graph can be
written as [3, 5, 10, 6, 13]:

u(k) := 2ms(0)δ(k) +
∑
kn 6=0

(δ(k − kn) + δ(k + kn)) (23)

= (2ms(0)−ma(0)) δ(k) +
L
π

+
1

π

∑
p∈P

l(prim (p))Sv(p) cos kl(p),

where

• L = `1 + `2 is the total length of the graph,
• ms(0) is the (spectral) multiplicity of the eigenvalue zero;
• ma(0) is the algebraic multiplicity of the eigenvalue zero – the order of zero given

by the secular equation (16);
• p is a closed path on Γ;
• P is the set of closed paths;
• l(p) is the length of the closed path p;
• prim (p) is one of the primitive paths for p;
• Sv(p) is the product of all vertex scattering coefficients along the path p.

This formula was proven for the Laplace operator with standard vertex conditions
(assuming that the functions are continuous and the sum of normal derivatives is zero), but
just the same proof holds in the case where the vertex conditions are described by vertex
scattering matrices which are independent of the energy [11]. In the considered case, the
vertex scattering matrices Sv are Hermitian, and therefore, independent of the energy.

The fluxes φ1 and φ2 are contained in the products Sv(p), since the entries of
Sv ≡ Sφ1,φ2 depend on the fluxes (see formula (11)). Therefore, it is natural to expect that
the left side of the equation also depends on the fluxes. Conversely, the left side in (23)
is determined by the spectrum of L, which in the case φ1 = 0, is independent of φ2. More
precisely, the spectrum is determined by cos kL = 0 (we have already shown that λ = 0 is
not an eigenvalue in this case, ms(0) = 0):

kn =
π

2L
+
π

L
n, n = 0, 1, 2, 3, . . . (24)
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Then, the left side of the trace formula can be written as:

u(k) =
∑
kn 6=0

(δ(k − kn) + δ(k + kn))

=
∑
n∈Z

δ
(
k −

( π
2L

+
π

L
n
))

=
∑
m∈Z

δ
(
k − π

2L
m
)
−
∑
m∈Z

δ
(
k − π

L
m
)
.

We use now the Poisson summation formula:∑
n∈Z

δ(x− Tn) =
1

T

∑
m∈Z

e
−i2πm

T
x
,

and rewrite the last expression as follows:

u(k) =
∑
n∈Z

δ
(
k −

( π
2L

+
π

L
n
))

=
2L
π

∑
m∈Z

e−i4Lmk − L
π

∑
m∈Z

e−i2Lmk. (25)

This formula represents the distribution u(k) as a formal exponential series. This
series is independent of φ2, while the series on the right side of (23) formally contains φ2,
since Sv(p) depends on the second flux. Let us examine the series over all periodic orbits
in more detail in order to understand the reason why all terms containing φ2 cancel. It
appears that the cause is mostly topological.

The algebraic multiplicity of the eigenvalue zero is zero ma = 0 (k = 0 is not a
solution to cos kL = 0) and the right hand side of trace formula can be written as:

u(k) =
L
π

+
1

π

∑
p∈P

l(prim (p))Sv(p) cos kl(p).

Let us first note that the sum in the trace formula contains contributions from the
paths that go around the left and right loops an equal number of times. This is due to the
fact that the coefficients 12, 21, 34 and 43 in the vertex scattering matrix are zero:

(Sv)12 = (Sv)21 = (Sv)34 = (Sv)43 = 0.

Therefore, the length of each path with nontrivial Sv(p) is an integer multiple of the
total length L := `1 + `2.

The sum over all paths is taken over all closed paths and l(prim p) is the length
of the corresponding primitive path. It will be convenient for us to distinguish paths
with different starting edges – the first edges the path comes across. Then, the sum∑

p∈P l(prim (p))Sv(p) cos kl(p) can be written as two sums – over the paths that go around
the left loop first and over the paths that go around the right loop first:

u(k) =
L
π

+
1

π

∑
p∈P

l(prim (p))Sv(p) cos kl(p)

=
L
π

+
`1
π

∑
p∈Pl

Sv(p) cos kl(p) +
`2
π

∑
p∈Pr

Sv(p) cos kl(p),
(26)

where Pl,r denote the sets of paths where paths with different starting edges are considered
different. The lower indices l and r indicate whether the path goes around the left or the
right loop first. Each of the two sums can be treated in a similar fashion.

Let us first consider the series
∑

p∈Pl
Sv(p) cos kl(p) over all paths starting by going

into the left edge. After going around the left loop, the path should go around the right
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loop and then again around the left one: the left and right loops appear one after another.
Every such path can be uniquely parameterized by a series of indices νj = ±, indicating
whether the path goes around the left or right path in the positive (+) (clockwise following
the orientation of the edges) or negative (−) (counterclockwise) direction. All odd indices
correspond to the left loop, all even – to the right loop. The number of signs is even, which
reflects the fact that every such path goes around the left and right loops equal number of
times. For example the path indicted on Fig. 3 is parameterized as (+,−,+,+).

FIG. 3. A path of length 2(l1 + l2).

Let us turn to the calculation of the coefficients Sv(p). The path indicated on Fig. 3
has coefficient Sv(p) equal to:

Sv(p) = (Sv)14(Sv)32(Sv)13(Sv)42

= eiφ2β · (−e−iφ1β) · α · ei(φ1−φ2)α
= −e2iφ1α2β2 =

−1

4
ei2φ1 .

One may calculate the same product using the original vertex scattering matrix (10),
but taking into account that each time when the path goes along the left or right loop, the
product gains the phase coefficient e±iφ1 or e±iφ2, respectively. The sign corresponds to
positive or negative direction. Each time when the path crosses the middle vertex, Sv(p)

gets an extra term ± 1√
2
. Note that only coefficients corresponding to the transitions 2→ 3

and 3→ 2 have a minus sign; all other coefficients are positive:

Sv(p) = eiφ1︸︷︷︸
left loop
positive

1√
2︸︷︷︸

2→4

e−iφ2︸︷︷︸
right loop
negative

1√
2︸︷︷︸

3→1

eiφ1︸︷︷︸
left loop
positive

−1√
2︸︷︷︸

2→3

eiφ2︸︷︷︸
right loop
positive

1√
2︸︷︷︸

4→1

=
−1

4
ei2φ1 .

It will be convenient to see the product Sv(p) corresponding to the path (ν1, ν2, . . . , ν2n)
divided into three factors

• the product of all phase factors

ei
∑n

j=1 ν2j−1φ1 · ei
∑n

j=1 ν2jφ2 ;

• the product of absolute values of scattering coefficients(
1√
2

)2n

=
1

2n
;

• the product of sign factors ±1.
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Our next claim is that only paths that every second time go around the right
loop in a different direction give a contribution into the trace formula. Consider the path
p′ that contains the sequence (. . . , +︸︷︷︸

2m

, +︸︷︷︸
2m+1

, +︸︷︷︸
2m+2

. . . ). Then, the contribution from the

path p′′ obtained from p′ by reversing the edge with the number 2m + 1, i.e. given by
(. . . , +︸︷︷︸

2m

, −︸︷︷︸
2m+1

, +︸︷︷︸
2m+2

. . . ), cancels the contribution from p′. Really, the phase contributions

from p′ and p′′ are the same, the absolute values are also the same, while the product of
signs for p′ contains (−1)× 1 corresponding to transitions 3→ 2 and 1→ 4, in contrast to
the product 1× 1 appearing in the product for p′′ (corresponds to the transitions 3→ 1 and
2→ 4, all other coefficients are the same). Similarly contributions from the paths given by
(. . . , −︸︷︷︸

2m

, −︸︷︷︸
2m+1

, −︸︷︷︸
2m+2

. . . ) and (. . . , −︸︷︷︸
2m

, +︸︷︷︸
2m+1

, −︸︷︷︸
2m+2

. . . ) cancel each other.

We now assume that the path p′ contains the sequence (. . . , +︸︷︷︸
2m

, +︸︷︷︸
2m+1

, −︸︷︷︸
2m+2

. . . ),

then the contribution from p′′ corresponding to (. . . , +︸︷︷︸
2m

, −︸︷︷︸
2m+1

, −︸︷︷︸
2m+2

. . . ) is just the same. It

follows that only the paths of the form (ν1,+, ν3,−, ν5,+, ν7,−, . . . ) and
(ν1,−, ν3,+, ν5,−, ν7,+, . . . ) survive in the series. Every such path has a discrete length
(the number of edges it comes across) being multiple of 4. The phase contribution from
such paths is zero, since we assumed φ1 = 0. It follows that the sum over the periodic
paths starting with the left loop does not depend on φ2. A similar result holds for the other
sum, explaining the reason why the spectrum of the magnetic Schrödinger operator on Γ∞
does not depend on φ2, provided φ1 = 0.

Let us continue to calculate the sum over the periodic orbits. We have seen that
only orbits of lengths 2nL (discrete length 4n) make a contribution to the series. Con-
sider, for example, the orbits of length 2L. Only the orbits of the form (ν1,+, ν3,−) and
(ν1,−, ν3,+) give nonzero contributions. The phase contribution is ei0 = 1. The absolute

value contribution is
(

1√
2

)4

=
1

4
. The sign contribution is −1. Together, there are 4 × 2

such orbits, since the signs ν1, ν3 can be chosen freely. So, the total contribution to the
series is: −`12 cos k2L.

Similarly, contribution from the orbits of length 2nL is `12(−1)n cos k2Ln. Taking
into account contribution from the paths from Pr (starting by first going around the right
loop), we obtain the following expression:

u(k) =
L
π

+
1

π
(`1 + `2︸ ︷︷ ︸

=L

)
∞∑
n=1

2(−1)n cos k2Ln

=
L
π

+
L
π

(
∞∑
m=1

(
2eik4Lm − eik2Lm

)
+
∞∑
m=1

(
2e−ik4Lm − e−ik2Lm

))
=

2L
π

∑
m∈Z

e−ik4Lm − L
π

∑
m∈Z

e−ik2Lm,

which coincides with the expression (25) obtained using the left hand side of trace for-
mula (23).

The performed calculations show why the Aharonov-Bohm effect is not present if
one of the fluxes is zero: contributions from the periodic orbits going with non-zero flux
cancel each other. Conversely, if one of the fluxes is not zero, then the spectrum depends
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on the other flux, as can be seen from equation (16). Similar results hold even if one of
the fluxes is an integer multiple of π. It is not so difficult to propose different examples
of graphs, where similar effects are observed. Trace formulae, together with our explicit
calculations, provide a methodology to construct such graphs.
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In this work, the storage of pure CO2 and CH4 gases and separation of their binary mixture in new type of

nanostructured materials called boron imidazolate frameworks (BIFs) have been investigated using atomistic

simulation to provide information for material selection in adsorbent designs. Adsorption isotherms and
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studied metal organic framework (MOF) materials.
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1. Introduction

The continued combustion of fossil fuel causes a rapid increase in the concentration
of carbon dioxide (CO2) in earth’s atmosphere, which is believed to be responsible for global
warming and climate change [1]. In order to avoid CO2 from reaching the atmosphere, the
capture of CO2 and the utilization of a clean energy source are prominent. Methane, the
primary component of natural gas, is an appealing energy source. Compared to gasoline,
methane provides much more energy because of its higher hydrogen-to-carbon ratio, and has
much lower CO2 emissions [2]. However, the practical storage of methane in automobiles
is still a prime challenge. According to U.S. Department of Energy (DOE) requirements,
the storage capacity of material-based adsorbed methane should exceed 180 cm3 (STP).
cm−3 at 298 K and 35 bar for practical on-board methane storage, where cm3 (STP).cm−3

means standard temperature and pressure equivalent volume of methane per volume of the
adsorbent material. In term of energy density, this is equivalent to methane compressed at
250 bar and room temperature [3].

In parallel to the environmentally friendly fuel research, a large amount of work has
been focused on the development of novel techniques for the separation, capture, and storage
of CO2. The former is a key step in carbon sequestration for the prevention of global warming.
Furthermore, CO2 is an impurity in natural gas, biogas and syngas [4]. Its presence will
reduce the overall energy content of gas streams. Therefore, beside the storage of pure CO2

and CH4 components, it is of large importance to separate their mixtures. One promising
method for separation of CO2 from its mixtures is adsorption separation by nanoporous
materials. Among the potential adsorbent candidates (i.e. zeolites, activated carbon and
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so on) [5,6], metal organic frameworks (MOFs) have emerged as a front-runner. MOFs are
ultra-porous crystalline materials that are able to trap and store voluminous amounts of gas
molecules (i.e. CH4, H2, N2 and CO2) [7]. The fact that the structure of MOFs can be
tailored and chemically functionalized to selectively adsorb specific gas in a mixture gives
them an enormous advantage over other nanoporous materials. Furthermore, MOFs have
a versatile ability to store and release gases with fast kinetics and high reversibility over
multiple cycles.

Boron imidazolate frameworks (BIFs) [8], a novel subclass of MOFs, are considered as
promising materials for hydrogen storage applications [9]. Unlike the zinc imidazolate system
(ZIFs), BIFs contain light chemical elements (i.e. Li and B) as framework vertices linked by
different imidazolate ligands (im). The coordinatively unsaturated centers presented in BIFs
have been shown to be favorable for enhancing gas uptake capacity [10]. Recently, Yang et al.
have prepared novel neutral boron–imidazolate-framework (BIF-35) based on the assembly
of tetradentate B(im)4 ligands and (CdBr) units, illustrating the ability to include a much
wider variety of metal ions than traditional tetrahedral metal centers in order to produce
new BIFs [11].

In contrast to the extensive studies on other MOFs, investigations of BIFs are rather
limited. Zheng and co-workers integrated metal carboxylates and boron imidazolates to
prepare a novel family of BIFs called MC-BIFs [12]. Amongst these materials, MC-BIF-2H
exhibits extraordinary volumetric capacity for storing CO2 (81 L/L at 273 K and ambient
pressure), comparable to that previously reported for a highly porous ZIF-69 (83 L/L) [13].
Zhang et al. developed a new strategy for the design of zeolite-type MOFs. They successfully
synthesized the first interrupted zeolite A (4-connected tetrahedral framework) with a 3-
connected network denoted as BIF-20. The initial H2 uptake of BIF-20 is remarkably high.
However, The CO2 uptake capacity (34.8 cm3/g under ambient condition) is comparable
to that reported for other ZIFs [14]. Wang et al. synthesized new set of BIFs with ACO
and ABW topologies. The ACO-type material shows interesting gas selectivity of CO2

over N2 and CH4 [15]. Recently, Zang and co-workers [16] reported highly porous ctn-
type BIF material with high CO2 storage capacity (104.3 cm3/g at 273 K). Moreover, this
material presents high selectivity for the adsorption of CO2 over CH4 at ambient conditions.
Jayaramulu et al. have synthesized a new three-dimensional boron based MOF, and made
use of it as a precursor to produce a borocarbonitride (BC4N). Besides having an unusual
coral-like morphology, BC4N has a high BET surface area (988 m2/g) and exhibits significant
CO2 and H2 uptake [17].

Complementary to experimental studies, a number of computational investigations
of gas adsorption in various types of nanoporous compounds have been reported. Most of
these studies investigated the chemical structure, network topology, and porosity effects on
the adsorption properties of the materials [18-20].

In this paper, we extend our previous work on BIFs by using molecular modeling to
examine CO2 storage and separation (relative to CH4) in series of BIFs with different topolo-
gies. The results of this work may provide useful information for unlocking the potential of
these materials in storage and separation applications and help the design of new adsorbents
with improved properties by studying the effect of topology on CO2 adsorption. The crystal
structures of these materials are shown in Fig 1. For a description of topology symbols, see
the Database of Zeolite Structures, http://www.iza-structure.org/databases/.
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Fig. 1. Crystal structures of the MOFs studied in this work. The structures
are not drawn to scale. B:pink, C: grey, N:blue, Li: cyan. Hydrogen atoms
are omitted for clarity

2. Model

The methane and carbon dioxide adsorption and separation in BIF structures were
simulated with the grand canonical Monte-Carlo (GCMC) method using the multipurpose
simulation code MUSIC [21]. The code MUSIC was successfully used to simulate the ad-
sorption of different gases, such as CH4, CO2 and H2, on a variety of nanoporous materials
[22-26]. In the grand canonical ensemble, the chemical potential, temperature and volume
are constant. The chemical potential was converted to fugacity using Peng–Robinson equa-
tion of state [27]. The intermolecular interactions were modeled by the Lennard-Jones pair
potential between all sites to represent van der Waals interactions. A methane molecule
is modeled as united atom, where potential parameters are taken from Goodbody et al.
[28]. The carbon dioxide molecule is modeled using TraPPe force field [29]. In this model,
the CO2 is treated as three-site liner molecule, where the C-O bond measures 1.16 Å. This
model can reproduce the experimental gas-phase quadrupole moment of carbon dioxide by
placing partial charges on C (+0.70 e) and O (−0.35 e) atoms. The potential parameters
of BIF atoms were taken from the universal force field (UFF) of Rappe et al. [30], which
has been widely used to study the adsorption of different gases on nanoporous materials
[23, 31-33]. Lorentz-Berthelot mixing rules were used to calculate mixed Lennard-Jones pa-
rameters. The electrostatic interactions between CO2 molecules and the BIF structure were
accounted for by placing point charges on each atom. The Bader partitioning scheme was
performed on electronic density with the program Dgrid [34] to calculate the charge on indi-
vidual atoms. The electronic density was calculated with the all-electron, full-potential local
orbital (FPLO) minimal basis method [35]. The FPLO method does not have any atomic
(or muffin–tin) spheres so that the whole space is treated in a uniform manner. The atomic
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charges were calculated for zni topology, and kept permanent from structure to structure.
The Ewald summation technique is used to calculate the electrostatic interactions.

The simulation box, representing each BIF structure, contains 8 (2×2×2) unit cells.
Adsorbents were treated as rigid with atom positions taken from Ref [36]. The periodic
boundary conditions were employed in all dimensions to mimic the crystalline periodicity.
Interactions beyond 13 Å were neglected. Each simulation point consisted of 5×106 Monte-
Carlo steps to reach equilibrium followed by an extra 5×106 steps to take the statistical
average.

GCMC simulation delivers the absolute amount adsorbed (Nabs), whereas experiments
give the excess amount of adsorption (Nex). In order to make the comparison, the excess
amount should be converted into absolute as:

Nex = Nabs − ρpVfree (1)

where ρpis the density of the bulk phase [37], and V free is the is the available pore volume
per unit cell of the sorbent estimated using a non-adsorbing species (helium) as a probe [23,
25, 26].

The accessible surface area was calculated by “rolling” a probe molecule with a diam-
eter equal to the Lennard–Jones parameter for N2 (3.681 Å) over the framework’s surface as
described in Ref [38]. Calculation of the isosteric heat of adsorption (Qst) at zero coverage
was performed through the fluctuations over the internal energy and from fluctuations of
number of particles in the system by considering a very low pressure. These calculations are
reported in more detail elsewhere [39].

In adsorption-based separation process, a good indication of the ability for separa-
tion is the adsorption selectivity for different components in gas mixture. The adsorption
selectivity of component i relative to component j is defined by:

S =

xi/xj
yi/yj

(2)

where xi and xj are the molar fractions of component i and j in adsorbed phase and yi and
yj are the molar fractions in the gas phase.

3. Results and discussion

3.1. Adsorption of pure components of CH4 and CO2

Table 1 gives the density, pore volume and accessible surface area for all five BIFs
as well as the initial isosteric heats of adsorption for pure CO2 and CH4 in each material.
All materials provide moderate surface area and low density, indicating that they may be
promising candidates for gas storage applications [2]. The material with FAU topology has
the lowest density (0.492 g/cm3) as well as the highest surface area (2773 m2/g), which is
higher than that of zeolites, porous silica and lower than some MOFs [40] or COFs [25].
As is the case for most CH4 sorbents, the Qst is in the range of 12–18 kJ.mol−1 [41-46].
However, for MOFs exhibiting very high methane uptake, such as PCN-14 [47], the Qst is
much larger (15–30 kJ.mol−1), which is known to be responsible for the exceptionally high
methane uptake at low pressure.

In the given material, the Qst of CO2 is larger than that of CH4, indicating that
CO2 is more strongly adsorbed. Consequently, BIFs show more affinity toward CO2 at lower
pressures. This is expected because the CO2 molecule has a greater interaction with the
adsorbent than CH4 because it contains three interaction sites plus the role of electrostatic
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Table 1. Summary of calculated properties of different BIFs

Material density
(g/cm3)

pore vol-
ume
(cm3/g)

accessible
surface
area for
N2

Initial Qst

for CH4

(kJ/mol)

Initial Qst

for CO2

(kJ/mol)

RHO 0.566 1.11 2654 12.15 38.52

FAU 0.492 1.41 2773 14.61 36.55

DFT 0.730 0.74 1686 17.33 49.93

GIS 0.627 0.97 2625 13.11 36.11

MER 0.635 0.95 2613 12.57 37.72

interactions, which is expected to be enhanced compared to other MOFs due to the asym-
metries in the metal sites. The Qst is in the range of 36–50 kJ.mol−1 higher than those for
other MOFs, i.e. UiO-68(Zr) (20 kJ.mol−1) [48], MOF-5 (34 kJ.mol−1) [49], CPO-27. (38–43
kJ mol−1) [44]. For both CO2 and CH4, The Qst is the largest in DFT. This is probably due
to the lower porosity.

The predicted gravimetric methane uptakes in selected BIFs at 298 K are shown
in Figure 2. As expected, all materials show type I for total and excess isotherms, with
profiles that depend on the material. The material with DFT topology shows the highest
excess uptake almost all over the pressure range. Its saturation uptake is calculated to be
248 cm3/g at 40 bar, which is close to 252 cm3/g (290 K, 35 bar) for PCN-14, which holds the
current record for methane storage [47]. Although, recently Peng et al. [50] discovered that
packed HKUST-1exhibits a room-temperature volumetric methane uptake that exceeds any
value reported to date. The material with FAU topology shows a slightly higher saturation
gravimetric uptake (254 cm3/g) but at higher saturation pressure (70 bar). The total uptake
that a material can store is more relevant to the practicability of using CH4 as a fuel. In
terms of total methane uptake, the best material at 100 bar is the one with FAU topology,
with 405 cm3/g followed by GIS and RHO (336 cm3/g) and DFT (306 cm3/g) respectively.

Fig. 2. Excess and total gravimetric CH4 uptake in BIFs

Concerning the volumetric uptake (Figure 3), we see that all BIFs materials do not
reach the DOE target in a total volumetric uptake basis at 35 bar. However, we predict
that materials with FAU and RHO topologies perform nicely, having uptakes of 200 and
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190 v(STP)/v at 100 bar, respectively, suggesting that they could be suitable for practical
applications of methane storage.

Fig. 3. Total volumetric CH4 uptake in BIFs

High and low pressure CO2 isotherms for all five BIFs were calculated and are pre-
sented in Figure 4. Unlike the CH4 isotherm, CO2 isotherms show dramatic steps, similar
to those reported for CO2 in other MOFs [32, 51-53] indicating a very high affinity for CO2

gas. Compared with other porous materials [22, 54], BIFs reach their saturation uptakes at
relatively low pressures (around 10 bar). The material with FAU topology shows the highest
excess and total uptake (figure 4) almost over the entire pressure range. The total CO2

storage capacity for FAU at 50 bar reaches the value of 450 mg.g−1. Such value is signifi-
cantly lower than those reported for other recently synthesized materials such as MOF-200
(2400 mg.g−1) and NU-100 (2315 mg.g−1). This is due to very large pore volumes provided
by these materials, where the amounts of CO2 uptake are directly related to the total pore
volume [54]. However, BIFs present very high CO2 capacities at low pressure range (left
panel of figure 4). For instance the calculated excess capacity of FUA at 1 bar (298 mg.g−1)
is almost three times higher than that reported for NU-100 (110 mg.g−1) under the same
conditions [22] and more than 50% greater than that of ZIF-69 (130 mg.g−1) at 273 K, which
makes this type of materials very promising candidates for CO2 capture, especially at low
pressures.

3.2. Adsorption of CO2/CH4 mixture

In this section, the CO2 selectivity for CO2/CH4 mixtures with different pressures at
room temperature is discussed. Figure 5 shows the adsorption isotherms for an equimolar
mixture of CH4/CO2 in BIFs as a function of pressure. We find that in all BIFs, CO2 is
more readilly adsorbed than CH4 at low pressures (below 10 bar). This is due to stronger
interaction with structures as explained above. However, at high pressures, the number of
CH4 molecules adsorbed per unit cell increases exponentially and CH4 become more favorably
adsorbed.

Figure 5 (right bottom) illustrates the effect of pressure on the CO2 selectivity at
room temperature for five BIFs. It shows that selectivities for CO2 are different between
BIFs at low pressures with the order RHO > FAU > GIS > DFT > MER. It can be seen that
selectivities decrease exponentially along with rising pressure and become close at pressures
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Fig. 4. Low (left) and high (right) excess gravimetric CO2 uptake in BIFs

higher than 1.0 bar. Therefore, we conclude that the topology of BIFs plays the main role
on the CO2 selectivity rather than pressure.

Keskin studied the adsorption selectivities of ZIF type materials for equimolar CO2/
CH4 mixture [55]. Results showed that adsorption selectivities of ZIFs are better than those
of IRMOFs due to their smaller pore sizes and better confinement of CO2 molecules. In
contrast to BIFs, the selectivities for ZIFs increase with pressure. ZIF-3 (DFT topology)
provides the best selectivity with 5 at 0.1 bar and up to 12 at 50 bar, whereas, for BIFs,
RHO has the maximum selectivity with 50 at 0.1 bar down to almost 0 at 50 bar. Therefore,
in sources such as flue gas, where the typical anticipated partial pressure of CO2 is about
0.1 bar [56], BIFs outperform ZIFs and related MOFs because of their suitable pore sizes.
However, at high pressures MOFs are better for CO2 capture because of their larger pore
sizes. This makes BIFs very promising candidates for CO2 separation at low pressures.

4. Preferential adsorption sites

To understand the adsorption mechanism for CH4 and CO2 on BIFs, preferential
adsorption sites were investigated. Since the picture of adsorption sites for all BIFs is similar,
we choose DFT BIF as a representative. Figure 6 shows equilibrium snapshots of adsorbed
CH4/CO2 mixture in the simulation unit cell at three different pressures, 0.1, 1.0, and 10 bar.
It is clear that CO2 molecules preferentially adsorb in the small pores formed by imidazole
linkers (figure 7 (a)), while CH4 molecules cannot enter the small pores because their sizes
are smaller than the kinetic diameter of CH4. Therefore CH4 molecules are accommodated
in the large pore. With increasing pressure, the CO2 molecules also adsorb in large pores
near to the polar centers in the framework because the electrostatic contribution of CO2 is
larger than that of CH4 (figure 7 (b)). At higher pressures, the adsorption sites are saturated
and the electrostatic interaction decreases to a negligible value. Therefore, CO2 molecules
are no longer favorable and together with CH4 molecules, fill in the free space in the pores
far from the charge centers. This behavior explains the large uptake of CO2 at low pressure.

Generally, in separation processes, the differences in electronic properties and size of
molecules are used. However, the relatively small difference in kinetic diameters between CO2

(3.30 Å) and CH4 (3.76 Å) makes separation based solely on molecule size a very difficult task.
Therefore, many MOFs with unsaturated metal sites were synthesized to enhance adsorption
of quadrupolar CO2 over non-quadrupolar CH4 and to make the separation beneficial. Bae
et al. [57] found that incorporation of Li cations into MOFs, by either chemical reduction
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Fig. 5. Equimolar mixture adsorption isotherms of CH4/CO2in five BIFs.
Adsorption selectivity of BIFs for CO2/CH4 mixture at room temperature
(right bottom)

or cation exchange, significantly improved the CO2/CH4 selectivity. In case of BIFs both
effects are presented, the unsaturated metal sites and optimal pore size. This may explain
the large CO2 uptake at low pressure relative to other MOFs.

Fig. 6. Snapshots of mixture of CO2 and CH4 in DFT for low ((a) 0.1 bar),
normal ((b) 1 bar), and intermediate ((c) 10 bar) loading. CH4 molecules are
represented in green
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Fig. 7. CO2 adsorption site in the small (a) and in the large cage (b). Dis-
tances are reported in angstroms

5. Conclusions

We have used computational modeling to study the storage and separation of CO2 and
CH4 in a new class of porous materials known as BIFs. Our results show that BIFs could
be suitable for practical applications of methane storage, particularly from a gravimetric
point of view. We have also established that BIFs are highly selective for the absorption of
CO2 at low pressures as compared to other MOFs. Such high selectivities are believed to
be the result of both appropriate pore sizes and unsaturated metal sites, which are known
to significantly influence the CO2 uptake capacity. The results of this work will provide
guidelines for the optimum choice of BIF materials to be used in gas storage and separation
applications.
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1. Introduction

Currently, new composite nanostructure materials are being actively introduced in many
production areas. The relevance of these materials above all depends on their outstanding
mechanical properties. These materials are also actively used in microelectronics.

When assembling electronic equipment, diffusion-curing paste-based solder (DCPS)
based on gallium is used; such alloys allow the combining of strength and vacuum density,
inherent to solder joints and with the ability of adhesives to cure at ambient temperatures [1–4].
We propose to use the available solder with copper powder filler when preparing diffusion-
curing paste-based solder [5, 6]. The optimum composition of DCPS components, as a result
of reactive diffusion of gallium into the particles of copper, provides the formation of an ho-
mogeneous copper intermetallic compound CuGa2, which has fast (10 – 60 hours) solidity and
possesses high operating temperature (up to 1000 ◦C), which allows the utilization of the product
in harsh environments [7–11].

One of the main process parameters characterizing practical properties of paste-based
solder is their solidification time, T∗. The small diameter of the copper powder particle (5 –
30 microns) prevents experimental investigation of homogeneous DCPS formation kinetics and
in particular, prevents us from estimating the end time for reactive diffusion of interacting
components and homogeneous intermetallic formation. In the experiments, another observed
factor, T0 was under investigation; this factor characterizes an important property of paste-based
solder, the formation time of a monolithic DCPS mass that does break into fragments when
applying pressure of about 3 kg/mm2. The load value was selected on the base of the operating
conditions for products where DCPS was used. For the studied DCPS composition at the
operating temperature (85 ± 5)◦C, it was deduced from experiments that T0 = 16.5± 0.5 hour.
Let us set a challenge for the mathematical modeling of reactive diffusion of gallium in the
copper particles: to evaluate the solidification time of DCPS T∗ and to match this figure with T0
time.
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2. Experimental study of reactive diffusion of gallium in the copper particles and
experimental data analysis

To justify the choice of mathematical model, an experimental study of gallium and
copper reactive diffusion has been carried out. The study of the diffusion layer was carried out
on samples of copper metal wire with 3 mm diameter, incubated for various times ranging from
several hours up to seven days at 85 ± 5 ◦C with gallium fusion. After incubation, gallium
surplus was removed by means of washing in 2-propanol and distilled water. Wire samples were
cut with the help of a slow-precision cutting machine. To form the electron-microscope image
of cross-sections, we used signals of secondary and backscattered electrons, allowing us to
obtain morphological and compositional contrast, respectively, which depended on the element
or phase composition of the sample. Specification of the ultimate sample composition was
carried out by means of electron probe microanalysis (EPMA), which is based on comparison
of X-ray spectra of the analyzed sample and standards of known composition. The sensitivity
of the method is ∼ 0.1 wt. %.

Figure 1 shows a photograph of the section of a cylindrical wire cross-section with
intermetallic layer and Fig. 2 shows the results of combined SEM and X-ray microanalysis
studies of gallium µ and copper 1−µ mass content distribution in this section µ = M/(M+M1),
where M and M1 are the mass of gallium and copper in unit volume.

FIG. 1. ross-section of cylindrical wire (light area is a zone of an intermetalli formation)

It becomes clear from the analysis of the experimental data that after bringing gallium
and copper in contact in the first short period of time, the duration of which is about 10 –
20 minutes, the diffusion of gallium into copper without intermetallic formation takes place.
At the same time, copper is partially displaced from the gallium particle. Taking into account
gallium liquid phase, having its surplus and taking into account the possibility of gallium inter-
mixing, we believe that the concentration of gallium here remains unchanged. After reaching the
critical mass of gallium fraction µ∗ = 0.63 on the surface of the particle, intermetallic formation
begins to take place [1]. The diffusion of gallium through formed intermetallic compound leads
to a moving of the intermetallic compound boundaries deeper into copper. Distribution of gal-
lium, bound in intermetallic compound and freely diffusing through it, depends on the distance
from the surface of the copper particles and has a linear relationship at Fig. 2 that is typical
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FIG. 2. Experimental data on the distribution of concentration of DCPS compo-
nents, depending on the distance of gallium penetration into the copper (curve 1 –
concentration of Ga, curve 2 – concentration of Cu)

for a stationary diffusion process. This may be because the speed of intermetallic compound
boundaries moving deeper into the particle is much less than the speed set by the concentration
distribution of gallium in copper.

3. Determination of diffusion coefficient of gallium in the intermetallic CuGa2

Copper particles with particle form and dimensions of 3 – 4 mm were used in the
experiment. All diffusion processes occur only near the surface of the particle; penetration depth
was 150 – 200 µm. Therefore, by means of mathematical modeling, we are solving initial-
boundary one-dimensional, by Cartesian coordinate, non-stationary problem for the diffusion
equation of gallium into the half-space filled with copper.

4. Mathematical modeling of one-dimensional reactive diffusion of liquid gallium in
copper

Suppose at a moment of time, t = 0, the half-space x < 0 is filled with liquid gallium
and the half-space x > 0 is filled with solid copper. For a while, there is a diffusion process of
gallium in copper, which leads to the appearance of free gallium in the half-space x > 0. The
experiments showed that the duration of this process is small, less than an hour. From a certain
moment, an intermetallic CuGa2 component is starting to be formed in copper from the surface
and goes deeper. This time t is supposed to be the initial (t = 0) and the count shall be carried
out starting from it.

The distribution of gallium in copper shall be described by the task at the point x at a
point in time, t, concentration value of gallium in copper C = C(x, t), which is a dimensionless
value that is equal to the mass of gallium M in the volume V0, normalized to the bulk density
of gallium ρ: C = M/ρV0, if we consider that M = ρV , where V is the value of the volume
occupied by gallium, the concentration of gallium is the volume fraction of gallium in unit
volume V0, C = V/V0.
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When measuring the concentration C, we consider the gallium that comprises the inter-
metallic compound – its concentration is C∗, and the gallium that continues to diffuse through
the intermetallic [1, 3]. The critical concentration of gallium C∗ in formation of intermetallic

compound is evaluated through a critical mass fraction µ∗: C∗ =
µ∗ρ1

(1− µ∗)ρ+ µ∗ρ1
, where

ρ1 is the density of copper. If we consider that ρ = 5910 kg/m3, ρ1 = 8920 ± 10 kg/m3,
µ∗ = 0.63± 0.02, then C∗ = 0.76± 0.02.

The thickness of intermetallic compound grows with the time; its leading edge has x = ξ
coordinate.

The diffusion process of gallium into the intermetallic compound with 0 < x < ξ is
described by the second Fick’s law [1, 12, 13]:

∂C

∂t
= D

∂2C

∂x2
, (1)

where D is the diffusion coefficient of gallium into the intermetallic compound.
Equation (1) shall be solved with the initial condition C1(x, 0) = 0 and boundary

conditions:
with x = 0:

−D∂C
∂x

(0, t) = α (C0 − C(0, t)) , (2)

where α is the coefficient of diffusion permeability of gallium into the intermetallic compound,
C0 = 1 the concentration of gallium in the half-space x < 0;

with x = ξ:
C1(ξ, t) = C∗. (3)

This boundary condition defines the condition for the formation of the intermetallic
compound at its front.

If we consider the case α → +∞ – full penetration of gallium into intermetallic, then
condition (2) leads to the boundary condition:

C(0, t) = C0. (4)

The movement of the intermetallic front ξ = ξ(t) with t > 0 is given by differential
equation:

C∗
dξ

dt
= −D∂C1(ξ − 0, t)

∂x
, (5)

which is obtained by equating the amount of gallium dm1(t) = C∗dξ at the unit area of
intermetallic front of gallium and the quantity of gallium flowing through a unit area per unit
time

dm2(t) = −D∂C1(ξ − 0, t)

∂x
dt.

The differential equation (5) we solve with the initial condition

ξ(0) = 0. (6)

Analysis of the experimental curves (Fig. 2) shows that the distribution of concentration
of gallium in the intermetallic layer is close to stationary when in equation (1) the value ∂C/∂t
can be neglected and the equation becomes d2C/dx2 = 0. The general solution of this equation
is a linear function along the x coordinate.
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The approximate solution of equation (1) by Leibenson [14, 15] we are looking for in
a ‘quasi-static’ form when there is a linear dependence on x coordinate with coefficients that
depend on time as a parameter:

C(x, t) = A(t)x+B(t)

(
1− x

ξ(t)

)
. (7)

Using boundary conditions (4) and (5), we shall express functions A(t) and B(t) through
the unknown function :

A(t) =
C∗

ξ(t)
, B(t) =

αξ(t)C0 +DC∗

αξ(t) +D
. (8)

For the ξ(t) function, we shall obtain the differential equation of the first order, if we
substitute the representation (7), taking into account formula (8):

C∗
dξ

dt
= αD

C0 − C∗

αξ +D
. (9)

A particular solution of differential equation (9), satisfying initial condition (6) has the
form:

t =
C∗

C0 − C∗

(
1

2D
ξ2 +

1

α
ξ

)
. (10)

An ultimate situation of complete penetration, when α → +∞ we get a particular
solution:

t =
C∗

2D(C0 − C∗)
ξ2, (11)

or after the solution relative to the intermetallic front coordinate, we shall get the famous [2]
law of displacement of the front of the phase transition:

ξ =

√
2D

(
C0

C∗
− 1

)
t. (12)

Comparing the theoretical dependences (11) and (12) shows that counting of final perme-
ability at the boundary of liquid gallium and copper leads to a change in the coordinate position
of the intermetallic, depending on the time in comparison with the case of full penetrability.
The main difference we have in the initial stage of the diffusion process, for example, the speed
of front moving in the initial time at full permeability is infinite, in case of finite permeability,
this speed is finite.

5. Calculation of diffusion coefficient of gallium in the intermetallic

Consideration of mutual leakage at the border of liquid gallium and copper allows one,
from the range of particular solutions (11) and (12), to hypothesize that the experimental data
for the dependence of penetration depth ξ = ξ(t), shown in Fig. 3 with the help of dots have to
be approximated by a quadratic function of the form in the case of finite permeability [16],

t = aξ2 + bξ (13)

or in the case of complete penetration:
t = aξ2. (14)



Modeling of the kinetics of reactive diffusion of gallium in copper particles 337

FIG. 3. Dependence of the intermetallic layer depth on the time of sample ex-
posure in gallium. The dots show the experimental date, the dotted line is the
dependence diagram (10), continuous line – the dependence diagram (11).

We shall find coefficients in these solutions, using the least-squares method.
Calculations on the data from Fig. 3 give the following values for the coefficients:
– for dependence of type (13) – a = 48.09, b = 123.8;
– for dependence of type (14) – a = 61± 1.
Comparison of the dependence diagrams in Fig. 3 and numerical values of diffusion

coefficients in the case of finite permeability (α < +∞) and full permeability (α→ +∞) shows
that account of final permeability is essential for the initial stage of the process; with the large
time and deep penetration of intermetallic it can be limited to the case of full penetration.

Comparing formulas (13) and (16) leads to the equation:

C∗

2D(C0 − C∗)
= a,

to calculate the diffusion coefficient of gallium in intermetallic:

D =
C∗

2a(C0 − C∗)
.

Value C∗ = 0.76± 0.02 [4], we have D = 1.38± 0.12 mm2/h.

6. Reactive diffusion of molten gallium in copper particle

Let assume that copper particle of radius R is put into molten gallium. Reactive diffusion
of gallium into the copper particle begins. Assuming spherical symmetry of the process, we
have the formation of a spherical layer of the intermetallic, starting from the surface of the
copper particle and going deeper into the particle.

Let the radius of the copper particle, in which gallium has not penetrated, be ζ . We
assume that the steady-state diffusion of gallium into the copper particle is described by the
equation of diffusion for gallium concentration in copper C = C(r, t) at a moment of time t at
the point with r coordinate of spherical coordinate system, the benchmark of which is located
in the center of the copper particle and that in the absence of concentration of spherical angles
has the following form:
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d2C

dr2
+

2

r

dC

dr
= 0, (15)

with ζ < r < R.
The boundary condition on the surface of the copper particle with r = R setting a

condition of full permeability of gallium into copper:

C(R, t) = C0(t), (16)

where C0(t) function determines the law of concentration variation of gallium outside a copper
particle.

At the intermetallic front with r = ζ , gallium concentrations equals C∗, ensuring the
condition of intermetallic formation:

C(ζ, t) = C∗. (17)

The equation of intermetallic front motion determines the law of front coordinates vari-
ation in time ς = ς(t) and has with r = ζ and t > 0 the following form:

C∗
dζ

dt
= −D∂C

∂r
(ζ, t), (18)

with initial condition:
ζ(0) = R. (19)

The general solution of differential equation (15) ,

C(r) = B − A

r
. (20)

The approximate solution of diffusion equation, according to solutions (20) after the
method of Leibenson [14, 15] will be found in the ‘quasi-static’ form:

C(r, t) = B(t)− A(t)

r
. (21)

Satisfying the boundary conditions (16) and (17), we obtain a system of algebraic linear
equations in order to express the functions A(t) and B(t) through coordinates of mobile front
of the intermetallic compound ζ = ζ(t):

B(t)− A(t)

R
= C0(t),

B(t)− A(t)

ζ(t)
= C∗.

(22)

From this system of equations we obtain:

A(t) =
R(C0(t)− C∗)ζ(t)

R− ζ(t)
, B(t) =

RC0(t)− C∗ζ(t)

R− ζ(t)
. (23)

Substitution of formula (21) for the distribution of the gallium concentration in the
copper particle, taking into account the obtained formulas (23) into the equation of intermetallic
front motion (18) leads to a differential equation of intermetallic boundary motion at the counter
reactive diffusion of liquid gallium in the copper particle:
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dζ

dt
= −D

C∗

(C0(t)− C∗)

(R− ζ(t))ζ(t)
. (24)

To solve the differential equation (24) with separable variables it is necessary to set the
law of concentration variation C0(t).

7. The time of completion of counter reactive diffusion in the copper particle with an
unlimited quantity of molten gallium

Let us assume that the copper particle is surrounded by such an amount of gallium
that its diffusion into copper and repression of copper from the particle does not change the
concentration of gallium (C0(t) = 1) in the ambient space of the particle. The differential
equation (24) in this case has the form:

C∗
dζ

dt
= −D (1− C∗) R

ζ(t)(R− ζ(t))
. (25)

Analysis of the right side of the differential equation shows that with ζ → R − 0 and
ζ → 0 + 0 the intermetallic front moving speed is striving to +∞ that indicates inapplicability
of the obtained equation in these cases. To simulate the diffusion process in these two cases,
instead of (16) one must use the boundary conditions with the final permeability of the form (3).

Integration of the equation (25) with initial condition (19) gives the particular integral:

t =
C∗R

2

(1− C∗)D

(
1

6
− ζ2

2R2
+

ζ3

3R3

)
. (26)

The diffusion process is over, if the front reaches the center of the particle and the
copper particle becomes intermetallic. The time of diffusion completion, t∗, shall be calculated
if we add the value ζ = 0 into the solution (26) and we get:

t∗ =
C∗R

2

6(1− C∗)D
. (27)

This time increases quadratically with increase of the radius of the copper particle and
is inversely proportional, depending on the diffusion coefficient, D.

8. Ratio of the components required to produce intermetallic Ga2Cu

We are carrying out mixing of molten gallium with M mass and copper powder with M1

mass in a vessel. The condition for full use of the components in order to form an intermetallic
has the form:

µ∗ =
M

M +M1

. (28)

We assume that the copper powder consists of N identical spherical particles with
radius R, the amount of which is which we uniformly distribute in gallium.

Using formula M1 = ρ1V1N , where ρ1 is the copper density, we shall calculate the
number of copper particles N = M1/ρ1V1. For every copper particle, there is such an amount
of gallium, which occupies a volume of V = M/ρN .

Let’s divide the mixture of substances into N cubes, the side length of which equals 2H
and the volume is V0 = 8H3. Each cube falls at exactly one particle of copper. We have the
correlation between the volumes V0 = V + V1.
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Let’s place all the gallium, which occupies the volume V nearby this particle in a certain
equivalent spherical layer, having the same volume. The radius of the spherical layer varies
from R to R0, where R is the radius of the particle; R0 is the outer radius of spherical layer.

From the conditions of intermetallic formation, with this amount of gallium and copper,
we shall find the ratio between R and R0.

For the volume of spherical layer filled with gallium, we have V = 4π(R3
0 −R3)/3. We

shall use formula (28), which can be written as:

µ∗ =
ρV

ρV + ρ1V1
.

After elementary transformations for the ratio of the radii, we shall obtain

R0

R
= 3

√
1 +

ρ2
ρ1
· µ

1− µ
,

or the same radii ratio expressed in terms of the critical concentration of gallium C∗

R0

R
=

1
3
√

1− C∗
. (29)

Such ratio of radii of the outer spherical layer and of the copper particle filled with
gallium, when a complete intermetallic formation without any surplus takes place, one may call
‘intermetallic’ Ga2Cu.

9. Counter reactive diffusion with limited number of gallium

We observe the copper particle of radius R covered with spherical layer of gallium,
external radius of this layer equal to R0.

When the diffusion of the surrounding gallium in copper particle at a moment of time t
has a concentration distribution of the form (26) established, functions A(t) and B(t) comprising
this formula are given by formula (28).

Using the law of perdurability, we shall find a relation between two unknown quantities,
ζ(t) and C0(t).

To do this, we shall calculate the amount of gallium ∆M = ∆M(t) that left the spherical
layer and diffused into the copper particle:

∆M =
4

3
π
(
R3

0 −R3
)

(1− C0(t)) ρ. (30)

We shall calculate the same amount of gallium that comes into the copper particle,
having the formula for gallium concentration distribution (21). To do this, we integrate the
distribution of gallium concentration on the spherical layer T , occupied by intermetallic:

∆M(t) = ρ

∫∫∫
T

CdV = 4πρ

R∫
ζ(t)

C1(t, r)r
2dr = 4πρ

(
B(t)

(R3 − ζ3(t))
3

− A(t)
(R2 − ζ2(t))

2

)
.

(31)
Equating the right sides of formulas (30) and (31), taking into account formula (23), we

obtain a linear equation for the unknown quantity C0(t):
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4

3
π
(
R3

0 −R3
)

(1− C0(t)) =

= 4π

(
C0(t)R− C∗ζ(t)

R− ζ(t)
· (R3 − ζ3(t))

3
− (C0(t)− C∗) ζ(t)

R− ζ(t)
· (R2 − ζ2(t))

2

)
.

The solution of the equation, relative to the function C0(t), leads to correlation, contain-
ing the desired function

C0(t) = C∗ +
R3

0 (1− C∗)−R3 + C∗ζ
3(t)

R3
0 − 0.5Rζ(t) (R + ζ(t))

. (32)

10. Completion time of counter reactive diffusion in copper particle with ‘intermetallic’
ratio of gallium and copper

Let us consider the process of DCPS formation that is completed by full conversion of
copper and gallium into intermetallic. Here, we have the formula (29), from which we have the
equality R3

0 (1− C∗)−R3 = 0 and formula (32) shall be transformed as:

C0(t) = C∗ +
C∗ζ

3(t)

R3
0 − 0.5Rζ(t) (R + ζ(t))

. (33)

The equation of front motion of intermetallic formation (24) in view of the above
formula (33) for C0(t) function has the following form:

dζ

dt
= − D ζ2(t)

(R− ζ(t)) (R3
0 − 0.5Rζ(t) (R + ζ(t)))

.

For the particular solutions of these differential equations with multiple variables with
the initial condition (19) we have:

t = t(ζ) =
R2

D

(
R2 − ζ2

4R2
+

(
1

2
+
R3

0

R3

)
ln
ζ

R
+
R3

0

R3
· R− ζ

ζ

)
. (34)

Note that the function t = t(ζ) with 0 < ζ ≤ R is monotonic and has backward
0 < ζ ≤ R.

11. Analysis and comparison of the results for mathematical modeling of counter
reactive diffusion kinetics of gallium in copper

The time t dependence diagram on the penetration depth into the copper particle of
intermetallic front h = h(t) = 1 − ζ(t) is shown on Fig. 4 by a solid line. Subsequent
calculations were carried out for a particle of 5 µm radius, with a value of C∗ = 0.76 when,
according to formula (29) for the radius of the equivalent particle we have R0 = 1.609R,
D = 1.38± 0.12 µm2/h.

For comparison, Fig. 4 shows a diagram of dependence on the depth of penetration
into the copper particle at an unlimited quantity of gallium around it (dashed line). When
constructing this graph, the function inverse to the function of ζ = ζ(t) was used, that defined
the formula (26).

The dotted line at Fig. 4 shows the dependence of the depth of penetration into the
copper intermetallic front h = ξ(t) in the 2D problem, here, the function ξ(t) is given by the
formula (12).

Figure 5 is a diagram of dependence C0 = C0(ζ(t)); when specifying this dependence,
we use formula (33) and find the dependence ζ = ζ(t). This dependence shows the change
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FIG. 4. The time t dependence of the relative depth of intermetallic front pene-
tration into the copper particle. The solid line is the ‘intermetallic’ structure of
gallium around the copper particle; the dotted line is an unlimited quantity of
gallium around the copper particle, the dashed line – for a plane copper-gallium
boundary

of gallium concentration in time in the spherical layer around the copper particle. When
constructing this graph, parametric function C0 = C0(ζ(t)) solution is used, ζ acts as a parameter
value, and the functions are defined by formulas (33) and (34):{

t = t(ζ),

C0 = C0(ζ).

FIG. 5. The time t dependence of the normalized concentration of gallium in the
spherical layer C0(t)

For distribution of the concentration of gallium in copper particle at the moment of time
t = t0 we have:

C(r, t0) =
C0(ζ0)− C∗ζ0

R− ζ0
− (C0(ζ0)− C∗)ζ0

(R− ζ0) r
,

with ζ0 < r < R, ζ0 = ζ(t0). The graph of function C = C(r, t0) at some points of time are
shown in Fig. 6.
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FIG. 6. Distribution of the normalized gallium concentration C(r, t0) in the cop-
per particle at different values of dimensionless time t0. (Curve 1: t0 = 1.5 hours,
curve 2: t0 = 4.0 hours, and the curve 3: t0 = 9.0 hours, curve 4:
t0 = 18.0 hours; curve 5: t0 = 35.0 hours, curve 6: t0 = 70.0 hours)

12. Evaluation of DCPS formation time

Analysis of the dependences shown in Fig. 4 allows us to estimate the time of inter-
metallic formation in two cases: in the 2D problem and in case with an unlimited amount of
gallium. If we consider that the radius of the copper particle was chosen to be 5 microns,
the time of process completion in case of an unlimited quantity of gallium round the copper
particle equals to T1 = 8.5 hours. This time is considerably smaller than the time = 26 hours –
the time of entry into the intermetallic front at the 2D problem to the depth of 5 µm. This is
due to the fact that during diffusion process, while penetrating deeper into the particle, gallium
flux density is increased by reducing the area of the sphere, separating the intermetallic from
the copper particle. In the 2D problem, the section that is separating the intermetallic from the
copper has a permanent area.

In the case of ‘intermetallic’ composition, the time of complete conversion of the com-
ponents into intermetallic compound equals to infinity. Let’s determine the value T – the time
of practical completion of reactive diffusion or the DCPS formation time to be the time, at
which the volume fraction of the intermetallic compound formed throughout the volume of the
paste-based solder, equals to some critical value.

By the time T , the depth of penetration of intermetallic front h(T ) and the amount of
formed intermetallic:

v = v(T ) = V
(
1− (1− α(T ))3

)
, (35)

where α(T ) – the proportion of penetration depth at R radius, α = α(T ) = h(T )/R. Con-
centration of gallium in the spherical layer around the copper particle reaches C0(T ) > C∗.
Concentration of copper in this layer equals 1 − C0(T ). This concentration of copper is not
enough for intermetallic to be formed in the whole layer, as it is required by 1− C∗ concentra-
tion. We shall calculate volume, where this amount of copper will be enough for intermetallic
formation:
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v1 =
1− C0(T )

1− C∗
(V0 − V ). (36)

Let us calculate the volume fraction of the intermetallic compound v + v1 in V0 volume
that is the volume of the particle, containing all the gallium and copper particles: (v + v1)/V0.
The required time T is determined from the equation (v + v1)/V0 = γ, using the formulas (29),
(35) and (36) it takes the form:

(1− (1− α)3)(1− C∗) + (1− C0(T ))
C∗

1− C∗
= γ.

The value we shall find using the given experimental result: DCPS formation time
is 16 hours. From Fig. 4 and 5 we shall find the values of α(16) ≈ 0.50± 0.03 and C0(16) =
0.78±0.02. Taking into account these values and having the value C∗ = 0.76, we shall calculate
the value γ ≈ 0.90± 0.02.

Thus, the time for which 90 % of paste turns into intermetallic is understood to be the
time of DCPS formation.

13. Conclusion

1. An experimental study of the kinetics of reactive diffusion of gallium and copper has
been carried out. The experimental and analytical method for determination of the
diffusion coefficient of gallium into intermetallic has been proposed; this method allowed
us to determine the gallium diffusion coefficient into the intermetallic after building a
mathematical model. It was shown that account of final permeability of gallium into
copper insignificantly affects the kinetics of the diffusion process, except for a short
initial period of time.

2. A theoretical study of the reactive diffusion kinetics of gallium in the copper particle
was also done. The differential equation of intermetallic front moving in the copper
particle was obtained, on condition of spherical symmetry and arbitrary law of gallium
concentration change in the ambient space of the particle.

3. Analytical solutions for the differential equations of intermetallic front moving in the
copper particle at a constant concentration of gallium in the space surrounding the
particle have been found.

4. An analytical solution for the differential equation of intermetallic front moving in the
copper particle, when a limited amount of ‘intermetallic’ gallium is near. This solution
simulates the kinetics of formation of diffusion-curing paste-based solder.

5. A study of constructed analytical solutions has been carried out, which allowed under-
standing of the reactive diffusion kinetics of gallium and copper microparticles. Taking
into account the results of the pilot study, the concept of diffusion-curing paste-based
solder formation has been introduced.
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Metamaterials are artificial electromagnetic media that are structured on the subwavelength scale. Such structures

were initially suggested for achieving the negative index of refraction, but later they became a paradigm for

engineering electromagnetic space and controlling propagation of waves through the transformation optics and
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1. What are metamaterials?

It is well known that the response of any material to applied electromagnetic radiation
can be characterized by two electromagnetic parameters, magnetic permeability and electric
permittivity. These two physical characteristics are combined in a product to define the square
of a refractive index, which measures how fast the material transmits light and how light is
bent on entering the material — the higher the refractive index, the slower the propagation and
the stronger the deflection. However, a material whose permeability and permittivity become
simultaneously negative, termed as a left-handed material, would also allow the propagation of
electromagnetic waves with many unusual properties [1–5].

In a left-handed material, the Poynting vector of a wave is anti-parallel to the wave
vector and, therefore, the basic feature of light is reversed; that is, light wave propagates in
the opposite direction to the energy flow. This leads to some very interesting effects such as
the reversal of the Doppler shift for radiation, and the reversal of Cherenkov radiation. In
addition, one of the most basic principles of optics, Snell’s law, is ‘reversed’ at the interface of
a left-handed medium with a normal right-handed material, so that the electromagnetic waves
experience negative refraction, and this property can be employed for flat-lens focusing [1, 4].

The creation of novel composite materials demonstrating the left-handed properties at
telecommunication and visible frequencies required the development of novel concepts and novel
nanofabrication techniques. Many theoretical concepts that have been suggested so far are based
around nanofabricated composites. One example is metal nanowires and nanowire plasmonic
materials, where nanowires arranged into parallel pairs can act as a left-handed material with the
effective magnetic permeability and dielectric permittivity that are both negative in the visible
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and near-infrared spectral ranges [6]. Various composites, based on metallic and dielectric
nanostructures that have macroscopic negative refraction and act as left-handed materials, have
recently been suggested and developed [7–10] (see Fig. 1).
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telecommunications or visible wavelengths (although there may 
also be applications at longer wavelengths). This condition was 
met a few years ago1,2. Second, to qualify as a ‘material’, the struc-
tures must have several layers of truly three-dimensional (3D) 
unit cells to approach the bulk 3D limit, which is the focus of this 
Review. Third, the losses (that is, absorption) should be reasonably 
low. Experimental progress in this direction has been sluggish for 
metal-based metamaterials3–5, but all-dielectric structures avoid-
ing metals may provide a solution in some frequency regimes. 

Metamaterials go optical
In 2007 we reviewed how the operating frequency of magnetic 
and/or negative-index metamaterials has developed over the 
years2. Figure 1  is an updated version of these data. The tremen-
dous increase in operating frequency has been made possible by 
miniaturizing and redesigning magnetic SRRs. Achieving negative 
refractive index also requires a negative electric permittivity, which 
is now provided by sets of long metal wires (known as a ‘diluted 
metal’) at both microwave and visible frequencies. This redesign 
process led to the development of the double-fishnet negative-
index structure7, which has been used in experiments by various 
groups7–15. In essence, a single functional layer of this structure 
comprises a perforated metal–dielectric–metal sandwich. The 
uniaxial double-fishnet structure exhibits an effective negative 
index of refraction for light propagating normal to the layers.

How can one provide experimental evidence that the index 
of refraction, n, is indeed negative? At optical frequencies, most 
groups merely measure the frequency dependence of the transmit-
tance, T, and/or of the reflectance, R, and use computer simulations 
to fit the experimental values of T and R. The numerical results are 
then used to derive or ‘retrieve’16 the effective parameters of electric 
permittivity, ε, magnetic permeability, μ, and refractive index (and, 
more generally, also the bi-anisotropy parameter17,18). This simple 

retrieval approach can deliver reliable results provided that the 
agreement between experiment and theory is excellent. However, 
this approach is also quite indirect, and does not necessarily lead 
to unique results. For a single fishnet layer, the unit cell size along 
the propagation direction, az, is undefined. The phases of T and 
R change along az, but their magnitudes remain constant. As az 
decreases, the magnitude of the retrieved effective parameters tends 
to increase. In contrast, for two or more fishnet layers, the axial lat-
tice constant az is well-defined and the retrieved results only depend 
on the number of layers. ‘Bulk’ metamaterial properties are reached 
if the retrieved parameters converge with an increasing number of 
layers (see discussion below). More directly, negative n should lead 
not only to negative refraction at the interface, but also to a negative 
phase velocity of light, and hence to a negative propagation time 
for phase fronts passing through a metamaterial slab. Researchers 
have demonstrated negative refraction at an interface by using a 
wedge prism at telecommunications wavelengths19, in analogy to 
similar experiments at microwave frequencies20. However, caution 
is required in such cases because negative refraction can also occur 
without a negative refractive index21. Negative phase velocities of 
light have been investigated by directly measuring the phase and 
group propagation time of a Gaussian light pulse as it propagates 
through a thin metamaterial layer in an interferometric set-up10,11. 
Notably, a negative (‘backwards’) phase velocity can be accompa-
nied by either a positive or negative group velocity, whereas the 
Poynting vector is always positive (‘forwards’)10,11 (see Box 1).

Optical metamaterials go 3D
The next step22 is to stack N  >  1 functional layers of the double-
fishnet structure (forming 2N + 1 layers in total) to achieve a bulk 
3D uniaxial negative-index metamaterial (Fig.  2a). Table  1 sum-
marizes the results of such experiments. The thickness of even the 
largest stack (N = 10) is still significantly smaller than the operating 
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Figure 2 | 3D photonic-metamaterial structures. a, Double-fishnet negative-index metamaterial with several layers13,15,19,22,27,71. b, ‘Stereo’ or chiral 
metamaterial (see also Fig. 3) fabricated through stacked electron-beam lithography24–26,29–33. c, Chiral metamaterial made using direct-laser writing and 
electroplating38. d, Hyperbolic (or ‘indefinite’) metamaterial43,45–50 made by electroplating hexagonal-hole-array templates49. e, Metal–dielectric layered 
metamaterial composed of coupled plasmonic waveguides, enabling angle-independent negative n for particular frequencies44,45. f, SRRs oriented in all 
three dimensions, fabricated using membrane projection lithography51. g, Wide-angle visible negative-index metamaterial based on a coaxial design89. 
h, Connected cubic-symmetry negative-index metamaterial structure amenable to direct laser writing110. i, Metal cluster-of-clusters visible-frequency 
magnetic metamaterial made using large-area self-assembly79. j, All-dielectric negative-index metamaterial composed of two sets of high-refractive-index 
dielectric spheres arranged on a simple-cubic lattice52–55,65.
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FIG. 1. Examples of metamaterial structures fabricated through composition and
periodic repetition of metallic and dielectric elements – ‘meta-atoms’ or ‘meta-
molecules’ (adopted from Ref. [10])

Over the last 10 years, the field of metamaterials has developed as a novel approach
for engineering the electromagnetic response of passive micro- and nanostructured materials by
engaging resonance excitations, such as localized plasmonic modes and Mie-like resonances.
Remarkable results have been achieved including negative-index media that refract light in the
opposite direction from that of conventional materials, chiral materials that rotate the polarization
state of light hundreds of thousands of times more strongly than natural optical crystals, and
structured thin films with remarkably strong dispersion that can slow light. A list of only
few such remarkable highlights demonstrated with metamaterials during last 10 years includes:
optical magnetism, negative index of refraction, invisibility cloaking, optical circuit components,
improved imaging. A few example of nanostructured metamaterials are presented in Fig. 2.
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revealed the inherent principles of the specific design and parameter engineering of all-dielectric nanoantennas giving 

rise to superior performance in comparison with their lossy plasmonic counterparts [10]. As such, dielectric resonators 

and novel all-dielectric metamaterials represent a potential replacement for plasmonic structures in applications where 

loss is a detrimental factor. To fully realize the exciting promise of such materials, a better fundamental understanding of 

their response is required. In plasmonics, the nanoparticle shape is used to engineer functional responses in materials 

from enhanced near-fields to high frequency magnetism. This relation between complex particle shape and 

electromagnetic response must be established in the dielectric analogues to realize their full potential. All-dielectric 

nanostructures (see examples in Fig 2) will be fabricated in Canberra and also in Sandia and Singapore in collaboration 

with PI Brener and PI Lukyanchuk by using high-permittivity Si, Ge and Te to verify novel phenomena experimentally. 

The fabrication will employ, in particular, electron-beam lithography with a reactive-ion etching procedure. We will 

measure the spectral signatures of the Mie-type resonances of these structures using far-field spectroscopy and 

geometrically tune their resonance properties. Special attention will be paid to the case when the electric and magnetic 

resonances are spectrally overlapping [18]. In this case, one can achieve impedance matching and reduced backward 

scattering or increased absorption by putting such structures on metallic or graphene substrate. We aim to study a variety 

of structures including dielectric oligomers, chiral `meta-atoms’, diatomic structures, waveguides of all-dielectric 

nanoparticles [19] with bends, as well as metasurfaces and metamaterials with strongly interacting nanoparticles. In 

collaboration with PI Shvets we will develop an advanced theory to predict the properties of collective resonances in 

such structures and their dependence on the geometry. We will analyse the important issues of the substrate effects.  

 

All-dielectric metasurfaces. Many conventional optical components rely on the position dependent phase shifts 

accumulated during light propagation to shape light beams. Nanostructured designs can introduce new degrees of 

freedom by enabling the phase engineering with abrupt phase changes over the scale of the wavelength, and at the same 

time be ultra-flat and extremely lightweight. A two-dimensional lattice of optical resonators or nanoantennas placed on a 

planar surface, with spatially varying phase response and subwavelength separation, can imprint such phase patterns and 

discontinuities on propagating light as it traverses the interface between two media.  In this regime, anomalous reflection 

and refraction phenomena can be observed in optically thin metamaterial layers, or optical metasurfaces, creating 

surfaces with unique functionalities and engineered reflection and transmission laws. The first example of such a 

metasurface created by a lattice of metallic nanoantennas on silicon with a linear phase variation along the interface was 

demonstrated recently [20-23]. The concept of metasurfaces with phase discontinuities allows for introducing 

generalized laws for light reflection, and such surfaces provide great flexibility in the control of light beams, being also 

associated with the generation of optical vortices and more complex patterns. Metasurfaces can also be used for the 

implementation of important applications such as light bending [20,21] and specific lenses [24].  

 

In our project, in collaboration with PI Brener and PI Shvets, we aim to solve several important problems associated 

with the concept of optical metasurfaces and demonstrate the important functionalities of such low-loss metamaterial 

structures (see Fig 3).  First, we will study and fabricate gradient metasurfaces created by high-index dielectric 

nanoparticles of varying shapes. Following our recent analysis with quasiperiodic arrangement of meta-atoms, we will 

study how the specific symmetry and gradients affect the spatial distribution of the induced magnetic dipole moments in  

our structures, and also develop novel theoretical methods for characterizing large-scale optical metasurfaces. Then we 

will model and experimentally measure several types of metasurfaces created by lattices of high-index dielectric 

nanoparticles with spatially varying optically-induced magnetic resonances, and will demonstrate reflection and 

refraction with novel functionalities such as selective absorbance, redirected emission [25], and phase holography from 

visible to mid-IR with extremely low losses. One of the intermediate goals would be the fabrication and demonstration 

of different visible “magnetic mirrors” which are superior to metals and do not flip the phase of the reflected electric 

 
Fig.2. Examples of all-dielectric nanophotonic structures with optically resonant magnetic response. Left: a lattice of 

oligomers. Middle: 2D regular array of Si nanoparticles fabricated in Sandia by I. Staude via the collaboration between the 

groups of CI Kivshar and PI Brener [18]. Right: Te magnetic metamaterial fabricated by PI Brener et al [19].  

 

FIG. 2. Examples of metasurfaces with optically resonant electric and magnetic
response: nanoantenna oligomers, regular arrays of silicon nanoparticles, and
magnetic metamaterial mirrors
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2. Nonlinear and magnetoelastic metamaterials

The physics of nonlinear metamaterials originates from an idea to design subwavelength
structures having any desired nonlinear response properties [11–13]. Starting from the initial
theoretical proposal for the enhancement of nonlinear properties of metamaterials, many non-
linear phenomena with metamaterials were investigated, both theoretically and experimentally.
Recent studies cover several topics of magnetoelastic and tunable nonlinear metamaterials for
THz and microwave applications.

As emphasized above, the advent of metamaterials provides novel methodologies for
controlling light-matter interaction. With proper design and fabrication of the metamaterial
units, – the so-called meta-atoms and meta-molecules, exotic properties unavailable with natural
materials can be realized. These studies have inspired many unconventional ideas in optics and
photonics, promising various ultra-compact and highly efficient metadevices [14]. Today, an
important direction in the development of metadevices is achieving dynamic control over their
exotic properties. This can be done by including nonlinear or tunable elements into passive
metamaterials, such as liquid crystals; alternatively, one can design meta-molecules with de-
formable structures. For example, mechanical tuning is now widely used in THz metamaterials.
We have recently proposed a post-processing approach for mechanical tuning of the electro-
magnetic properties of metamaterials, which may be used in applications which require precise
engineering of metamaterial resonances.

Structural tuning shows advantages in modulation contrast and the ability to manipulate
meta-molecules individually. However, deformation based on static electric or magnetic forces
is not so straightforward for optical metamaterials with sub-micrometer features. To solve this
problem, our research team introduced the concept of magnetoelastic metamaterials [13], where
the meta-molecules can be deformed by the resonance-enhanced electromagnetic force. Impor-
tantly, this is a scalable solution of ‘light controls light’ concept over a wide frequency range,
and the interaction between electromagnetic resonance and structural dynamics can demonstrate
novel effects beyond a simple modulation of parameters.

To achieve strong electromagnetic-to-elastic interaction, we have introduced an opti-
mized design by exploiting the torsional deformation of chiral meta-molecules. We have demon-
strated giant bistable effect and dynamic nonlinear optical activity due to a self-oscillation effect.
An important breakthrough we made recently is the prediction and observation of a spontaneous
chiral symmetry breaking effect (see Fig. 3) in a metamaterial composed of enantiomeric tor-
sional meta-molecules, i.e. chiral meta-molecules with opposite handedness In such a scenario,
the initial configuration of the system is achiral due to chiral symmetry. However, due to the
intermolecular electromagnetic interaction, the system stability changes, and such symmetry can
be broken spontaneously when the incident power exceeds a certain threshold value, which fur-
ther leads to an abrupt nonlinear polarization change and mode splitting. The predicted effect is
an artificial achiral-chiral phase transition and it was successfully demonstrated in a microwave
experiment. As shown in the figure, the single resonance under chiral symmetry configuration
splits into two new resonances in the power regime of broken symmetry.

Our studies provide a novel paradigm to achieve artificial nonlinear and phase transition
effects in metamaterials via electromagnetic-elastic coupling. The realization of these effects at
infrared and optical frequencies can greatly enrich the functionalities of future meta-devices.
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nature of the EM torque, such feedback can give rise to highly
nonlinear effects, which can be found by solving Equation (1) and
Equation (2) simultaneously.

We start with the simplest case when two enantiomeric
torsional meta-molecules are coupled. Without loss of generality,
we choose the y–z plane as the plane of mirror symmetry and the
system is excited with an x-polarized plane wave propagating in z
direction, as shown in Fig. 1b. Since the Hamiltonian possesses
chiral symmetry—the effective impedance Z has components
Z(1,1),(2,2)¼Z(2,1),(1,2)—the resulting mode amplitudes and EM
torques also possess the same symmetry, that is, |Q1,1|¼ |Q2,1|,
|Q1,2|¼ |Q2,2|, MEM

1 ¼ �MEM
2 . As an example, we calculate the

EM torque experienced by SRRs (1, 2) and (2, 2) (denoted as
MEM

1 and MEM
2 ), with twist angles y1,1¼ � y2,1¼ 90� and y1,2¼

� y2,2¼ 45�, and |RC|¼ 2.5ra. It should be noted that, in a system
with 2N resonators, 2N hybrid resonances can be supported in
general. However, the number of resonances excited can be
reduced due to symmetry. If the system satisfies CNv symmetry
and is excited uniformly, only two resonances can be observed.
This property provides an important spectral reference to
estimate the chiral symmetry of the system in experiments. Since
the EM interaction is dominated by the intramolecular coupling
for such separation, the overall lineshape is qualitatively similar
to a single meta-molecule. As can be seen from Fig. 2a, the
directions of resonance-enhanced EM torques induced by the
two hybrid modes are opposite due to the different mode
symmetries42.

However, even a relatively weak intermolecular interaction is
sufficient to introduce modulation of the resonant amplitude and
of the EM torque. This effect can be clearly observed in Fig. 2b,d,
which show the EM torques experienced by SRRs (1, 2) and (2, 2)
under pump frequency 4.1 GHz as functions of the mutual twist

angles (dyl¼ yl,1� yl,2) in two meta-molecules. This modulation
becomes the strongest when both meta-molecules are in
resonance (dy1E� dy2) (see Fig. 2c for the cross-sections along
the blue dashed lines). Note that although the EM torque
experienced by a meta-molecule is still a Lorentz-like function of
its own twist angle, it is also modulated by the twist angle from
the other meta-molecule, which gives a more general Fano
lineshape.

Spontaneous chiral symmetry breaking in dimers. As shown
above, the interaction between two meta-molecules results in
EM torque, which depends on the configuration of both meta-
molecules. It is this interaction that modifies the stability of the
system and leads to the spontaneous chiral symmetry breaking, as
will be shown below. Importantly, such chiral symmetry breaking
can be found in the stationary response of the system, which
means this is an effect independent of mechanical damping,
and this is a desirable property for their future realization in
optics, since the promising fabrication approach based on DNA
origami48 requires a liquid environment.

By calculating the dynamics of the system in Fig. 1 under
different pump frequencies and power densities PI, we notice that
such an effect can be found at frequencies just below resonance.
For clarity, we focus on the resonance centred around 4.11 GHz,
in which the currents of the two SRRs within each meta-molecule
flow in opposite directions. For each frequency, the pump power
density PI is increased from 0 to 4 mW mm� 2 and decreased
back to 0 mW mm� 2 in steps of 0.05 mW mm� 2. The damping
coefficient G¼ 1.42 Hz is equivalent to the damping experienced
in water, and the system can become stable after damped
oscillations. The regime of broken symmetry can be found by
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Figure 1 | Schematics of torsional metamaterial enantiomers and spontaneous chiral symmetry breaking. (a) Conceptual layout of torsional

metamaterials with chiral symmetry. Each meta-molecule consists of two coaxial twisted meta-atoms (SRRs) connected elastically, and meta-molecules

with right and left handedness are plotted in blue and red colours, respectively. The green-shaded region represents the incident EM waves, and the

responses of enantiomers are denoted by circular arrows. (b) Configurations of enantiomeric meta-molecules with CNv symmetry. The displacement

vector between a meta-molecule and the rotation centre O is RC and the rotation angle s¼p/N. yl,j is the twist angle of an SRR with respect to RC,

where the first index reflects the number of SRR pair, and the second index distinguishes between the upper (j¼ 1) and lower (j¼ 2) SRRs in the pair.

The dashed lines are the axes of mirror symmetry. (c) Schematic showing the phase transition of net chirality of the system when the incident power

changes. In the shaded regime, spontaneous chiral symmetry breaking occurs and the net chirality can fall into either the left-handed (LH) or the

right-handed (RH) regime.
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FIG. 3. Schematics of torsional metamaterial enantiomers and spontaneous chiral
symmetry breaking [14]. (a) Conceptual layout of torsional metamaterials with
chiral symmetry. Each meta-molecule consists of two coaxial twisted meta-atoms
connected elastically, and meta-molecules with right and left handedness are
plotted in blue and red colours, respectively. The green-shaded region represents
the incident electromagnetic waves, and the responses of enantiomers are denoted
by circular arrows. (b) Configurations of enantiomeric meta-molecules. Shown
are the displacement vector between a meta-molecule and the rotation centre O
and the rotation angle. The dashed lines are the axes of mirror symmetry. (c)
Schematic showing the phase transition of net chirality of the system when the
incident power changes. In the shaded regime, spontaneous chiral symmetry
breaking occurs and the net chirality can fall into either the left-handed or the
right-handed regime [15].

3. Metasurfaces and graphene physics

Optical metasurfaces are thin-layer subwavelength patterned structures which interact
strongly with light, and they became a logical extension of the metamaterials concept with
regards to its practical applications. In addition, we now observe the emergence of a new
paradigm of metadevices, defined as devices having unique and useful functionalities realized
by structuring the functional matter on the subwavelength scale.

One of the important directions in the physics of metasurfaces is the use of graphene as
a component of metadevices. Graphene is a two-dimensional array of carbon atoms arranged
in a honeycomb lattice, which has remarkable electronic and optical properties. Recently, its
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unique optical properties have generated significant interest in the research community, reveal-
ing its great potential for applications in photonics and optoelectronics. The optical response
of graphene is characterized by a surface conductivity which is determined by the chemical
potential. For photon energies below a certain level, defined by a chemical potential, graphene
exhibits a metal-like conductivity. In this regime, similar to metals, graphene can support trans-
verse magnetic (TM) electromagnetic surface plasmon polaritons, and they represent coupled
state of the electromagnetic field and electrons. For the range of frequencies above the chemical
potential, graphene has dielectric characteristics and it supports transverse electric (TE) surface
waves. The study of plasmonic effects in graphene structures has attracted a special interest
from the nanoplasmonics research community due to novel functionalities delivered by such
systems, including the strong confinement of electromagnetic waves by a graphene layer and
tunability of graphene properties through doping or electrostatic gating. Currently, graphene
plasmonics is a rapidly growing new field of physics which utilizes concepts of conventional
metal plasmonics combined with the unique electronic and optical properties of graphene. Being
guided by a graphene monolayer, TM-polarized plasmons with subwavelength localization have
an extremely short wavelength, and that is why their excitation is rather challenging. Neverthe-
less, recent experiments have provided evidence for the existence of such plasmons by means
of the scattering near-field microscopy and the nanoimaging.

More recent studies include the analysis of both linear and nonlinear effects in graphene
structures, including the nonlinear propagation and switching of light in two coupled layers of
graphene (see Fig. 3(a)), demonstrating that this simple double-layer structure can operate as an
efficient optical coupler for both continuous plasmon polaritons and for subwavelength spatial
solitons. Multi-layer graphene structures were shown to be capable of increasing the plasmon
wavelength, thus increasing plasmon propagation length (see Figs. 4(b,c)) and also predicting
the existence of plasmon solitons in graphene (see Figs. 4(d-g)).

4. Towards metadevices

The ever-increasing demand for faster information transfer and processing drives efforts
to remove the bottleneck between fiber-based optical telecommunication networks and electronic
data handling and routing, improving data storage and developing parallel data processing op-
erating in a compact space. Fulfilment of these tasks will require strong and fast nonlinearities
for switching between different lights, and much improved control of the electromagnetic prop-
erties of matter with external stimuli, such as electric signals. Many of these functionalities
may be greatly enhanced by hybridizing functional matter with metamaterials and graphene, by
exploiting the nonlinearity of the metamaterial framework itself, and by taking advantage of
the changing balance of forces in systems with building blocks smaller than the wavelength of
light. This leads to the concept of metadevices, a logical extension of the metamaterial para-
digm, where interactions are nonlinear and responses are dynamic. We envision that a future
platform for highly integrated electromagnetic signal processing and distribution will emerge
which will combine nonlinear, memory and switchable functionalities with transformation op-
tics’ ability to guide light via the engineered electromagnetic space, using metamaterials with
spatially variable parameters.
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Figure 1: Several linear and nonlinear waveguiding problems solved: (a) Nonlinear graphene coupler [17];
(b) Multilayer graphene waveguide [19]; (c) Tamm states on the surface of multilayer graphene stack [20]; (d)
Schematics of dissipative plasmon soliton excitation on multi-layer graphene structure [18]; (e,f,g) various soliton
trajectories near the interface between linear and nonlinear dielectrics covered by graphene [21].
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Figure 2: (a) Schematic view of a graphene-wrapped nanoparticle placed into axially symmetric slightly inho-
mogeneous external field. The SH radiation is predominantly directed into the upper half-space [22].

3

FIG. 4. Examples of linear and nonlinear waveguiding graphene structures [16,
17]: (a) Nonlinear graphene coupler composed of two layers of graphene where
light can tunnel from one layer to the other; (b) Multilayer graphene waveguide
supporting different types of TM and TE polarized surfaces waves-plasmon po-
laritons; (c) Optical Tamm states localized the surface of multilayer graphene
stack; (d) Schematics of the excitation of a dissipative plasmon soliton by an in-
coming laser light in a multi-layer graphene waveguide; (e-g) various regimes of
the soliton propagation along a interface separating linear and nonlinear dielectric
materials covered with a graphene layer: wobbling, deflection, and diffraction,
respectively.

5. Summary and outlook

Future technologies will demand a huge increase in photonic integration and energy
efficiency, far surpassing that of bulk optical components and silicon photonics. Such an
integration can be achieved by embedding the data-processing and waveguiding functionalities
at the material’s level, creating a new paradigm of metadevices. It is now believed that
robust and reliable metadevices will allow photonics to compete with electronics not only in
telecommunication systems, but also at the level of consumer products such as mobile phones
or automobiles. The main challenges in achieving this vision will be in developing cost-efficient
fabrication and device integration technologies.
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We propose to treat the lowest bound states near the Abrikosov vortex core in type-II superconductors on

the basis of the self-adjoint extension of the Hamiltonian of Aharonov-Bohm type with the localized magnetic

flux. It is shown that the Hamiltonian for the excitations near the vortex core can be treated in terms of

the generalized zero-range potential method when the magnetic field penetration depth δ is much greater

than the coherence length ξ i.e. in the limit κ = δ/ξ ≫ 1. In addition, it is shown that in this limit it is the

singular behavior of d∆/dr|r=0 and not the details of the order parameter ∆(r) profile that is important.

In support of the proposed model, we reproduce the spectrum of the Caroli-de Gennes-Matricon states and

provide direct comparison with the numerical calculations of Hayashi, N. et al. [Phys. Rev. Lett. 80,

p. 2921 (1998)]. In contrast to the empirical formula for the energy of the ground state in Hayashi, N. we

use no fitting parameter. The parameters for the boundary conditions are determined in a self-consistent

manner with Caroli-de Gennes-Matricon formula.
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Introduction

Understanding the electronic structure of the vortex core in superconductors and the
spectrum of excitations in its vicinity are important for the technology of the superconduct-
ing materials, as the low temperature limit of their spectrum is known to determine their
static and dynamic properties. In the seminal work of [1], the existence of bounded states
localized near the vortex core was predicted. A striking feature of the Caroli-de Gennes-
Matricon (CdGM) solution is that the energy spectrum similar to the Landau levels with
the effective region of localization is on the order of the vortex core radius ξ1. This radius
corresponds to the effective field of the order’s upper critical limit Hc2 ≃ κ ≫ 1 [2]; that
is, the field above which the superconductivity is destroyed. The appearance of the effec-
tive magnetic field of order Hc2 is due to coherent Andreev reflection from the Cooper pair
condensate which is spatially characterized by the spatially profile of the order parameter
(the amplitude of the wave function of superconducting condensate) ∆(r) [3]. Also, the
spectrum of the lowest bound states does not essentially depend on the specific spatial pro-
file of the order parameter ∆(r). In fact, the linear dependence these states’ energies on
the angular momentum quantum number µ is determined by the limiting slope parameter
d∆/d r|r=0. Self-consistent treatment in [4] showed that this slope parameter diverges in
the quantum limit T → 0. Shrinking of the core region leads to a reduction in the number
of bound states [5, 6]. The singular behavior of the order parameter is expected from the
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general reasonings about the gapless character of the fermionic excitations [7]. According
to [7], the structure of ∆(r) can be even more complex and is characterized by additional
scale ξ1 . ξBCS = ξ0/π, where ξ0 = υF/∆∞

∗, which separates the regions at the point where
the jump of the derivative of the order parameter occurs. The quantity ξ1 also determines
the distance where the supercurrent density reaches its maximum [8, 9]. So, we treat the
distance ξ1 as another characteristic length scale of the vortex core. Thus, the structure
of the vortex core is far from trivial even in the limit κ → ∞ due to singularities caused
by both the point-like structure of the defect and the spatial distribution of ∆(r). As a
result, the electronic structure of the vortex core and the behavior of the order parameter
are strongly correlated in the limit T → 0 [8].

The aim of this paper is to propose a model Hamiltonian to describe the lowest bound
state for conventional s-wave superconductors of the CdGM branch which is explicitly based
on the singular behavior of the slope d∆(r)/d r|r→0 in the quantum limit. The independence
of the spectrum from the specific spatial profile of the order parameter ∆(r) follows directly.
The concept is based on the results from [10, 11], where the self-adjoint extensions for the
Aharonov-Bohm (AB) Hamiltonian were studied. The key parameter is the fraction of the
flux quantum Φcore localized within the core. It should be noted that the standard AB effect
for the Abrikosov vortex was considered for the scattering states and had little impact on
the CdGM bound states [12]. From this point of view, the important result of [11] is that
boundary conditions exist such that there is a bound state in the vicinity of the localized
magnetic flux. This state is qualitatively different from the bound state in the potential well
because it is caused in essence by the localized magnetic flux. This grounds the possibility
of the treatment of the lowest bound states of the Bogolubov-de Gennes Hamiltonian with
the help of self-adjoint extensions for AB Hamiltonian. Thus, we give physical interpretation
for the nonstandard boundary conditions (or equivalently the self-adjoint extensions) for the
AB Hamiltonian.

The structure of paper is as follows. In Section 1, we consider the relation between
the BdG Hamiltonian for the quasiparticle excitations and the self-adjoint extension of the
Aharonov-Bohm (AB) Hamiltonian. We show that these Hamiltonians are equivalent for
the low lying energy states localized near the vortex core. In Section 2, we use the above
result to study the dependence of the bound state energy on the relevant parameters and
show how this can be used to explain the results of [5] in our approach. In the conclusion,
the summary of the results is given and some problems for the further studies are listed.

1. The Hamiltonian reduction for the low lying bound states

Theoretical investigations of the quasiparticle spectrum around the vortex structure
in the clean limit at low temperatures is based on the Bogoliubov-de Gennes Hamiltonian
(BdGH) [1]:

Ĥ = σz

{(
p̂− σz

e

c
A− 1

2
σz∇θ

)2

− EF

}
+ σx∆(r) (1)

where EF is the Fermi energy, the vector potential A of the applied magnetic field of the
order’s lower critical field Hc1 , that is, the lowest field at which formation of vortices in a
type-II superconductor becomes thermodynamically favorable while the gradient term is for
the magnetic field localized in the vortex. The order parameter ∆(r) has obvious asymptotic

∗~ = 1, m = 1/2 in this work.
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behavior:

∆(r) =

{
0 if r → 0

∆∞ if r → ∞
(2)

and should be determined consistently. To find the spectrum for (1), some specific model
for ∆(r) can be used. Commonly, ∆(r) is taken in the form (see [12–14]):

∆(r) = ∆∞ tanh
r

ξ0
. (3)

At the low temperature limit, because of Kramer-Pesch anomaly [15], the increase
of ∆(r) to the asymptotic value ∆∞ occurs at a distance ξ1, much smaller than ξ0, namely
ξ1 ≃ k−1

F [16]:

∆(r) = ∆∞
r

ξ1
+ . . . . (4)

Eµ

∆∞
=

2µ

kF ξ0
or

2µ

kF ξ1

2µ

kF

d∆(r)/∆∞

d r

∣∣∣∣
r=0

2µ

kF ξ0
ln

[
ξ0
2ξ1

]
, ξ1 ≪ ξ0

�������*Caroli et al. [1]

HHHHHHHjKramer&Pesch [4]

(5)

due to presence of two length scales ξ1 and ξ0.
It is natural that for the materials with κ ≫ 1, the vortex can be considered as a

point-like singularity due to the localized magnetic flux, similar to the situation of the AB
Hamiltonian. As has been said above, the appearance of the bound state is due to reflection
of the excitation from the Bose condensate of Cooper pairs which is equivalent to the effective
magnetic field of the order Hc2 ∝ κ. Therefore we can interchange the ∆-potential term in
the Hamiltonian (1) by the field of the localized magnetic flux:

A(r) =
Φcore

2π r
eθ . (6)

The parameter α = {Φcore/Φ0} is the fraction of the magnetic flux corresponding to
the region of the localization of the size ξ1. Here the magnetic flux quantum Φ0 = 2π c/e
corresponds to the excitation with charge e. The total flux of the Abrikosov vortex is
Φ0/2 so that α < 1/2. Also we will use the dimensionless variables r̃ = r/ξ0. Thus, the
Hamiltonian (1) can be reduced to a much simpler one:

Ĥ = Ĥ(AB)
α − EF , (7)

where Ĥ
(AB)
α is the self-adjoint extension for the AB Hamiltonian

HAB = p̂2 +
(α + 1/2)2

r2
. (8)

The divergence of the slope d(∆/∆∞)/dr at r → 0 can be treated correctly via the
introduction of a dimensionless parameter ξ1d(∆/∆∞)/dr|r=0. The latter determines the
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energy of the bound states [1, 15]. It can be shown that 2µ∆∞/(kF ξ0) is similar to the
energy spectrum of the Landau levels. The effective region of localization is on the order of
the vortex core radius ξ1, which corresponds to the effective field of order Hc2 . Taking into
consideration that ∆∞ = υF/ξ0 and ξGL/ξBCS = π ξGL/ξ0 ≈ 0.74 [17], for T/Tc ≪ 1/(kF ξ0)
at kF ξ0 > 1 where ξGL is the Ginzburg-Landau coherence length and is as follows:

ξGL =
1

2 π

√
Φ0

Heff

=
1

√
π ωH

√
H

Heff

with Heff =
Hc2

π
, ωH =

2 eH

c
(9)

and therefore

Eµ = 2µ
∆∞

kF ξ0
=

4µ

ξ20
≈ 2µ

ωH

π

Heff

H
. (10)

Also considering that in the quantum limit the size of the vortex core ξ1 < ξ0 [4], then
the magnetic flux which is localized in the vortex core is defined as Φcore = 2π ξ21Heff/π =
2 ξ21Heff . This choice of H = Heff/π corresponds to the Landau levels from Eq. (10). It is
easy to show that α has the form:

α =
Φcore

Φ0

=
1

2

(
ξ1

π ξGL

)2

≃
(
ξ1
ξ0

)2

. (11)

Note that parameter α can be measured experimentally [8].
Thus, the inner structure of the vortex is encoded into the parameters of the proper

boundary conditions for (8). The parameters of these conditions are related to the physical
parameters of the limit ξ1 → 0 such as kF ξ1 and ξ1/ξ0 (note that δL ≫ ξ0 corresponds to
κ → ∞) when the slope of the order parameter ∆ becomes singular.

It should be noted that the quadratic dependence α on ξ1/ξ0 is due to the assumption
of effective magnetic field homogeneity within the core while taking the singular limit. In
general, some scaling behavior can be expected α ∝ (ξ1/ξ0)

ν . To estimate the value of α for
real materials and to check the scaling dependence, we use the experimental data of [5] for
superconductors in which 1 < kF ξ0 < 16. This way, it is possible to find the dependence
of α on the ratio ξ1/ξ0. In the quantum limit, the value ξ1/ξ0 lies in the 0.1 − 0.7 interval.
Based on the experimental data of [5], we can plot on a logarithmic scale the dependence
ξ1/ξ0 of kF ξ0 in the quantum limit for different values of kF ξ0. This dependence is shown in
Fig. 1 and is approximated by the formula:

ln ξ1/ξ0 = ln 3/4− 0.72 ln kF ξ0 , (12)

which leads to:

α =
1

2 (0.74)2

(
3

4 (kF ξ0)0.72

)2

≈ 1

2

1

(kF ξ0)1.44
<

1

2
. (13)

For example, in the quantum limit for the Y BCO-superconductor (kF ξ0 ∼ 4 with
Tc = 90K [18]) we get α ∼ 0.1. It is natural that for kF ξ0 ≫ 1 the parameter α vanishes.
Now, we use the general results of [11] on spectrum of the model Hamiltonian of AB type
(8).

2. Bound states for the model Hamiltonian

The nontrivial spectrum in extended AB problem is determined by the radial part of
the AB Hamiltonian in the cylindrical coordinates:

− d2

dr̃2
− 1

r̃

d

dr̃
+ (α + µ)2

1

r̃2
. (14)
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Fig. 1. The log-log plot for dependence ξ1/ξ0 on kF ξ0. The points represent
the data from [5].

According to the theory of self-adjoint extensions, for the AB Hamiltonian, there is
generally a 4-parameter set of boundary conditions for each α value [11]. But, if one requires
that the Hamiltonian commutes with the angular momentum operator then this can be
reduced to only 2 parameters [19]. In our case, µ = 1/2, there is only a one-parameter set
of boundary conditions for each value of α:

Φ1 = bΦ2, (15)

where

Φ1(ψ) := lim
r→0

rD
2π∫
0

ψ(r, θ)eiθ/2dθ/2π (16)

Φ2(ψ) := lim
r→0

r−D

 2π∫
0

ψ(r, θ)eiθ/2dθ/2π − r−DΦ1(ψ)

 (17)

D = 1/2 + α

and b is the corresponding parameter of the boundary condition. The energy of the ground
state is

E0(α)

∆∞
=

2

kF ξ0

(
−bΓ (1/2− α)

Γ (3/2 + α)

)−2/(1+2α)

. (18)

Note that both α and µ parameters enter the Hamiltonian (14) in the same way.
We need to determine the slope of the dispersion law of (5) using (18) at ∆∞ fixed. To do
this, we take into account that the eigenvalues of (14) depend on the combination α + µ.
Therefore if the gap ∆∞ is fixed, then:

∂(E0(α))/∂ α|α=0 = − ∂(Eµ)/∂ µ|µ=0 . (19)

From Eq. (18) we obtain:

∂ E0(α)/∆∞

∂α

∣∣∣∣
α=0

=
2
(
1− γ + ln

(
− b

2

))
kF ξ0 b2

, (20)
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but, according to (5):

∂ Eµ/∆∞

∂µ

∣∣∣∣
µ=0

=
2

kF

d∆(r)/∆∞

d r

∣∣∣∣
r=0

=
2

kF ξBCS

=
2π

kF ξ0
, (21)

where γ is the Euler’s constant and lim
r→0

∆(r) = ∆∞r/ξBCS. This choice of ξ = ξBCS corre-

sponds to the Landau levels with magnetic field of Heff from Eq. (10). Comparing Eq. (20)
and Eq. (21) we obtain the equation for the parameter b:(

γ − 1− ln
(
− b

2

))
b2

= π , (22)

which has the solution:

b = −
√
W (8e2γ−2π)

2π
≈ −0.53 , (23)

where W is the Lambert W -function.

2.1. Comparison with numerical calculations

Self-consistent numerical solution of the Bogoliubov-de Gennes equations in the quan-
tum limit for a clean s-wave superconductor was performed in [5]. There, it was shown that
the shrinking of the core region leads to a reduction in the number of bound-quasiparticle
state energy levels. For large kF ξ0 values, the energy of the ground state (µ = 1/2) was
fitted by the empirical expression (we use the notations of [5]):

E1/2

∆∞
=

ln(kF ξ0/0.3)

2kF ξ0
. (24)

Now, using Eq. (13) and Eq. (23) it is possible to obtain the corresponding asymptotic
for the from Eq. (18). For kF ξ0 ≫ 1, we get the following asymptotic behavior:

E0(α)

∆∞
=

π

kF ξ0W (8e2γ−2π)
+ α

2π

kF ξ0
+O(α2) ≈

α→0

1.75

kF ξ0
. (25)

Such behavior is due to the fact that α → 0 the energy E0(α) tends to the CdGM ground
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Fig. 2. The energy of ground state E0/∆∞ as a function of kF ξ0. The solid
curve shows the result of Eq. (18) at b given by Eq. (23). The dashed line
shows Eq. (24), the dotted line is the dependence of E0(α)/∆∞ on kF ξ0 for
α ≃ (kF ξ0)

−2. The open circles correspond to the numerical calculations of [5].
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state. In Fig. 2 the comparison of our result with that of Hayashi N., et. al. [5] is shown. Note
that the asymptotic behavior (25) of the ground state energy differs from the empirical result
of Hayashi N., et. al. (24) and has better agreement for large values kF ξ0. Additionally, no
fitting parameter was not used.

Conclusion

The main result of this paper is twofold. First, we have shown that the Kramer-Pesch
anomaly for the order parameter slope d∆(r)/d r in the core of the Abrikosov vortex can be
described via non-standard boundary conditions for the Aaharonov-Bohm Hamiltonian. In
such a manner, the well-known fact that CdGM spectrum is determined by the limiting slope
of the order parameter d∆(r)/d r acquires natural explanation. The analytical expression
for the ground state energy E0 as a function of the vortex core radius ξ0 is obtained and
shows good correspondence with known results derived from the numerical solution of BdG
equations.

The second issue is that the non-standard boundary conditions for the Aaharonov-
Bohm Hamiltonian with the localized magnetic flux can be interpreted in physical terms
as the Hamiltonian for the low-lying excitations near the Abrikosov vortex. This gives the
possibility of using this approach for a more complicated situation, for example, a vortex
pinned by the cylindrical defects [20].
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In this work, the modes of synthesizing copper nanoparticles for use in an optical initiation system were

proposed. The optimal sizes of the copper particles in the pentaerythritol tetranitrate were estimated, for

use as a cup of the optical detonator on the first and the second harmonics of the Nd:Yag laser. For the first

harmonic of the Nd:Yag, laser the absorptivity maximum was 0.097 and the particle’s radius was 98 nm, for

the second harmonic, the absorptivity maximum rose more than in 34 times, and it was equal to 3.29 and

the copper particle’s radius was 30 nm. Comparison of the calculated critical energy densities shows that

pentaerythritol tetranitrate, which contains the copper nanoparticles, must be significantly more sensitive

(∼29 times) to the second harmonic than to the first. The modes of synthesis for copper nanoparticles of

the required size were determined and tested.
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1. Introduction

Metal nanoparticles with the definite sizes and shapes are currently found in wide use
in optical and electronic equipment [1], chemical, biochemical sensors and catalysts [2-4]. In
works [5-6] the potential for using gold and silver nanoparticles as a part of the composites
with a transparent medium for an optical detonator’s cup was shown. In contrast to the
iron-group [7-8] and aluminium-group elements, for which the maximal absorptivities (Qabs)
do not exceed 2.5, silver and gold nanoparticles Qabs have values more than 6 [6]. One
way to enhance the safety of using energetic materials-based equipment based is to develop
optical initiation systems. Explosives in these systems must have selective sensitivity to
irradiation and at the same time have low sensitivity to sound waves and impact [10]. In
work [11], the initiation threshold values were determined for the pentaerythritol tetranitrate,
containing aluminium nanoparticles. The composites were shown to have laser sensitivity
about 1 J/cm2, this value is in 100 times smaller than that of pure pentaerythritol tetranitrate
pressed pellet. That is why the main direction of optical detonators development is the
doping of the existing explosives with the light sensitive impurities [5]. At the same time,
one of the most important questions is the synthesis of the stable nanoparticles of the required
size. The aim of this work is to define the optimal nanoparticle size for use in the cup of
an optical detonator, and to determine the synthetic method for those nanoparticles. To
achieve the object it is necessary:

1) to calculate the optical properties of the copper nanoparticles in the pentaerythritol
tetranitrate pressed matrix for the first and the second harmonics of the Nd:Yag laser;
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2) to calculate the minimal initiation energy density of explosive decomposition of
the pentaerythritol tetranitrate containing copper nanoparticles taking into account the ab-
sorptivities obtained in step 1;

3) to determine and test methods for the synthesis of properly-sized copper nanopar-
ticles.

2. Hot spot model

Experimental solution of the first and second point is a very laborious task, even for
one wavelength [12-13]. That is why the absorptivities (Qabs) of the spherical nanoparticles
with radii R were calculated in terms of Mie theory using the method described in [14].

Fig. 1. Dependence of the critical initiation energy of the pentaerythritol
tetranitrate on the copper nanoparticles’ radii for the 532 nm wavelength

To calculate the absorptivity, it is necessary to use the complex refractive index
(mi), which also depends on the wavelength of the incident irradiation [11]. In work [15],
the mi for copper was estimated to be 0.85–2.39 i for the first harmonic (1064 nm) of the
Nd:Yag laser and 0.21–7.0 i for the second harmonic (532 nm). For each wavelength, the
dependences Qabs(R) were calculated. These dependences have maxima (Qabs max) whose
positions (Rabs max) depend on the wavelength. For the first harmonic of the Nd:Yag laser,
Qabs max= 0.097 and Rabs max = 98 nm, for the second harmonic, Qabs max increases to 3.29
and Rabs max decreases to 30 nm.

The considerable (more than in 34-fold) increase of Qabs max comparing two harmon-
ics must give the corresponding decrease of the energy density (Hc), required to initiate the
explosive decomposition of the pentaerythritol tetranitrate – copper system. Model of initi-
ation of the explosive decomposition in the vicinity of the absorbing particle and the method
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of the calculation was presented in previous works [16-17]. The minimal value of the critical
energy density (Hc min) for the pentaerythritol tetranitrate – copper system, calculated in
terms of the model for the first harmonic, was 0.82 J/cm2 while Rmin = 96 nm. Figure 1
shows the dependence Hc(R) calculated for copper nanoparticles at a wavelength of 532 nm.
The dependence has a strongly marked minimum, which corresponds to the minimal energy
density necessary to transition the reaction into a self-accelerated mode. The coordinates
for the minimum are Hcmin = 0.0278 J/cm2 and Rmin= 33.5 nm.

Comparing the calculated critical energy densities shows that pentaerythritol tetran-
itrate, containing copper nanoparticles, acted upon by the second harmonic of Nd:Yag laser
has a considerably smaller critical energy density (by 29 times) than that of the first har-
monic. For the optical detonator cups using the first harmonic, the optimal size of copper
particles is about 200 nm, for the second harmonic, the ideal size is 60–70 nm. The following
stage of research is to work out the methods of synthesis of the copper with required sizes.

Fig. 2. Typical mass contribution function of the heterogeneity on size. The
samples were got using regimes “A” (1) and “B” (2)

3. Synthesis of copper nanoparticles

Different methods of synthesizing the copper particles are known. In work [18] copper
nanoparticles of different diameters (from 3 till 22 nm) were obtained by the reduction of
copper sulfate and ascorbic acid in an aqueous solution of ethylene glycol (sodium borohy-
dride was used as a reducing agent), this caused the existence the copper(I) oxide impurity
in the copper nanoparticles. The abundance of the copper(I) oxide varied from 11.5% to
44.1% depending on the conditions of the reaction. For optical detonators, it is necessary to
use nanoparticles with considerably larger diameters which have oxidation-free surfaces.

In this work, the synthesis of Cu nanoparticles was performed in an “Anton Paar”
reactor. The copper hydroxide, deposited by alkali (NaOH, 99 wt.%) in an aqueous solution
of the copper chloride (analytical grade), and then, the in situ-formed hydroxide was reduced
by hydrazine hydrate. Conditions were optimized taking into account the methods for ob-
taining two-component powders Fe–Co, Fe–Ni and Cu–Ni [19-23]. We have also determined
the optimal conditions for obtaining copper of one phase, which was proved by the results of
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the radiographic analysis. Akali 2–3 g (∼0.3 mol/l) and reducing agent 15–20 ml (∼3 mol/l)
are added to 100ml (assuming 1 gram of metal) of the reaction mixture, which temperature
was 80–85◦ . Then, in mode A the mixture of alkali salt and hydrazine are added simultane-
ously, in mode B the alkali salt is added prior to the hydrazine. A compulsory condition for
synthesis is intense agitation (mechanical stirrer of “squirrel cage” type). All steps of the
process were performed using equipment that permitted the use of an inert atmosphere and
excluded all contact of the reactants with air.

Immediately after synthesis and washing, the powder was placed in a weighing bottle
and stored under glycerin. The main purpose of the synthesis under a nitrogen atmosphere
is to obtain metal nanoparticles having a minimal percentage of the oxidized impurity phase.

Determination of the phase composition and structural parameters was performed
using X-ray diffractometer Difreii-401 (Russia) and DRON-3. The average particle size was
determined by the method of small-angle X-ray scattering in copper irradiation using PFC-1
apparatus. Copper nanoparticles, synthesized in mode A, had diameters (d) from 100 to
300 nm (fig. 2 (1)); while mode B gave particles with diameters of about 60 nm (fig. 2 (2)).
Data from the small-angle X-ray scattering agreed with the results of the diffraction peak
broadening calculation, which gave the particles’ sizes of about 50 nm. Thus, the analyzed
powders might be considered nanopatterned.

The mass size contribution function has areas with the minima below zero (area of
sizes up to 5 nm), this is because of a thin film of oxide on the particles’ surfaces. The average
thickness of the layer is 2.5 nm. When comparing the experimental data, one readily sees
that when changing the synthetic method, the copper nanoparticles’ average sizes decrease
from 100-200 nm (mode A) to 60 nm (mode B).

4. Conclusion

In this presented work, synthetic methods for copper nanoparticles for use in opti-
cal initiation system were proposed. Optimal sizes were estimated for copper particles in
pentaerythritol tetranitrate, used as the cup of an optical detonator, for the first and the
second harmonics of the Nd:Yag laser. For the first harmonic, Qabs max= 0.097 and Rabs max

= 98 nm, for the second harmonic Qabs max rises to 3.29 and Rabs max decreases to 30 nm.
Calculated for the first harmonic, Hcmin of the pentaerythritol tetranitrate – copper system
is 0.82 J/cm2 and the particle’s radius Rmin = 96 nm. It was shown that pentaerythri-
tol tetranitrate, containing the copper nanoparticles, must be significantly more sensitive
(∼29 times) to the second harmonic of the Nd:Yag laser than to the first. Methods for the
synthesis of properly-sized copper nanoparticles were worked out and tested. The next step
for the optimization of the optical detonator cup is to experimentally determine the critical
initiation energy density for pentaerythritol tetranitrate, containing the copper nanoparti-
cles of different diameters, for the first and the second harmonics of the Nd:Yag laser. This
work was supported by Ministry of Education and Science of the Russian Federation (gov-
ernmental project No. 2014/64) and Russian Foundation for Basic Research for the financial
support (grant 14-03-31648).
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The problem of adequately describing transport processes of fluids in confined conditions is solved using methods

of nonequilibrium statistical mechanics. The ‘fluid–channel wall’ system is regarded as a two-fluid medium, in

which each phase has a particular velocity and temperature. The obtained results show that the transport equations

in confined spaces should contain not only the stress tensor and the heat flux vector, but also the interfacial

forces responsible for the transfer of momentum and heat due to the interaction with the wall surfaces. The stress

tensor and the heat flux vector fluid can be expressed in terms of the effective viscosity and thermal conductivity.

However, the constitutive relations contain additive terms that correspond to fluid–surface interactions. Thus, not

only do the fluid transport coefficients in nanochannels differ from the bulk transport coefficients, but they are also

not only determined by the parameters of the fluid.
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1. Introduction

The extensive study of liquid and gas microflows over the last two decades has been mo-
tivated by the emergence of a large number of microfluidics tools and systems. These flows are
currently use in biochemistry, medicine, pharmacology, biology, thermal engineering, catalysis,
etc. An important aspect of the active use of various micro and nanoflows is the development of
a new generation of resource-saving technologies with low power consumption. The efficiency
of micro and nanodevices is largely determined by the transport processes occurring in the fluid
flows. Thus, for example, mixing in micromixers is due to diffusion processes, and the energy
spent for fluid circulation depends on the fluid viscosity. Today, however, it is known that
transport processes in confined geometries are significantly different from those in the bulk.
Diffusion, for example, is anisotropic [1, 2], fluid viscosity is differed from the value in the
bulk [3–5] and the fluid in nanochannel has a nonhomogeneous structure [6, 7].

Difficulties in measuring transport coefficients in small channels or pores are obvious.
In fact, at present, there are no reliable experimental data. However, already today, we can argue
with certainty, first, that the fluid viscosity in small channels is inhomogeneous over the channel
cross-section and, second, that its average value is significantly different from the value in
bulk. This, in particular, is suggested by the results of molecular dynamics simulations [2, 7].
Layers of structured fluid with characteristic scales on the order of nanometers are formed near
the channel walls. In such channels, fluctuations in the number of molecules, momentum, and
energy become important [8].

Existing experimental data on the pressure drop are very contradictory. Some authors
argue that the pressure drop is described by the classical equations of fluid dynamics (see,
e.g., [3]). However, there are indications that the pressure drop coefficient is much higher
than the classical value (e.g., [3]) and less than it [9]. Often, these discrepancies are explained
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by the slip boundary conditions on the micro or nanochannel walls (see for example [10]
and referenced therein). However, in our opinion, the situation is more delicate. Transport
processes are processes of relaxation of large-scale fluctuations, such as gradients of observed
macroscopic variables: density, velocity, temperature, etc. Fluctuations can be maintained, in
particular, by external forces with respect to the system. Transport processes in rarefied gases
are easily interpreted: they are due to transfer of the corresponding microscopic characteristics
on scales of the order of the mean free path of the molecules. In liquids, transport processes
are much more complicated. For example, the viscosity is due not only to the momentum
transfer in collisions of molecules, but also to the destruction of short-range order and diffusion
processes of momentum transfer in the system. In the vicinity of the surface, an important
factor in the equalization of momentum and energy in flow is the interaction of fluid molecules
with the surface’s molecules. In a nanochannel with a characteristic cross-sectional area on
the order of 5 nm, almost half of all interactions of fluid molecules are their collisions with
the molecules of the channel walls. Under such conditions, it becomes meaningless to speak
about the viscosity of the fluid separately. The viscosity of the fluid becomes a property of
the entire ‘fluid–nanochannel wall’ system. Of course, it is not easy to study this ‘viscosity’
experimentally. However, to develop an appropriate apparatus, it is first necessary to construct
an adequate theory of transport processes, which should be used in interpreting experimental
data. The aim of this work is to develop such a theory. It is constructed from the first principles
using methods of nonequilibrium statistical mechanics.

2. The transport equations of the system

Since the states of the molecules of the fluid and the channel walls are significantly
different (in particular, the walls are at rest and the fluid moves), the system is a peculiar two-
fluid medium. The properties of this medium are described in this paper using the apparatus that
we developed previously to describe dispersed media [11–14]. In this case, the ‘fluid–channel
wall’ system is treated as a two-fluid medium, each of which phases consists of the same
type of molecules and is characterized by their macroscopic variables: density, velocity, and
temperature. The dynamics of the system is described by the N-particle distribution function
FN which satisfies the Liouville equation:

∂FN/∂t+ LNFN = 0, (1)

in which the Liouville operator is defined as:

LN =
2∑

α,ϕ=1

Nα∑
i=1

[
pi
mα

· ∂
∂ri

+
1

2

Nϕ∑
j=1

Fij ·
(

∂

∂pi
− ∂

∂pj

)]
.

Here ri, mi, and pi are the coordinate of the center of mass, mass, and momentum of the i-th
molecule of phase α.

We will characterize the state of the system by partial values of the density nα, mo-
mentum pα, and energy Eα. These quantities are the averages of the corresponding dynamical
variables:

n̂α(r) =
Nα∑
i=1

δ(ri − r), p̂α(r) =
Nα∑
i=1

piδ(ri − r), Êα(ri − r) =
Nα∑
i=1

Eiδ(ri − r), (2)
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where Ei is the energy of the i-th molecule. Applying the Liouville operator to the dynamic
densities (2), we obtain the following transport equation for them:

˙̂nα = −∇ · Ĵ1α, ˙̂pα = −∇ · Ĵ2α + ĵ2α,
˙̂
Eα = −∇ · Ĵ3α + ĵ3α. (3)

The operators of the number flux of molecules Ĵ1α, momentum flux Ĵ2α, the energy
flux Ĵ3α, and the interfacial force operators ĵ2αand ĵ3α are defined as follows:

Ĵ1α =
Nα∑
i=1

pi
mα

δ(ri− r), Ĵ2α =
Nα∑
i=1

pipi
mα

δ(ri− r) +
1

2

Nα∑
i=1

f,b∑
ϕ

Nϕ∑
j=1

rijFij

1∫
0

dηδ(rj − r+ ηrij),

ĵ2α =
1

2

Nα∑
i=1

Nϕ6=α∑
j=1

Fij [δ(ri − r) + δ(rj − r)] ,

Ĵ3α =
Nα∑
i=1

piEi
mα

δ(ri − r) +
1

4

Nα∑
i=1

f,b∑
ϕ=1

Nϕ∑
j=1

(
pi
mα

+
pj
mϕ

)
· rijFij

1∫
0

dηδ(rj − r + ηrij),

ĵ3α =
1

4

Nα∑
i=1

Nϕ6=α∑
j=1

Fij ·
(

pi
mα

+
pj
mϕ

)
[δ(ri − r) + δ(rj − r)] .

The hydrodynamic velocities of the fluid (hereinafter, we use the subscript f ) and the
walls (subscript b) are defined as follows: uf (r, t) = pf (r, t)/mfnf , ub(r, t) = 0. Transport
equations of the hydrodynamic variables can be obtained by averaging the density transport
equations (3) over the ensemble FN and using a locally accompanying coordinate system for
the fluid which moves relative to the laboratory system with velocity uf . It can be shown that
these equations have the following form:

∂nf
∂t

+∇ · (nfuf ) = 0,
∂nb
∂t

= 0,

ρf
∂uf
∂t

+ ρfuf · ∇uf = −∇ · J′2f + j2f , −∇ · J′2b + j2b = 0,

∂E ′f
∂t

+∇ · (ufE ′f ) = −∇ · J′3f − (J′2f + Jfb) : ∇uf − jfb · uf + j′3f ,

∂E ′b
∂t

= −∇ · J′3b − j′3f + Jfb : ∇uf . (4)

Here A =
〈
Â
〉

, the angle brackets denote an average over the ensemble FN , and all primed

quantities were obtained from the corresponding unprimed ones by the momentum transforma-
tion: p′i = pi −mαuα. Moreover, additional microscopic densities are introduced:

Ĵfb = −1

4

Nf∑
i=1

Nb∑
j=1

rijFij

1∫
0

dηδ(rj − r + ηrij), ĵfb =
1

2

Nf∑
i=1

Nb∑
j=1

Fijδ(ri − r).
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3. Nonequilibrium distribution function

The transport equations (4) are not closed; they contain the fluxes and interphases forces
which should be connected with macroscopic variables. To calculate the fluxes J′αi and forces
j′αi we need to determine the distribution function FN . Thus the problem of deriving the
transport equations and constitutive relations reduces to finding a solution of equation (1) for
the macroscopic level of the system description. Due to the linearity of equation (1), its solution
can be sought in the form of the sum of the quasi-equilibrium distribution function FN0 and the
dissipation function FN1:

FN = FN0 + FN1. (5)
The function FN0 is obtained from the extremum condition for the information entropy

S = −k 〈lnFN0〉 (k is Boltzmann’s constant) for the given average values of the number of
particles, momentum, and energy of the particles of each medium (fluid and channel walls)
(see [11, 15]). The distribution function obtained in this way corresponds to the two-fluid de-
scription of the system. In the derivation of FN0, it should only be taken into account that the
macroscopic velocity of the wall is equal to zero and that the temperatures of the walls and the
fluid can be different. Thus the quasi-equilibrium distribution function has the following form:

FN0 = Q−10 exp

{
−
∫
dr
[
βf (r, t)Ê

′
f (r)− νf (r, t)n̂f (r) + βb(r, t)Êb(r)− νb(r, t)n̂b(r)

]}
,

(6)

Q0 =

〈
exp

{
−

b∑
α=f

3∑
k=1

∫
gkα(r, t)Ĝkα(r)

}〉
,

Ĝ1α(r) = n̂α(r), Ĝ2α(r) = p̂α(r), Ĝ3α(r) = Êα(r).

Here g3α = βα = 1/kTα is the local inverse temperature of the component α, να = −βαµα,

g1α = βα (−µα +mαu
2
α/2), g2α = −βαuα, and µα is the local chemical potential. The average

values of the particle number density of the component and its energy calculated for the quasi-
equilibrium ensemble (6) are:

〈n̂α(r)〉0 =
δ lnQ0

δνα(r)
,
〈
Ê ′α(r)

〉
0

=
δ lnQ0

δβα(r)
.

Here, averaging over the ensemble (6) is denoted by the subscript 0 in the angle brackets.
For the thermodynamics of the system to be defined by the function FN0, it is necessary that
the macroscopic variables coincide with their quasi-equilibrium values: nα(r, t) = 〈n̂α(r)〉0,
E ′f (r, t) =

〈
Ê ′f (r)

〉
0
.

Because FN0 is an even function of the momenta p′i and the coordinates rij , the mean
values of the nondiagonal elements of the stress tensor and the tensor Jfb calculated from it are
equal to zero:

J′
0
2f (r, t) =

1

3

〈
Ĵ′2f (r) : U

〉
0

= pf (r, t)U, J0
fb (r, t) =

1

3

〈
Ĵfb(r) : U

〉
0

= pfb(r, t)U.

Here, pf is the partial pressure of the fluid, which we assume to be isotropic and U is the unit
tensor of second rank. For the same reason, the other fluxes and interfacial forces are equal to
zero, and the equations of multifluid hydrodynamics for the quasi-equilibrium ensemble (6) are
the Euler-type equations:
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∂nf
∂t

+∇ · (nfuf ) = 0, ρf
∂uf
∂t

+ ρfuf · ∇uf = −∇pf ,

∂E ′f
∂t

+ uf∇ · E ′f = −
(
E ′f + pf + pfb

)
∇ · uf ,

∂E ′b
∂t

= pfb∇ · uf . (7)

It is evident that these equations derived for the ensemble FN0 do not describe dissipative
processes in the system. To construct the nonequilibrium distribution function, it is necessary
to solve the linear inhomogeneous equation (see Eq. (5)):

∂FN1/∂t+ LNFN1 = − (∂FN0/∂t+ LNFN0) . (8)

Applying the Liouville operator to the function FN0, we obtain:

LNFN0 = −FN0(t0)

∫
dr
[
Ĵ1f · ∇νf − βf

(
Ĵ2f −mfuf Ĵ1f

)
: ∇uf+(

Ĵ3f − Ĵ2f · uf +mf

u2
f

2
Ĵ1f

)
· ∇βf+

Ĵ1b · ∇νb + Ĵ3b · ∇βb − ĵ2f · βf∇uf + ĵ3f (βf − βb)
]
.

The right side of equation (8) contains also time derivatives of hydrodynamic quantities
which are determined from the transport equations (7) using the complete distribution function.
The time derivative of the quasi-equilibrium distribution function can be written as follows:

∂FN0/∂t = TFN0 + TFN1,

TFNj = FN0

b∑
α=f

3∑
k=1

∫
dr∆G̃kα(r)

∂jφkα(r, t)

∂t
, j = 0, 1, φ1α = να, φ2α = uα, φ3α = −βα,

∆G̃kα = ˆ̃Gkα − G̃kα,
ˆ̃G1α = Ĝ1α,

ˆ̃G2α = βαĜ
′
2α,

ˆ̃G3α = Ĝ′3α,

∂jφkα(r, t)

∂t
=

〈
∂φkα(r, t)

∂t

〉
j

.

Then Eq. (8) becomes:

∂FN1/∂t+ (T + LN)FN1 = − (T + LN)FN0.

A method for solving this equation was developed and described in detail previ-
ously [11–14]. Omitting cumbersome calculations, we give the explicit form of the nonequilib-
rium distribution function obtained using this method for the system considered:

FN1 (t) = π(t, t0)S
(N)
(t−t0)FN1(t0)+

f,b∑
α

5∑
k=1

t∫
t0

dt1

∫
dr

∫
dr′π(t, t1)S

(N)
(t−t1)FN0(t1)∆Ikα·Ykα(r′, t1),

∆Ikα = Îkα(r, r′)− I0kα(r, r′), I0ia =
〈
Îia

〉
0
. (9)

Here S
(N)
(t−t0) is the displacement operator along the trajectory of N particles. The operator

π(t, t1) has the form of an infinite series in the thermodynamic forces [11, 16] :
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π(t, t1) =
∞∑
n=0

πn(t, t1), π0(t, t1) = 1,

πn(t, t1) = (−1)n
t∫

t1

dt2 . . .

t∫
t1

dtn+1

n+1∏
i=2

S
(N)
−(t−ti)T (ti)S

(N)
(t−ti),

where the product is formed starting from terms with the largest i. For weakly nonequilibrium
systems (in ordinary hydrodynamics, this corresponds to the Navier-Stokes approximation), this
series can be truncated to the first term. In this case the operator π(t, t1) is equal to unity. The
fluxes Îkα and thermodynamic forces Ŷkα are given by:

Î1f = Ĵ′1f (r)

(
δ(r− r′)− βf (r)

nf (r)

(
δpf (r)

δνf (r′)

)
βf

)
,

Î1b = Ĵ′1b(r)δ(r− r′), Y1α = −∇′να,

Î2f =
(
Ĵ′2f (r) + Ĵfb(r)

)
βfδ(r− r′)−

[
E ′f (r) + pf (r) + pfb(r)

]
×n̂f (r)( δνf (r)

δE ′f (r
′)

)
nf

− Ê ′f (r)

(
δβf (r)

δE ′f (r
′)

)
nf

U−

nf (r)

[
n̂f (r)

(
δνf (r)

δnf (r′)

)
E′
f

− Ê ′f (r)
(
δβf (r)

δnf (r′)

)
E′
f

]
U,

Î2b = pfb(r)

[
n̂b(r)

(
δνb(r)

δE ′b(r
′)

)
nb

− Ê ′b(r)
(
δβb(r)

δE ′b(r
′)

)
nb

]
U, Y2α = −∇′ · uf ,

Î3f = Ĵ′3f (r)δ(r− r′) + p̂′f (r)
βf (r)

mfnf (r)

(
δpf (r)

δβf (r′)

)
νf

,

Î3b = Ĵ′3b(r)δ(r− r′), Y3α = −∇′βα,

Î4f = −ĵ2f (r)βfδ(r− r′), Y4f = uf , Y4b = 0,

Î5f =

(
ĵ′3f (r) +

1

2
ĵ2f (r) · uf

)
δ(r− r′), Y5f = βf − βb, Y5b = 0.

In these expressions, the subscript at a bracket indicates the expression in the bracket is calcu-
lated for the fixed variables specified in the subscript, ∇′ = ∂/∂r′.

The fluxes Îkα are generally nonlocal. The characteristic scales of its nonlocality are
about the size of the internal structural elements of the medium and the time of their interaction.
For simple fluids, this type of nonlocality can be neglected. Therefore we can replace the
functional derivatives with the partial derivatives, which will be done below.
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4. Constitutive relations and transport coefficients

Using the nonequilibrium distribution function (9), we obtain fluid transport equations
in flows bounded by surfaces. The constitutive relations for the stress tensor, heat flux vector,
and interfacial forces entering these equations are generally nonlocal and retarded:

fia(r, t) = fia(r, t0) + f0ia(r, t) +
5∑

k=1

2∑
β,ϕ

t∫
t0

dt1

∫
dr′Mkβ

ia (r, r′, t− t1) ·Ykβ(r′, t1), (10)

f̂1a = Ĵ′1a, f̂2a = Ĵ′2a, f̂3a = Ĵ′3a, f̂4a = ĵ2a,

f̂5a = ĵ′3a, f̂6f = Ĵfb, f̂7f = ĵfb, f̂6b = f̂7b = 0.

The relaxation transport kernels included in these formulas are given by the relations:

Mkβ
ia (r, r′, t− t1) =

〈
f̂ia(r)S

(N)
(t−t1)∆Ikβ(r′)

〉
0
. (11)

Given that the quasi-equilibrium distribution function is even in momenta and relative
coordinates of the molecules, it can be shown that the uneven transport kernels (11) in these
quantities are equal to zero. Moreover, in the constitutive relations (10), the stress tensor and
the tensor Jfb can be split into a symmetric nondivergent part (denoted below by superscript s)
and a divergent part (denoted by superscript 0). In this case, the constitutive relations for the
fluid under confined conditions have the following form:

J′s2f (r, t) =

t∫
t0

dt1

∫
dr′
〈
Ĵ′s2f (r)S

(N)
(t−t1)∆

(
Ĵ′s2f (r

′) + Ĵsfb(r
′)
)〉

0
: βf (r

′)∇′uf (r′),

J0
i (r, t) =

t∫
t0

dt1

∫
dr′
〈
Ĵ0
i (r)S

(N)
(t−t1)∆

(
Î0f (r

′) + Î0fb(r
′)
)〉

0
: ∇′ · uf (r′)U,

i = 1, 2, Ĵ0
1 = Ĵ′02f , Ĵ0

2 = Ĵ′0fb, Ĵ0
i =

〈
Ĵ0
i

〉
,

Î0f (r) = Ĵ′2f (r) βf −
(
E ′f (r) + pf (r)

)
U×n̂f (r)( ∂νf

∂E ′f

)
nf

− Ê ′f (r)

(
∂βf
∂E ′f

)
nf

− nf (r)(n̂f (r)(∂νf
∂nf

)
E′
f

− Ê ′f (r)

(
∂βf
∂nf

)
E′
f

)
U,

Î0fb(r) = Ĵfb(r)βf − pfb(r)U×n̂f (r)( ∂νf
∂E ′f

)
nf

− Ê ′f (r)

(
∂βf
∂E ′f

)
nf

+ pfb(r)

(
n̂b(r)

(
∂νb
∂E ′b

)
nb

− Ê ′b(r)
(
∂βb
∂E ′b

)
nb

)
U,

j2f (r, t) =
1

2

t∫
t0

dt1

∫
dr′
〈
ĵ2f (r)S

(N)
(t−t1)ĵ2f (r

′)
〉
0

(βf (r
′) + βp(r′))uf (r

′),

J′3f (r, t) = −
t∫

t0

dt1

∫
dr′

〈
Ĵ′3f (r)S

(N)
(t−t1)∆

(
Ĵ′3f (r

′) + p̂f (r
′)

βf (r
′)

mfnf (r′)

(
∂pf
∂βf

)
νf

)〉
0

·∇′βf (r′),
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j′3f (r, t) =

t∫
t0

dt1

∫
dr′
〈
ĵ′3f (r)S

(N)
(t−t1)∆ĵ

′
3f (r

′)
〉
0

(βf (r
′)− βb(r′)) ,

Jsfb(r, t) =

t∫
t0

dt1

∫
dr′
〈
Ĵsfb(r)S

(N)
(t−t1)∆

(
Ĵ′s2f (r

′) + Ĵsfb(r
′)
)〉

0
: βf (r

′)∇′uf (r′),

jfb(r, t) =
1

2

t∫
t0

dt1

∫
dr′
〈
ĵfb(r)S

(N)
(t−t1)ĵ

′
2f (r

′)
〉
0
· (βf (r′) + βb(r

′))uf (r
′). (12)

Equations (12) are nonlinear, nonlocal, and retarded constitutive relations. Its nonlocality
is associated with the correlation between dissipative fluxes and thermodynamic forces and is
due to the finite speed of propagation of disturbances in the medium. For weakly nonequilibrium
systems for which the gradients of the observed macroscopic variables are relatively low (in
classical fluid mechanics, this corresponds to Newton’s constitutive equations for the stress
tensor and Fourier’s equations for the heat flux vector), this nonlocality and retardation can also
be neglected. In addition, as noted above, the operator π(t, t1) = 1 in this case. If we neglect
the initial values of the fluxes and interfacial forces, the constitutive equations in this case can
be written as:

J′2f (r, t) = pf (r, t)U−
(
µs
ff + µs

fb

)
: ∇usf −

(
µ0
ff + µ0

fb

)
: ∇ · ufU, j2f (r, t) = −ν · uf ,

J′3f (r, t) = λf · ∇βf + λb · ∇βb, j′3f (r, t) = ω (βf − βb) ,
Jfb(r, t) = pfb(r, t)U−

(
µs
bf + µs

bb

)
: ∇usf −

(
µ0
bf + µ0

bb

)
: ∇ · ufU, (13)

jfb(r, t) = −σ · uf .
Here, transport coefficients µs

ff , µ
0
ff , µ

0
fb, and µs

fb are fourth-rank tensors, ν, λf , λb and σ are

second-rank tensors, and $ is a scalar. These quantities are given by the following relations:

µs
if = βf

∫
dt1

t∫
t0

dr′
〈
Ĵ′si (r)S

(N)
(t−t1)Ĵ

′s
2f (r

′)
〉
0
, i = f, b, Ĵ′f = Ĵ′2f , Ĵ′b = Ĵ′fb,

µs
ib = βf

t∫
t0

dt1

∫
dr′
〈
Ĵ′si (r)S

(N)
(t−t1)Ĵ

s
fb(r

′)
〉
0
,

µ0
if =

t∫
t0

dt1

∫
dr′
〈
Ĵ′0i (r)S

(N)
(t−t1)Î

0
f (r
′)
〉
0
,

µ0
ib =

t∫
t0

dt1

∫
dr′
〈
Ĵ′0i (r)S

(N)
(t−t1)Î

0
fb(r

′)
〉
0
,

λf =

t∫
t0

dt1

∫
dr′

〈
Ĵ′3f (r)S

(N)
(t−t1)∆

(
Ĵ′3f (r

′) + p̂′f (r
′)

βf (r
′)

mfnf (r′)

(
∂pf
∂βf

)
νf

)〉
0

,
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λb =

∫ t

t0

dt1

∫
dr′
〈
Ĵ′3f (r)S

(N)
(t−t1)∆Ĵ′3b(r

′)
〉
0
,

$ =

t∫
t0

dt1

∫
dr′
〈
ĵ′3f (r)S

(N)
(t−t1)ĵ

′
3f (r

′)
〉
0
,

σ =
1

2
(βf + βb)

t∫
t0

dt1

∫
dr′
〈
ĵfb(r)S

(N)
(t−t1)ĵ2f (r

′)
〉
0
,

ν =
1

2
(βf + βb)

t∫
t0

dt1

∫
dr′
〈
ĵ2f (r)S

(N)
(t−t1)ĵ2f (r

′)
〉
0
. (14)

Note that in the case of incompressible channel walls, their hydrodynamic velocity
equals zero, ub = 0. The condition that the magnitudes of the interfacial forces j2f = j2b and
the momentum equation for the wall:

−∇ · J′2b + j2b = 0

imply that j′2b = −∇ · J′2b. If we neglect the bulk viscosity, the evolution equation of the fluid
velocity can be written in simple form:

ρf
duf
dt

= −∇pf −∇ ·
(
µs
ff + µs

fb + µs
b

)
: ∇usf .

Thus, the viscosity of the fluid in confined geometry depends not only on the interac-
tion between the fluid molecules (responsible tensor coefficient µs

ff ). The effective viscosity
contains the contributions due to the interaction with the surface, the coefficient µs

b is given by
the relation:

µs
b(r) = βb

∫
dr′

t∫
t0

dt1

〈
Ĵ′s2b(r)S

(N)
(t−t1)∆Ĵsfb(r

′)
〉
0
.

Further simplification of the constitutive relations is possible in systems having sym-
metrical properties. For an isotropic medium, the transport kernel (11) and the corresponding
transport coefficients (14) are scalars multiplied by the isotropic tensors. Thus, for an isotropic
medium, the local constitutive relations reduce to:

J′2f (r, t) = pfU−
(
µsff + µsfb + µsb

)
∇usf −

(
µ0
ff + µ0

fb + µ0
b

)
∇ · ufU, j2f (r, t) = 0,

J′3f (r, t) = λf∇βf + λb∇βb, j′3f (r, t) = ω (βf − βb) ,

Jfb(r, t) = −
(
µsbf + µsbb

)
∇usf −

(
µ0
bf + µ0

bb

)
∇ · ufU, jfb(r, t) = −σuf . (15)

The scalar transport coefficients are obtained by convolution of the tensor coefficients:

µsif =
βf
5

t∫
t0

dt1

∫
dr′
〈
Ĵ′si (r) : S

(N)
(t−t1)Ĵ

′s
2f (r

′)
〉
, µsib =

βf
5

t∫
t0

dt1

∫
dr′
〈
Ĵ′si (r) : S

(N)
(t−t1)Ĵ

′s
fb(r

′)
〉
,
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µsb =
βb
5

t∫
t0

dt1

∫
dr′
〈
Ĵ′s2b(r) : S

(N)
(t−t1)Ĵ

′s
fb(r

′)
〉
,

µ0
if =

βf
9

t∫
t0

dt1

∫
dr′
〈
Ĵ′i(r) : S

(N)
(t−t1)Ĵ

′0
2f (r

′)
〉
, µ0

ib =
βf
9

t∫
t0

dt1

∫
dr′
〈
Ĵ′i(r) : S

(N)
(t−t1)Ĵ

′0
fb(r

′)
〉
,

µ0
b =

βb
9

t∫
t0

dt1

∫
dr′
〈
Ĵ′2b(r) : S

(N)
(t−t1)Ĵ

′0
fb(r

′)
〉
,

λf =
1

3

t∫
t0

dt1

∫
dr′

〈
Ĵ′3f (r) · S

(N)
(t−t1)∆

(
Ĵ′3f (r

′) + p̂′f (r
′)

βf (r
′)

mfnf (r′)

(
∂pf
∂βf

)
νf

)〉
0

,

λb =
1

3

t∫
t0

dt1

∫
dr′
〈
Ĵ′3f (r) · S

(N)
(t−t1)∆Ĵ′3b(r

′)
〉
0
,

σ =
1

6
(βf + βb)

t∫
t0

dt1

∫
dr′
〈
ĵfb(r) · S(N)

(t−t1)ĵ2f (r
′)
〉
0
. (16)

5. Conclusion

The technique developed in this paper to describe transport processes in confined geome-
tries allows one to derive closed transport equations based on first principles. It is important that
the characteristics in these equations, such as the stress tensor or heat flux vector, are expressed
in terms of the parameters of the fluid-fluid and fluid-surface interaction forces. Therefore,
specifying real material parameters, we can predict how the processes of momentum and energy
transfer will occur in a particular microsystem. In this sense, the constructed equations are fairly
universal.

The main conclusion is that transport processes in fluids under confined conditions
differ significantly from fluid transport processes in bulk. Therefore, the viscosity and thermal
conductivity coefficients of fluids in bulk and in nanochannels will be different. It is impossible
to use the Green – Kubo formula to simulate the transport coefficients of fluids under confined
conditions (using, for example, molecular dynamics method). In this case the shear viscosity
coefficient is given by the formula:

µ = µsff + µsfb + µsb. (17)

The first two terms are typical of a two-fluid medium. The last term does not have a
classical analog. As a rule, we can neglect the space nonlocality of the relations (16), i.e. the
transport relaxation kernels are δ-functions of the coordinates r and r′. In this case, the viscosity
coefficients are determined by the following formulas:

µsff =
βf
5

t∫
t0

dt1

〈
Ĵ′si (r) : S

(N)
(t−t1)Ĵ

′s
2f (r)

〉
, µsfb =

βf
5

t∫
t0

dt1

〈
Ĵ′si (r) : S

(N)
(t−t1)Ĵ

′s
fb(r)

〉
,
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µsb =
βb
5

t∫
t0

dt1

〈
Ĵ′s2b(r) : S

(N)
(t−t1)Ĵ

′s
fb(r)

〉
. (18)

The thermal conductivity process is determined by the gradients of the fluid and wall
temperature (see Eq. (15)). If the channel walls have the same temperature as the fluid,
the thermal conductivity coefficient of the fluid under confined conditions is described by the
formula:

λ = λf + λb, (19)

where, in local approximation, the coefficients have the following form:

λf =
1

3

t∫
t0

dt1

〈
Ĵ′3f (r) · S

(N)
(t−t1)∆

(
Ĵ′3f (r) + p̂′f (r)

βf (r)

mfnf (r)

(
∂pf
∂βf

)
νf

)〉
0

,

λb =
1

3

t∫
t0

dt1

〈
Ĵ′3f (r) · S

(N)
(t−t1)∆Ĵ′3b(r

′)
〉
0
. (20)

Equations (17) – (20) are the generalization of the known Green – Kubo relations. The
formula for transport coefficients of fluids under confined conditions is rather complex. We
can hope to derive simple relations only for rarefied gases. In this case, the gas evolution is
described by the Boltzmann’s equation. There is a single method for calculating the transport
coefficients of dense gases or liquids. This is the molecular dynamics (MD) method. In this
case, formulas (18), (20) should be used. However, in some MD simulations of nanoflows,
attempts are made to use conventional fluid-dynamic equation and Green – Kubo formulas for
transport coefficients. Clearly, this approach is inappropriate for such small systems.

Note, finally, that the possible elasticity and compliance of the walls can be taken
into account using the formalism developed. For this, however, a different quasi-equilibrium
ensemble is required.
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Synthetic graphene oxide, in the form of graphene oxide paper (GOpp), and its reduction product – thermally

exfoliated reduced graphene oxide (TErGO) – were studied by elastic and inelastic neutron scattering at low and

room temperature conditions. The neutron diffraction patterns were analyzed to confirm stacking structures of both

species consisting of 4 – 6 and ∼ 8 layers of microsize lateral dimension and the interlayer distances of 7.21 Å and

3.36 Å, respectively. The one-phonon hydrogen amplitude-weighted density of vibrational states G(ω) represents

the inelastic incoherent neutron scattering spectra of the products. The study has revealed the retained water in

the freshly made GOpp, corresponding to the lowest humidity. The analysis of the TErGO G(ω) spectrum has

disclosed the chemical composition of its circumference attributing the latter to sets of CH units with a minor

presence of atomic oxygen.
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1. Introduction

By the definition of K. Novoselov et al. graphene modern technology can be divided into
two independent domains, namely: ’low performance’ (LP) and ’high performance’ (HP) [1].
The former includes a wide range of practical applications based on nanoscale graphene mate-
rial. Typical products of this domain are touch screens, electronic paper, foldable organic light
emitting diodes and others. Products of the second domain, based on a micro-size and larger
single or multi-graphene sheets, concern electronic device such as a high-frequency, logic and
thin-film field transistors. This separation of the graphene technology into two types, held de
facto, is not just a tribute to simplify operating with complex technologies, but, in fact, is a con-
sequence of the nature of the graphene molecule-crystal dualism and technical implementation
of its unique chemical and physical properties [2], respectively. Both the successful imple-
mentation of any technology and the difficulties arising on this way depend primarily on the
material in use. Serious problems associated with the development of processing methods aimed
at the mass production of micro- and macro-dimension crystalline graphene sheet are objective
reasons for postponing the implementation of the graphene HP technology up to 2030 [1, 3].
The latter is further exacerbated by the very high cost of this material [4]. Implementation of
the LP technology has proved more successful. Active efforts of numerous teams of chemists
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have resulted in solving the problem of mass production of the necessary technological material
- technical (molecular) graphene. This material is the final product of a complicated chemical-
technological cycle, a concise description of which is shown in Scheme 1. In numerous cases,
structural analysis shows pronounced non-planarity for GO sheets and nearly complete recovery
of the planarity for the basal plane of the carbon skeleton in reduced graphene oxide (rGO)
sheets, in connection with which thus produced rGO is referred to as graphene.

Dispersing
of graphite

→
Oxidation of dispersed
graphite and producing
graphene oxide (GO)

→
Reduction of GO and

producing reduced
graphene oxide (rGO)

SCHEME 1

Unlike hitherto used technological materials of strictly standardized chemical composi-
tion and structure, such a standardization of both GO and rGO products is not possible. The
point is that the two terms refer to very wide ranges of substances, which actually represent
various oxyhydride polyderivatives of graphene molecules of different chemical composition,
size, and shape due to which the products can be characterized only by a restricted number
of common features. Thus, in the GO case, there are two such characteristics that concern 1)
interlayer distance between the GO sheets of ≥ 7 Å and 2) an average chemical composition
described by the C:O ∼ 2:1 ratio. The former exhibits the fact that both basal plane and the
circumference area of the parent graphene molecules are involved in the oxidation while the
latter points to the prepotency of epoxy units among the GO oxygen-containing groups (OCGs).
A common feature of rGO is related to the interlayer distance of ∼ 3.5 Å that points to the
recovered planarity of the rGO carbon skeleton, on one hand, and to the location of residual
OCGs in the circumference area [2, 5], on the other. Individual differences within the two
communities are caused by the difference in size and shape of carbon skeletons of the parent
graphene molecules and, consequently, by different numbers of attached OCGs, as well as by
evidently individual combinations of these groups in each case. These circumstances result in
that the structure and chemical composition of both GO and rGO may change on each stage
of their chemical synthesis. The high-degree polyvariance of the chemical composition and
structure of synthesized GO and rGO are widely discussed in the literature [6,7]. Thus, such an
important parameter of rGOs produced in the different laboratories of the world as the residual
oxygen concentration can vary up to 20 times.

The lack of uniform properties deprives the obtained synthetic products the requested
technological stability and stimulates studies aimed at both disclosing the sources of non-
uniformity and finding the way to produce reliably standard products. Even now, the question
of GO and rGO chemical composition is a major stumbling block toward technical progress.
Empirical solution of the problem rests mainly in determination of C:O:H mass contents of the
products. While the determination requires the application of a set of complementary techniques,
e.g. XRF, TGA, Raman and FTIR spectroscopy, XRD, XPS, REELS, and so forth, it is mainly
focused on the evaluation of carbon and oxygen contents, neglecting hydrogen and other small
dopants. However, as was shown recently [8], elucidation of hydrogen’s role permits one to
come close to addressing the key question of chemical composition for both GO and rGO
products. The quoted results were obtained by studying the scattering of thermal neutrons that
is extremely sensitive to protium. Once stimulated by the results obtained, the authors (I. N. and
E. Sh.) have suggested to extend the neutron scattering study to a set of synthetic GO and rGO
products of different origins. The performed study not only revealed the retained water and
hydrogen-enriched cores of the products as new facets of the product structure and chemical
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composition, but also to show the way to link differences in the product behavior with the
chemical protocols of their production as well as to shed light on the reasons of their instability
over time. Recently, such a study has been performed for chemically produced GO/rGO pair
(Ak-GO and Ak-rGO below) [9] provided by the Akkolab company [10]. The current paper
presents the neutron scattering studies of chemically produced GO as GO paper and thermally
exfoliated rGO (ppGO and TerGO below).

2. Methods in use

2.1. Sample preparation

Graphite oxide (GrO) and GO paper. The samples of oxidized graphite were prepared
according to the Hummers technique [11]. In the standard procedure, 20 g of particulate pencil
graphite (ash < 1 %) were charged into a solution of 10 g of NaNO3 in 460 ml of 94 % H2SO4

and stirred for one hour at room temperature. Then the reactor was cooled to 0 ◦C and 60 g
of KMnO4 were added to the suspension in small portions under stirring. After introduction
of the permanganate, the reactor temperature was raised to 35± 3 ◦C and has been maintained
for one hour. Upon reaction completion, 920 ml of water were slowly added to the mixture
and the temperature was raised to ∼ 100 ◦C. The temperature was maintained for 15 min,
after which the mixture was diluted with 1400 ml of water and treated with hydrogen peroxide
(3 %, 200 ml) to convert manganese dioxide to soluble and colorless manganese sulfate. GrO
was allowed to settle and residual slightly yellow acidic solution was removed. The obtained
GrO was repeatedly redispersed and centrifuged in HCl (1 %) solution at first until sulfate ions
were removed and then in distilled water until the GO paste obtained displayed neutral pH. The
paste was placed on a polytetrafluoroethylene plate and dried at room temperature to give free
standing GO paper (ppGO below) (average thickness of 20 – 30 microns). Sheets of ppGO
were cut into pieces of 10 – 15 × 40 – 50 mm2, dried at 60 ◦C overnight and stored in a sealed
container. The general appearance of the ppGO is presented in Fig. 1a. Scanning electron
microscopy was performed on a JSM7001F microscope. An accelerating voltage of 3 – 15 kV
was used for observations. Images were obtained in the secondary electron mode.

a) b)

FIG. 1. SEM images of ppGO (a) and TErGO (b). White bars mark the image
scaling of 1µ in both panels
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TABLE 1. Mass content of ppGO and TErGO according to gaseous volumetry
(gv) and elemental analysis (ea), wt %

Sample C H O1

ppGO (gv) 56.2 0.7 40.5

TErGO (ea) 85.4 0.5 14.12

TErGO (gv) 87.1 0.5 12.12

1 Oxygen content was obtained as the difference between total
sample weight and the sum of weights related to other elements.

2 Presumably, the contact of highly active TErGO with air
is mainly responsible for the oxygen content as well as for water.

Thermally exfoliated rGO. Thermal shock is widely used to produce thermally expanded
graphite, as well as exfoliation and/or reduction of GO [12]. This type of thermal treatment
initiates the exothermic decomposition of oxygen containing groups (OCGs) that is accompanied
by expansion due to gas evolution. In the current study, thermally reduced graphene oxide
(TerGO) was obtained by introducing ppGO into a preheated 750 ◦C tubular furnace. As a
result of the exothermic reduction reaction, which was accompanied by gas evolution and a
rapid splitting of the layered ppGO structure, the TerGO sample obtained had a specific surface
area of 500 – 600 m2/g. The freshly-prepared fluffy and voluminous TErGO was dispersed
in water, compacted by vacuum filtration to reduce volume and dried at 100 ◦C. The general
appearance of the TErGO is presented in Fig. 1b.

Characterization methods. The element content (C, H, and O) of both ppGO and TErGO
was determined in due course of elemental analysis and gaseous volumetry. The former was
performed with PE 2400 CHN Analyzer (Perkin Elmer, USA), which employs a combustion to
convert the sample elements to CO2, H2O and N2 gases. The gaseous volumentary monitors the
yields of gaseous products (CO2, CO, H2O, and other) under stepwise annealing of the samples
at different temperature. Typical temperature dependences of the measured yields for ppGO and
TErGO samples are presented in Fig. 2. The accuracy of each element determination was about
0.30 wt % in both cases. Table 1 summarizes data on mass content of the studied samples.

Both ppGO and TErGO were analyzed by X-ray powder diffraction (XRD). Data col-
lection was done with DRON-3M diffractometer (CuKα radiation). Diffraction patterns were
collected between 8 ◦ and 50 ◦ of 2θ. The XRD patterns of ppGO consisted of characteristic
intense peaks positioned at 7.6 – 7.2 Å sometimes followed with peaks of unreacted graphite at
3.36 – 3.38 Å. The variation of the main peak positions is due to different content of retained
water [13] the quantity of which is highly sensitive to details of the sample treatment. The XRD
patterns of TErGO consisted of single peaks at 3.36 Å.

2.2. Neutron Scattering Experiments

The neutron scattering study was performed at the high flux pulsed IBR-2 reactor of
the Frank Laboratory of Neutron Physics at the Joint Institute for Nuclear Research by using
the inverted-geometry spectrometer NERA [14]. The investigated samples were illuminated by
a white neutron beam analyzed by time-of-flight method on the 110 m flight path from the
IBR-2 moderator to the sample. The NERA spectrometer allows for simultaneous recording
of both neutron powder diffraction (NPD) and inelastic neutron scattering (INS) spectra. The
NPD spectra were obtained for two scattering angles of diffraction detectors, the lowest and
the highest of which allows one to measure the inter-planar distances up to 9 Å and 4 Å,
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FIG. 2. Temperature dependence of the yields of the evolved gases Q at stepwise
annealing of ppGO (a) and TErGO (b)

respectively. The INS spectra were collected at the final energy of the scattered neutrons, fixed
by beryllium filters and crystal analyzers at Ef = 4.65 meV, over fifteen scattering angles from
20 ◦ to 160 ◦ by step of 10 ◦. The experiments were performed at temperatures 6 K and 295 K.

3. Experimental Results

3.1. Neutron Diffraction

Figure 3 presents a set of the NPD plots, recorded at 6 K for ppGO and TErGO samples,
alongside with the ones related to spectral graphite, which serves as the reference, collected at
two different angles. As seen in Fig. 3a, the diffraction at 2Θ = 44.7 ◦ provides a good vision
of the structural features over 3 Å, while the diffraction at 2Θ = 117.4 ◦ (see Fig. 3b) allows
tracking the sample structure in the region from 1 Å to 2.5 Å. The main feature of the ppGO
found in Fig. 3a is described by a broad peak at 7.21 Å that is equivalent to the Gr(001)
reflex forbidden in graphite structure and gives an evidence for a stacked ppGO structure with
the relevant interlayer distance. The peak is noticeably broadened (FWHM constitutes 0.5 Å)
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FIG. 3. NPD of spectral graphite (Gr), graphene oxide paper (ppGO) and ther-
mally exfoliated reduced graphene oxide (TErGO) recorded at T = 6 K at scat-
tering angles 2Θ = 44.7 ◦ (a) and 2Θ = 117.4 ◦ (b). The data are normalized per
neutron flux intensity Φ(λ) at each neutron wavelength λ; Gr(hkl) and Al(hkl)
denote characteristic diffraction reflexes of spectral graphite and aluminum of
cryostat and sample holder at different Miller indexes, respectively

with respect to the reference Gr(002) peak of graphite (FWHM of 0.034 Å), which exhibits a
considerable size limiting of the stacks normal to the ppGO layers.

According to widely used Scherrer’s equation, the FWHM of a diffraction peak B
and the corresponding coherent scattering region (CSR) length LCSR are inversely connected:
B = kλ/LCSR sin Θ, where k is a fitting factor, λ and Θ are the neutron wavelength and
scattering angle, respectively. When the diffraction study for a set of samples is performed
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under the same conditions, it is possible to take one of the samples as the reference and to
determine LCSR of the remaining samples. In our study, Lcref

CSR is attributed to the crystalline
graphite and constitutes ∼ 20 nm along the c direction [15]. Therefore, LCSR of the studied
GO can be determined as:

Lc
CSR =

(
Bref

002/B
) (
λ/λref

)
Lcref

CSR. (1)

Substituting λ/λref by the ratio of the relative peak positions and using B values given
above, we obtain Lc

CSR = 2.9 nm. Assuming that the thickness of a GO layer is ∼ 0.6 nm [16],
the ppGO stacks may consist of 4 – 6 layers.

The lateral dimension of the stacks is described by peaks found below 2.5 Å. The
Gr(110) peak is particularly characteristic for graphite-like structures [17]. As seen in Fig. 3b,
there are no ppGO peaks broader than the reference graphite ones in the region. This means
that the corresponding La

CSR values for graphite and ppGO are quite equivalent, which means
the lateral dimensions of the GO stacks should evidently be larger than 20 nm.

Similar analysis of the Gr(002) peak of TErGO in Fig. 3a (positioned at 3.36 Å with
FWHM of 0.26 Å) results in a Lc

CSR value of 2.6 nm, thus indicating ∼ 8 layer stacks for
the studied TErGO sample. Similar to the ppGO, none of the diffraction peaks is broadened
(see Fig. 3b) in the region below 2.5 Å, which points to large TErGO stacks in the lateral
dimension. The obtained data for both ppGO and TErGO samples are in good agreement with
results from XRD studies, indicating submicron-micron lateral size for both ppGO and TErGO.
The described structures are typical for GO and rGO of different origins, which has been
supported by both our study of Ak-GO/Ak-rGO pair [9] and by the recent neutron diffraction
study of Pumera and co-workers [18]. Raising the temperature to 295 K influences the described
diffraction patterns only slightly.

3.2. Inelastic Neutron Scattering

Figure 4 presents the time-of-flight (TOF) INS spectra of the studied samples, recorded at
T = 6 K and 295 K. The spectra are summed over 15 scattering angles, normalized per 10 hours
of exposure time and for the 10 g mass. Previous studies [9] found that the INS intensity of the
same mass of graphite is so weak that it cannot be distinguished at the level of the instrumental
background. In the current study, the latter was extracted from the sample spectra, thereby
excluding the contribution of the scattering from carbon atoms as well. Since the chemical
content of the samples includes only oxygen and hydrogen atoms beside carbons, the scattering
should be attributed to the hydrogens since the neutron scattering ability of oxygen is similar to
that of carbon. As seen in the figure, the ppGO sample scatters quite intensely, thus indicating
it is hydrogen-enriched, while scattering from TErGO sample is much weaker. As follows from
Fig. 2a, freshly prepared ppGO contains a significant amount of retained water that is obviously
responsible for the sample INS. In contrast, the quantity of the retained water in the freshly
made TErGO is much smaller (see Fig. 2b). A considerable evolution of water from the sample
at T > 600 ◦C is evidently provided from the interaction of destructed TErGO with air. Since
hydrogen atoms in retained water play the main role in the hydrophilic ppGO, its INS spectrum
is, as expected, similar to that of oxygenated graphite (GrO) [13] and the previously studied Ak-
GO [9]. The TErGO spectrum was quite different than that of retained water, thus the hydrogen
atoms present are thought to be incorporated into the carbonaceous skeleton of the hydrophobic
TErGO, similar to the chemically produced Ak-rGO [9] and natural rGO of shungite carbon
(sh-rGO below) [8]. Altogether, the observed INS spectra of both samples are provided with
incoherent inelastic neutron scattering (IINS) from hydrogen (protium) atoms. The temperature
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dependence is typical for molecular solids [19,20] and is provided by considerable enhancement
of multi-phonon scattering and a considerable smoothing of the total spectrum as a whole.

FIG. 4. Time-of-flight INS spectra of freshly made ppGO and TErGO samples,
recorded at T = 6 K (black) and 295 K (light gray) normalized by monitor
counter to the same number of incident thermal neutrons flux for the wavelength
region (0.8 – 6.8) Å, and exempted of background. The intensity of elastic peaks
of the ppGO and TErGO spectra is 40- and 20-fold reduced, respectively

Within the confines of commonly used incoherent inelastic one-phonon scattering ap-
proximation, the IINS spectra intensity is determined by the scattering cross-section (see for
example Ref. [19]) as:

σinc
1 (Ei, Ef , ϕ, T ) ≈

√
Ef

Ei

h̄ |Q (Ei, Ef , ϕ)|2

ω

∑
n

(bincn )
2

Mn

exp (−2Wn)

1− exp
(
− h̄ω

kBT

)Gn (ω) (2)

Here, Q (Ei, Ef , ϕ) is the neutron momentum transfer; ω = (Ei − Ef ) is the neutron energy
transfer; bincn and Mn are the incoherent scattering length and mass of the n-th atom; exp (−2Wn)
is the Debye-Waller factor; Gn (ω) presents the n-th atom contribution into the amplitude-
weighted density of vibrational states (AWDVS) expressed as:

G(ω) =
∑
n

Gn(ω) =
∑
n

∑
j

[
An

j (ω)
]2
δ (ω − ωj) . (3)

Here, An
j (ω) is the n-th atom contribution into the eigenvector of the j-th phonon mode thus

presenting the amplitude of the n-th atom displacement at the vibrational frequency ωj .
Figure 5 presents the one-phonon AWDVS G (ω) spectra obtained in the course of a

standard treatment procedure [20] and related to the TOF spectra shown in Fig. 4. All the spectra
are normalized per 10 g of mass. When obtaining G (ω) spectra, Debye-Waller factors were
taken as unity, which meets the requirements at low temperature and rather narrow frequency
region. The latter is met in the case of spectra at 6 K while spectra at room temperature
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are burdened by the temperature dependence of the Debay-Waller factors as well as by highly
considerable contribution of multi-phonon scattering [19]. Only low-temperature G(ω) spectra
will be considered later, since they present a suitable platform for testing G(ω) delivered by
computational modeling of the structure and dynamics of the studied ppGO and TErGO. Due to
different origins of the hydrogen scattering, let us consider the G(ω) spectra of the two samples
separately.

FIG. 5. Experimental amplitude-weighted density of vibrational states G(ω)
spectra of ppGO and TErGO at 6 K (black) and 295 K (light gray) extracted
from the TOF spectra in Fig. 4 under one-phonon approximation

4. Discussion of Results

4.1. IINS Spectrum of the GO paper

The G(ω) spectrum of ppGO at 6 K, along with its temperature dependence, is similar
to that observed for GrO at the lowest humidity conditions [13]. In our case, a characteristic
interlayer distance of 7.21 Å supports the conclusion. As was shown earlier, when the humidity
becomes higher, the interlayer distance increases, but in a peculiar way. The four-fold lifting
of the humidity from 20 % to 80 % stimulates a continuous growth of the interlayer spacing
from 7.0 to 8.5 Å, while reaching 100 % humidity causes an abrupt growth of the spacing
to 11 Å. This anomaly is thought to arise because water is retained in GrO in the interlayer
space, once bound with the GrO layers in the form of incomplete monolayer coverage at lower
humidities while completing the monolayer covering at interlayer distance 8.0 – 10 Å and
forming additional water layer, which requires a sharp rise in the distance up to 11 Å [13].
This conclusion has been repeatedly confirmed subsequently (see Refs. [21, 22] and references
therein), which gave a strong support in favor of the model suggested for calculations and
received a strong support [9]. Let us consider the obtained results in the framework of the same
model.

The left column of Fig. 6 presents G(ω) spectra of two GO samples, where the spectrum
of the ppGO sample studied in the current paper is given in panel (a) while the second in
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panel (b) is related to the Ak-GO sample produced in [10] and previously studied in [9].
The model, which led the foundation for the description of the latter spectrum, is shown in
Fig. 7. That involves two GO sheets separated by 7 Å in average and 48 water molecules
located on both sides of the sheets. The relevant (5, 5) GO molecule (Fig. 7a) is based on
the parent (5, 5) graphene molecule (a rectangular fragment with five benzenoid units along
armchair and zigzag edges). As has been shown, a molecule of this size is large enough to
reliably reveal the main idiosyncrasies of graphene’s chemistry [5, 23]. It is currently widely
accepted that the atomic oxygens and hydroxyls (mainly) and carboxyls (in minority) take
part in the graphene oxygenation, resulting in the formation of epoxy and hydroxy groups
on the molecule basal planes, while carbonyls, hydroxyls, and carboxyls are spread over the
circumferences (see a detailed analysis in [5]). The distribution of these OCGs over the carbon
core is not standard and may vary widely, depending on the chemical protocol in use as well
as on external conditions of the oxygenation. The (5, 5) GO molecule presented in Fig. 7a
involves epoxy (×11) and hydroxy (×8) groups that are randomly spread over both sides of
the basal plane (containing 44 carbon atoms), which corresponds to the average per-benzenoid-
ring formula C6O2.5H1.2. The relevant formula, which follows from the atomic-mass-content
of ppGO in Table 1, is C6O3H0.85, which is quite consistent with the model. Since the IINS
cross-section of both carbon and oxygen atoms are about one order of magnitude less than that
of protium, the contribution of the basal-plane atoms in the experimental spectrum is mainly
provided due to the scattering from hydrogen atoms from hydroxyls.

In addition to the basal plane, the chemical composition of the GO periphery is of great
importance. Usually, this area is presented by carbonyls, hydroxyls, and carboxyls, among
which only two latter ones contribute to IINS. To make the periphery contribution more vivid,
it was decided [9] to intentionally terminate the edge atoms with hydrogens. This termination
gives one the potential to trace the changes of the IINS spectra of GOs after transformation into
the rGOs, since the appearance of hydrogen atoms in the GO periphery always accompanies
reduction (see detailed discussion in [8]).

Figure 7b shows the double-layer ‘solvated sandwich’ of two (5, 5) GO sheets sur-
rounded by 48 water molecules. A detailed analysis has shown [9] that none of the water
molecules is dissociated and each of them forms the hydrogen bonds (HBs) with the relevant
GO layers (either H· · ·O with epoxy groups or O· · ·H with hydroxyls) that are supplemented
with one-two HBs with neighboring water molecules. Evidently, the water molecules forming
monolayers around (5, 5) GO substrates are differently coordinated in terms of the number of
H-bonds, NHB. As occurred in the current model, NHB changes from 4 to 1, thus pointing to
four-, three-, two-, and one-HB configured molecules and constitutes 7, 10, 25, and 6 (7:10:25:6
HB-composition below), respectively. It should be noted that none of the four- and three-HB
molecules surrounded by other water molecules, which is a characteristic feature of bulk water,
is observed. Apparently, the dynamics of differently configured water molecules is not the same.

The right column panels in Fig. 6 presents the NHB-partitioned spectra of water for
NHB = 1, 2, 3, and 4 as normalized per 100 % molecular fraction of each. As seen in the figure,
differently NHB-configured molecules provide quite differently shaped spectra. Hence, when
turning from NHB = 1 to NHB = 4, the spectra undergo a continuous shifting toward higher
wavenumbers. By comparing these spectra with the experimental G(ω) spectra of ppGO and Ak-
GO presented in the left column of Fig. 6, one can readily see that differently NHB-configured
molecules contribute to different parts of the experimental spectrum. The water IINS spectrum
has a characteristic two-humped look and consists of two bands located at ∼ 80 cm−1 (A)
and 500 cm−1 (B) that are bridged with a smooth linking L. The spectrum attribution to
particular vibrational modes is widely discussed and will not be considered here (see [9] and
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FIG. 6. AWDVS G(ω) spectra. Left: (a) Experimental G(ω) spectrum of ppGO
at 6 K; (b). The same as in panel (a) but related to Ak-GO at 20 K [9]. Right:
NHB-partitioned spectra of water molecules related to NHB = 4 (a); NHB =
3 (b); NHB = 2 (c); and NHB = 1 (d) [9]. Bar spectra intensities are normalized
per the same number of water molecules each. The 0-1 IINS vibrational mode
intensities (light gray bars) were convoluted by using Lorentzians of 20, 40, 60,
and 80 cm−1 half width (black lines L20, L40, L60, and L80, respectively). The
labeling is attributed to all panels

FIG. 7. Equilibrium structure of the {GO + water} model [9]. (a). (5, 5) GO
molecule. (b). Two-layer solvated sandwich of (5, 5) GO molecules including 48
water molecules (see detail description in [9]). Gray, red and white balls present
carbon, oxygen, and hydrogen atoms, respectively
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references therein). As for calculated spectra, those related to NHB = 1 and NHB = 2 are
mainly responsible for the A and L parts of the real spectrum while NHB = 3 and NHB = 4
spectra are consistent with the higher-wavenumber part B. Therefore, the experimental spectrum
actually presents a convolution of the contributions provided with differently configured water
molecules, which obviously depend on the relevant NHB. In practice, the NHB composition is
not only difficult to be predicted, but should not be treated as fixed, since the water is quite
dynamic. Consequently, it is not surprising that the calculated 7:10:25:6 NHB composition of
the {GO + water} model [9] does not fit any of the presented experimental G(ω) spectra in
detail. However, when all the molecules are artificially substituted by the NHB = 4 – configured
ones (panel (d)), fitting becomes much better, which might indicate the preferential presence of
the NHB = 4 – configured molecules in the real case. The dependence of the total spectrum
shape on the contribution of alternatively configured molecules may be the reason that the IINS
spectra of the interlayer retained water are quite similar in different matrices with respect to
the general character of the shape, while the position of B band – as well as intensity of the
bridging linking L – are different due to a difference in the arrangement of water molecules
in the two cases. The difference can be caused by both the varied chemical composition of
the OCGs, which cover carbon skeletons, and size and shape of the skeletons themselves thus
giving a topochemical character to the feature observed.

Particular attention should be given to the convolution series at each right panel of
Fig. 6. According to Ex.(3), the originally calculated G(ω) spectra present the extended sets
of δ-functions. Multiple different internal and external factors, such as finite lifetime and
anharmonicity of vibrations as well as various structural and dynamic inhomogeneities, result in
the broadening of the spectral shape. This is usually taken into account via convolution of the
δ-spectra with Lorentzians with a different half-width L. As seen in the figure, the broadening
significantly affects the spectra shapes, thus, the spectra related to L20 and L100 look differently.
While L20 curves may be considered as the ones of the highest level of anharmonicity and short
lifetime for vibrations, L100 curves disclose the inhomogeneity effects. The latter are highly
expected in systems similar to the studied GO and rGO samples. A comparison of the spectra
of both columns of Fig. 6 shows that not questioned inhomogeneity of the studied GO samples
is rather significant and may be characterized in terms of Lorentzian’s parameters by L80.

4.2. IINS spectrum of TErGO

As was said in the Introduction, analogously to the GO case, the term rGO covers a large
class of polyderivatives of empty-core-based graphene molecules, with the only indication on the
disposition of the chemical addends in the sheet circumference (ccf ). A chemical composition
of the relevant rGO ccf oxyhydride derivatives, as in the case of the GO ones, greatly varies
depending on the rGO production protocols [6]. However, due to the fact that oxygens scatter
neutrons inefficiently, the main contribution to the IINS of any rGO sample is provided with
the vibrations that involve displacements of hydrogen atoms only. The hydrogens contribute
into the rGO structure by the formation of C-H bonds as well as of hydroxyls and carboxyls at
the edge atoms. The presence of two latter addends depends on the rigidity of the performed
reduction and can exist if only the reduction is not too hard [8]. In the case of hard reduction,
the periphery of rGO molecules consists of C–H and C=O bonds only so that the IINS spectra of
the samples are provided with hydrogens attached to the edge atoms. The reduction performed
for the studied TErGO product is obviously hard, due to which, one can expect a pronounced
similarity of the obtained G(ω) spectrum with those related to hard-reduced rGOs of different
origin.
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FIG. 8. AWDVS G(ω) spectra. Left: Experimental G(ω) spectra of TErGO
at 6 K (a); Ak-rGO at 20 K (b) [9], and sh-rGO at 20 K (c) [8]. Right.
(a) Equilibrium structure and (b) computed G(ω) spectrum of C66H22 hydride.
The 0-1 IINS vibrational mode intensities (gray bars) were convoluted by using
Lorentzians of 20, 40, 80, and 120 cm−1 half width (blue, red, green, and black
lines, respectively)

Two more such rGO samples have been studied by now: the first is synthetically
produced Ak-rGO when using hydrogenolysis in supercritical isopropanol at the last stage on
Scheme 1 [9]. The second sh-rGO presents shungite carbon of natural origin [8]. The obtained
G(ω) spectra of the two samples are presented in the b and c left column panels of Fig. 8.
The spectrum of the TErGO studied in the current paper is presented in panel a. As seen in
the figure, all the three spectra are evidently quite similar: all of them are spread over a large
area from a few wavenumbers to more than thousand cm−1; there is a common feature of the
spectra related to their most intensive part in the region of 800 – 1000 cm−1 (part IV); the
spectra below 800 cm−1 look like a steady equal-intensity background, slightly structured: the
amplitude of the structuring (parts I, II, and III) is comparable with the background intensity or
less. The structuring is different for all the samples and presents that very mark that distinguish
the latter. Therefore, contrary to the expectations of a close similarity, the spectra turned out
rather different. This means that not only chemical composition of the ccf area, but other factors
also influence the IINS spectra image. Thus, features I and III in the spectrum of TErGO should
be partially attributed to small amount of water in the sample (see Fig. 2b).

When examining the G(ω) spectrum of the Ak-GO [9], it was shown that the latter
is fairly consistent with the calculated G(ω) spectrum of ccf graphene hydrides. One such
hydride, namely, ccf (5, 5) monohydride, is presented in the right a panel of Fig. 8 while
its computed spectra is shown in panel b. As seen in the figure, the spectrum of vibrations,
which involve displacements of hydrogen atoms, is very rich and spread over all the area
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where experimental spectra are observed. This very large spectrum width, which is a specific
peculiarity of the spectrum, is provided by a peculiar dynamics of hydrogen atoms of the ccf
graphene hydrides due to participation of the atoms in all vibrational modes of the molecule.
Part of these modes can be attributed to the vibrations related to framing C–H bonds. Thus,
the above mentioned feature IV centered at 900 cm−1 covers well characterized non-planar
deformational vibrations of the bonds. This is the reason why it is observed in all the three
experimental spectra. Vibrations below 800 cm−1 are mainly attributed to different modes with
the dominant participation of carbon atoms. However, the eigenvectors of these vibrations
involve hydrogen atoms, the displacement of which causes a peculiar ‘riding effect’ [19] due to
which the vibrations of carbon atoms become vivid under neutron scattering. Conversely, the
community of such carbon-dominated vibrations is evidently dependent on the size and shape
of the rGO molecule, on the interaction between the rGO sheets and their number in the rGO
stacks, on packing of the rGO stacks in massive samples, and so forth. Since the latter motifs
are obviously different in the studied samples, the observed difference in the structured part of
the G(ω) spectra below 800 cm−1 should be expected just revealing a structural polyvariance
of rGO products thus exhibiting their topochemical nature.

5. Concluding remarks

The current paper brings to a close an extended neutron scattering study of a set of
GO and rGO products of different origin. The first part concerned the rGO of natural origin
presented by shungite carbon [8], the second was related to synthetic GO and rGO with the
latter produced in the course of chemical treatment [9], and the current study was devoted
to another pair of synthetic GO/rGO products with the latter produced via thermal exfoliation
of the parent GO. The study involved both the neutron diffraction (ND) and inelastic neutron
scattering (INS). The obtained results gave convincing evidence for a significant polyvariance
of both chemical composition and structural motifs that is the main peculiar characteristic of
the products. Additionally, the results well demonstrated the ability of the neutron scattering to
exhibit the polyvariance and provide means for its description at the microscopic level.

Briefly summarized, the obtained results for the studied GO and rGO may be presented
as the following. For GOs, the neutron diffraction showed that the standardly pretreated fresh
samples are characterized by an interlayer distance of ∼ 7 Å, which is characteristic for the
product stored at ambient conditions under the lowest humidity. However, prolonged storage
under more humid conditions causes an increase in the distance due to additional adsorption
of water. INS from the samples is mainly provided by retained water and evidently shows the
water interaction with the GO substrate resulting in the production of hydroxyls tightly bound
with the carbon skeleton of the GO samples [9]. The water spectrum is noticeably different
for the two samples indicating different arrangements of water molecules in the two cases. The
latter is of the topochemical nature, once depending on both detail chemical composition of the
GO surfaces as well as of size and shape of the GO sheets.

Neutron diffraction of the three rGO samples has exhibited a common feature related
to the interlayer distance of 3.36 – 3.51 Å, thus indicating a flattening of the carbon skeletons
of all the three samples. At the same time, the rGO layers form multi-fold stacks of different
thicknesses: from 2 layers for Ak-rGO to 5 – 6 layers of sh-rGO and 4 – 6 layers in the case of
the TErGO. The layer linear dimensions are different as well: from ∼ 1.5 nm for sh-rGO to a
submicron size for both synthetic rGOs. Thus, the structural studies have revealed a significant
polyvariance.

The INS studies have convincingly shown that all the samples are significantly hydrogen-
enriched and their IINS spectra are well reproduced by computational spectra related to graphene
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hydrides with empty basal plane and monoatomic-hydrogen framing of the edge atoms. The
monoatomic-hydrogen motif is well revealed as a number of C–H bonds with characteris-
tic vibrational feature related to non-planar deformational vibrations in the region of 800 –
1000 cm−1. The feature has been observed in the spectra of all the three samples. However,
the energy region shown in the IINS spectra is much larger due to the very large number of
vibrations related mainly to the carbon skeleton. The manifestation of these vibrations in the
observed IINS spectra below 800 cm−1 is due to a specific ‘riding effect’ which is caused by
the presence of hydrogen atoms with noticeable displacements in eigenvectors of the relevant
vibrational modes. Obviously, this contribution should depend on the topology of the carbon
skeletons due to which it is evidently different by shape and intensity in the observed IINS
spectra.

Therefore, the performed study has convincingly shown that neutron scattering should
be considered as a useful techniques for examining GO and rGO products. The technique
has clearly distinguished GO and rGO products and well exhibited both common features
and differences related to the members of both communities. If retained water in GOs and
graphene-hydride nature of rGOs provide the commonality of dynamic properties within each
of the community, the difference in the relevant sheet topology is responsible for a noticeable
variability of the latter. The study has convincingly shown the topochemical nature of the
variability, giving evidence for the topochemical nature of the discussed products.
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The adsorption of hydrogen in carbon adsorbents was investigated at low and high temperatures (20.33, 77,

200 and 300 K) over a wide range of pressures using the classical density functional theory. The adsorbent

was simulated by a slit-like pore presented by the gap between two monocarbon (graphene) walls. In most

cases, our results demonstrate a good agreement with the available experimental and theoretical results of

other authors. A conclusion was made that, contrary to the low temperature region (T < 100 K), at high

temperatures (200 and 300 K), predicted values for the adsorption and of the gravimetric density of hydrogen

are not sufficient for the practical design of a hydrogen accumulator.
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1. Introduction

For the last decade, the interest in the adsorption of hydrogen in carbon porous
materials has peaked from time to time, first of all, in view of its possible applications in
the hydrogen energetics. This kind of energetics may be considered as a very clear way for
the production and storage of energy. Hydrogen is the most abundant element not only on
the Earth but also in the whole Universe. It has the highest combustion temperature, and
the only product of the hydrogen combustion is water. In the framework of the previously-
mentioned problem, a specific, and most importantly, still unsolved issue concerns hydrogen
storage. Some estimations [1] predict that 3.1 kg of the molecular hydrogen is required for
a car to travel 500 km car mileage. At the same time, in [1] it is noted that the existing
approaches to hydrogen storage do not allow one to solve the problem under consideration.
For instance, using the compressed gaseous hydrogen is usually treated as one of the main
alternatives to the liquefied hydrogen. However, the first of the above alternatives requires
extremely high pressures, which is very dangerous. The storage of the liquefied hydrogen
requires prohibitively high pressures as well as at very low temperatures. Among other
alternatives, the use of pure and mixed metal hydrides should also be mentioned; however,
these metal materials also do not allow one to solve the problem under consideration.

At the same time, other authors [2–7] believe that physical adsorption is a promis-
ing means of hydrogen storage. In particular, fullerenes, single-walled carbon nanotubes
(SWNTs), carbon nanofibers and metal-organic frameworks [8] have been treated as promis-
ing adsorbents [4,7]. Monte Carlo simulations of hydrogen adsorption on SWNTs bunches at
77 and 293 K, and pressures up to 20 MPa [5,6] revealed a high enough adsorption capacity
of these structures. However, until recently, the results of adsorption simulation in micro-
porous carbon adsorbents on, SWNTs and nanofibers has not allowed one to draw a final
conclusion regarding the potential use of carbon adsorbents for practical hydrogen storage.
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At the same time, there are experimental data for hydrogen adsorption in carbon
materials at different temperatures and pressures [7]. As a rule, in theoretical estimations
and computer simulations, the porous adsorbents under investigation are represented as a
single slit-like pore of the width H corresponding to an average adequate value of the pore
size in real carbon adsorbents.

Basic theoretical approaches to adsorption in porous materials are based on semi-
empirical state equations of adsorption layers, in particular on the Langmuir isotherm,
the Dubinin-Radushkevich and Dubinin-Astakhov equations [9, 10]. Among more modern
approaches, the vacancy solution theory [11] and the classical density functional theory
(DFT) [12–14] seem to be of special interest. Monte-Carlo simulations [15, 16] should also
be also mentioned as one of the available approaches for investigating the adsorption of hy-
drogen in different types of carbon adsorbents. However, Monte Carlo results for slit-like
micropores formed by graphene hexagonal planes do not give a clear answer on the potential
of microporous carbon adsorbents for the hydrogen storage [16].

In our previous papers [17–20], DFT was used to calculate the adsorption of hydrogen
on fullerene molecules and in the slit-like pore formed by graphene walls. The slit-like pore
reproduces, to a greater or lesser extent, conventional industrial carbon adsorbents. In [20]
two important conclusions were made:

(i) at high temperatures (T > 200 K) the adsorption a per 1 g of adsorbent and the
gravimetric density wt for the cases of the available industrial carbon adsorbents
and fullerene molecules are not sufficient for the practical design of the adsorption
hydrogen accumulator (according our estimations, a ≈ 20 mmole/g and wt ≈ 5%);

(ii) fullerenes and fullerene materials hardly have any advantages in comparison with
conventional carbon adsorbents.

In spite of many opinions that an appropriate hydrogen accumulator, including ad-
sorption one, cannot be designed, publications on this topic have not ceased. For instance,
in [21] some electrospun composite nanofibers containing carbon nanotubes were fabricated
and investigated. However, at high temperatures, the authors of [21] experimentally ob-
tained approximately the same adsorption characteristics as our DFT calculation results
for carbon modelling adsorbents and fullerene molecules [20]. So, additional more accurate
experimental and theoretical investigations are needed to solve the problem or to show that
it principally cannot be solved. In particular, we do not believe that the adsorption and
gravimetric density at T = 77 K and at T = 200 K can be approximately equal as it is
stated in [22].

2. Method of calculations

DFT theory may be regarded as a powerful modern method for the investigation of
vapor-liquid interfaces, adsorption in pores, and calculations of pore size distributions from
experimental isotherms. As the hydrogen molecule is nonpolar and has very low degree
of asphericity, molecular hydrogen belongs, in a reasonable approximation, to the class of
simple fluids. Respectively, theoretical results obtained in the framework of the simple fluid
model can be correctly compared with corresponding experimental data. However, a detailed
comparison of DFT results with experimental data is not straightforward. Structural and
energetic heterogeneity of pores strongly influences on the adsorption in real materials [23,24].
The ways of measurements are different and, therefore, some experimental results contradict
to each other [25]. Hence, there are reasons to calculate average values of the adsorption for
adequate modelling systems and to compare them with the available experimental data.
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Table 1. Molecular parameters for H2 and graphite.

Linear parameter σ, nm Energy parameter ε/k ,K

Graphite 0.34 [27] 28 [27]

Hydrogen 0.296 [29] 36.7 [29]

The slit-like pore model seems to be quite adequate, as the formation of micropores
in carbon adsorbents can be considered as a process of thermochemical elimination of atoms
from hexagonal planes in carbon crystallites being activated by water vapor [22]. In our
calculations, we used the model of an ideal pore, for which the distance between the surfaces
presented by two graphene layers corresponds the 1-5 deleted (burnt out) layers of graphene.
So, the neighboring micropores will be separated by single carbon grapheme monolayer. We
assume that the distance H between hexagonal layers in graphite is equal to 0.335 nm and
the side length b of hexagons, forming layers, is 0.142 nm [27].

An adsorbate molecule located in the pore undergoes adsorptive forces of two planes
(below referred to as upper and lower). The effect of the finite wall length is small enough
and, respectively, may be neglected [26]. The interaction potential between a fluid molecule
and one graphene wall was described by the next potential [28]:

Usf(z) = 2πρsεsfσ
2
sf
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sf
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where ρs is the wall surface density equal to the number of atoms per unit area, σsf and
εsf are the parameters of the wall-fluid potential. The adsorption (single particle) potential
(1) was obtained integrating the Lennard-Jones (LJ) pair potential over the wall area. For
this reason, it will be referred to as the integrated LJ-potential (ILJ). The wall-adsorbate
parameters σsf and εsf were found using the Lorentz-Berthelot mixing rules, via the values
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So, the total potential of the pore walls

U(z) = Usf(z) + Usf(H − z) (3)

is equal to the sum of two terms corresponding to two walls located at z = 0 and z = H ,
respectively, where z is the distance between the fluid particle and the first wall. All the
used parameters of the potential (1) are presented in Table 1 (k is the Boltzmann constant).

The main problem of DFT is the design of thermodynamic characteristic functions as
some density functionals. For this purpose, expressions for the Helmholtz energy F [ρ(r)] and
grand potential Ω[ρ(r)] of the system under consideration are used as the density functionals.
The expression for Ω[ρ(r)] can be written as [14]

Ω[ρ(r)] = F [ρ(r)] +

∫
[U(r)− μ]ρ(r)d3r, (4)

where μ is the chemical potential. The Helmholtz energy functional can be formally expressed
as the ideal-gas term

Fid[ρ(r)] = kT

∫
[ln ρ(r)− 1]ρ(r)d3r (5)
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and an excess contribution which, in turn, can be decomposed into the hard sphere (subscript
hs) and attractive (subscript att) terms:

Fex[ρ(r)] = Fhs[ρ(r)] + Fattr[ρ(r)]. (6)

In Eq. (5), the cube of the thermal wavelength Λ is omitted because it gives no direct
contribution to the density profiles or thermodynamic properties. The excess Helmholtz
energy term, due to hard sphere repulsion, will be presented in accordance with the modified
fundamental measure theory [30]:

Fhs[ρ(r)] = kT

∫
Φhs[nα (ρ(r))] d

3r. (7)

In Eq. (7), the reduced excess energy density Φhs is interpreted as a function of six weighted
densities nα(r) =

∫
ωα (|r′ − r|) ρ(r′)d3r′. The expressions for nα and ωα are presented

in [30]. The attractive part of the excess Helmholtz energy can be written in terms of the
mean-field approximation:

Fattr =
1

2

∫∫
uattr (|r′ − r|) ρ(r′)ρ(r)d3r′d3r. (8)

In Eq. (8) uattr is the long-range attraction part of LJ potential represented according to
the WCA potential model [31]. The minimization of the grand potential with respect to the
density profiles yields the following Euler–Lagrange equation

ρ(r) = exp

[
1

kT

(
μ− U(r)− δF [ρ(r)]

δρ(r)

)]
(9)

satisfied by the equilibrium density profile. Below we also use the reduced value of the local
density η = πρd3f/6. Here, df is the hard sphere diameter of the hydrogen molecular which
can be expressed though the σf parameter by the next expression [32]

df =
1 + 0.2977 kT/εf

1 + 0.33163 kT/εf + 1.0477× 10−3 ( kT/εf)
2σf (10)

Knowing the density profile η (z), one can find the reduced absolute adsorption

Γ∗ =
∫ H

0

η(z)dz (11)

in the pore under consideration. Below, the next commonly used adsorption parameters will
be calculated:

(i) the adsorption of hydrogen (volume density)

a =
6

π

(σs

d

)2 Γ∗

Msρsσ2
s

(12)

in kg/m3;
(ii) the gravimetric density (mass ratio)

wt =
ms

ms +mf
100% =

1

1 + 1/ (aMf )
100% (13)

of H2(%). Here Ms and Mf are the molar masses of graphite and hydrogen re-
spectively, mf is the total mass of hydrogen in the pore and ms is the mass of the
adsorbent.
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3. Calculation results

Previously, [17–20] we have calculated the density distributions in different modeling
fluid layers in the slit-like pore, for different wall parameters, external pressures and tem-
peratures (20.35, 77 and 200 K). In this work, our DFT results for hydrogen adsorption in
porous carbon at 20.35, 77, 200 and 300 K, and various pressures are presented. So, all the
former data have been recalculated for wider temperature and pressure ranges. Previously,
we calculated the density distribution profiles corresponding to different wall parameter val-
ues, in particular for a wide range of the wall surface densities ns (from 2.0 to 6.2). It is also
worth mentioning that an intermediate value ns = 4.4 corresponds to real porous graphite
adsorbents [22].

In [22], the adsorption of hydrogen was calculated using a semi–empirical approach
based on the Dubinin-Radushkevich equation. Namely, standard data for the adsorption
of benzene were recalculated for the hydrogen-AC35 system. The abbreviation AC35 taken
from [22] corresponds to a model porous carbon adsorbent with 3 of 5 graphene layers deleted.
In the present paper, the above-mentioned adsorption characteristics were calculated for
different N values for deleted graphene monolayers and, in particular, for N = 3 as the
slit–like pore, corresponding to N = 3 and ns = 4.4, which reproduces the model adsorbent
AC35 most adequately.

In figure 1(a) the density profile is presented for the hydrogen layer when N = 3,
ns = 4.4 and T = 20.35 K, corresponding to the boiling point of hydrogen. The figure
demonstrates two reasonably high maxima at the pore walls, symmetrical relative to the
pore center and two additional lower but noticeable maxima in the central part of the pore.

In figures 1(b) and 1(c), density profiles are shown for higher (supercritical) tempera-
tures. Figure 1(b) corresponds to a supercritical but low enough temperature T = 77 K, i.e.
to the nitrogen boiling temperature, and a wide range of the pressures: from 0.05 to 20 MPa.
One can see that at the lowest pressure 0.05 MPa only two weak maxima at the pore walls
are seen, i.e. the density profile corresponds to two density profiles at two separate graphene
layers. At p = 0.625 MPa, a slope central maximum is formed with a plateau, and only at
high pressures of about 6 MPa are two pronounced central maxima formed. In figure 1(c)
three density profiles are compared, corresponding to three different temperatures: 77, 200
and 300 K and a very high external pressure 20 MPa. One can see that, in spite of the high
pressure, at temperatures 200 and 300 K, central maxima are not observed and two maxima
at the pore walls are 5-10 times smaller than at T = 77 K. The known density profiles make
it readily possible to find the adsorption a and the gravimetric density wt. The dependences
of the a and wt parameters upon the external pressure p are shown in figures 2 and 3 for a
low (77 K) and high (200 K) temperatures, respectively.

Figures 2 and 3 demonstrate the dependence of a and wt on the pore width H or the
corresponding number N of the deleted graphene layers. As one could expect, increasing
the pressure p results in an increase of both a and wt parameters. At the same time, the
variation of N affects a and wt parameters in opposite directions: increasing N results in a
decreasing of the adsorption a and an increase in the gravimetric density wt.

4. Analysis of the results and discussion

According to [33], for 2010 U.S. Department of Energy (DOE) proclaimed goals are
as follows: wt = 6.5% mass ratio and a = 62 kg/m3 volume density. Obviously, these
goals relate to the problem of the hydrogen accumulator design. Later, the above goals were
deemed to be unrealistic and, therefore, to 2015 DOE established new goals as wt = 5.5% and
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(a) (b)

(c)

Fig. 1. Density profiles for the hydrogen layers in modeling slit-like pores rep-
resenting the carbon adsorbent AC35 at different temperatures and pressures:
(a) T = 20.35 K, p = 85.5 kPa; (b) T = 77 K, values of the pressure are shown
in the figure; (c) comparison of the density profiles at T = 77 K, 200 K, 300 K
and p = 20 MPa

a = 45 kg/m3 at ambient temperatures and practical pressures (usually less that 10 bar = 1
MPa). However, according to our calculation results presented in figure 3, at T = 200 K and
even enormous pressures up to 25 MPa these values of both wt and a parameters cannot be
reached.

To confirm the reliability of our results, we compared them with the available exper-
imental and theoretical results of other authors. In figure 4, our results for wt at T = 77
K are compared to experimental results [34] where a redefined pore thickness H̃ = H − σs

was used as a pore parameter. The value H̃ = 0.5 nm corresponds to H = 0.84 nm, i.e. to
N = 1.235. Obviously, in [34] an average (effective) value of H̃ was used corresponding to a
real carbon adsorbent. As one can see, our calculation results satisfactorily agree with the
experimental results [34]. For p = 0.02 MPa our results and results of measurements [34]
coincide almost identically.

In figure 5 our results for the adsorption a are compared to Monte-Carlo results [35].
As in [35], the value εf/k = 34.2 K was used which differs a bit from the value presented in
Table 1, we also used (in this case) the same value of the εf/k parameter. One can see that
figure 5 demonstrates a good agreement between our calculation results and the results [35].
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(a) (b)

Fig. 2. The pressure dependences of the adsorption parameters a (a) and wt
(b) at different values of N (T = 77 K). Curves 1,2,3 and 4 correspond to
N = 1 (H = 0.68 nm), N = 2 (H = 1.02 nm), N = 3 (H = 1.36 nm) and
N = 4 (H = 1.7 nm), respectively

(a) (b)

Fig. 3. The pressure dependences of the adsorption parameters a (a) and wt
(b) at different values of N (T = 200 K). The numeration of curves is the same
as in figure 2

As was mentioned above, in [22], standard data for the adsorption of benzene in
AC35 were recalculated to the adsorption of hydrogen using the Dubinin–Radushkevich
equation [9]. In figure 6, our calculation results for the a parameter are compared to the
results of [22]. One can see that at T = 77 K, our results satisfactorily agree with the results
of [22]. However, at higher temperatures (200 and 300 K), the divergence between our results
and [22] becomes noticeable enough. Obviously, at 200 and 300 K, the results for [22] are
overestimated. In particular, at high pressures (on the order of 25 MPa) the results [22]
correspond very closely to seemingly improbable a values.

Another important problem which is worth discussing here is the choice of the single
particle potential and its influence on the DFT calculation results. In the previous section,
we used the integral form (1) of the LJ-pair potential with reliable parameters presented
in Table 1. We also tried to use some ab initio data for the H2 - graphene interaction to
obtain corresponding adsorption potential. However, as one can see in figure 7, different
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Fig. 4. Comparison
of our results for
the wt dependence
with experimental
results [34] presented
by dots � (T = 77 K,
H = 0.84 nm).

Fig. 5. Comparison of our cal-
culation results (white circles ◦)
to the Monte-Carlo results [35]
presented by black circles •
(T = 77 K, H = 1.26 nm, i.e.
N = 2.7).

Fig. 6. Comparison of our
DFT results (curves 1, 2
and 3) to the results [22]
(curves 1’, 2’ and 3’) for
temperatures 77 K (white
circles ◦), 200 K (black
squares � ) and 300 K
(black circles • ).

Fig. 7. Comparison of
our adsorption potential
(1), i.e. ILJ with ab
initio data [36–38]. and
semi-empirical potentials
obtained via integration of
H2 − C pair potentials [39,
40].

approximations of the same ab initio method can give noticeably different results. Also, in
the available papers on the H2 - graphene interaction, only separate values of the attractive
part of Usf(z) are presented, which makes it difficult to obtain an analytical form of Usf (z)
suitable for further classical DFT-calculations.

It is also noteworthy that ILJ potential (1) satisfactorily agrees with an integral form
of the pair potential [39]. Among the available and formally approved, to a greater or lesser
extent, semi-empirical pair potentials, proposed to describe the H2 − C interactions, the pair
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Table 2. Comparison of a and wt parameters calculated using ILJ and IP
single particle potentials.

T = 150 K, P = 20 bar T = 298 K, P = 450bar

N a wt a wt

ILJ IP ILJ IP ILJ IP ILJ IP

1 57.1 93.9 2.5 4.0 53.8 81.4 2.4 3.5

2 22.7 66.1 2.0 5.6 41.9 62.9 3.6 5.3

3 14.1 42.8 1.9 5.4 37.9 52.7 4.8 6.6

4 11.0 32.1 1.9 5.4 35.8 47.1 6.0 7.8

5 9.4 26.2 2.1 5.5 34.6 43.6 7.2 8.9

potential [40] seems to have the deepest potential well and, therefore, may be expected to
give the highest adsorption characteristics. As one could expect, the potential [40] gives also
the deepest single particle potential Usf (z) (see figure 7).

So, we calculated the a and wt parameters for both ILJ and the integral form of
Patchkovskii’s potential (IP). The results of these calculations are presented in Table 2. As
one would expect, IP really gives noticeably higher values for a and wt in comparison to ILJ.
However, at high (room) temperature, 298 K, the deepest IP only gives practically suitable
a and wt values at very high pressures, which are unlikely to be realized in vehicles.

There are no reasons to consider IP as the most exact and reliable adsorption poten-
tial. Moreover, according to the results of comparison of our DFT calculations of a and wt
parameters with the results of other authors, a conclusion can be made that IP seems to give
overestimated results for the adsorption of hydrogen in carbon adsorbents. But even this
deepest potential does not demonstrate some realistic opportunities for high-temperature
hydrogen storage in currently-available carbon adsorbents.

5. Conclusion

The above comparison with the available experimental and theoretical results of other
authors confirms the adequacy of our DFT calculations for the adsorption of hydrogen in
carbon adsorbents. At the same time, our results demonstrate that at high (room) temper-
atures the adsorption capacity of carbon adsorbents is not sufficient for the practical design
of an appropriate hydrogen accumulator which can be, in particular, used in vehicles. Then,
according to our former results [18–20] and the results of other authors [21, 41], neither
conventional carbon adsorbents nor fullerenes and carbon nanotubes can help to solve this
problem. This conclusion seems to be fulfilled not only for slit-like pores but also for pillared
graphene [42]. At the same time, according to Monte-Carlo calculations presented in [42],
the gravimetric density for Li-doped pillared materials can be several times higher than that
of the analogous pure carbon materials. However, the very significant role of active sites in
carbon adsorbents should be verified by further experimental and theoretical investigations,
including classical DFT-calculations, which can be carried out, but are beyond the scope of
this paper.
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Silver nanoparticles (AgNPs) were synthesized in solutions of native and soluble starches in DMSO for the

first time. The starches acted as reducing and stabilizing agents simultaneously. The kinetics of the process

and its activation energy were determined by using UV-vis spectroscopy. The DMSO solution of soluble

starch was characterized by better reductive activity than the native starch solution. The morphology and

dispersion characteristics of AgNPs sols were evaluated from transmission electron microscopy (TEM). Sols,

including spherical particles with mean diameter (Dm) 42.8 nm and metal rod-like particles, were obtained

by using the native starch solution. Morphologically uniform sols of spherical AgNPs with Dm=37.2 nm

were formed in the soluble starch solution. On the basis of zeta potential measurements, it was shown that

the stability of a AgNPs dispersion in the soluble starch solution was higher in comparison to the native

starch solution.
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1. Introduction

AgNPs exhibit unique physical, chemical and biocidal properties that make them at-
tractive for application in different engineering branches and medicine [1-6]. Chemical meth-
ods of AgNPs synthesis in aqueous solutions, using reductants such as sodium borohydride,
quercetin, etc. are most frequently used [7-9]. Among the chemical techniques of AgNPs
synthesis, it should be especially noted that ecologically safe biomineralization methods exist
which are based on the use of saccharides (glucose, fructose, and so on) and polysaccharides
(cellulose, cellulose ethers) as reducing agents [10-16]. Starch was also successfully utilized in
the process of AgNPs generation as a reducing and stabilizing agent simultaneously [17-19].
The authors pointed out that starch solutions including AgNPs could have pharmaceuti-
cal and biomedical application, owing to combination of antibacterial properties of Ag and
biocompatibility of starch. It should also be noted that all known methods of AgNPs syn-
thesis with participation of starch were performed in an aqueous medium and based on the
application of water soluble starch.

In the present study, we prepared silver nanoparticles by utilizing DMSO-based starch
solutions as the reducing and stabilizing medium for the first time. DMSO is a solvent
that is commonly used to achieve complete dissolution of starch. DMSO is inexpensive,
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biodegradable and is categorized as a class 3 solvent, the lowest toxicity class to humans
and the environment [20, 21]. DMSO can easily penetrate biological membranes and has
anti-inflammatory, analgesic, cryoprotective, prophylactic and radioprotective properties,
whereupon this solvent is widely used as component of medicines [22-24]. Thus, composite
materials combining the properties of DMSO, AgNPs and starch could be used for the
preparation of new medical drugs.

The objective of this paper is to evaluate the kinetics features of AgNPs synthesis
realized in DMSO solutions of native corn and soluble starches. Also, the morphology, size,
and stability of the resulting AgNPs were characterized.

2. Experimental section

2.1. Materials

Corn starch and soluble starch (starch indicator) were obtained from CHIMMED
Company. The amylose content and reducing values of starches were determined according
[25] and [26] respectively. The amylose content was 28 and 41 %, and reducing values
were 0.03 and 0.63 respectively, for corn and soluble starches. AgNO3 and DMSO were of
analytical grade and were purchased from Sigma-Aldrich.

2.2. Synthesis of AgNPs

In this method, 0.025 g starch sample was placed in a 50 ml volumetric flask and
dissolved in 20 ml DMSO under stirring over three days. Then, 0.02123 g of AgNO3 was
added to the starch solution, the mixture was stirred well and diluted with DMSO (total
volume 50 ml). The final concentration of the solution was 0.5 g/l and 2.5 × 10−3M for the
starch and the salt, respectively. The sample was maintained at specific temperatures (45,
50, 55 or 65◦C) for two hours.

2.3. UV-visible spectral analysis

The absorption spectra of DMSO starch solutions (native or soluble) and AgNO3

mixtures were recorded on an Agilent 8453 UV-Vis spectrophotometer, from 300 to 600 nm.
A solution containing 0.5 g/l starch in DMSO was used as the blank.

The rate (γ) of AgNPs formation was estimated from spectrophotometric data ac-
cording next expression: γ = Aτ/A0, where Aτ , A0 – absorbance of the sample in the
resonance band maximum at time τ and 0 min respectively.

2.4. Transmission electron microscopy

The morphology and dispersion of AgNPs prepared were investigated by transmission
electron microscopy (EMV-100L instrument, operating voltage 50 kV) on the next day after
synthesis. Before sample preparation for TEM analysis, the complement of the reduction of
Ag ions to AgNPs was tested. For this purpose, NaCl was added in DMSO starch solutions
containing AgNPs. There was no white precipitate and/ or turbidity of AgCl in the sam-
ples, thereby giving evidence for the complete reduction of Ag+ ions to Ag0. Samples were
deposited onto carbon-filmed grids, air-dried and examined under the microscope. Digital
microscope photos were taken and analyzed using the software Matlab 7.0.

2.5. Zeta-potential analysis

The zeta potential of AgNPs samples was evaluated by Zetasizer Nano ZS analyzer
(Malvern Instruments Ltd). The samples were equilibrated before measurements at 25◦C
for 300 seconds. Tests of each AgNPs sols under study were repeated 5 times.



Synthesis of silver nanoparticles in DMSO solutions of starch... 407

3. Results and discussion

The formation of AgNPs in solution is qualitatively manifested as a change of the
sample coloration from colorless to yellow or brown, because of the interaction between metal
particles’ surface electrons with light (plasmon resonance). The absorption spectrum of
AgNPs sol have characteristic surface plasmon band (SPB) and this allows the identification
of cluster formation from metal atoms spectrophotometrically.

At room temperature 23◦C, there was no formation of Ag particles in all solution
systems under study, which was due to the extremely low rate of Ag ion reduction under these
conditions. Spectrophotometric registration of the metallic particle synthesis was possible
at temperatures above 45◦C. Fig. 1 illustrates the change in the UV/Vis spectra of the
DMSO/starch and AgNO3 mixtures observed at 65◦C over different periods of time after
sample preparation. It can be seen that the SPB with a maximum at 418 nm appeared in
the spectra of the samples at 20 minutes after synthesis initiation. The spectral patterns were
qualitatively the same for the both starch solutions. Variation of the reaction temperature
over the 45-65◦C range was not accompanied by any shift of the surface plasmon band (SPB).
Observed data were in good agreement with the results of studies of the UV/Vis spectra of
the water starch solutions containing AgNPs [16-18]. Therefore, it can be concluded that
the spectral changes of the systems under study here were related to the synthesis of AgNPs
from the Ag ions with participation of DMSO/starch solutions.

It is known, that saccharides may act as a reducing agent through its aldehyde group,
which is able to be oxidized [11, 12, 27]. In case of starch, a polysaccharide, the reducing
power is also believed to be the action of aldehyde terminals mainly [18]. Soluble starch,
containing more reductive aldehyde termini than the native one, likely provides higher rate
of AgNPs synthesis. To verify this assumption, process kinetics were estimated from spec-
trophotometric data. As shown in Fig. 2, the temperature dependence of the reaction rate
(γ) in both starch solutions was approximated by a straight line in the ln γ vs. 1/T coordi-
nates and described by the Arrhenius equation [28]. The slopes of these lines gave activation
energies of 64.9 and 54.2 kJ/mol for the native and soluble starches respectively. It should
also be noted that the solvent DMSO can also participate in the reduction of the silver
cations [29]. Meanwhile, input of DMSO in the process rate evidently was equal for the both
systems. So, these data demonstrate higher synthesis rate of AgNPs in the soluble starch
system.

An important characteristic of AgNPs which affects to a large extent their application
properties is the size of the particles. In order to investigate the morphology and size of
AgNPs under study, transmission electron microscopy (TEM) was applied. The results
for the samples generated at 65◦C are presented on Fig. 3. The soluble starch solution
appears to promote the formation of spherical AgNPs with a mean diameter (Dm) of 37.2 nm
and a standard deviation (σ) of 10.7 nm. Application of native starch solution leads to
the formation of AgNPs with two different geometric shapes, namely spherical particles,
characterized by Dm = 42.8 nm and σ = 19.8 nm and rodlike particles which had diameter
ranging from 62 to 104 nm and length ranging from 375 to 1917 nm.

These data demonstrate the fact that higher nanoparticles sizes and a polydispersity
of metal sols were produced in the native starch medium. It can be supposed that one
of the reasons that this phenomenon arises is the various macromolecular compositions of
these starch samples. The main components of starch are two different homopolymers of d-
glucose: the mainly linear amylose and the heavily branched amylopectin. As it is known that
only sufficiently long linear macromolecules can form protective shields around synthesized
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Fig. 1. UV-vis absorption spectra of the mixtures containing native (a) or
soluble (b) starch solution in DMSO and AgNO3 within different time intervals
after mixture’s preparation. Reaction conditions: [starch] = 0.5 g/l, [AgNO3]
= 2.5×10−3 M/l, temperature = 65◦C

nanoparticles [30]. Amylopectin branched macromolecules with short side chains are not able
to protect growing metal particles effectively. Thus, amylose chains are much more suitable
for stabilizing the formation process than amylopectin. Therefore, soluble starch containing
more amylose chains than the native starch provides formation of more morphologically
uniform Ag nanoparticles with a narrower size distribution.

An essential factor for practical usage of colloidal systems is their stability, which
can be evaluated by the measurement of the zeta potential of the dispersed particles. It is
believed that systems including nanoparticles with zeta potential values greater than +25
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Fig. 2. Temperature dependence of the rate of AgNPs formation in the native
(a) and soluble (b) starch solutions

mV or less than −25 mV typically have high degrees of stability. In our study, it was revealed
that the zeta potentials of AgNPs synthesized in solutions of soluble and native starches were
+ 26 ± 2 mV and + 12 ± 3 mV, respectively. The temperature of synthesis did not affect the
values of AgNPs zeta potential. So these results demonstrated higher stability for AgNPs
produced from DMSO solutions of soluble starch.

4. Conclusions

DMSO solutions of native and soluble starches were utilized for AgNPs synthesis.
The kinetic features of the AgNPs formation in these two starch solutions were monitored
by UV-vis spectroscopy. The activation energy for the reduction of Ag ions was less in case
of soluble starch solution. According to the TEM micrograph measurements, rodlike and
spherical particles were synthesized in the native starch solution. Soluble starch provided
formation of Ag nanospheres which were characterized by smaller sizes and a narrower size
distribution. The stability of AgNPs sol was better in case of those fabricated using the
soluble starch solution.
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Fig. 3. TEM images (a, c) and particle size distribution histograms (b, d)
of AgNPs prepared in the native (a, b) and soluble (c, d) starch solutions,
synthesis temperature = 65◦C
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The model of microrelief formation on the surface of polymers was formulated, describing the connection

between the microrelief structural elements’ distribution function on the states with the kinetics of macro-

molecule formation, aggregation and aggregates’ integration into the polymer body. Methods for calculating

the kinetics of these processes, using experimental data on the microrelief properties, were developed. The

developed methods have proven effective in the study of microrelief on films obtained by the evaporation of

o−xylene and toluene solutions of polystyrene, as well as polystyrene granules’ microrelief. The hierarchical

structures were found on the surface of these bodies, from which it was possible to “extract” information

about the polymerization and aggregation of the polystyrene macromolecules. The obtained data are sum-

marized in the form of a morphological memory representation of the polymer bodies, consisting in the

long-term preservation of nonequilibrium structures available for study without destroying the body, as well

as the possibility to use the results of the study to describe the kinetics of these structures’ formation.
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1. Introduction

According to published results, electron and atomic force microscopy have been used
to study polymeric bodies, many of which have surfaces with microrelief on their macro-
molecular structures. In [1], a microrelief on the surface of a film, formed by the evaporation
of an o−xylene solution of polystyrene, was described. The microrelief of the film depended
on the composition of the evaporating solution, and from this microrelief, the composition of
the solution could be determined. In [2], this fact was interpreted as an indication that the
film possessed a morphological memory that conferred the ability to gain the information
about the conditions of its formation and the ability to use this information with the help
of the data in the morphology of the microrelief. Such an interpretation requires detailed
information about what was happening in the monomeric solution when the polymerization
initiator was introduced. It is known that in such a solution, the nucleation and growth of
the polymeric macromolecules occurs, which form the aggregates followed by their assembly
into a polymeric body, and the macromolecules on the body’s surface form the microrelief
[3-6]. During the transition to the body structure, the condition of each macromolecule can
change significantly, depending upon the relaxation time of its state [7,8]. As a result, if
the body is formed quickly and the complete relaxation of the macromolecule state is not
provided, the structure of the microrelief appears dependent on the kinetics of the body
formation. All of this should be taken into account when considering the processes that lead
to morphological memory.
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2. Model of the body microrelief formation

In this model, body formation starts when the polymerization initiator is introduced
into the monomeric solution (t=0) and ends at the moment when the solvent is completely
removed from the system by filtration or evaporation (t = tF ). In the range of t = 0 ÷ tF
the solvent, the dissolved monomers and macromolecules (j=1), macromolecular clusters
(j=2), and aggregates of clusters (j=3) which comprise the system are uniformly distributed
over the volume of the system. The state of each of these particles is characterized by

parameters ~X =
{
υ, n, ~P

}
, where υ is the volume, n is the number of monomers included

in the particle macromolecules; ~P = {P1 . . . Pi . . . Pm}; Pi is one of the characteristics of the
shape, composition and structure of the particle.

The states of the system are characterized by the parameters ~y = {V,CA, CB, N1, N2,
N3,WV , T}, where V is its volume, CA and CB are the concentrations of the monomer and
initiator molecules in the solution; N1, N2, N3 are the quantities of the macromolecules, their
clusters and aggregates in the system; WV is the rate of the system volume change; T is the
temperature. Wherein Nj =

∑
υ

Nj (υ, t), if the number of jth type particles with volume υ is

equal to Nj (υ, t). Alternatively, in the continuum approximation, Nj =
∫
υ

φj (υ, t)dυ if the

particles distribution function on volume is φj (υ, t).
Distribution function φj (υ, t) is influenced by the events that can both increase and

decrease the volume of each particle [9-12]. Therefore:

∂φj (υ, t)

∂t
= Ωjυ − βjυφj (υ, t) , (1)

where Ωjυ is the frequency function characterizing the frequency of events leading to the
appearance of the particles of jth type of size υ in the system, that is, the frequency of
particle transition in the state (j, υ); βjυ is the probability of the exit from the state (j, υ)
per unit time.

The solution of the equation (1) with appropriate boundary conditions establishes
a relationship between the frequency functions Ωjυ, βjυ, and the total volume Vj of the
particles of each jth type:

Vj =

∫
υnj

υφj (υ, t)dυ, (2)

where υnj is the minimum volume of the particle, to which the mentioned frequency functions
(volume of the jth type nucleus) can be ascribed.

Additionally, the condition of the conservation of the number of atoms introduced
into the system is fulfilled:

CA0V0 =

(
V −

∑
j

Vj

)
CA +

∑
j

υ−1
0j Vj, (3)

where CA0 and V0 are the initial monomer concentration and the volume of the system; υ0j

is the average volume per one monomer in the amount of the jth type particles.
The volume of the system, decreased at rate Wυ, due to solvent removal, is equal to

V = V0 (1− Φ), so that the condition (3) can be written in the form:

CA0 =

(
1−

∑
j

εj − Φ

)
CA +

∑
j

υ−1
0j εj, (4)
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where εj = Vj/V0; Φ =
t∫

0

(Wυ/V0)dt.

According to the equations (3) and (4), at t = tF , when CA = 0 and Φ =
tF∫
0

(Wυ/V0)dt = W̄υ

V0
tF , we have:

V0 = (1− PF − υ0SCA0) = W̄υtF , (5)

where PF = VP/V0 is the parameters of the body porosity at the volume of the space between
the particles (pores) equal to VP ; υ0S is the average volume per one monomer built into the
body of macromolecule; W̄υ is the average speed Wυ in the interval (0 |t |tF ) dependent on ~y.

Equation (5) defines the parameters ~y of the system state, at which the time tF
remains within the range: (

β−1
1υ

∣∣tF ∣∣β−1
3υ

)
, (6)

where β−1
jυ is the value that characterizes the time, suitable for the particle escape from the

state (j, υ).
Relations (1)–(5) consider the possibility of implementing multiple routes of body

formation, dependent on ~y. The simplest of these is the route in which β1υ � β2υ, β3υ,
tF ∼ 1/β1υ, and the process comes down to the formation of the polymer molecules with
the volume ε1 = ε1(t) increasing up to ε1(tF ) = CA0υ01 at the time of their association in
the body of randomly arranged macromolecules. In describing the simplest route, detailing
the functions Ωjv and βjv applied to the chained macromolecules as described in [13,14], the
equation (1) can be reduced to the form:

∂φ1 (υ, t)

∂t
=
∂2 (D1υφ1υ)

∂υ2
− ∂

∂υ
(G1υφ1υ) , (7)

where D1υ = 1
2
(α1υCAa

2
v + β1υb

2
v), G1v = α1υCAav−β1υbv, φjv = φj(υ, t), α1v and β1υ are fre-

quency functions, characterizing the frequency of events leading to an increase and decrease
in volume of the particle in the state (j = 1, υ); and are the increase and decrease of υ at a
single event.

Due to the uniformity of the system, relations (1)–(7) characterize any of its areas,
including the near-surface areas, where the microrelief of the body is formed. The parameters
for the states of the surface and internal parts of the system may vary [15], but they develop
according to the same rules. Therefore, we can assume that the above model describes the
kinetics of microrelief formation on a mesokinetical level of detailing, that involves consid-
eration of the distribution functions of the structural elements’ microrelief on their volume.

3. Model of the microrelief change with body usage

When using the body its microrelief changes as a result of inevitable chemical, ra-
diation and mechanical influence by the environment in which the body is moved. These
influences can be imagined as a set of events, each of which leading to a specific increase
or decrease in the volume of the particles of the near-surface areas of the body. As a result
of thermal and chemical influences (e.g. collisions of the body with the molecules of the
medium) or mechanical influences (e.g. contact with the bodies in the medium), the distri-
bution function of the near-surface area particles is altered in accordance with equation (1).
This equation, with reference to the microrelief, can be provided in the form:

−∂φj (υ, τ)

∂τ
=

∂

∂υ
(ajωjφjυ) + νjφjυ, (8)
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where φj (υ, τ) = φjυ is the distribution function of the particles in the near-surface area in
the state (j, υ) at the time τ > tF for the usage of the body; ωj is the frequency of events
leading to the change in volume υ; aj is the average volume change at a single event; νj is the
frequency of acts of escape of jth type particles from the near-surface areas to the medium.

Also, if the transfer of the body from the medium where it was obtained to the medium
of usage takes place without violating its integrity, it is reasonable to put the solution for
equation (8) in the form:

ϕj (υ, τ) = ϕj (υ, tF ) exp

(
− νjτ

ωjτRi
Fji

)
, (9)

where τRi is the characteristic response time of the microrelief on this i impact ; Fji =
Fji (υ, τ) is the function that is determined by the solution of the equation (8) at known
frequency functions and.

Equation (9) indicates the method of accounting for the influence of the medium of
usage on the microrelief of the body. When frequency functions are defined experimentally,
formula (9) enables one to calculate the distribution before the exposure from the data
on the distribution after the exposure. With unknown frequency functions, it is possible
to determine them by comparing the experimental data on the functions before and after
exposure, followed by prediction of the behavior of the body with prolonged use [4,16]. It is
possible that the frequency functions may be useful in solving practical problems.

4. Characterization of the morphological memory

The complete characteristic of the body surface is the set of the state parameters of
all the macromolecules that make up its microrelief. These state parameters are included in

the distribution functions
{
φj

(
~X, τ

)}
, each of which can be represented as

φj

(
~X, τ

)
= φj (υ, τ) fj

(
~P , τ

)
υ
, (10)

wherefj

(
~P , τ

)
υ

is the distribution density of the particle macromolecules in the state (j, υ)

on the properties ~P .
Given this, it is advisable to carry out a characterization of microrelief by a consistent

definition of functions φj (υ, τ) and fj

(
~P , τ

)
υ

by measuring the volume of all the particles

of microrelief, followed by the study of the bodies that have similar volume. And if the
determination of the particle volumes is considered as the beginning of the study of the
microrelief morphology, the value

φ (υ, τ) =
∑
j

φj (υ, τ) (11)

can be taken as the basic morphological characteristics of the microrelief.
According to equations (8) and (9), using experimental data on the distributions

ϕj (υ, t) at the known frequency functions ωj (~y) and νj (~y), the distributions φj (υ, tF ) can
be calculated. According to the equations (1)–(7), in the known frequency functions Ωjv (~y)
and βjv (~y) one can go from φj (υ, tF ) to the distributions φj (υ, t) at any time t < tF . The
given frequency function can be determined from the special experiments by comparison of
the experimental data with functions φj (υ, t), measured at different moments of time. After
these experiments, it is possible for a computer to use the experimental data on the morphol-
ogy of the body’s surface to calculate the change in the distribution of its macromolecules
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on states in the formation process and new uses will arise. The possibility of creating such
methods can be regarded as a manifestation of morphological memory of the body consist-
ing in the long-term preservation of its nonequilibrium macromolecular structures, with the
opportunity to study these structures without having to destroy the body. The formation
of such structures can be considered as an accumulation of body information about the
processes that lead to these structures’ formation. The experimental determination of the
functions φj (υ, τ) can be considered as an extraction of information from the morphological
memory with data capacity ϕ (υ, τ).

5. Approaches to the use of morphological memory

Apparently, morphological memory can be used to study the fast polymerization,
the effects of short intense influences on the polymeric body and their slow degradation,
i.e. where it is difficult to measure the speed of processes in situ. However, to realize this
possibility, it is necessary to experimentally determine the frequency functions, participating
in the equations (1), (7) and (8). Therefore, it is necessary to study the elementary processes
that determine the function φ (υ, τ) on model bodies and to make sure that they leave
a significant imprint on the microrelief. The obtained data on the frequency functions,
supplemented by the boundary conditions of the solution of these equations, will lead to the
formulation of a number of the boundary value problems on the morphological memory of
the model bodies. Solution of these boundary value problems over a wide range of ~y will
allow one to identify the main relations of the microrelief with the speeds of the elementary
processes as well as to describe the response of the function φ (υ, τ) to the change of ~y
and to develop algorithms for calculating the parameters of elementary processes from the
experimental data about the function φ (υ, τ) at different ~y. Currently, methods for solving
such problems and the models of elementary processes are developed, and experimental data,
allowing one to judge the main features of the microrelief and to make a phenomenological
model of its formation, is accumulated [1-20]. For the quantitative study of the relation
between the parameters of microrelief and the elementary processes, it is advisable to start
with the simplest system, one in which the initiator molecules are rapidly converted into the
nuclei of chain macromolecules, their number in the system reaching the value N1 = CBV0.
The nuclei become larger, merging individual monomer molecules, while the elimination of
the molecules joined by chains is unlikely (α1υCA � β1υ) and the merging frequency is
independent of the size of the macromolecule [α1υ 6= α1υ (υ)], due to the constant number of
merge sites. At the same time, Ω1υ � Ω2υ,Ω3υ, so that the aggregation during the time of
the complete solvent removal tF does not occur, and equation (7) is applicable, its solution at
the boundary conditions φ (υ, t) = 0 and

(
G1υφ1υ −D1υ

∂φ1υ
∂υ

)
υ→υn1

= N1δ (t) has the form:

φ1 (υ, τ) = N1

[
(πAp)−1/2 exp

(
−X2

−
)
− 1

2p
exp

(
υ − υn1

p

)
erfc (X+)

]
. (12)

Here, δ (t) is the Dirac delta function; A =
t∫

0

G1υdt; p = D1υ/G1υ; X± = υ−υn1±A
(4πA)1/2

; υn1 is the

volume of the macromolecule nucleus; erfc (X+) = 2√
π

∞∫
X+

e−X
2
dX.

Distribution (12) corresponds to the following molecular weight distribution of the
macromolecules in a given system

Ψ1 (m, t) ≡ 1

N1

∂N1m

∂m
= B1 exp

[
−γ (M − A1)2]−B2 exp (Mυ0/p) , (13)
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where m = (m0/υ0) υ is the mass of the macromolecule with the volume υ if the mass of
one link of the chain is m0; N1m is the number of macromolecules with the mass less than
m; M = (m−mn) /m0; mn is the mass of the nucleus of the macromolecule; A1 = A/υ0;

B1 = υ0
m0
/ (πAp)1/2; B2 = υ0

2m0p
erf

[
γ1/2 (M + A)

]
; γ = υ0/ (4πA1).

Equations (12) and (13) were obtained according to the kinetic models which are
used in polymerization description [10,12,18-20], but using the function ϕ1(υ, t). Similar
relationships can be obtained to describe the aggregates, therefore one should detail the
functions Ωjυ and βjV in accordance with the state parameters ~X of these particles. The
sequence of work on creation and use of the morphological memory is shown in Fig. 1.

Fig. 1. Scheme of the work associated with the morphological memory. The
complexes to resolve the following problems are shown. SEP – the study of
elementary processes. LSP – laboratory synthesis of the product. SPU –
study of the changes in the product properties when it is used. MM1 – the
accumulation of the information about the regularities of the product obtaining
and use in the morphological memory. MM2 – development of models of
product creation. MEP – models of the elementary processes. MOS – the
model of optimal production synthesis. MPU – the model of the product
behavior when it is used

6. Morphological memory of the polystyrene bodies

In Fig. 2, an electron microscopic image of the microrelief one of the polystyrene
granules purchased from “Aldrich” is shown. Macromolecules of these granules were once
formed in the devices of the company, and then became larger and aggregated in the body,
which remained for a long time in the environment of use, and was then transferred to a
microscope, where the surface of the body has taken the shape shown in Fig. 2. The same
figure shows the image of the film obtained by dissolving these granules in o−xylene, followed
by solvent evaporation, resulting in the formation of a film [1,2]. Other films and granules,
randomly taken from commercial products, had a similar appearance.

All the examined bodies had the hierarchical microrelief available for the morphologi-
cal characterization, wherein this microrelief was similar to that presented in the publications
on polystyrene (e.g., in [21-23]) and other polymers (e.g., [24-26]).

The primary subnanoparticles of the size of 1–2 nm (j=1), integrated in the chains
and ring-shaped clusters, nanoparticles in the form of aggregates of these clusters (j=2)
and microparticles composed of these aggregates (j=3) were the structural elements of the
microrelief.
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Fig. 2. The electron microscopic images of one of the areas of the surface of
the granule and the film obtained by the method [1]. SamScan microscope
(England) with a standard preparation of the samples and coating of the Au
layer with the thickness of 5Å. I – granule; II –film

Table 1. Limit volumes of the particles

Volume, nm3 Film Granule Granule after the contact

υ10 2,2±0,3 470±40 19,7±4,2

υ1M ·104 0,75±0,2 3,4±0,4 6,4±0,7

υ20·105 0,09±0,02 2,4±0,3 3,6±0,5

υ2M ·106 1,3±0,1 13,1±0,4 36,6±0,4

These particles were sufficiently ordered, allowing us to delineate the image of each of
them to measure the area S and to find the parameter υ = S3/2 assigned as the volume of the
particle. The average jth type particle sizes within the composition of different (j + 1)th type
particles did not differ remarkably, so that all the particles of each type were characterized
by a single function:

θj (υ) =
1

Nj

υ∫
υ0j

φj (υ, τ) dυ = Bjυ/Bj0, (14)

where Bjυ is the number of measured particles of jth type with the volume less than υ; Bj0

is the total number of measured particles of jth type; υj0 is the volume of the smallest of the
detected particles.

Several functions θj (υ) are shown in Figs. 3 and 4, where it is seen that the size of
each particle type remained within a certain range of volumes υj0 < υ < υMj, in which the
value θj (υ) increased from 0 to 1 (Table 1). The measurements showed that the interval
∆υj = υMj − υ0j depended on the formation conditions and usage of the body. As it
turned out, the interval ∆υj for the nanoparticles of the film obtained by evaporation of a
fullerene(C60)-containing solution, was dependent on the concentration of fullerene according
to the relationship:

∆υ2 = ∆υ20 (1 + χFMF/MM) , (15)

where ∆υ20 is an interval without fullerene; MF and MM are masses of fullerene and
polystyrene introduced in the original solution at MF/MM= (3· 10−4÷1· 10−3); χF =
(1552±42) is an empirical coefficient.
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Fig. 3. Distribution functions θ1(υ) of subnanoparticles of the film and gran-
ule microrelief on the volume before and after a short introduction in toluene.
1 – film, 2 – granule before to the contact with toluene, 3 – granule after the
contact with toluene

Table 2. Limit volumes of the nanoparticles of the film with different content
of the fullerene

MF/MM υ0j·105 nm3 υMj·106 nm3

0 0,09 1,3

3·10−4 0,15 1,5

10−3 0,22 1,7

The concentration of fullerene also affected the maximum volume of the nanoparticles:

υM2 = υM0[(1 + χυ(MF/MM)k], (16)

where υM0 is the maximum volume at MF=0; χυ=20,5±0,1 and k=0.61±0.02 are empirical
coefficients (Table 2).

Equations (15) and (16) indicate that the microrelief of the film memorized the quan-
tity of the fullerene in the solution in which the film was formed, whereas the granule sub-
jected to the partial dissolution remembered what happened to it at dissolution. This is
indicated by the data in Figs. 3 and 4, which show that the granule placement into the
stream of toluene at a temperature of 300 ◦K for τ = 60 s resulted in a significant change of
the distribution functions θj (υ). This change can be characterized by the parameter Pj:

θj (υ)tF = θj (υ + Pj)τ , (17)

where θj (υ)tF and θj (υ + Pj)τ are the functions θj (υ) before and after the contact with
toluene when the volume of the particles was equal to υ and υ + Pj, respectively.

According to the data in Figs. 3-5, the parameter Pj was equal to:

Pj = υjτ − υ = P0j (υ/υ0j)
qj , (18)

where υjτ is the volume of the particle of jth type, which volume equaled to υ before the
contact at the moment τ ; P0j = υjτ − υ0j and qj are empirical parameters (Fig. 5). The
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Fig. 4. Distribution functions θ2(υ) on volume of nanoparticles of the film
and granule. 1 – film, 2 – granule before to the contact with toluene, 3 –
granule after the contact with toluene

Fig. 5. Parameter Pj of the subnano- and nanoparticles of the granules mi-
crorelief. 1 – subnanoparticles at P01 q=0.98; 2 – nanoparticles at P02 q=1,27

volume υjτ could increase due to the capture of toluene molecules by the particles and
decrease due to the release of macromolecules. Therefore:

Pj =

τ∫
0

(ωjaj − νjbj)dτ ∗, (19)

where ωj and νj are the frequencies of events leading to the increase and decrease of υjτ ; aj
and bj are the changes of υjτ at a single event at 0< τ ∗ < τ .

From equations (16) and (17), it follows that during contact with toluene and its
subsequent removal from the granules, the following conditions were fulfilled:

ωj = ωj (τ ∗) (υ/υ0j)
qj , (20)

νj = νj (τ ∗)N
qi

j−1, (21)
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where Nj−1 = υ/āj−1 is the number of the particles of (j-1)th type in the particle of jth type
with the volume υ; āj−1 is the average volume per jth type particle in the volume υ; ωj (τ ∗)
and νj (τ ∗) are the frequency functions, characterizing the probability of the participation of
a single particle of the jth type in the change of υ per unit time.

States (18)–(21) can be considered as an indication of the fact that the capture
of the toluene molecules by the granule causes their penetration in the volume of nano-
and subnanoparticles with solvation of macromolecules, causing the weakening of the bond
between the macromolecules and providing their removal from the subnanoparticles with a
similar probability (q1 → 1).

Toluene molecules, which penetrated into the subnanoparticles during contact, were
removed from the subnanoparticles after contact, so when in the microscope, their parameter
Pj is similar to:

P1 = −N0 (υ)

τ∫
0

ν1 (τ ∗) b1dτ
∗, (22)

whereN0 (υ) is the quantity of the macromolecules in the subnanoparticle of the volume υ
before the contact.

The parameter Pj of the nanoparticles in the microscope is equal to:

P2 = (υ/υ0j)
q2

τ∫
0

ω2 (τ ∗) a2dτ
∗. (23)

Their frequency function ω2 (τ ∗) increased at the contact due to the capture of
toluene, and decreased after the contact due to toluene removal from the granules. Ad-
ditionally, if the structure of nanoparticles changed reversibly during toluene capture, the
condition P2= 0 would be fulfilled. However, solvation of the macromolecules lead to ir-
reversible changes in the location of subnanoparticles in the volume of nanoparticles, so
P2 > 0.

Equations (18)–(23) make it possible to determine the frequency functions ωj (τ ∗)
and νj (τ ∗), information on which is stored in the function Pj = Pj (υ). One can try to
simulate the frequency functions using equations (7)–(11).

Considering the above, it can be argued that the studied films and granules of
polystyrene possessed the morphological memory. These granules maintained their nonequi-
librium hierarchical structures, formed on their surface, for the long time in such a state, thus
allowing an approach for the identification of kinetic equations for the hierarchies’ formation.

7. Conclusion

Experiments with polystyrene showed the concept of the morphological memory of
the polymeric bodies as the ability of their surface microrelief to maintain long-term nonequi-
librium macromolecular structures that can be effectively used in the study of polymerization
and in the search for the optimal conditions for polymer synthesis. It was found that the
proposed models for the formation of polymers, devoid of arbitrary assumptions, could be
the basis for creating a computer system for the application of morphological memory to
determine the rates of elementary processes and to predict the behavior of polymers during
their prolonged use.
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The effects of variable compositions of manganese (IV) oxide - lead (II) oxide and manganese (IV) oxide -

vanadium (V) oxide on the GaAs thermal oxidation process have been studied. The spatial separation of the

oxides in MnO2 + PbO and MnO2 + V2O5 binary compositions activating the thermal oxidation of GaAs

has made it possible to locate the interactions between these oxides that are responsible for the non-linear

effects observed in their coaction. Solid-phase interactions enhance the chemostimulating activities of both

oxides (a positive nonlinear effect takes place). Gas-phase interactions cause a marked negative deviation

from the additive chemical stimulation effect.
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1. Introduction

The study of the GaAs thermal oxidation process stimulated by the p-block oxide
compositions has revealed the nonlinear effects for various compositions of chemostimulators
on the oxide film thickness on the semiconductor surface [1, 2]. These effects result from ad-
ditional feedback channels between the chemostimulators, which influence the kinetic blocks
of conjugations between various stages of the GaAs oxidation process.

Prior studies [3–5] have demonstrated that in some systems (Sb2O3+Bi2O3, Sb2O3+
PbO, PbO+Bi2O3), such feedback channels are localized with comparable impacts in solid
and gas phases. It is, thus, of great interest to examine the revealed dependencies using d-
block oxides together with p-block oxide and with any other d-block oxide as well. Manganese
is taken as a model element, as its oxidation degrees vary greatly. As it is practically
impossible to use the higher oxide Mn2O7 for the experiment due to its extremely fast
decomposition, the study is based on compositions of MnO2 with p-block oxides (PbO) and
d-block oxides (V2O5). The individual chemostimulating effects of these oxides have already
been studied [6, 7].

Thus, the aim of this work is to study the process of gallium arsenide thermal oxi-
dation under the coaction of manganese (IV) oxide – lead (II) oxide, and manganese (IV)
oxide – vanadium (V) oxide compositions, and to determine the nature and localization of
the nonlinear effects of various compositions of chemostimulators on the oxide film thickness.
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2. Experimental

The oxide films were grown on polished single-crystal (111) GaAs wafers (AGChTs-1,
gallium face). To determine the gallium face and the arsenic face, the substrate had been
chemically milled in 49 % HF for 20 min. Powdered MnO2 (AR grade, GOST 4470-79),
PbO (AR grade, GOST 9199-68), and V2O5 (AR grade, TS CM-4566-55) compositions with
20 mole % steps were used as chemostimulators. The oxygen flow into the reactor was a
constant 30 L/h.

The GaAs oxidation was carried out in a quartz reactor in a horizontal resistor
furnace with automated temperature regulation (BPRT-1, with accuracy of ±2◦C). The
chemostimulator compositions came out of the quartz container and were introduced through
the gas phase under conditions isothermal with respect to the substrate being oxidized. The
distance from the oxides surface to the working side of the substrate was 10 cm. The
sample size was a constant 0.3000 g. The oxidation was carried out at 530 and 560◦C using
the final oxidation method (from 10 to 60) with 10-minute intervals. Using a temperature
of 530◦C allowed comparison of the obtained data with previous results, while 560◦C was
the maximum temperature used to determine the temperature effects on the process. The
thicknesses of the oxide films were measured using an LEF-3M ellipsometer with an accuracy
of ±1 nm.

To identify the processes and reactions occurring during the chemostimulator binary
composition-activated GaAs thermal oxidation, the following methods were used: X-ray
powder diffraction ( EMPYREAN), IR spectroscopy (Infralyum FT-02, UR-10), X-ray fluo-
rescence analysis (VRA–30, Carl Zeiss Yena), electron probe X-ray microanalysis (EPXMA,
CamScan), and high-temperature mass spectrometry (MS–1301).

3. Results and discussion

The dependencies of the oxide films thickness on the chemostimulator compositions
(MnO2+PbO and MnO2+V2O5) at both temperatures are presented in Fig.1. The figure
shows marked nonlinear effects present in both cases: the actual oxide film thickness is
different from the additive value, which is highly dependent upon the temperature, especially
for compositions with vanadium oxide.

Dependencies of the oxide films’ relative integrated thickness [1] on the composition
are shown in Fig.2. The GaAs thermal oxidation activated by MnO2+PbO compositions
show overall negative deviation from additivity. Both at 530◦C and 560◦C the deviation
increases with the longer oxidation times. Similar results were obtained when activating
the GaAs thermal oxidation with p-block chemostimulator compositions [2]. When a higher
temperature is used, however, the results are completely different: the negative deviation
from additivity decreases with time, which becomes clear at latter stages of the process.

When GaAs thermal oxidation is activated by MnO2+V2O5 at 530◦C for a short
period of time, a variable sign deviation from additivity appears with the overall insignificant
change in dR. With time, the variable sign deviation becomes an increasingly negative
deviation in all compositions with a minimum of 60% for vanadium oxide (time interval –
60 min). At 560◦C the results are completely different. The variable sign deviation is present
regardless of the process duration, and the positive deviation from additivity also increases
with time. At the same time, however, the negative deviation also increases (with minimum
of 80% for V2O5).
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Table 1 shows the chemostimulator compositions’ X-ray powder diffraction data (pre-
sented as interplanar distance) [8]. The chemostimulator compositions studied had been an-
nealed under an oxygen atmosphere at 560◦C, for 30 min. Table 1 shows, that the vanadium
oxide system contained vanadium and manganese oxides. In the 80% MnO2 + 20% V2O5

composition, Mn2O3 appeared as well as MnO2; in the 20% MnO2 + 80% V2O5 composi-
tion – MnO2 and Mn3O4 were present. Thus, the lower reduction of manganese (IV) after
its partial conversion enhances the transit activeness of the chemostimulator and results in
positive deviation from additivity (Fig.2).

Fig. 1. Concentration dependence of the oxide film thickness on GaAs surface
at 530◦C (a) and at 560◦C (b) over time intervals: 1 – 10 min., 2 – 30 min.,
3 – 60 min

All the powdered compositions of the lead oxide system contained PbO, Pb3O4, PbO2,
MnO2, Mn3O4. Manganese and lead did not act together (similarly to the system described
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Fig. 2. Relative integrated thickness of the films grown presented as a depen-
dency of chemostimulator composition elements at 530◦C (a) and at 560◦C (b)
over time intervals 1 – 10 min., 2 – 30 min., 3 – 60 min

above), but the radiography showed spikes of high intensity that we did not manage to iden-
tify. The system showed the same patterns: MnO2 transforms into Mn3O4better than in
V2O5 system (due to the additional lead oxide oxidation), which results in overall negative
deviation from additivity. Thus, manganese (IV) oxide and lead (II) oxide used together, as
well as manganese (IV) oxide and vanadium (V) oxide, affect each other while still being in
the container. This results in mixed phases (for MnO2+V2O5), and in conversion of the ini-
tial chemostimulators into compositions with different oxidation degrees (for MnO2+PbO),
which changes the evaporation rate and can lead to a joint nonlinear effect for the GaAs
thermal oxidation.
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Table 1. Interplanar distance (dhkl,) defined by the X-ray powder diffraction
method for chemostimulator compositions (MnO2+V2O5) and (MnO2+PbO)

Phases revealed
MnO2+V2O5

20 MnO2 80 MnO2

V2O5 4.374, 4.077 4.374, 4.077

MnO2 1.445, 1.570 3.058, 2.186

Mn2O3 – 1.848, 1.361

Mn3O4 2.495, 1.499 –

Phases revealed
MnO2+PbO

20 MnO2 40 MnO2

PbO 5,906, 1,722 1.918

Mn3O4 1.639 2.876

PbO2 1.208 1.514

MnO2 3.069 1.993

Mn3O4 2.006 1.488

Intermediate phase 5.574 5.754, 3.401

The X-ray powder diffraction and IR spectroscopy methods are complementary. The
first method allows us to determine the presence of a certain element in the film, while the
second is used to obtain information about the state of the element. The samples used for
analysis were determined according to the extreme points of the dependencies of relative
integrated oxide film thickness of on the chemostimulator composition at the maximal tem-
perature and duration, i.e. 40% MnO2 – 60% V2O5, 80% MnO2 – 20% V2O5, 40% MnO2 –
60% PbO at 560◦C for 60 min. X-ray powder diffraction data showed manganese in ox-
ide films in all cases studied. The films obtained using compositions with vanadium oxide
contain vanadium. There were, however, no traces of lead [9].

The IR spectra of the samples show several minima. According to [10], absorption
bands at 420-440 cm−1 and 670 cm−1 correspond to Ga-O. The same bands appeared when
the samples were oxidized without chemostimulators, which means that gallium oxide ap-
pears. The absorption band at 900 cm−1 usually corresponds to As-O, while the absorption
band of 850 cm−1 corresponds to Pb-O. The second absorption band corresponding to As-O
is 480 cm−1 and is similar to the second absorption band corresponding to V-O. As the X-ray
powder diffraction showed vanadium in oxide films, it is highly possible that the frequency
corresponds both to As-O and V-O. The minimum absorption at 840 cm−1 corresponds to
the fluctuations of Mn-O. Of particular interest are the absorption bands of 540 cm−1, which
can be explained by the substrate’s GaAs bond.

Our experiment, has thus demonstrated, that according to the X-ray powder diffrac-
tion and IR spectroscopic data, the chemostimulators become part of the oxide film grown
on the GaAs surface. Moreover, the oxidized substrate elements are also present in the film
(which is particularly important for arsenic).

Spatial separation of the chemostimulators [3–5] can be used to determine the local-
ization of their interactions resulting in deviations from additivity (Fig.2). Figures 3 and 4
illustrate effects of MnO2 interacting with PbO and V2O5 in mixures and spatially separated
(for oxide film thickness and relative integrated thickness respectively). Clearly, the overall
effect of the chemostimulators in the thermal oxidation of GaAs is nonlinear for separate
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evaporation techniques. The nonlinearity is more pronounced in the separate evaporation
experiments than in the mixture evaporation experiments.

Since the nonlinear effects arise from both solid- and gas-phase reactions in the case of
mixture evaporation and only from gas-phase reactions in the case of separate evaporation, it
is possible to separate the effective contribution from the solid-phase reactions to the overall
effect.

At 530◦C the nonlinear effects in the mixture evaporation and separate evaporation
experiments are of the same sign and the corresponding relative integrated thicknesses are
similar (Fig. 3, 4). Consequently, the contribution from the solid-phase reactions between
the chemostimulators is of small positive value, and the negative overall deviation from
additivity is due to the interaction between the oxides in the gas phase.

At 560◦C the nonlinear effects in the mixture evaporation and separate evaporation
experiments for both chemostimulator systems differ greatly both in magnitude and in the
way they vary with composition.

The contribution from the solid-phase interaction is again positive throughout the
chemostimulator composition range, but is larger. The fact that the contribution from the
solid-phase interactions increases markedly with increasing temperature suggests that these
interactions are chemical in nature. This inference is supported by X-ray powder diffraction
data (which indicate the formation of Mn2O3, Mn3O4; and conversions PbO→Pb3O4 →PbO2).

The contribution from the gas-phase interaction between the chemostimulators in-
creases negatively with increasing temperature and exceeds the positive contribution from
the solid-phase interaction. As a result, the relative integrated thickness is negative and
varies nonlinearly with the composition of the chemostimulator system.

The composition of the vapor over PbO+MnO2 mixtures in the composition range
from 20% PbO + 80% MnO2 to 80% PbO + 20% MnO2 was studied using high-temperature
mass spectrometry (MS–1301) [11]. The mass spectra of the vapor over the samples from
920 to 980 K showed Pb+, PbO+, Pb2O2

+ and Pb4O4
+ ion peaks, indicating the presence of

lead atoms and PbO, Pb2O2 and Pb4O4 molecules in the vapor phase. The spectra do not
indicate the presence of mixed molecular ions, such as PbMnO2

+, PbMnO3
+, PbMnO4

+;
therefore, there is no interaction between lead and manganese oxides in the condensed or gas
phase. The most important result of the mass spectrometric study is that the relative lead
atom concentration in the gas phase is higher for the mixtures used in the experiment than
for pure PbO. The Pb/PbO ratio changes from 1.67 and 0.84 for PbO-rich compositions
to 0.80 and 0.73 for MnO2-rich compositions. The vapor over the mixtures contains all
molecular species typical of the evaporation of pure PbO; however, the Pb/PbO partial
pressure ratio indicates the domination of lead atoms. The Pb atom concentration in the
gas phase is approximately twice higher in the evaporation of a PbO + MnO2 mixture than in
the evaporation of pure PbO [12]. In the presence of MnO2, the vapor contains polymerized
lead oxide species; nevertheless, PbO definitely tends to decompose. It is due to this process
that the oxide compositions show a lower chemostimulating activity in GaAs oxidation than
pure PbO or MnO2 and, accordingly, a negative nonlinear effect is observed in the coaction
of PbO and MnO2.

According to electron probe X-ray microanalysis (EPXMA) [13] (Table. 2, 3) data
for (PbO)0,8(MnO2)0,2 compositions, the Mn:Pb ratio of the film in the mixture, evaporation
is 0.21 (0.089% : 0.425%), while in a separate evaporation experiment, the ratio is 0.66, i.e.
the manganese, content of the film is about 3 times higher. For the manganese dioxide-rich
composition (PbO)0,2(MnO2)0,8, the Mn : Pb ratio in the film is 0.42 for the mixture evap-
oration experiment and 0.84 for the separate evaporation experiment; that is, the separate
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Fig. 3. The dependencies of the oxide films’ thickness on the chemostimulator
compositions MnO2+PbO and MnO2+V2O5 at 530◦C (a) and 560◦C (b), for
40 min.: 1 – mixture evaporation experiment; 2 – separate evaporation exper-
iment

evaporation of the chemostimulators increases the manganese content of the film by a factor
of 2.

For the chemostimulator with (PbO)0,8(MnO2)0,2 composition, the ratio Mnmixture/
Mnseparate is about 2 (0.089/0.046), i.e. in the case of separate evaporation, the manganese
content of the film is about 2 times lower, while the lead content of the film is more than
6 times lower – Pbmixture/Pbseparate = 0.425/0.068 = 6.25. A similar pattern was observed
for the (PbO)0,2(MnO2)0,8 composition: the manganese content ratio Mnmixture/Mnseparate

was 2.6 (0.136/0.052), and the lead content ratio Pbmixture/Pbseparate was 5.2 (0.324/0.062).
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Fig. 4. The dependencies of the relative integrated films thickness on the
chemostimulator compositions MnO2+PbO and MnO2+V2O5 at 530◦C (a)
and 560◦C (b), for 40 min.: 1 – mixture evaporation experiment; 2 – sepa-
rate evaporations experiment; 3 – calculated contribution from the gas-phase
interaction between the chemostimulators
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Table 2. EPXMA data for the samples obtained by the thermal oxidation
of GaAs at 560◦C for 40 min in the presence of MnO2+PbO compositions
introduced by the mixture evaporation and separate evaporation techniques

Elemental composition of the films, at %

Ga As Mn Pb O

Separate evaporation

20 mole % MnO2 + 80 mole % PbO

29.439 4.383 0.046 0.068 66.028

Activating composition – Mn : Pb = 1 : 4

Film – Mn : Pb = 1 : 1.47

80 mole % MnO2 + 20 mole % PbO

33.570 4.882 0.052 0.062 61.415

Activating composition - Mn : Pb = 4 : 1

Film – Mn : Pb = 1 : 1.35

Mixture evaporation

20 mole % MnO2 + 80 mole % PbO

28.548 3.421 0.089 0.425 67.517

Activating composition – Mn : Pb = 1 : 4

Film – Mn : Pb = 1 : 4

80 mole % MnO2 + 20 mole % PbO

31.124 4.156 0.136 0.324 64.260

Activating composition – Mn : Pb = 4 : 1

Film – Mn : Pb = 1 : 2.4

Thus, the apparently higher manganese content of the films obtained by the separate evap-
oration of the chemostimulators is due to the decreased percentage of lead, which is a more
effective chemical stimulator. It is this circumstance that enhances the negative nonlinear
effect in the case of the separate evaporation of the chemostimulators.

This marked decrease in the chemical stimulation activity of lead oxide is caused
by the enhancement of dissociation processes in the gas phase, as in the case of p-element-
containing mixtures [2]. Due to these processes, the concentration of lead atoms, which are
not chemical stimulators, is up to 2 times higher in the vapor over PbO + MnO2 than in the
vapor over pure PbO [12]. Although chemically stimulated oxidation is carried out under
flowing oxygen, which can oxidize lead atoms, the efficiency of the oxygen transit transfer
to the substrate components is much lower in this case. The nature of the precursor is
significant here: the lead atom resulting from a transit transfer event is in an active, excited
state, unlike the lead atoms present in the gas phase. If solid-phase interactions take place
(PbO oxidation by manganese dioxide into higher lead oxides), the dissociation processes
in the gas phase will be suppressed to some extent, particularly in the case of manganese
dioxide-rich compositions. Thus, the solid-phase interactions in the PbO+MnO2 mixtures
somewhat hamper the dissociation processes in the gas phase, thereby making a positive
contribution to the observed nonlinear effect. The fact that this contribution increases with
increasing temperature is obviously explained by the rate enhancement of redox addition
reactions in the solid phase.
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Table 3. EPXMA data for the samples obtained by the thermal oxidation
of GaAs at 560◦C for 40 min in the presence of MnO2+V2O5 compositions
introduced by the mixture evaporation and separate evaporation techniques

Elemental composition of the films, at %

Ga As Mn V O

Separate evaporation

20 mole % MnO2 + 80 mole % V2O5

30.524 4.821 0.052 0.255 64.348

Activating composition - Mn : V = 1 : 4

Film – Mn : V = 1 : 5

80 mole % MnO2 + 20 mole % V2O5

30.718 4.654 0.301 0.076 64.248

Activating composition - Mn : V = 4 : 1

Film – Mn : V = 4 : 1

Mixture evaporation

20 mole % MnO2 + 80 mole % V2O5

29.486 3.583 0.164 0.648 66.119

Activating composition – Mn : V = 1 : 4

Film – 1 : 4

80 mole % MnO2 + 20 mole % V2O5

28.843 3.871 0.643 0.254 66.389

Activating composition – Mn : V = 4 : 1

Film – Mn : V = 2.53 : 1

For a given activator composition, the films obtained using the mixture evaporation
and separate evaporation techniques are comparable in terms of their Mn : V ratio (Table 3).
For example, for (MnO2)0,2(V2O5)0,8, Mn:V=0.052:0.255=1:5 for the separate evaporation
technique, and Mn:V=0.164:0.648=1:4 for the mixture evaporation technique; that is, for
an activating mixture containing excess vanadium oxide, the manganese content of the film
and, therefore, that of the gas phase are somewhat higher for mixture evaporation than for
separate evaporation. By contrast, for (MnO2)0,8(V2O5)0,2, Mn:V=4:1 for separate evapora-
tion, and Mn:V=2.6:1 for mixture evaporation; that is, the manganese content of the film is
lower for mixture evaporation than for separate evaporation. At the same time, the relative
amounts of the elements in the film change in the same way in passing from one evaporation
technique to the other: both manganese and vanadium contents are 2-3 times higher for
mixture evaporation than for separate evaporation. For the (MnO2)0,2(V2O5)0,8 composi-
tion the Mnmixture/Mnseparate ratio is 3.15 (0.164/0.052), and the Vmixture/Vseparate ratio is
2.54 (0.648/0.255). For the (MnO2)0,8(V2O5)0,2 composition, the Mnmixture/Mnseparate ratio
is 2.14 (0.643/0.301), and the Vmixture/Vseparate ratio is 3.34 (0.254/0.076). Thus, due to the
solid-phase interactions, the manganese and vanadium contents of the film and, therefore,
the manganese and vanadium oxide contents of the vapor are higher in the case of mix-
ture evaporation (according to IR spectroscopic data, the chemostimulators in the film are
in their oxidized states); i.e., the dissociation processes in oxide evaporation are somewhat
hampered by the solid-phase interactions.
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4. Conclusions

The observed nonlinear effects appearing during GaAs thermal oxidation under the
coaction of manganese (IV) oxide – lead (II) oxide and manganese (IV) oxide - vanadium(V)
oxide compositions can be attributed to their interaction in the initial powder mixture under
the conditions corresponding to the process studied. These effects result in differences in
their oxide film contents grown on GaAs surfaces and hence, differences in their chemostim-
ulation capacities. The solid-phase interactions between the chemostimulators (during the
evaporation of their mixtures) extend the lifetime of molecular oxide species in the vapor,
giving rise to a positive thermal oxidation effect. The gas-phase interactions between the
chemostimulators are mainly dissociative. They reduce somewhat the chemostimulating
effect and make a negative contribution to the nonlinear effects.
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1. Introduction

This article furthers the investigations which were initiated previously [1–5], devoted
to describing the synthesis and identification of the C60[=C(COOH)2]3 tris-malonate [1] (the
original synthesis of this water soluble derivative was described earlier in [5]), the investigation
of volume and refraction properties of its aqueous solutions at 25 ◦C [2], poly-thermal solubility
and complex thermal analysis [3], the concentration dependence of electric conductivity and pH
for aqueous solutions [4], and concentration dependence of the last-mentioned properties for
C60[=C(COOH)2]3 aggregates [5].

This article is devoted to investigating the concentration dependence of mass transport
properties (diffusion coefficients and viscosity) of water soluble light fullerene tris-malonate –
C60[=C(COOH)2]3 in aqueous solutions and calculation of activation energies for the diffusion
and viscous current over a wide range of concentrations – up to 40 g/dm3.

2. Diffusion of C60[=C(COOH)2]3 in water solutions at 20 and 50 ◦C

The diffusion of C60[=C(COOH)2]3 in the C60[=C(COOH)2]3 – H2O system was in-
vestigated with the help of an original diffusometer, which allowed the determination of the
C60[=C(COOH)2]3 concentration CC60−tris−malonate – mg/dm3 (and the gradient of concentra-
tion – grad CC60-tris-malonate = ∂CC60-tris-malonate/∂x, where x is coordinate of the direction of uni-
dimensional diffusion) by light absorption in the near UV spectral range – at λ = 330 nm [1],
according to the first diffusion Fick’s law (see, for example [6]):
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dmC60−tris−malonate/dt = D · S · ∂CC60−tris−malonate/∂x, (1)

where: m is mass of C60-tris-malonate, which crosses through the surface S per time t under
concentration gradient ∂CC60-tris-malonate/∂x.

Data were provided over a wide concentration range (5 g/dm3 ≤ CC60-tris-malonate ≤
40 g/dm3) for comparatively concentrated solutions at two temperatures 20 ◦C and 50 ◦C
(293 K and 323 K).

The results of the determination are represented in Table 1 and in Fig. 1.

TABLE 1. Diffusion coefficient of C60-tris-malonate of in water – D and diffu-
sion activation energy – ED

Number
of solution

No.

Concentration
of C60 tris-
malonate in

water –
C

(mass.%)

Diffusion
coefficient of C60

tris-malonate in
water at 293 K –

D293 108

(cm2/s)

Diffusion
coefficient of C60

tris-malonate in
water at 323 K –

D323 108

(cm2/s)

Energy of the diffusion
activation according to

the Arrhenius equation –
ED

(kJ/mole)

1* 0 5.5 11.0 18.2

2 0.5 4.6 9.1 17.6

3 1.0 4.1 7.9 17.2

4 2.0 3.8 7.5 17.8

5 4.0 3.7 7.5 18.5

* – Extrapolation to infinite diluted solution C → 0 g/dm3.

ED = 17.9± 0.4 kJ/mole, γD = 1.31± 0.05 rel. un.
Temperature dependence of diffusion coefficient of C60-tris-malonate in water was de-

scribed with the help of both methods:
Arrhenius equation:

DT = D0 exp(−ED/RT ), (2)

where: DT is the diffusion coefficient at temperature T (K), D0 is the diffusion pre-exponent,
ED is the diffusion activation energy,

and Vant-Hoff rule multiplication:

γD = DT+10/DT . (3)

One can see from the data following:
1. It seems the diffusion coefficients (D) of C60-tris-malonate in water solutions have

much lower values (D on the order of 10−8 cm2/s). Than those for their analogs – non-modified
light fullerenes – C60 and C70 in organic (mainly aromatic) solvents [7] (D on the order of 10−7 –
10−6 cm2/s).

2. Additionally, the authors of [7] tried to crudely estimate the radius of the particles in
the diffusion processes (rD) according to the Smolukhovskiy – Stokes – Einstein law (spherical
approximation):

D =
kT

6πηrD
, (4)

where: D – diffusion coefficient, T – temperature (K), k – Boltzmann constant, η – dynamic
viscosity of the solvent, rD – radius of spherical particle.
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FIG. 1. Diffusion coefficient of C60-tris-malonate in water

In different solvents they obtained values for rD ranging from 0.4 – 3 nm; the consid-
erable growth of rD when comparing non-associated and non-solvated light fullerenes (rD ≈
0.35 nm [8]) may be the result of light fullerene association in clusters and perhaps simultaneous
intensive interaction of fullerenes with solvent molecules.

In the case of our water soluble light fullerene derivatives, one can expect a higher degree
of association and hydration, which was proven earlier by light scattering experiments [5].
In that work, the formation of three types of aggregates was observed with the following
characteristic radii: rD ≈ 20 – 40 nm (for type 1 aggregates), rD ≈ 150 – 250 nm (for type 2
aggregates), rD ≈ 2000 – 3000 nm (for type 3 aggregates). Simultaneously, non-aggregated
forms were not found at all [5]. Such a stepwise hierarchical association model was proven
earlier in analog binary C60(OH)n fullerenol – H2O – systems see, for example [9, 10].

3. So, also according to the Smolukhovskiy – Stokes – Einstein law (using the temper-
ature dependence of the dynamic viscosity of the solvent – water – see Fig. 2), one can obtain
the following radius values for the particles in the diffusion processes in the C60[=C(COOH)2]3
– H2O system: rD = 30 – 60 nm. From these data, we can confirm that practically, only
type 1 C60-tris-malonate aggregates participate in mass transport diffusion processes. Other type
aggregates are not realized in solution (monomers of C60-tris-malonate [5]), or are not labile
enough for effective mass transport (type 2 and -3 aggregates – [5]). The fact that diffusion
coefficients decrease while the concentration of C60-tris-malonate increases may be explained
by the proposition that the relative mass fraction of main transport particles (type 1 aggregates
of C60[=C(COOH)2]3) decreases with concentration growth, while the concentration of larger,
non-mobile particles increases.
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FIG. 2. Temperature dependence of the dynamic and kinematic viscosity of the water

3. Viscosity of C60[=C(COOH)2]3 water solutions at 20 and 50 ◦C

The dynamic viscosity of C60-tris-malonate in aqueous solutions was derived using the
capillary viscosity-meter method by the determining the liquid flow times of the solutions
through the vertical capillary (the glass viscosity-meter is of the type ‘VNJ’ (Ecochim. Rus. –
Ukr.))

The determined kinetic viscosity of C60-tris-malonate in aqueous solutions was addition-
ally used to derive the densities at constant temperature with the help of quartz pycnometer [2].

Air thermostats were used, with an accuracy of temperature fixation of ∆T = ±0.5 K.
According to Newton’s law of viscosity (internal friction), the dynamic viscosity for

‘Newtonian liquids’ (η) is defined as:

Fl−f = η∆V S, (5)

where: Fl−f – is the force of the internal friction, ∆V = gradV = ∂V/∂x (x – is the direction,
perpendicular to the vector of the velocity of liquid layer – V ), S – surface of contact layers.

Kinematic viscosity (ν) is defined as:

ν = η/ρ, (6)

where: ρ – is the density of liquid.
Values for η, as a rule, are measured in (Pa·s) or in (P (Poise – lat.) = ( –

rus.) = Pa·s/10), values ν – in (m2/s, cm2/s) or in non-systematic units (◦E – Engler degree):

ν = 0.073 ◦E− 0.063 ◦E. (7)

Temperature dependence of the dynamic viscosity of C60-tris-malonate in aqueous solu-
tions was described with both methods.
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The analog of Arrhenius equation for the viscous current (also named as equation of
Frencel – Andrade [12]):

ηT = η0 exp(+Eη/RT ), (8)

where: ηT is dynamic viscosity at temperature T (K), η0 is dynamic viscosity pre-exponent, Eη
is energy of activation of the viscous current, and analog of Vant-Hoff rule multiplication for
the viscous current – γη:

γη = ηT−10/ηT . (9)

Viscosity data are represented in the Table 2 and Fig. 3.

TABLE 2. Concentration dependence of the dynamic and kinematic of C60-tris-
malonate in aqueous solutions at 298 and 323 K

Number
of

solution
No.

Concentration of
C60 tris-
malonate

C
(mass.%)

Dynamic
viscosity
η298

(Pa · s · 10−3)

Kinematic
viscosity
ν298

(m2/s · 10−6)

Dynamic
viscosity
η323

(Pa · s · 10−3)

Viscosity activation
energy according
to the Arrhenius
equation – Eη

(kJ/mole)
1 0.0 0.894 0.893 0.548 15.7

2 0.00001 0.886 0.885 0.544 15.6

3 0.0001 0.872 0.872 0.536 15.6

4 0.001 0.849 0.849 0.523 15.5

5 0.01 0.777 0.777 0.480 15.4

6 0.1 0.641 0.641 0.398 15.2

7 0.5 0.643 0.642 0.401 15.1

8 1.0 0.645 0.643 0.404 14.9

Eη = 15.3± 0.3 kJ/mole, γη = 1.21± 0.05 rel. un.

From the data in Fig. 3 and Table 2 one can see the following:
1. Values for η(C) decrease while the concentration increases in dilute solutions and

becomes nearly constant in more concentrated (C > 0.1 mass.% of C60-tris-malonate in water)
at both temperatures.

2. To describe the dependence of the dynamic viscosity on the concentration of C60-tris-
malonate in aqueous solutions (C) at a constant temperature – η(C) (in the initial region of the
function (C → 0)), one can use the empirical Bachinskiy equation:

η =
cB

Vm − bB
, (10)

where: Vm is average molar volume of water solution of C60-tris-malonate (can be determined
from the density measurements – [2]); cB and bB are constants of the Bachinsckiy equation
and may be dependent on temperature and the type of the system only. So, using Taylor
decomposition of the function η(C) in the region C > 0, one can easily obtain the following
equations for the calculation of the constants of Bachinsckiy equation:

bB =
V 0
m(η0 − ηx)− ηx(∂Vm/∂x)0x

η0 − ηx
, (11)
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FIG. 3. Dynamic and kinematic viscosity of C60-tris-malonate in aqueous solu-
tions at 298 K and 323 K

cB =
η0ηx(∂Vm/∂x)0x

η0 − ηx
, (12)

where: V 0
m – average molar volume of pure solvent – water, η0 – the dynamic viscosity of the

solvent, C – concentration in mass.% and x – molar fraction of C60-tris-malonate in aqueous
solutions:

x =
C

1026[C/1026 + (100− C)/18]
, (13)

ηx – the dynamic viscosity of solution with molar fraction x, (∂Vm/∂x)0 = lim
x→0

(∂Vm/∂x) ≈
const ≈ 1002 cm3/mole [2].

Calculation of the dependence η(C) using equations (10) – (12) is represented in Fig. 3.
One can see more or less good agreement between the experimental and calculated data in
comparatively dilute aqueous C60-tris-malonate solutions – quick drop of η while C is increasing
from C ≈ 0→ C ≈ 0.1 mass.%. Such decrease of the function η(C), even in dilute solutions is
atypical enough for the solutions with high molecular weight compounds. In more concentrated
solutions, C ≈ 0.1→ C ≈ 1.0 mass.%, the results between the experimental and the calculated
differed considerably, and according to our point of view, naturally increases (see Fig. 3) – the
function η(C) continues to decrease and becomes nearly constant. These facts may be explained
by the following: there two influences, which cause the change of η(C) in different directions.
First – the destruction of hydrogen bonds structure between solvent molecules, can decrease η
(this influence is stronger in dilute solutions), second – increasing the concentration of the main
mass transport species (in the direction perpendicular to the velocity vector of the liquid layers),
can only increase η (this influence becomes more pronounced at higher concentrations). In the
1.0 ≥ C ≥ 0.1 mass.% concentration range these two factors have approximately equal weight,
and as a result, η(C) crosses through a ‘soft minimum’.
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3. Dependencies of dynamic and kinematic viscosity η(C) and ν(C) are naturally
approximately equal at 298 K, because densities of aqueous C60-tris-malonate are very close to
ρ ≈ 1 g/cm3.

4. Values for η(C) decrease at higher temperatures over the entire concentration range
(0.0 < C < 1 mass.%).

4. Conclusions

The investigation of concentration dependence of mass transport properties (diffusion
coefficients and viscosity) of water soluble light fullerene tris-malonate – C60[=C(COOH)2]3 in
aqueous solutions in concentration range (0 – 1 mass.%) and at 298 and 323 K was performed
and the results obtained were provided. The diffusion and viscous current activation energies
were calculated. It was shown, that the type 1 aggregates of C60[=C(COOH)2]3 with the linear
dimensions on the order of tens of nm determine the mass transport properties in aqueous
solutions over the entire concentration range tested.
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A theory for forming Ir-atomic nanoclusters in a dielectric matrix of Na4Ir3O8 structure and spinel-like

structures is suggested. The atomic order in the Na4Ir3O8 structure is investigated by group-theoretical

methods of phase transition theory. The critical irreducible representation τ , generating appearance of

enantiomorphic P4132 (P4332)-phases from high symmetry spinel-like phase with space group Fd3m, is six

dimensional irreducible representation k10(τ1) (in Kovalev designation). Ir and Na atoms form an intriguing

atom ordering, giving rise to a network of corner shared Ir triangles, called a hyperkagome lattice. It is

shown that inside the hyperkagome lattice, there are closed metal contours of chemical bonds formed by
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1. Introduction

Oxides with the A[B2]O4 spinel structure containing atoms of transition elements in
octahedral positions (atoms B), are characterized by a large variety of physical properties,
among which are superconductivity, charging ordering, heavy fermion behavior, unusual
magnetic properties in strong magnetic fields and others. In many cases, these important
physical properties are connected with a structural feature of spinels – a three-dimensional
network of the tetrahedra formed by octahedral B-cations. A network of these tetrahedra is
called a pyrochlore lattice, for B-cations are formed in pyrochlore structure such a sublattice
as B-cations in spinel structure. P.W. Anderson was the first who showed that B- sublattice
in spinel structures was geometrically frustrated and caused unusual physical properties of
this class of materials [1]. The term “geometrical frustration” describes structures with local
order generated by lattice geometry. Frustration arises when the geometry of a system allows
for a set of degenerate ground states. Such highly degenerate systems are extremely sensitive
to thermal and quantum fluctuations, and thereby intriguing classical and quantum ground
states may emerge via “order by disorder”.

One of compounds in which it is possible to expect the manifestation of unusual
physical properties is Na4Ir3O8, which has spinel-like structure. The geometrical frustration
of spins in this substance causes the existence of exotic electronic and structural state – spin
liquid. The crystals of Na4Ir3O8 are the only substances in which an electronic subsystem is
3D spin liquid [2].
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The purpose of this work is the theoretical research of the symmetry and structural
conditions for the appearance of atomic hyperkagome order in structures of ordered low
symmetric modifications of spinels and spinel-like substances.

2. Atomic hyperkagome order in Na4Ir3O8 structures

The atomic order in Na4Ir3O8 was investigated by group-theoretical methods of phase
transition theory. Structural studies allowed the authors [2] to establish space group P4132
or P4332 and some features of the Na4Ir3O8 structure. It was shown that in this structure
there is hyperkagome sublattice in positions of which there are Ir4+ ions in a low-spin state
(t52g) with S=1/2.

In this paper, we theoretically describe the formation of atom hyperkagome lattice
in Na4Ir3O8 on the basis of hypothetical parent phase conception. This parent phase has a

spinel-like structure (space group Fd3m) and a [Na1/2Ir3/2]
16(d)[Na3/2]

16(c)O
32(e)
4 composition.

This structure differs from spinel one by the following:
– positions 8 (a) are vacant;
– positions 16 (c), occupied by 75% Na1+ ions in Na4Ir3O8 structure [2, 3], are vacant

in spinel structure.
The critical order parameter which induces hypothetical phase transition has been

stated. The critical irreducible representation (IR) τ , generating appearance of enantiomor-
phic P4132 (P4332)-phases from high symmetry spinel-like phase with space group Fd3m,
is six dimensional irreducible representation k10(τ1) (table 1). IR designations are given ac-
cording to Kovalev [4]: k10(τi) – is the star of wave vector; τi,– is a number of corresponding
IR.

Stratification of Wyckoff positions in spinel-like structure with space group Fd3m
occurs as the result of a hypothetical phase transformation that takes place.

The 16(d) position in the parent structure was stratified into positions 4(b) and 12(d)
in P4132(P4332)-structure, 16(c) position was stratified into positions 4(a) and 12(d), the
32(e) position was stratified into positions 8(c) and 24(e). Taking into account the occupation
of 16(c) positions equal to 75% [2, 3], structural formula Na4Ir3O8 in P4132(P4332)-phase

can be presented as [Na
4(b)
1/2 Ir

12(d)
3/2 ][Na

4(a)
3/8 Na

12(d)
9/8 ]O8(c)O

24(e)
3 .

It should be noted that in Na4Ir3O8, there cannot be charge ordering of iridium atoms
in principle, for this atom takes only one position 12(d) with site symmetry 2(C2) in P4132
(P4332)-phase. This means that all the Ir sites and Ir-Ir bonds are equivalent.

The analysis of mechanical, permutation and orbital representations of parent struc-
ture allowed us to establish that that the structure of Na4Ir3O8 is formed as a result of
atoms displacements of sodium, iridium and oxygen, and also atoms ordering of sodium,
iridium and oxygen [5-8]. Ordering of all atoms occurs according to the type 1:3. (Fig. 1).
Enantiomorphic forms of Na4Ir3O8 are mirror antipodes. Their structures coincide with each
other only in the reflection in the mirror (Fig. 1). Chemical and physical properties of the
enantiomorphic modifications of Na4Ir3O8 are the same (except optical activity) [9-15].

In the structure of this substance there is a pyrochlore sublattice in which each
tetrahedron is occupied by three Ir and one Na12(d). These Ir and Na atoms form an intriguing
atom ordering, giving rise to a network of corner shared Ir triangles, called a hyperkagome
lattice [14].

Metal atoms in Na4Ir3O8 structure form two different networks of tetrahedra: [Na
12(d)
3

Na4(a)] and [Ir
12(d)
3 Na4(b)] (Fig. 2). Each of these networks forms its own hyperkagome

sublattice. The hyperkagome sublattice in the network of [Na
12(d)
3 Na4(a)] tetrahedra is formed
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Table 1. Symmetrically structural identification of the phase states in low-
symmetry phases (GD) induced by the IR k10(τ1) of the space group Fd3m

~ϕ GD
Splitting of Wyckoff position of spinel-like structure of parent phase

8(a) 16(c), 16(d) 32(e)

0ϕ0ϕ0−ϕ P4132 1(8):3(C3) 1(4):32(D3)+1(12):2(C2) 1(8):3(C3)+1(24):1(C1)

(P4332)

ϕϕϕϕϕϕ R3̄m 1(4):3m(C3v)+ 1(2):3̄m(D3d)+1(6):2/m(C2h)+ 1(4):3m(C3v)+3(12):

+1(12):m(Cs) +1(12):m (Cs)+1(12):2(C2) :m(Cs)+1(24):1(C1)

00000ϕ P4122 1(16):2(C2) 2(16):2(C2) 2(32):1(C1)

(P4322)

0ϕ00ϕ0 P4̄21m 1(4):mm2(C2v)+1(4): 2(8):m(Cs)+1(16):1(C1) 4(8):m(Cs)+2(16):1(C1)

:4̄(S4) +1(8):m(Cs)

00ϕϕ00 Pbmn 1(16):m(Cs) 2(8):2/m(C2h)+1(16):2(C2) 2(16):m(Cs)+1(32):1(C1)

ϕ1ϕ2ϕ1ϕ2ϕ1ϕ2 R32 1(4):3(C3)+ 1(2):32 (D3)+ 3(6):2(C2)+ 1(4):3(C3)+5(12):1(C1)

+1(12):1(C1) +1(12):1(C1)

ϕ100ϕ200 P21212 2(4):2(C2)+ 4(8):1(C1) 8(8):1(C1)

+1(8):1(C1)

0000ϕ1ϕ2 P2221 1(16):1(C1) 4(8):2(C2) 4(16):1(C1)

0ϕ10ϕ20−ϕ1 P41212 1(16):1(C1) 2(8):2(C2)+1(16):1(C1) 4(16):1(C1)

(P43212)

2(4):m(Cs)+ 2(2):2/m(C2h)+1(4):1̄(Ci)+

ϕ1ϕ1ϕ2ϕ2-ϕ1-ϕ1 C2/m +1(8):1(C1) +1(4):m(Cs)+1(4):2(C2)+ 4(4):m(Cs)+6(8):1(C1)

+2(8):1(C1)

ϕ10ϕ20ϕ30 P212121 2(8):1(C1) 4(8):1(C1) 8(8):1(C1)

ϕ10ϕ2ϕ3-ϕ10 C2221 2(8):1(C1) 4(4):2(C2)+2(8):1(C1) 8(8):1(C1)

ϕ1ϕ1ϕ2ϕ2ϕ3ϕ3 P1̄ 4(4):1(C1) v4(2):1̄(Ci)+6(4):1(C1) 16(4):1(C1)

ϕ1ϕ1ϕ2ϕ3ϕ3ϕ2 Cm 4(2):m(Cs)+ 4(2):m(Cs)+6(4):1(C1) 8(2):m(Cs)+12(4):1(C1)

+2(4):1(C1)

ϕ1ϕ2ϕ3ϕ4ϕ3ϕ4 C2 4(4):1(C1) 4(2):2(C2)+6(4):1(C1) 16(4):1(C1)

0ϕ10ϕ2ϕ3ϕ4 P21 4(4):1(C1) 8(4):1(C1) 16(4):1(C1)

ϕ1ϕ2ϕ3ϕ4ϕ5ϕ6 P1 8(2):1(C1) 16(2):1(C1) 32(2):1(C1)

Notes. Designation for order parameters k10 – ϕ. One of the enantiomorphic space groups
is recorded in parentheses in the second column.The number and multiplicity (in paren-
theses) of the Wyckoff position are indicated. After the colon, the local symmetry of the
Wyckoff position is given. For example, the record of 1(8):3(C3)+1(24):1(C1) means that
Wyckoff position 32e of group Fd3m in the low-symmetry phase GD with space group
P4132 stratified into one eightfold Wyckoff position with local symmetry 3(C3) and one
24-fold Wyckoff position with local symmetry 1(C1).
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Fig. 1. Ordered cation and anion distributions in enantiomorphic structures
P4332- and P4131-Na4Ir3O8 modifications (without atoms displacements). The
line between the structures means mirror

by [Na
12(d)
3 ]n triangles. This hyperkagome sublattice has an artificial character from the point

of view of physics because there is no principal difference in properties of Na12(d) and Na4(a)

ions. The [Ir
12(d)
3 ]n – hyperkagome sublattice in Na4Ir3O8 structure has significant physical

importance. In this hyperkagome sublattice, in each tetrahedron, three vertices occupy
magnetic iridium ions Ir12(d)and one vertex is occupied by a sodium ion Na4(b).

Fig. 2. Two networks of tetrahedra [Na
12(d)
3 Na4(a)] and [Ir

12(d)
3 Na4(b)] forming

two hyper-kagome sublattices. One sublattice atoms formed Ir atoms (this
sublattice is painted in gray), the second sublattice formed by atoms Na12(d)

(this sublattice is hatched pattern)

Four tetrahedra form hypertetrahedra [Ir
12(d)
3 Na4(b)]4 (Fig. 3). A hyperkagome-lattice

is formed from a network of corner shared [Ir
12(d)
3 Na4(b)]4 tetrahedra as follows: in every

tetrahedron a right triangle [Ir
12(d)
3 ] is formed from iridium atoms.
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Fig. 3. Hypertetrahedron [Ir
12(d)
3 Na4(b)]4 in structure Na4Ir3O8

As all Ir positions in structure of Na4Ir3O8 are equivalent, all distances of Ir-Ir are

identical and equal to 3.112Å. These right triangles form a network [Ir
12(d)
3 ]n. (Fig. 4). This

network of connected triangles forms unique atom hyperkagome order [2] (Fig. 5, 6).
In a hyperkagome lattice, it is possible to allocate the module from three crossed

minimum closed contours (Fig.7). These contours are formed by Ir-Ir chemical bonds. The
module consists of 14 iridium triangles. Two of these triangles are general for all three
minimum contours. The minimum (or shortest) closed contour includes ten Ir-Ir bonds.
These ten Ir atoms form a crown-like cluster – so-called decagon [8] (Fig. 8). The perimeter
of all minimum contours is identical and equal to 31.12 Å. The greatest distance between
opposite Ir atoms in decagon is equal to 10.775 Å, and its maximum width – 5.659 Å.

Fig. 4. A hyperkagome sublattice. A hyperkagome sublattice is a cubic lattice
with 12 sites in a unit cell, it is a network of corner-sharing Ir-triangles

P4132 (P4332)-spinel phases are widely spread types of low-symmetry ordered enan-
tiomorphic modifications of spinel structures. They are formed as a result of phase transitions
from spinel structures. These phases are generated by critical irrep k10(τ1) [5, 6, 14]. Irrep
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Fig. 5. A hyperkagome sublattice. View of hyperkagome sublattice along the
[001] axes

Fig. 6. A hyperkagome sublattice: general picture
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Table 2. The types of binary cation ordering of 1:3 types in Wyckoff position
16(d) of spinel structure

N Order parameters
Symbol of V0 Structural formula

space group /V

1 (ξ, −ξ, ξ)7 R3̄2/m (N166) 1 A(c)B
(b)
1/2 B

(e)
3/2X

(c)X
(h)
3

2 (ϕ,0,ϕ,0,ϕ,0)3 P4̄3m(N215) 4 A
(a)
1/8A

(c)
3/8A

(e)
1/2 B

(e)
1/2B

(i)
3/2X

(e)
1/2X

(e)
1/2X

(i)
3/2X

(i)
3/2

3 (0, ϕ,0,ϕ,0,−ϕ)1 P4332(N212) 4 A(c)B
(a)
1/2B

(d)
3/2 X(c)X

(e)
3

P4132(N213)

4 (0,ϕ,0,ϕ,0,−ϕ)3(ξ)4sec. P4̄3m (N215) 4 A
(a)
1/8A

(c)
3/8A

(e)
1/2 B

(e)
1/2B

(i)
3/2X

(e)
1/2X

(e)
1/2X

(i)
3/2X

(i)
3/2

5 (ξ)4,A(ξ,−ξ,ξ)7 R3m (N160) 1 A
(a)
1/2A

(a)
1/2 B

(a)
1/2B

(b)
3/2X

(a)
1/2X

(a)
1/2X

(b)
3/2X

(b)
3/2

6 (ξ)4(0,ϕ,0,ϕ,0,−ϕ)1 P213 (N198) 4 A
(a)
1/2A

(a)
1/2 B

(a)
1/2B

(b)
3/2X

(a)
1/2X

(a)
1/2 X

(b)
3/2X

(b)
3/2

k10(τ1) enters into both permutation (on Wyckoff position 16(d) and 32(e)) and mechanical
(on Wyckoff position 8(a), 16(d), 32(e)) representations of spinel structure. Therefore, the
lowering of crystal symmetry is due to displacements of all atom types and ordering of oc-
tahedral cations and anions (in both cases the type of order is 1:3). Calculated results show
that atoms A8(c) are located in weakly distorted tetrahedra, atoms B‘12(d)are in distorted
octahedra, atoms B4(b) are present in regular octahedra (Fig. 11 a, b). Structure formula of

low-symmetry phases has the following view: A
8(c)
2 B4(b)B‘

12(d)
3 X

8(c)
2 X

24(e)
6 [5,6]. The existence

of 6 new types of hyperkagome lattice in spinel ordered structures has been theoretically
predicted on the basis of group-theoretical analysis results (table 2).

The hyperkagome sublattice in P4132 (P4332)-phase structure is formed by triangels

[B‘
12(d)
3 ]n. Each of these sublattices is topologically the same as hyperkagome sublattice in

Na4Ir3O8 structure. However the surroundings of hyperkagome sublattices in P4132 (P4332)-
phase structures and in Na4Ir3O8 structure are different.

Designations for order parameters: k10 – ϕ, k11 – ξ. The superscript index after
the closing parenthesis is the representation number according to [5, 6] and V0/V is the
multiplication of primitive cell volume as a result of the structural phase transition. The
superscript index in the structural formula means the type of Wyckoff position according
to International Tables for Crystallography. In the structural formulas, ordered cations are
underlined.

Note that the hyperkagome atomic order was first predicted theoretically in our paper
[16], in which aspects of the cation ordering (type 1: 3) in the spinel structure was studied.
Atomic order, shown in Fig.1c and 2 [16], is a hyperkagome order. It is exactly the same
as in Fig. 4-6 of this work. The name of the hyperkagome order (sublattice) was proposed
in [2].

Antiferromagnets with spin S = 1/2 on kagome- and hyperkagome lattices are rare
substances, exotic structure-electronic states of matter. Scientists hope that these materials
will find important applications. The theory proposed is in accordance with experimen-
tal results [2]. Unusual physical properties are expected to appear when doping Na4Ir3O8

crystals. It is known that crystals with broken mirror symmetry show macroscopic effects
which were prohibited in centrosymmetric crystals [17, 18]. The theory predicted three types
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Fig. 7. Structure module of Na4Ir3O8, consisting of three minimal intercross-
ing contours (loops) of Ir-Ir bonds. Each type of contours is designated by one
number. If the Ir-Ir bond included in the two contours, they designated as the
sum of two numbers

Fig. 8. Nanocluster “decagon” in Na4Ir3O8 structure

of structures that can realize a network of corner-sharing tetrahedral (atom hyperkagome
order): spinels AB2O4, pyrochlores A2B2O7 and C15 Laves phases AB2.

The results of this work have been obtained with the support of the Ministry of Educa-
tion and Science of the Russian Federation in the framework of the State tasks (Talanov V.M.,
project N 2983(9.14), (Talanov M.V., Federal program: state contract N 14.575.21.0007;
theme Nos. 213.01-11/2014-21, 3.1246.2014/K, 213.01-2014/012-BΓ).
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