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Motivated by the Jaynes-Cummings (JC) model, we consider here a quantum dot coupled simultaneously to a reservoir
of photons and to two electric leads (free-fermion reservoirs). This new Jaynes-Cummings-Leads (JCL) model permits
a fermion current through the dot to create a photon flux, which describes a light-emitting device. The same model is
also used to describe the transformation of a photon flux into a current of fermions, i.e. a quantum dot light-absorbing
device. The key tool to obtain these results is the abstract Landauer-Büttiker formula.

Keywords: Landauer-Büttiker formula, Jaynes-Cummings model, coupling to leads, light emission, solar cells.

Received: 22 December 2014

1. Introduction

In the following the fermion current going through a quantum dot is analyzed as a function of
(1) the electro-chemical potentials on leads and of
(2) the contact with the external photon reservoir.

Although the latter is the canonical JC-interaction, the coupling of the JC model with leads needs
certain precautions, if we wish to remain in the one-particle quantum mechanical Hamiltonian
approach and scattering theory framework. To this end, we proposed a new Jaynes-Cummings-
Leads (JCL-) model [19]. This model makes possible a photon flux into the resonator, created by
a fermion current through the dot; i.e. it describes a light-emitting device, as well as to transform
the external photon flux into a current of fermions, which corresponds to a quantum dot light-
absorbing device.

The paper is an extended version of [19], which means that the JCL-model, as well as all
theorems, corollaries of this article one can already find in [19], however, without any proofs. In
the following article, we are going to close this gap and give full proofs of all statements. In doing
so, we have added some statements absent in [19].

The paper is organized as follows. The JCL-model is introduced and discussed in Sections
2.1-2.7. For simplicity, we choose for the lead Hamiltonians the one-particle discrete Schrödinger
operators, with constant one-site (electric) potentials on each of leads. In Section 2.5, we show
that the our model fits into the framework of trace-class scattering. In Section 2.7, we verify
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the important property that the coupled Hamiltonian has no singular continuous spectrum. Our
main tool for analysis of different currents is an abstract Landauer-Büttiker-type formula applied
in Sections 3.1 and 3.2 to the case of the JCL-model. This allows us to calculate the outgoing flux
of photons induced by electric current via leads. This corresponds to a light-emitting device. We
also found that pumping the JCL quantum dot with a photon flux from a resonator may induce a
current of fermions into the leads. This reversing imitates a quantum light-absorbing cell device.
These are the main properties of our model and the main application of the Landauer-Büttiker-
type formula of Sections 3.1 and 3.2. They are presented in Sections 4 and 5, where we distinguish
contact-induced and photon-induced fermion currents.

To describe the results of Sections 4 and 5, note that in our setup, the sample Hamiltonian
is a two-level quantum dot decoupled from the one-mode photon resonator. Then, the unperturbed
HamiltonianH0 describes a collection of four totally decoupled sub-systems: a sample, a resonator
and two leads. The perturbed Hamiltonian H is a fully coupled system, and the feature of our
model is that it is totally (i.e. including the leads) embedded in the external electromagnetic field
of the resonator. Hence, each electron can be interpreted as a fermion with internal harmonic
degrees of freedom, or a Fermi-particle caring its individual photon cloud.

Similar to the “Black Box” system-leads (SL-) model {HSL, H0}, [1], [4], it turns out
that the JCL-model also fits into the framework of the abstract Landauer-Büttiker formula, and
in particular, is a trace-class scattering system {HJCL = H,HSL}. The current in the SL-model
is called the contact-induced current J cel. This current was the subject of numerous papers, see
e.g. [1,5], or [4]. Note that the current Jel is due to the difference of the electro-chemical potentials
between two leads, but it may be zero even if this difference is not null [12, 13].

The fermion current in the JCL-model, takes into account the effect of the electron-photon
interaction under the assumption that the leads are already coupled. This is called the photon-
induced component Jphel of the total current. To the best of our knowledge, the present paper is
the first which rigorously studies this phenomenon. We show that the total free-fermion current
Jel in the JCL-model decomposes into a sum of the contact- and the photon-induced currents:
Jel := J cel + Jphel . An extreme case is when the contact-induced current is zero, but the photon-
induced component is not, c.f. Section 5.1. In this case, the flux of photons Jph out of the quantum
dot (sample) is also non-zero, i.e. the dot serves as a light emitting device, c.f. Section 5.2. In
general the Jph 6= 0 only when the photon-induced component Jphel 6= 0.

By choosing the parameters of the model in an suitable manner, one can get either a photon
emitting or a photon absorbing system. Hence, the JCL-model can be used either as a light
emission device or as a solar cell. Proofs of explicit formulas for fermion and photon currents Jphl,el,
Jph are contained in Sections 4 and 5.

Note that the JCL-model is called mirror symmetric if (roughly speaking) one can inter-
change left and right leads and the JCL-model remains unchanged. In Section 5 we discuss a
surprising example of a mirror symmetric JCL-model such that the free-fermion current is zero
but the model is photon emitting. This peculiarity is due to a specific choice of the photon-electron
interaction, which produces fermions with internal harmonic degrees of freedom.

2. Jaynes-Cummings quantum dot coupled to leads

2.1. Jaynes-Cummings model

The starting point for the construction of our JCL-model is the quantum optics Jaynes-Cummings
HamiltonianHJC . Its simplest version is a two-level system (quantum dot) with the energy spacing
ε, defined by Hamiltonian hS on the Hilbert space hS = C2, see e.g. [16]. It is assumed that this
system is “open” and interacts with the one-mode ω photon resonator with Hamiltonian hph.
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Since mathematically hph coincides with a quantum harmonic oscillator, the Hilbert space
of the resonator is the boson Fock space hph = F+(C) over C and

hph = ω b∗b . (2.1)

Here, b∗ and b are verifying the Canonical Commutation Relations (CCR) creation and annihila-
tion operators with domains in F+(C) ' `2(N0). Operator (2.1) is self-adjoint on its domain:

dom(hph) =

(k0, k1, k2, . . .) ∈ `2(N0) :
∑
n∈N0

n2|kn|2 <∞

 .
Note that the canonical basis {φn := (0, 0, . . . , kn = 1, 0, . . .)}n∈N0 in `2(N0) consists of eigen-
vectors of operator (2.1): hphφn = nω φn.

To model the two-level system with the energy spacing ε, one fixes in C2 two ortho-normal

vectors {eS0 , eS1 }, for example eS0 :=
(

0
1

)
and eS1 :=

(
1
0

)
, which are eigenvectors of Hamiltonian

hS with eigenvalues {λS0 = 0, λS1 = ε}. To this end, we set:

hS := ε

(
1 0
0 0

)
, (2.2)

and we introduce two ladder operators:

σ+ :=
(

0 1
0 0

)
and σ− :=

(
0 0
1 0

)
. (2.3)

Then, one obtains hS = ε σ+σ− as well as eS1 = σ+eS0 , eS0 = σ−eS1 and σ−eS0 = 0. So, eS0 is
the ground state of Hamiltonian hS . Note that the non-interacting Jaynes-Cummings Hamiltonian
HJC

0 resides in the space HJC = hS ⊗ hph = C2 ⊗ F+(C) and it is defined as the matrix operator:

HJC
0 := hS ⊗ Ihph + IhS ⊗ hph . (2.4)

Here, Ihph denotes the identity operator in the Fock space hph, whereas IhS stays for the identity
matrix in the space hS .

With operators (2.3), the interaction VSb between quantum dot and photons (bosons) in the
resonator is defined (in the rotating-wave approximation [16]) by the operator:

VSb := gSb (σ+ ⊗ b+ σ− ⊗ b∗) . (2.5)

Operators (2.4) and (2.5) define the Jaynes-Cummings model Hamiltonian:

HJC := HJC
0 + VSb , (2.6)

which is a self-adjoint operator on the common domain dom(HJC
0 ) ∩ dom(VSb). The standard

interpretation ofHJC is that (2.6) describes an “open” two-level system interacting with an external
one-mode electromagnetic field [16].

Since the one-mode resonator is able to absorb infinitely many bosons, this interpretation
sounds reasonable, but one can see that the spectrum σ(HJC) of the Jaynes-Cummings model is
discrete. To this end, note that the so-called number operator NJC := σ+σ− ⊗ Ihph + IhS ⊗ b∗b
commutes with HJC . Then, since for any n > 0:

HJC
n>0 := {ζ0e

S
0 ⊗ φn + ζ1e

S
1 ⊗ φn−1}ζ0,1∈C , H

JC
n=0 := {ζ0e

S
0 ⊗ φ0}ζ0∈C ,

are eigenspaces of operator NJC , they reduce HJC , i.e. HJC : HJC
n → HJC

n . Note that
HJC = ⊕

n>0 H
JC
n , where each HJC

n is invariant subspace of operator (2.6). Therefore, it has
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the representation:

HJC =
⊕
n∈N0

H
(n)
JC , n > 1 , H(0)

JC = 0 . (2.7)

Here operators H(n)
JC are the restrictions of HJC , which act in each HJC

n as follows:

H
(n)
JC (ζ0 e

S
0 ⊗ φn + ζ1 e

S
1 ⊗ φn−1)

= [ζ0nω + ζ1gSb
√
n] eS0 ⊗ φn + [ζ1(ε+ (n− 1)ω) + ζ0gSb

√
n] eS1 ⊗ φn−1 .

(2.8)

Hence, the spectrum σ(HJC) = ⋃
n>0 σ(H(n)

JC ). By virtue of (2.8), the spectrum σ(H(n)
JC ) is defined

for n > 1 by eigenvalues E(n) of two-by-two matrix Ĥ(n)
JC acting on the coefficient space {ζ0, ζ1}:

Ĥ
(n)
JC

(
ζ1
ζ0

)
=
(
ε+ (n− 1)ω gSb

√
n

gSb
√
n nω

)(
ζ1
ζ0

)
= E(n)

(
ζ1
ζ0

)
. (2.9)

Then, (2.7) and (2.9) imply that the spectrum of the Jaynes-Cummings model Hamiltonian HJC is
pure point:

σ(HJC) = σp.p.(HJC) = {0} ∪
⋃
n∈N

{
nω + 1

2(ε− ω)±
√

(ε− ω)2/4 + g2
Sbn

}
.

This property evidently persists for any system Hamiltonian hS with discrete spectrum and linear
interaction (2.5) with a finite mode photon resonator [16].

We resume the above observations concerning the Jaynes-Cummings model, which is our
starting point, by following remarks:

(a) The standard Hamiltonian (2.6) describes instead of flux only oscillations of photons be-
tween resonator and quantum dot, i.e. the system hS is not “open” enough.

(b) Since one our aim is to model a light-emitting device, the system hS needs an external
source of energy to pump it into the dot, which will be transformed by interaction (2.5)
into the outgoing photon current by pumping the resonator.

(c) To reach this aim we extend the standard Jaynes-Cummings model to our JCL-model
by attaching to the quantum dot hS (2.2) two leads, which are (infinite) reservoirs of free
fermions. Manipulating with electro-chemical potentials of fermions in these reservoirs we
can force one of them to inject fermions in the quantum dot, whereas another one to absorb
the fermions out the quantum dot with the same rate. This current of fermions throughout
the dot will pump the dot and induce a photon current according scenario (b).

(d) The most subtle point is to invent a leads-dot interaction VlS , which ensures the above
mechanism and which is simple enough that one would still be able to treat this JCL-
model using our extension of the Landauer-Büttiker formalism.

2.2. The JCL-model

First, let us make some general remarks and formulate certain indispensable conditions when one
follows the modeling (d).

(1) Note that since the Landauer-Büttiker formalism [13] is essentially a scattering theory on
a contact between two subsystems, it is developed only on a “one-particle” level. This
allows one to study with this formalism only ideal (non-interacting) many-body systems.
We impose this condition on many-body fermion systems (electrons) in two leads. Thus,
only direct interaction between different components of the system: dot-photons VSb and
electron-dot VlS are allowed.
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(2) It is well-known that fermion reservoirs are technically simpler to treat than boson ones
[13]. Moreover, in the framework of our model, it is also very natural since we study
electric current, although produced by “non-interacting electrons”. So, below we use
fermions/electrons synonymously.

(3) In spite of the precautions formulated above, the first difficulty to consider in an ideal many-
body system interacting with quantized electromagnetic field (photons) is induced indirect
interaction. If electrons can emit and absorb photons, it is possible for one electron to emit
a photon that another electron absorbs, thus creating an indirect photon-mediated electron-
electron interaction. This interaction makes it impossible to develop the Landauer-Büttiker
formula, which requires a non-interacting framework.

Assumption 2.1. To solve this difficulty, we forbid in our model the photon-mediated interaction.
To this end, we assume that every electron (in leads and in dot) interacts with its own distinct copy
of the electromagnetic field. So, considering electrons together with their photon fields as non-
interacting “composed particles”, allows us to apply the Landauer-Büttiker approach. Formally, it
corresponds to the “one-electron” Hilbert space hel ⊗ hph, where hph is the Hilbert space of the
individual photon field. The fermion description of composed-particles hel ⊗ hph corresponds to
the antisymmetric Fock space F−(hel ⊗ hph).

The composed-particle assumption 2.1 allows us to use the Landauer-Büttiker formalism
developed for ideal many-body fermion systems. Now, we come closer to the formal description
of our JCL-model with two (infinite) leads and a one-mode quantum resonator.

Recall that the Hilbert space of the Jaynes-Cummings Hamiltonian with two energy levels
is HJC = C2⊗F+(C). The boson Fock space is constructed from a one-dimensional Hilbert space,
since we consider only photons of a single fixed frequency. We model the electrons in the leads as
free fermions residing on discrete semi-infinite lattices. Thus:

hel = `2(N)⊕ C2 ⊕ `2(N) = hell ⊕ hS ⊕ helr , (2.10)

is the one-particle Hilbert space for the electrons and for the dot. Here, helα , α ∈ {l, r}, are the
respective Hilbert spaces of the left and right lead, while hS = C2 is the Hilbert space of the
quantum dot. We denote by:

{δαn}n∈N, {δSn}1
j=0,

the canonical basis consisting of individual lattice sites of helα , α ∈ {l, r}, and of hS , respectively.
With the Hilbert space for photons, hph = F+(C) ' `2(N0), we define the Hilbert space of the full
system, i.e. quantum dot with leads and with the photon field, as follows:

H = hel ⊗ hph =
(
`2(N)⊕ C2 ⊕ `2(N)

)
⊗ `2(N0). (2.11)

Remark 2.2. Note that the structure of full space (2.11) takes into account the condition 2.1 and
produces composed fermions via the last tensor product. It also manifests that electrons in the dot
as well as those in the leads are composed with photons. This is different than the picture imposed
by the the Jaynes-Cummings model, when only the dot is composed with photons:

H = `2(N)⊕ C2 ⊗ `2(N0)⊕ `2(N) , HJC = C2 ⊗ `2(N0) , (2.12)

see (2.4), (2.5) and (2.6), where HJC = hS⊗hph. The next step is a choice of interactions between
subsystems: dot-resonator-leads.

According to (2.10), the decoupled leads-dot Hamiltonian is the matrix operator:

hel0 =

h
el
l 0 0
0 hS 0
0 0 helr

 on u =

uluS
ur

 , {uα ∈ `2(N)}α∈{l,r} , uS ∈ C2 ,
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where helα = −∆D + vα with a constant potential bias vα ∈ R, α ∈ {l, r}, and hS can be any
self-adjoint two-by-two matrix with eigenvalues {λS0 , λS1 := λS0 + ε}, ε > 0, and eigenvectors
{eS0 , eS1 }, cf (2.2). Here, ∆D denotes the discrete Laplacian on `2(N) with homogeneous Dirichlet
boundary conditions given by:

(∆Df)(x) := f(x+ 1)− 2f(x) + f(x− 1), x ∈ N,
dom(∆D) := {f ∈ `2(N0) : f(0) := 0},

which is obviously a bounded self-adjoint operator. Notice that σ(∆D) = [0, 4].
We define the lead-dot interaction for coupling gel ∈ R by the matrix operator acting in

(2.10) as follows:

vel = gel

 0 〈·, δS0 〉δl1 0
〈·, δl1〉δS0 0 〈·, δr1〉δS1

0 〈·, δS1 〉δr1 0

 , (2.13)

where non-trivial off-diagonal entries are projection operators in the Hilbert space (2.10) with the
scalar product u, v 7→ 〈u, v〉 for u, v ∈ hel. Here, {δS0 , δS1 } is ortho-normal basis in helS , which
in general may be different from {eS0 , eS1 }. Hence, interaction (2.13) describes quantum tunneling
between leads and the dot via contact sites of the leads, which are supports of δl1 and δr1.

Then we define the Hamiltonian for the system of interacting leads and dot as hel :=
hel0 + vel. Here, both hel0 and hel are bounded self-adjoint operators on hel.

Recall that photon Hamiltonian in the one-mode resonator is defined by operator hph =
ωb∗b with domain in the Fock space F+(C) ' `2(N0), (2.1). We denote the canonical basis in
`2(N0) by {Υn}n∈N0 . Then for the spectrum of hph one obviously gets:

σ(hph) = σpp(hph) =
⋃
n∈N0

{nω}. (2.14)

We introduce the following decoupled Hamiltonian H0, which describes the system when
the leads are decoupled from the quantum dot and the electron does not interact with the photon
field:

H0 := Hel
0 +Hph, (2.15)

where
Hel

0 := hel0 ⊗ Ihph and Hph := Ihel ⊗ hph.
The operatorH0 is self-adjoint on dom(H0) = dom(Ihel⊗hph). Recall that hel0 and hph are bounded
self-adjoint operators. Hence, Hel

0 and Hel are semi-bounded from below, which yields that H0 is
semi-bounded from below.

The interaction of the photons and the electrons in the quantum dot is given by the coupling
of the dipole moment of the electrons to the electromagnetic field in the rotating wave approxima-
tion. Namely:

Vph = gph
(
(·, eS0 )eS1 ⊗ b+ (·, eS1 )eS0 ⊗ b∗

)
, (2.16)

for some coupling constant gph ∈ R. The total Hamiltonian is given by:

H := Hel +Hph + Vph = H0 + Vel + Vph, (2.17)

where Hel := hel ⊗ Ihph and Vel := vel ⊗ Ihph .
In the following, we call S = {H,H0} the Jaynes-Cummings-leads system, in short JCL-

model, which we are going to analyze. In particular, we are interested in the electron and photon
currents for that system. The analysis will be based on the abstract Landauer-Büttiker formula,
cf. [1, 13].

Lemma 2.3. H is bounded from below self-adjoint such that dom(H) = dom(H0).
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Proof. Let c > 2. Then,

‖bΥn‖2 6 ‖b∗Υn‖2 = n+ 1 6 c−1n2 + c, n ∈ N0.

Consider elements f ∈ hS ⊗ hph ∩ dom(Ihel ⊗ hph) with the following:

f =
∑
j,l

βjlej ⊗Υl, j ∈ {0, 1}, l ∈ N0,

which are dense in HJC := helS⊗hph. Then, ‖f‖2 = ∑
j,l|βjl|2 and ‖(Ihel⊗b∗b)f‖2 = ∑

j,l=1|βjl|2l2.
We obtain the following:

‖((·, eS1 )eS0 ⊗ b)f‖2 6
∑
j,l

|βjl|2‖bΥl‖2 6

∑
j,l

|βjl|2(c−1l2 + c) = c−1‖(Ihel ⊗ b∗b)f‖2 + c‖f‖2

Similarly,
‖((·, eS1 )eS0 ⊗ b∗)f‖2 6 c−1‖(Ihel ⊗ b∗b)f‖2 + c ‖f‖2.

If c > 2 is large enough, then we obtain that Vph is dominated by Hph with relative bound less than
one. Hence, H is self-adjoint and dom(H0) = dom(H). Since Hel

0 and Vel are bounded and Hph

is self-adjoint and bounded from below, it follows that H = Hel
0 + Hph + Vel + Vph is bounded

from below [17, Thm. V.4.1]. �

2.3. Time reversible symmetric systems

A system described by the Hamiltonian H is called time reversible symmetric if there is a conju-
gation Γ defined on H such that ΓH = HΓ. Recall that Γ is a conjugation if the conditions Γ2 = I
and (Γf,Γg) = (f, g), f, g ∈ H.

Let hphn , n ∈ N0, the subspace spanned by the eigenvector Υn in hph. We set:

Hnα := helα ⊗ hphn , n ∈ N0, α ∈ {l, r}. (2.18)

Notice that
H =

⊕
n∈N0,α∈{l,r}

Hnα

Definition 2.4. The JCL-model is called time reversible symmetric if there is a conjugation Γ
acting on H such that H and H0 are time reversible symmetric and the subspaces Hnα , n ∈ N0,
α ∈ {l, r}, reduces Γ.

Example 2.5. Let γelα and γelS be conjugations defined by the following:

γelα fα := fα := {fα(k)}k∈N, fα ∈ helα , α ∈ {l, r},
and

γelS fS = γelS

(
fS(0)
fS(1)

)
:=
(
fS(0)
fS(1)

)
We set γel := γell ⊕ γelS ⊕ γelr . Further, we set:

γphψ := ψ = {ψ(n)}n∈N0 , ψ ∈ hph.

Let Γ := γel ⊗ γph. One easily checks that Γ is a conjugation on H = hel ⊗ hph.

Lemma 2.6. Let γelα , α ∈ {S, l, r}, and γph be given by Example 2.5.
(i) If the conditions γelS e

S
0 = eS0 and γelS e

S
1 = eS1 are satisfied, then H0 is time reversible

symmetric with respect to Γ and, moreover, the subspaces Hnα , n ∈ N0, α ∈ {l, r},
reduces Γ.
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(ii) If in addition the conditions γelS δ
S
0 = δS0 and γelS δ

S
1 = δS1 are satisfied, then JCL-model is

time reversible symmetric.

Proof. (i) Obviously we have

γelα h
el
α = helαγ

el
α , α ∈ {l, r}, and γphhph = hphγph.

If γelS e
S
0 = eS0 and γelS e

S
1 = eS1 are satisfied, then γelS h

el
S = helS γ

el
S which yields γelhel0 = hel0 γ

el and,
hence, ΓH0 = ΓH0. Since γelhelα = helα and γphhph = hph one gets ΓHnα = Hnα which shows that
Hnα reduces Γ.

(ii) Notice that γelα δ
α
1 = δα1 , α ∈ {l, r}. If in addition the conditions γelS δ

S
0 = δS0 and

γelS δ
S
1 = δS1 are satisfied, then γelvel = velγ

el is valid, which yields γelhel = helγel. Hence,
ΓH = HΓ. Together with (i), this proves that the JCL-model is time reversible symmetric. �

Choosing the following:

eS0 :=
(

1
0

)
, eS1 :=

(
0
1

)
, δS0 := 1√

2

(
1
1

)
, δS1 := 1√

2

(
1
−1

)
(2.19)

one satisfies the condition γelS e
S
0 = eS0 and γelS e

S
1 = eS1 as well as γelS e

S
0 = eS0 and γelS e

S
1 = eS1 .

2.4. Mirror symmetric systems

A unitary operator U acting on H is called a mirror symmetry if the following conditions are met:

UHnα = Hnα′
, α, α′ ∈ {l, r}, α 6= α′

are satisfied. In particular, this yields UHJC = HJC , HJC := helS ⊗ hph.

Definition 2.7. The JCL-model is called mirror symmetric if there is a mirror symmetry commut-
ing with H0 and H .

One can easily verify that if H0 is mirror symmetric, then

Hnα′
U = UHnα , n ∈ N0, α, α′ ∈ {l, r}, α 6= α′,

where

Hnα := helα ⊗ Ihphn + Ihelα ⊗ h
ph
n = helα + nω, n ∈ N0, α, α′ ∈ {l, r}, α 6= α′.

In particular, this yields that vα = vα′ . Moreover, one gets UHS = HSU where HS := helS ⊗Ihph +
Ihel ⊗ hph.

Notice that ifH andH0 commute with the same mirror symmetry U , then also the operator
Hc := hel ⊗ Ihph + Ihel ⊗ hph also commutes with U , i.e, is mirror symmetric.

Example 2.8. Let S = {H,H0} be the JCL-model. Let vl = vr and let eS0 and eS1 as well as δS0
and δS1 be given by (2.19). We set:

uelS e
S
0 := eS0 and uelS e

S
1 = −eS1 , (2.20)

as well as
uphΥn = e−inπΥn, n ∈ N0. (2.21)

Obviously, US := uelS ⊗uph defines a unitary operator on HJC . Straightforward computation shows
that:

USHS = HSUS and USVph = VphUS. (2.22)
Furthermore, we set:

uelrlδ
l
n := δrn, and uellrδ

r
n = δln, n ∈ N, (2.23)
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and

uel :=

 0 0 uellr
0 uelS 0
uellr 0 0

 .
We thus have the following:

vel u
el

flfS
fr

 =

 < fS, (uelS )∗δS0 > δl1
< fr, (uellr)∗δl1 > δS0 + < fl, (uelrl)∗δr1 > δS1

< fS, (uelS )∗δS1 > δr1

 (2.24)

Since δS0 := 1√
2(eS0 + eS1 ) and δS1 := 1√

2(eS0 − eS1 ) we get from (2.20)

(uelS )∗δS0 = δS1 and (uelS )∗δS1 = δS0 . (2.25)

Obviously, we then have
(uellr)∗δl1 = δr1 (uelrl)∗δr1 = δl1. (2.26)

Inserting (2.25) and (2.26) into (2.24), we find

vel u
el

flfS
fr

 =

 < fS, δ
S
1 > δl1

< fr, δ
r
1 > δS0 + < fl, δ

l
1 > δS1

< fS, δ
S
0 > δr1

 (2.27)

Further, we have:

uelvel

flfS
fr

 =

 < fS, δ
S
1 > δl1

< fl, δ
l
1 > δS1 + < fr, δ

r
1 > δS0

< fs, δ
S
0 > δr1

 . (2.28)

Comparing (2.27) and (2.28), we get uelvel = velu
el. Setting U := uel ⊗ uph one immediately

proves that UH0 = H0U and UH = HU . Since UHnα = Hnα′
, it is satisfied that S is mirror

symmetric.

We note that Example 2.8 S is also time-reversible symmetric.

2.5. Spectral properties of H: first part

In the following, our goal is to apply the Landauer-Büttiker formula to the JCL-model. By Lp(H),
1 6 p 6∞, we denote in the following the Schatten-v.Neumann ideals.

Proposition 2.9. If S = {H,H0} is the JCL-model, then (H + i)−1 − (H0 + i)−1 ∈ L1(H). In
particular, the absolutely continuous parts Hac and Hac

0 are unitarily equivalent.

Proof. We have

(H + i)−1 − (H0 + i)−1 = (H0 + i)−1V (H + i)−1 =
(H0 + i)−1V (H0 + i)−1 − (H0 + i)−1V (H0 + i)−1V (H + i)−1,

where V = H − H0 = Vel + Vph. Taking into account Lemma 2.3, it suffices to prove that
(H0 + i)−1V (H0 + i)−1 ∈ L1(H). Using the spectral decomposition of hph with respect to hph =⊕
n∈N0 h

ph
n , where hphn are the subspaces spanned by Υn, we obtain the following:

(H0 + i)−1 =
⊕
n∈N0

(hel0 + nω + i)−1 ⊗ Ihphn . (2.29)
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We have (H0 + i)−1V (H0 + i)−1 = (H0 + i)−1(Vel + Vph)(H0 + i)−1. Since vel is a finite rank
operator, we have ‖vel‖L1 < ∞. Furthermore, hphn is obviously one-dimensional for any n ∈ N0.
Hence, ‖Ihphn ‖L1 = 1. From (2.29) and Vel = vel ⊗ Ihph , we obtain the following:

‖(H0 + i)−1Vel(H0 + i)−1‖L1 =
∑
n∈N0

‖(hel0 + nω + i)−1vel(hel0 + nω + i)−1‖L1

6
∑
n∈N0

‖(hel0 + nω + i)−2‖ ‖vel‖L1

Since hel0 is bounded, we get:

‖(hel0 + nω + i)−1‖ = sup
λ∈σ(hel0 )

(√
(λ+ nω)2 + 1

)−1
6 c(n+ 1)−1, (2.30)

for some c > 0. This immediately implies that ‖(H0 + i)−1Vel(H0 + i)−1‖L1 <∞.
We are going to handle (H0 + i)−1Vph(H0 + i)−1. Let pphn be the projection from hph onto

hphn . We have the following:

(H0 + i)−1 (·, eS0 )eS1 ⊗ b (H0 + i)−1

=
∑

m,n∈N0

(hel0 +mω + i)−1(·, eS0 )eS1 (hel0 + nω + i)−1 ⊗ pphm bpphn

=
∑
n∈N

(hel0 + (n− 1)ω + i)−1 (·, eS0 )eS1 (hel0 + nω + i)−1 ⊗
√
nΥn−1〈·,Υn〉

From (2.30), we get the following:∥∥∥(hel0 + (n− 1)ω + i)−1 (·, eS0 )eS1 (hel0 + nω + i)−1
)
⊗
√
nΥn〈·,Υn〉

∥∥∥
L1
6 c2

√
n

n(n+ 1) ,

n ∈ N, which yields:

‖(H0 + i)−1 (·, eS0 )eS1 ⊗ b (H0 + i)−1‖L1 6 c2
∞∑
n∈N

√
n

n(n+ 1) <∞.

Since

‖(H0 + i)−1 (·, eS1 )eS0 ⊗ b∗ (H0 + i)−1‖L1 = ‖(H0 + i)−1 (·, eS0 )eS1 ⊗ b (H0 + i)−1‖L1 ,

one gets (H0 + i)−1Vph(H0 + i)−1 ∈ L1(H), which completes the proof. �

Thus, the JCL-model S = {H,H0} is a L1-scattering system. Let us recall that helα =
−∆D + vα, α ∈ {l, r}, on hell = helr = `2(N).

Lemma 2.10. Let α ∈ {l, r}. We have the following:

σ(helα ) = σac(helα ) = [vα, 4 + vα].
The normalized generalized eigenfunctions of helα are given by:

gα(x, λ) = π−
1
2 (1− (−λ+ 2 + vα)2/4)− 1

4 sin
(

arccos((−λ+ 2 + vα)/2)x
)

for x ∈ N, λ ∈ (vα, 4 + vα).

Proof. We prove the absolute continuity of the spectrum by showing that:

{gα(x, λ) |λ ∈ (−2, 2)}
is a complete set of generalized eigenfunctions. Note that it suffices to prove the lemma for

((∆D + 2)f)(x) = f(x+ 1) + f(x− 1), f(0) = 0.
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The lemma then follows by replacing λ with −λ+ 2 + vα. Let λ ∈ (−2, 2) and

g∆D(x, λ) = π−
1
2 (1− λ2/4)− 1

4 sin
(

arccos(λ/2)x
)
.

Note that g∆D(0, λ) = 0, when the boundary condition is satisfied. We substitute µ =
arccos(λ/2) ∈ (0, π), i.e. λ = 2 cos(µ) and obtain the following:

sin(µ(x+ 1)) + sin(µ(x− 1)) = 2 sin(µx) cos(µ),
when g∆D(x, λ) satisfies the eigenvalue equation. It is obvious that g∆D(·, λ) /∈ `2(N0) for λ ∈
(−2, 2). To complete the proof of the lemma, it remains to show the ortho-normality and the
completeness. For the ortho-normality, we have to show that∑

x∈N
g∆D(x, λ)g∆D(x, ν) = δ(λ− ν).

Let ψ ∈ C∞0
(
(−2, 2)

)
. We use the substitution µ = arccos(ν/2) and the relation

sin(arccos(y)) = (1− y2)− 1
2

to obtain the following:∫ 2

−2
dν

∑
x∈N

g∆D(x, λ)g∆D(x, ν)ψ(ν)

= 2π−1
∫ π

0
dµ

∑
x∈N

sin(µ) sin
(

arccos(λ/2)x
)

sin(µx)
(sin(µ)) 1

2 (sin(arccos(λ/2))) 1
2

ψ(2 cos(µ))

= (2π)−1
∫ π

0
dµ

∑
x∈N

(sin(µ)) 1
2

(sin(arccos(λ/2))) 1
2

(
ei(arccos(λ/2)−µ)x+

e−i(arccos(λ/2)−µ)x − ei(arccos(λ/2)+µ)x − e−i(arccos(λ/2)+µ)x
)
ψ(2 cos(µ)).

Observe that for the Dirichlet kernel:∑
x∈N0

(eixy + e−ixy)− 1 = 2π δ(y),

when∫ 2

−2
dν

∑
x∈N

g∆D(x, λ)g∆D(x, ν)ψ(ν) =

∫ π

0
dµ

(sin(µ)) 1
2

(sin(arccos(λ/2))) 1
2

(δ(arccos(λ/2)− µ) + δ(arccos(λ/2) + µ))ψ(2 cos(µ)) = ψ(λ).

In the second equality we use that the summand containing δ(arccos(λ/2) + µ) is zero since both
arccos(λ/2) > 0 and µ > 0. Thus, the generalized eigenfunctions are orthonormal. Finally, using
once more the substitution µ = arccos(ν/2), we obtain the following:∫ 2

−2
dν g∆D(x, ν)g∆D(y, ν) =∫ 2

−2
dν
(
1− (ν/2)2

)− 1
2 sin

(
arccos(ν/2)x

)
sin

(
arccos(ν/2)y

)
=

2π−1
∫ π

0
dµ (sin(µ))−1 sin(µ)sin(µx) sin(µy) = δxy,

for x, y ∈ N, when the family of generalized eigenfunctions is also complete. �
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From these two lemmas, we obtain the following corollary that gives us the spectral prop-
erties of H0.

Proposition 2.11. Let S = {H,H0} be the JCL-model. Then, σ(H0) = σac(H0)∪σpp(H0), where

σac(H0) =
⋃
n∈N0

[vl + nω, vl + 4 + nω] ∪ [vr + nω, vr + 4 + nω]

and
σpp(H0) =

⋃
n∈N0

{λSj + nω : j = 0, 1}.

The eigenvectors are given by g̃(m,n) = eSm ⊗Υn, m = 0, 1, n ∈ N0. The generalized eigenfunc-
tions are given by g̃α(·, λ, n) = gα(·, λ− nω)⊗Υn for λ ∈ σac(H0), n ∈ N0, α ∈ {l, r}.

Proof. It is well known (see e.g. [15]) that for two self-adjoint operators A and B with σsc(A) =
σsc(B) = ∅, we have σsc(A⊗ 1 + 1⊗B) = ∅,

σac(A⊗ 1 + 1⊗B) =
(
σac(A) + σ(B)

)
∪
(
σ(A) + σac(B)

)
and

σpp(A⊗ 1 + 1⊗B) = σpp(A) + σpp(B).
Furthermore, if ψA(λA) and ψB(λB) are (generalized) eigenfunctions of A and B, respectively,
then ψA(λA) ⊗ ψB(λB) is a (generalized) eigenfunction of A ⊗ I + I ⊗ B for the (generalized)
eigenvalue λA + λB.

The lemma follows now with A = hel0 and B = hph using Lemmata 2.10 and (2.14) and
the fact that hS has eigenvectors {eS0 , eS1 } with eigenvalues {λS0 , λS1 = λS0 + ε}. �

2.6. Spectral representation

For the convenience of the reader, we define here what we mean under a spectral representation
of the absolutely continuous part Kac

0 of a self-adjoint operator K0 on a separable Hilbert space
K. Let k be an auxiliary separable Hilbert space. We consider the Hilbert space L2(R, dλ, k). By
M, we define the multiplication operator induced by the independent variable λ in L2(R, dλ, k).
Let Φ : Kac(K0) −→ L2(R, dλ, k) be an isometry acting from Kac(K0) into L2(R, dλ, k) such that:
Φdom(Kac

0 ) ⊆ dom(M) and

MΦf = ΦKac
0 f, f ∈ dom(Kac

0 ).
Obviously, the orthogonal projection P := ΦΦ∗ commutes withM which yields the existence of
a measurable family, {P (λ)}λ∈R, such that:

(P f̂ )(λ) = P (λ) f̂ (λ), f̂ ∈ L2(R, λ, k).
We set L2(R, dλ, k(λ)) := PL2(R, λ, k), k(λ) := P (λ)k, and call the triplet

Π(Kac
0 ) := {L2(R, dλ, k(λ)),M,Φ}

a spectral representation of Kac
0 . If {L2(R, dλ, k(λ)),M,Φ} is a spectral representation of Kac,

then Kac is unitarily equivalentM0 := M � L2(R, dλ, k(λ)). Indeed, one has ΦKac
0 Φ∗ = M0.

The function ξacK0(λ) := dom(k(λ)), λ ∈ R, is called the spectral multiplicity function of Kac
0 .

Notice that 0 6 ξacK0(λ) 6∞ for λ ∈ R.
For α ∈ {l, r}, the generalized eigenfunctions of helα define generalized Fourier transforms

by φelα : helα = hel,acα (helα )→ L2([vα, vα + 4]) and

(φelαfα)(λ) =
∑
x∈N0

gα(x, λ)fα(x), fα ∈ helα . (2.31)
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We then set:

helα (λ) :=

C λ ∈ [vα, vα + 4]
0 λ ∈ R \ [vα, vα + 4].

(2.32)

One can easily verify that Π(helα ) = {L2(R, dλ, helα (λ)),M, φelα} is a spectral representation of
helα = hel,acα , α = l, r, where we always assumed implicitly that (φelαfα)(λ) = 0 for λ ∈ R \
[vα, vα + 4]. Setting:

hel(λ) :=
hell (λ)
⊕

helr (λ)
⊆ C2, λ ∈ R, (2.33)

and introducing the map:

φel : hel,ac(hel0 ) =
hell
⊕
helr

−→ L2(R, dλ, hel(λ)), (2.34)

defined by:

φelf :=
(
φell fl
φelr fr

)
, where f :=

(
fl
fr

)
(2.35)

we obtain a spectral representation Π(hel,ac0 ) = {L2(R, dλ, hel(λ)),M, φel} of the absolutely con-
tinuous part hel,ac0 = hell ⊕ helr of hel0 . One easily verifies that 0 6 ξac

hel0
(λ) 6 2 for λ ∈ R.

Introducing:
λelmin := min{vl, vr} and λelmax := max{vl + 4, vr + 4}, (2.36)

one easily verifies that ξac
hel0

(λ) = 0 for λ ∈ R \ [λelmin, λ
el
max].

Notice, if vr + 4 6 vl, then

hel(λ) =

C, λ ∈ [vr, vr + 4] ∪ [vl, vl + 4],
{0}, otherwise

which shows that hel0 has a simple spectrum. In particular, it holds ξac
hel0

(λ) = 1 for λ ∈ [vr, vr +
4] ∪ [vl, vl + 4] and otherwise ξac

hel0
(λ) = 0.

Let us introduce the Hilbert space h := l2(N0,C2) = ⊕
n∈N0 hn, hn := C2, n ∈ N0.

Regarding hel(λ− nω) as a subspace of hn, one regards:

h(λ) :=
⊕
n∈N0

hn(λ), hn(λ) := hel(λ− nω), λ ∈ R, (2.37)

as a measurable family of subspaces in h. Notice that 0 6 dim(h(λ)) < ∞, λ ∈ R. We consider
the Hilbert space L2(R, dλ, h(λ)).

Furthermore, we introduce the isometric map Φ : H(Hac
0 ) −→ L2(R, dλ, h(λ)) defined by

(Φf)(λ) =
⊕
n∈N0

(
(φell fl(n))(λ− nω)
(φelr fr(n))(λ− nω)

)
, λ ∈ R, (2.38)

where ⊕
n∈N0

(
fl(n)
fr(n)

)
∈
⊕
n∈N0

hel,ac(hel0 )⊗ hphn =
⊕
n∈N

 hell ⊗ hphn
⊕

helr ⊗ hphn


where hph = ⊕

n∈N0 h
ph
n and hphn is the subspace spanned by the eigenvectors Υn of hph. One easily

verifies that Φ is an isometry acting from Hac(Hac
0 ) onto L2(R, dλ, h(λ)).
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Lemma 2.12. The triplet {L2(R, dλ, h(λ)),M,Φ} forms a spectral representation of Hac
0 , that is,

Π(Hac
0 ) = {L2(R, dλ, h(λ)),M,Φ} where there is a constant d ∈ N0 such that 0 6 ξacH0(λ) 6

2dmax for λ ∈ R where dmax := λelmax−λelmin
ω

and λelmax and λelmin are given by (2.36).

Proof. It remains to be shown that Φ transforms Hac
0 into the multiplication operatorM. We have

Hac
0 f =

⊕
n∈N0

(
(hell fl)(n) + nωfl(n)
(helr fr)(n) + nωfr(n)

)

which yields the following:

(ΦHac
0 f)(λ) =

⊕
n∈N0

(
(φell (hell fl)(n))(λ− nω) + nω(φell fl(n))(λ− nω)
(φelr (helr fr)(n))(λ− nω) + nω(φelr fr(n))(λ− nω)

)

=
⊕
n∈N0

(
λ(φell fl(n))(λ− nω)
λ(φelr fr(n))(λ− nω)

)
= (MΦf)(λ), λ ∈ R.

which proves the desired property.
One easily checks that h(λ) might only be only non-trivial if λ−nω ∈ [λelmin, λ

el
max]. Hence,

we obtain that h(λ) is non-trivial if the condition:

λ− λelmax
ω

6 n 6
λ− λelmin

ω

is satisfied. Hence,

0 6 ξacH0(λ) 6 2 card
{
n ∈ N0 : λ− λ

el
max

ω
6 n 6

λ− λelmin
ω

}
, λ ∈ R.

or

0 6 ξacH0(λ) 6 2card
{
n ∈ N0 : 0 6 n 6

λelmax − λelmax
ω

}
, λ ∈ R.

Hence 0 6 ξacH0(λ) 6 dmax for λ ∈ R. �

In the following we denote the orthogonal projection from h(λ) onto hn(λ) by Pn(λ),
λ ∈ R, cf (2.37). Since h(λ) = ⊕

n∈N0 hn(λ) we have Ih(λ) = ∑
n∈N0 Pn(λ), λ ∈ R. Further, we

introduce the following subspaces:

hnα(λ) := helα (λ− nω), λ ∈ R, n ∈ N0.

Notice that:
hn(λ) =

⊕
α∈{l,r}

hnα(λ), λ ∈ R, n ∈ N0.

By Pnα(λ) we denote the orthogonal projection from h(λ) onto hnα(λ), λ ∈ R. Clearly, we have
Pn(λ) = ∑

α∈{l,r} Pnα(λ), λ ∈ R.

Example 2.13. In general, the direct integral Π(Hac
0 ) can be very complicated, in particular, the

structure of h(λ) given by (2.37) is difficult to analyze. However, there are interesting simple cases:
(i) Let v = vl = vr and 4 6 ω. In this case we have hel(λ) = C2 for [v, v + 4] and

h(λ) =

C2, λ ∈ [v + nω, v + nω + 4], n ∈ N0,

{0}, otherwise.
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(ii) Let vr = 0, vl = 4, ω0 = 4. Then

h(λ) =


helr (λ) = C, λ ∈ [0, 4),
hellr(λ) = C2, λ ∈ [4, 8),
helrl(λ) = C2, λ ∈ [8, 12),
· · ·

where

helαα′(λ) =
helα (λ)
⊕

helα′(λ)
, α, α′ ∈ {l, r}, α 6= α′.

Hence, dim(h(λ)) = 2 for λ > 4. �

Let Z be a bounded operator acting on Hac(H0) and commuting with Hac
0 . Since Z com-

mutes with Hac
0 there is a measurable family {Z(λ)}λ∈R of bounded operators acting on h(λ) such

that Z is unitarily equivalent to the multiplication operator induced by {Z(λ)}λ∈R in Π(Hac
0 ). We

then set:

Zmαnκ(λ) := Pmα(λ)Z(λ) � hnκ(λ), λ ∈ R, m, n ∈ N0, α,κ ∈ {l, r}.
Let Zmαnκ := PmαZPnκ where Pmα is the orthogonal projection from H onto Hmα ⊆ Hac(H0),
cf. (2.18). Clearly, the multiplication operator induced {Zmαnκ(λ)}λ∈R in Π(Hac

0 ) is unitarily
equivalent to Zmαnκ .

Since, by Lemma 2.12, h(λ) is a finite dimensional space, the operators Z(λ) are finite
dimensional ones and we can introduce the following quantity:

σmαnκ(λ) := tr(Zmαnκ(λ)∗Zmαnκ(λ)), λ ∈ R, m, n ∈ N0, α,κ ∈ {l, r}.

Lemma 2.14. Let H0 be the self-adjoint operator defined by (2.15) on H. Furthermore, let Z be a
bounded operator on Hac(H0) commuting with Hac

0
(i) Let Γ be a conjugation on H, cf. Section 2.3. If Γ commutes with H0 and Pnα , n ∈ N0,
α ∈ {l, r} and ΓZΓ = Z∗ holds, then σmαnκ(λ) = σnκmα(λ), λ ∈ R.
(ii) Let U be a mirror symmetry on H. If U commutes with H0 and Z, then σmαnκ(λ) =
σmα′nκ′ (λ), λ ∈ R, m,n ∈ N0, α, α′,κ,κ′ ∈ {l, r}, α 6= α′, κ 6= κ′.

Proof. (i) Since Γ commutes with H0 the conjugation Γ is reduce by Hac(H0). So without loss of
generality, we assume that Γ acts on Hac(H0). We set Γnα := Γ � Hnα . Notice that:

Γ =
⊕

n∈N0,α∈{l,r}
Γnα .

There is a measurable family {Γ(λ)}λ∈R of conjugations such that the multiplication operator
induced by {Γ(λ)}λ∈R in Π(Hac

0 ) is unitarily equivalent to Γ. Moreover, since Γ commutes with
Pnα , we see that the multiplication operator induced by the measurable family:

Γnα(λ) := Γ(λ) � hnα(λ), λ ∈ R, m ∈ N0, α ∈ {l, r},
is unitarily equivalent to Γnα . Using ΓZΓ = Z∗ we get ΓmαZmαnκΓnκ = Z∗nκmα . Hence,

Γmα(λ)Zmαnκ(λ)Γnκ(λ) = Znκmα(λ)∗, λ ∈ R. (2.39)

If X is a trace class operator, then tr(ΓXΓ) = tr(X). Using that we find

σmαnκ(λ) = tr(Γnκ(λ)Zmαnκ(λ)∗Zmαnκ(λ)Γnκ(λ)) =
tr(Γnκ(λ)Zmαnκ(λ)∗ΓmαΓmαZmαnκ(λ)Γnκ(λ))
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From (2.39), we obtain the following:

σmαnκ(λ) = tr(Znκmα(λ)Znκmα(λ)∗) = σnκmα(λ), λ ∈ R,
which proves (i).

(ii) Again, without loss of generality we can assume that U acts only Hac(H0). Since U
commutes with H0, there is a measurable family {U(λ)}λ∈R of unitary operators acting on h(λ)
such that the multiplication operator induced by {U(λ)}λ∈R is unitarily equivalent to U . Since
UHnα = Hnα′

we have U(λ)hnα(λ) = hnα′ (λ), λ ∈ R. Hence,

σmαnκ(λ) = tr(U(λ)Zmαnκ(λ)∗Zmαnκ(λ)U(λ)∗) =
tr(U(λ)Zmα,nκ(λ)∗U(λ)∗U(λ)Zmα,nκ(λ)U(λ)∗).

Hence,
σmαnκ(λ) = tr(Pnκ′U(λ)Z(λ)∗U(λ)∗Pmα′ (λ)U(λ)Z(λ)U(λ)∗Pnκ′ (λ)).

Since U commutes with Z, we find that:

σmαnκ(λ) = tr(Pnκ′Z(λ)∗Pmα′ (λ)Z(λ)Pnκ′ (λ)) = σmα′nκ′ (λ), λ ∈ R,
which proves (ii). �

2.7. Spectral properties of H: second part

Since we have full information for the spectral properties ofH0, we can use this to show thatH has
no singular continuous spectrum. Crucial for that is the following lemma: with the help of [6, Cor.
IV.15.19], which establishes existence and completeness of wave operators and absence of singular
continuous spectrum through a time-falloff method. We cite it as a Lemma for convenience, with
slight simplifications that suffice for our purposes.

Lemma 2.15 ( [6, Corollary IV.15.19]). Let {H0, H} be a scattering system and let Λ be a closed
countable set. Let F+ and F− be two self-adjoint operators such that F+ + F− = P ac

H0 and

s− lim
t→∞

e∓itH0F±e
±itH0 = 0.

If (H − i)−1 − (H0 − i)−1 ∈ L∞(H), (1− P ac
H0)γ(H0) ∈ L∞(H), and∣∣∣∣ ∫ ±∞

0
dt
∥∥∥((H0 − i)−1 − (H − i)−1

)
e−itH0γ(H0)F±

∥∥∥∣∣∣∣ <∞
for all γ ∈ C∞0 (R \ Λ), then W±(H,H0) exist and are complete and σsc(H) = σsc(H0) = ∅.
Furthermore, each eigenvalue of H and H0 in R \ Λ is of finite multiplicity and these eigenvalues
accumulate the most at points of Λ or at ±∞.

We already know that the wave operators exist and are complete since the resolvent differ-
ence is trace class. Hence, we need Lemma 2.15 only to prove the following proposition.

Proposition 2.16. The HamiltonianH defined by (2.17) has no singular continuous spectrum, that
is, σsc(H) = ∅.

Proof. At first we have to construct the operators F±. To this end, let F : L2(R) → L2(R) be the
usual Fourier transform, i.e

(Ff)(µ) := f̂ (µ) := 1√
2π

∫
R
e−iµxf(x)dx, f ∈ L2(R, dx), µ ∈ R.

Further, let Π± be the orthogonal projection onto L2(R±) in L2(R). We set:

F± = Φ∗FΠ±F∗Φ,
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where Φ is given by (2.38). We immediately obtain F− + F+ = Pac(H0). We still have to show
that:

s− lim
t→∞
‖e∓itH0Φ∗FΠ±F∗Φe±itH0f‖ = 0

for f ∈ Hac(H0). We prove the relation only for F+ since the proof for F− is essentially identical.
We have the following:(

Π+F∗ΦeitH0f
)
(x) = (2π)− 1

2χR+(x)
∫
R

dµ ei(x+t)µf̂(µ) = χR+(x)ψ(x+ t)

with ψ = F f̂ . Now,

‖e−itH0Φ∗FΠ+F∗ΦeitH0f‖2 =

‖Π+F∗ΦeitH0f‖2 =
∫
R+

dx
∣∣∣ψ(x+ t)

∣∣∣2 =
∫ ∞
t

dx
∣∣∣ψ(x)

∣∣∣2 t→∞−→ 0.

Concerning the compactness condition, we already know that (H − i)−1− (H0− i)−1 ∈ L1(H) ⊂
L∞(H) from Proposition 2.9. Let

Λ :=
⋃
n∈N0

{vl + nω, vr + nω, vl + 4 + nω, vr + 4 + nω},

which is closed and countable. We know from Corollary 2.11 that H0 has no singular continuous
spectrum and the eigenvalues are of finite multiplicity. It follows then that (1− Pac(H0))γ(H0) is
compact for every γ ∈ C∞0 (R \ Λ). The remaining assumption of Lemma 2.15 is as follows:∣∣∣∣ ∫ ±∞

0
dt
∥∥∥((H − i)−1 − (H0 − i)−1

)
γ(H0)e−itH0F±

∥∥∥∣∣∣∣ <∞.
If we can prove this, then we immediately obtain that H has no singular continuous spectrum.
Now (H − i)−1 − (H0 − i)−1 = (H − i)−1(Vel + Vph)(H0 − i)−1. But (H − i)−1 is bounded,

ran(F±) ⊂ Hac(H0) = (hell ⊕ helr )⊗ hph,

and VphP ac(H0) = 0. Also, Vel = vel ⊗ Ihph and

ker(vel)⊥ ⊂ Cδl1 ⊕ hS ⊕ Cδr1.

Hence, it suffices to prove:∣∣∣∣ ∫ ±∞
0

dt
∥∥∥Pα

1 (H0 − i)−1γ(H0)e−itH0F±
∥∥∥∣∣∣∣ <∞,

α ∈ {l, r}, where Pα
1 = pα1 ⊗ Ihph and pα1 is the orthogonal projection onto helα . In the following

we treat only the case F+. The calculations for F− are completely analogous. We use that Φ maps
Hac

0 into the multiplication operatorM induced by λ. Hence, we get the following:∥∥∥Pα
1 γ̃(H0)e−itH0Φ∗Ff

∥∥∥ =
∥∥∥Pα

1 Φ∗Φγ̃(H0)e−itH0Φ∗Ff
∥∥∥ =

= (2π)− 1
2

( ∑
n∈N0

∣∣∣∣ ∫
δα,n

dλ gα(1, λ− nω)γ̃(λ)
∫
R+

dx e−iλ(x+t)f(x)
∣∣∣∣2) 1

2 ,

where supp (f) ⊆ R+, γ̃(λ) := (λ− i)−1γ(λ), λ ∈ R, and δα,n := [vα+nω0, vα+nω+ 4]. Notice
that γ̃(λ) ∈ C∞0 (R \ Λ). We find:∫

δj,n
dλ gα(1, λ− nω)γ̃(λ)

∫
R+

dx e−iλ(x+t)f(x) =∫ vα+4

vα
dλ gα(1, λ)γ̃(λ+ nω)

∫
R+

dx e−i(λ+nω)(x+t)f(x)
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which yields:∥∥∥Pα
1 Φ∗Φγ̃(H0)e−itH0Φ∗Ff

∥∥∥ =

(2π)− 1
2

( ∑
n∈N0

∣∣∣∣ ∫ vα+4

vα
dλ gα(1, λ)γ̃(λ+ nω0)

∫
R+

dx e−i(λ+nω0)(x+t)f(x)
∣∣∣∣2) 1

2
.

Since the support of γ(λ) is compact, we see that the sum
∑
n∈N0 is finite. Changing the integrals,

we get: ∫
δα,n

dλ gα(1, λ− nω)γ̃(λ)
∫
R+

dx e−iλ(x+t)f(x) =∫
R+

dx f(x)e−inω0(x+t)
∫ vα+4

vα
dλ gα(1, λ)γ̃(λ+ nω)e−iλ(x+t)

Integrating by parts m-times, we obtain:∫
δα,n

dλ gα(1, λ− nω)γ̃(λ)
∫
R+

dx e−iλ(x+t)f(x) =

(−i)m
∫
R+

dx f(x)e
−inω(x+t)

(x+ t)m
∫ vα+4

vα
dλ e−iλ(x+t) d

m

dλm
(gα(1, λ)γ̃(λ+ nω))

Hence,∣∣∣ ∫
δα,n

dλ gα(1, λ− nω)γ̃(λ)
∫
R+

dx e−iλ(x+t)f(x)
∣∣∣2 6 C2

n

(∫
R+

dx |f(x)| 1
(x+ t)m

)2

which yields: ∣∣∣ ∫
δα,n

dλ gα(1, λ− nω)γ̃(λ)
∫
R+

dx e−iλ(x+t)f(x)
∣∣∣2 6 C2

n

1
t(2m−1)‖f‖

2

for m ∈ N where:

Cn :=
∫ vα+4

vα
dλ

∣∣∣∣ dmdλm
(
gα(1, λ)γ̃(λ+ nω)

∣∣∣∣) .
Notice that Cn = 0 for sufficiently large n ∈ N. Therefore,

∥∥∥Pα
1 γ̃(H0)e−itH0Φ∗Ff

∥∥∥ 6
∑
n∈N0

C2
n

1/2
1

tm−1/2‖f‖, f ∈ L2(R+, dx),

which shows that
∥∥∥Pα

1 γ̃(H0)e−itH0F+

∥∥∥ ∈ L1(R+, dt) for m > 2. �

3. Landauer-Büttiker formula and applications

3.1. Landauer-Büttiker formula

The abstract Landauer-Büttiker formula can be used to calculate currents through devices. Usually
one considers a pair S = {K,K0} be of self-adjoint operators where the unperturbed Hamiltonian
K0 describes a totally decoupled system, that means, the inner system is closed and the leads are
decoupled from it, while the perturbed Hamiltonian K describes the system where the leads are
coupled to the inner system. An important component is system S = {K,K0}, which represents a
complete scattering or even a trace class scattering system.

In [1], an abstract Landauer-Büttiker formula was derived in the framework of a trace
class scattering theory for semi-bounded self-adjoint operators which allows one to reproduce
the results of [18] and [7] rigorously. In [13], the results of [1] were generalized to non-semi-
bounded operators. Following [1], we consider a trace class scattering system S = {K,K0}. We
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recall that S = {K,K0} is called a trace class scattering system if the resolvent difference of
K and K0 belongs to the trace class. If S = {K,K0} is a trace class scattering system, then
the wave operators W±(K,K0) exist and are complete. The scattering operator is defined by
S(K,K0) := W+(K,K0)∗W−(K,K0). The main components, besides the trace class scattering
system S = {K,K0}, are the density and the charge operators ρ and Q, respectively.

The density operator ρ is a non-negative bounded self-adjoint operator commuting withK0.
The charge Q is a bounded self-adjoint operator commuting also with K0. If K has no singular
continuous spectrum, then the current related to the density operator ρ and the charge Q is defined
as follows:

J S
ρ,Q = −i tr (W−(K,K0)ρW−(K,K0)∗[K,Q]) , (3.1)

where [K,Q] is the commutator of K and Q. In fact, the commutator [K,Q] might be not defined.
In this case, the regularized definition:

J S
ρ,Q = −i tr

(
W−(K,K0)(I +K2

0)ρW−(K,K0)∗ 1
K − i

[K,Q] 1
K + i

)
, (3.2)

is used, where it is assumed that (I + K2
0)ρ is a bounded operator. Since the condition

(H − i)−1[H,Q](H + i)−1 ∈ L1(H) is satisfied, definition (3.2) makes sense. By L1(H) is the
ideal of trace class operators is denoted.

Let K0 be self-adjoint operator on the separable Hilbert space K. We call ρ be a density
operator for K0 if ρ is a bounded non-negative self-adjoint operator commuting with K0. Since ρ
commutes with K0, one sees that ρ leaves invariant the subspace Kac(K0). We then set

ρac := ρ � Kac(K0).
call ρac the ac-density part of ρ.

A bounded self-adjoint operator, Q, commuting with K0, is called a charge. If Q is the
charge, then:

Qac := Q � Kac(K0),
is called its ac-charge component.

Let Π(Kac
0 ) = {L2(R, dλ, k(λ)),M,Φ} be a spectral representation of Kac

0 . If ρ is a
density operator, then there is a measurable family {ρac(λ)}λ∈R of bounded self-adjoint operators
such that the multiplication operator:

(Mρac f̂ )(λ) := ρac(λ) f̂ (λ), f̂ ∈ dom(Mρac) := L2(R, dλ, k(λ)),
is unitarily equivalent to the ac-part ρac, that is, Mρac = ΦρacΦ∗. In particular, this yields that:
ess-sup λ∈R‖ρac(λ)‖B(k(λ) = ‖ρac‖B(Kac(K0)). In the following, we call {ρac(λ)}λ∈R the density
matrix of ρac.

Similarly, one obtains that if Q is a charge, then there is a measurable family {Qac(λ)}λ∈R
of bounded self-adjoint operators, such that the multiplication operator:

(MQac f̂ )(λ) := Qac(λ) f̂ (λ),
f̂ ∈ dom(Qac) := {f ∈ L2(R, dλ, k(λ)) : Qac(λ) f̂ (λ) ∈ L2(R, dλ, k(λ))},

is unitarily equivalent to Qac, i.e.MQac = ΦQacΦ∗. In particular, one has:

ess-sup λ∈R‖Qac(λ)‖B(k(λ)) = ‖Qac‖B(Kac(K0)). (3.3)

If Q is a charge, then the family {Qac(λ)}λ∈R is called the charge matrix of the ac-component of
Q.

Let S = {K,K0} be a trace scattering system. By {S(λ)}λ∈R, we denote the scattering
matrix, which corresponds to the scattering operator S(K,K0) with respect to the spectral repre-
sentation Π(Kac

0 ). The operator T := S(K,K0) − P ac(K0) is called the transmission operator.
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By {T (λ)}λ∈R, we denote the transmission matrix which is related to the transmission operator.
Scattering and transmission matrices are related by S(λ) = Tk(λ) + T (λ) for a.e. λ ∈ R. Notice
that T (λ) belongs for to the trace class a.e. λ ∈ R.

Theorem 3.1 ( [13, Corollary 2.14]). Let S := {K,K0} be a trace class scattering system and let
{S(λ)}λ∈R be the scattering matrix of S with respect to the spectral representation Π(Kac

0 ). Fur-
thermore, let ρ and Q be density and charge operators and let {ρac(λ)}λ∈R and {Qac(λ)}λ∈R be
the density and charge matrices of the ac-components ρac and charge Qac with respect to Π(Kac

0 ),
respectively. If (I + K2

0)ρ is bounded, then the current J S
ρ,Q defined by (3.2) admits the represen-

tation:

J S
ρ,Q = 1

2π

∫
R

tr
(
ρac(λ)(Qac(λ)− S∗(λ)Qac(λ)S(λ))

)
dλ, (3.4)

where the integrand on the right side and the current J S
ρ,Q satisfy the estimate:

|tr (ρac(λ)(Qac(λ)− S∗(λ)Qac(λ)S(λ)))| 6 (3.5)
4‖ρ(λ)‖L(k(λ))‖T (λ)‖L1(k(λ))‖Q(λ)‖L(k(λ)),

for a.e. λ ∈ R and
|J S
ρ,Q| 6 C0‖(H + i)−1 − (H0 + i)−1‖L1(K), (3.6)

where C0 := 2
π
‖(1 +H2

0 )ρ‖L(K).

In applications, not every charge Q is a bounded operator. We say the self-adjoint operator
Q commuting with K0 is a p-tempered charge if Q(H0 − i)−p is a bounded operator for p ∈ N0.
As above, we can introduce Qac := Q � dom(Q) ∩ Kac(K0). It follows that QEK0(∆) is a
bounded operator for any bounded Borel set ∆. This yields that the corresponding charge matrix,
{Qac(λ)}λ∈R, is a measurable family of bounded self-adjoint operators such that:

ess-sup λ∈R(1 + λ2)p/2‖Qac(λ)‖L(k(λ)) <∞.

To generalize the current J S
ρ,Q to tempered charges Q, one uses the fact that Q(∆) := QEK0(∆) is

a charge for any bounded Borel set ∆. Hence, the current J S
ρ,Q(∆) is well-defined by (3.2) for any

bounded Borel set ∆. Using Theorem 3.1 one gets that for p-tempered charges, the limit

J S
ρ,Q := lim

∆→R
J S
ρ,Q(∆) (3.7)

exists, provided (H0 − i)p+2ρ is a bounded operator. This gives rise to the following corollary:

Corollary 3.2. Let the assumptions of the Theorem 3.1 be satisfied. If for some p ∈ N0 the
operator (H0 − i)p+2ρ is bounded and Q is a p-tempered charge for K0, then the current defined
by (3.7) admits the representation (3.4), where the right hand side of (3.4) satisfies the estimate
(3.5). Moreover, the current J S

ρ,Q can be estimated in the following manner:

|J S
ρ,Q| 6 Cp‖(H + i)−1 − (H0 + i)−1‖L1(K), (3.8)

where Cp := 2
π
‖(1 +H2

0 )p+2/2ρ‖L(K)‖Q(I +H2
0 )−p/2‖L(K).

At first glance, the formula (3.4) is not very similar to the original Landauer-Büttiker for-
mula of [7,18]. To make the formula more convenient, we recall that a standard application exam-
ple for the Landauer-Büttiker formula is the so-called black-box model, cf. [1]. In this case, the
Hilbert space K is given by:

K = KS ⊕
N⊕
j=1

Kj, 2 6 N <∞. (3.9)
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and K0 by:

K0 = KS ⊕
N⊕
j=1

Kj, 2 6 N <∞. (3.10)

The Hilbert space KS is called the sample or dot and KS is the sample or dot Hamiltonian. The
Hilbert spaces Kj are called reservoirs or leads and Kj are the reservoir or lead Hamiltonians. For
simplicity, we assume that the reservoir HamiltoniansKj are absolutely continuous and the sample
Hamiltonian KS has a point spectrum. A typical choice for the density operator is:

ρ = fS(KS)⊕
N⊕
j=1

fj(Kj), (3.11)

where fS(·) and fj(·) are non-negative bounded Borel functions, and for the charge:

Q = gS(Hs)⊕
N⊕
j=1

gj(Hj), (3.12)

where gS(·) and gj(·) a bounded Borel functions. Making this choice the Landauer-Büttiker for-
mula (3.4) takes the form:

J S
ρ,Q = 1

2π

N∑
j,k=1

∫
R
(fj(λ)− fk(λ))gj(λ)σjk(λ)dλ, (3.13)

where
σjk(λ) := tr(Tjk(λ)∗Tjk(λ)), j, k = 1, . . . , N, λ ∈ R, (3.14)

are called the total transmission probability from reservoir k to reservoir j, cf. [1]. We call it
the cross-section of the scattering process going from channel k to channel j at energy λ ∈ R.
{Tjk(λ)}λ∈R is called the transmission matrix from channel k to channel j at energy λ ∈ R with
respect to the spectral representation Π(Kac

0 ). We note that {Tjk(λ)}λ∈R corresponds to the trans-
mission operator:

Tjk := PjT (K,K0)Pk, T (K,K0) := S(K,K0)− P ac(K0), (3.15)

acting from the reservoir k to reservoir j where T (K,K0) is called the transmission operator. Let
{T (λ)}λ∈R be the transmission matrix. Following [1], the current J S

ρ,Q given by (3.13) is directed
from the reservoirs into the sample.

The quantity ‖T (λ)‖L2 = tr(T (λ)∗T (λ)) is well-defined and is called the cross-section of
the scattering system S at energy λ ∈ R. Notice that:

σ(λ) = ‖T (λ)‖L2 = tr(T (λ)∗T (λ)) =
N∑

j,k=1
σjk(λ). λ ∈ R,

We point out that the channel cross-sections σjk(λ) admit the property:
N∑
j=1

σjk(λ) =
N∑
j=1

σkj(λ), λ ∈ R, (3.16)

which is a consequence of the unitarity of the scattering matrix. Moreover, if there is a conjugation
J , such that KJ = JK and K0J = JK0 holds, that is, if the scattering system S is time reversible
symmetric, then we have even more, namely, it holds that:

σjk(λ) = σkj(λ), λ ∈ R. (3.17)

Usually, the Landauer-Büttiker formula (3.13) is used to calculated the electron current
entering the reservoir j from the sample. In this case one has to choose Q := Qel

j := −ePj where
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Pj is the orthogonal projection form K onto Kj and e > 0 is the magnitude of the elementary
charge. This is equivalent to choosing gj(λ) = −e and gk(λ) = 0 for k 6= j, λ ∈ R. In doing so,
we get the Landauer-Büttiker formula simplifying to:

J S
ρ,Qelj

= − e

2π

N∑
k=1

∫
R
(fj(λ)− fk(λ))σjk(λ)dλ. (3.18)

To restore the original Landauer-Büttiker formula, one sets:

fj(λ) = f(λ− µj), λ ∈ R, (3.19)

where µj is the chemical potential of the reservoir Kj and f(·) is a bounded non-negative Borel
function called the distribution function. This gives rise to the following formula:

J S
ρ,Qelj

= − e

2π

N∑
k=1

∫
R
(f(λ− µj)− f(λ− µk))σjk(λ)dλ. (3.20)

In particular, if we choose one:

f(λ) := fFD(λ) := 1
1 + eβλ

, β > 0, λ ∈ R, (3.21)

where fFD(·) is the Fermi-Dirac distribution function, and inserting (3.21) into (3.20) we obtain:

J S
ρ,Qelj

= − e

2π

N∑
k=1

∫
R
(fFD(λ− µj)− fFD(λ− µk))σjk(λ)dλ. (3.22)

If we have only two reservoirs, then they are usually denoted by l (left) and r (right). Let j = l
and k = r. Then,

J S
ρ,Qel

l
= − e

2π

∫
R
(fFD(λ− µl)− fFD(λ− µr))σlr(λ)dλ. (3.23)

One easily checks that J S
ρ,Ql
6 0 if µl > µr. That means, the current is leaving the left reservoir

and is entering the right one which is in accordance with physical expectations.

Example 3.3. Notice that sc := {hel, hel0 } is a L1 scattering system. The Hamiltonian hel takes
into account the effect of coupling of reservoirs or leads hl := l2(N) and hr := l2(N) to the sample
hS = C2 which is also called the quantum dot. The Hamiltonians for the leads are given by:
helα = −∆D + vα, α = l, r. The sample or quantum dot Hamiltonian is given by helS . The wave
operators are given by:

w±(hel, hel0 ) := s- lim
t→∞

eith
el

e−ith
el
0 P ac(hel0 ). (3.24)

The scattering operator is given by sc := w+(hel, hel0 )∗w−(hel, hel0 ). Let Π(hel,ac0 ) be the spectral
representation of hel,ac0 introduced in Section 2.6. If ρel and qel are density and charge operators for
hel0 , then the Landauer-Büttiker formula takes the following form:

J sc
ρel,qel = 1

2π

∫
R

tr
(
ρelac(λ)

(
qelac − sc(λ)∗qelac(λ)sc(λ)

))
, (3.25)

where {sc(λ)}λ∈R, {qel(λ)}λ∈R and {ρel(λ)}λ∈R are the scattering, charge and density matrices
with respect to Π(hel,ac0 ), respectively. The condition that ((hel0 )2 + Ihel)ρel is a bounded operator is
superfluous because hel0 is a bounded operator. For the same reason we have that every p-tempered
charge qel is in fact a charge, that means, qel is a bounded self-adjoint operator.

The scattering system sc is a black-box model with reservoirs hell and helr . Choosing

ρel = fl(hel)⊕ fS(helS )⊕ fr(helr ),
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where fα(·), α = l, r, are bounded Borel functions, and

qel = gl(hell )⊕ gS(helS )⊕ gr(helr ),
where gα(·), α ∈ {l, r}, are locally bounded Borel functions, then from (3.13) it follows that:

J sc
ρel,qel = 1

2π
∑

α,κ∈{l,r}
α 6=κ

∫
R
(fα(λ)− fκ(λ))gα(λ)σc(λ)dλ,

where {σc(λ)}λ∈R is the channel cross-section from left to right and vice versa. Indeed, let
{tc(λ)}λ∈R be the transition matrix which corresponds to the transition operator tc := sc − Ihel .
Clearly, one has tc(λ) = Ih(λ) − sc(λ), λ ∈ R. Let {pelα (λ)}λ∈R be the matrix which corre-
sponds to the orthogonal projection pelα from hel onto helα . Further, let tcrl(λ) := pelr (λ)tc(λ)pell
and tclr := pell (λ)tc(λ)pelr . Notice that both quantities are in fact scalar functions. Accordingly,
the channel cross-sections σclr(λ) and σcrl(λ) at energy λ ∈ R are given by σc(λ) := σclr(λ) =
|tclr(λ)|2 = |tcrl(λ)|2 = σcrl(λ), λ ∈ R.

In particular, if gl(λ) = 1 and gr = 0, then:

J sc
ρel,qel

l
= 1

2π

∫
R
(fl(λ)− fr(λ))σc(λ)dλ, (3.26)

and qell := pell . Following [1], J sc
ρel,qel

l
denotes the current entering the quantum dot from the left

lead.

3.2. Application to the JCL-model

Let S = {H,H0} now be the JCL-model. Furthermore, let ρ and Q be the density operator and a
charge for H0, respectively. Under these assumptions, the current J S

ρ,Q is defined by:

J S
ρ,Q := −itr

(
W−(H,H0)(I +H2

0 )ρW−(H,H0)∗ 1
H − i

[H,Q] 1
H + i

)
, (3.27)

and admits representation (3.4). IfQ is a p-tempered charge and (H0−i)p+2ρ is a bounded operator,
then the current J S

ρ,Q is defined in accordance with (3.7) and the Landauer-Büttiker formula (3.4)
is also valid.

We introduce the intermediate scattering system Sc := {H,Hc}, where:

Hc := hel ⊗ Ihph + Ihel ⊗ hph = H0 + Vel.

The Hamiltonian Hc describes the coupling of the leads to the quantum dot, but under the assump-
tion that the photon interaction is not switched on.

Accordingly, Sph := {H,Hc} and Sc := {Hc, H0} are L1-scattering systems. The
corresponding scattering operators are denoted by Sph and Sc, respectively. Let Π(Hac

c ) =
{L2(R, dλ, hc(λ)),M,Φc} of Hac

c be a spectral representation of Hc. The scattering matrix of
the scattering system {H,Hc} with respect to Π(Hac

c ) is denoted by {Sph(λ)}λ∈R. The scattering
matrix of the scattering system {Hc, H0} with respect to Π(Hac

0 ) = {L2(R, dλ, h0(λ)),M,Φ0} is
denoted by {Sc(λ)}λ∈R.

Since Sc is a L1-scattering system, the wave operators W±(Hc, H0) exist and are complete
and since ΦcW±(Hc, H0)Φ∗0 commutes with M, there are measurable families {W±(λ)}λ∈R of
isometries acting from h0(λ) onto hc(λ) for a.e. λ ∈ R such that:

(ΦcW±(Hc, H0)Φ∗0 f̂ )(λ) = W±(λ) f̂ (λ), λ ∈ R, f̂ ∈ L2(R, dλ, h0(λ)).
The families {W±(λ)}λ∈R are called wave matrices.

Straightforward computation shows that Ŝph := W+(Hc, H0)∗SphW+(Hc, H0) commutes
with H0. Hence, with respect to the spectral representation Π(Hac

0 ), the operator Ŝph is unitarily
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equivalent to a multiplication induced by a measurable family { Ŝph (λ)}λ∈R of unitary operators
in h0(λ). Straightforward computation shows that:

Ŝph(λ) = W+(λ)∗Sph(λ)W+(λ), (3.28)

for a.e. λ ∈ R. Roughly speaking, { Ŝph (λ)}λ∈R is the scattering matrix of Sph with respect to the
spectral representation Π(Hac

0 ).
Furthermore, let

ρc := W−(Hc, H0)ρW−(Hc, H0)∗ (3.29)
and

Qc := W+(Hc, H0)QW+(Hc, H0)∗. (3.30)
The operators ρc and Qc are the density and tempered charge operators for the scattering system
Sph. Indeed, one easily verifies that ρc and Qc are commute with Hc. Moreover, ρc is non-negative.
Furthermore, if Q is a charge, then Qc is also a charge. This gives rise to the introduction of
currents J cρ,Q := J Sc

ρ,Q,

J cρ,Q := −itr
(
W−(Hc, H0)ρW−(Hc, H0)∗ 1

Hc − i
[Hc, Q] 1

Hc + i

)
, (3.31)

and Jphρ,Q := J
Sph
ρc,Qc ,

Jphρ,Q := −itr
(
W−(H,Hc)ρcW−(H,Hc)∗

1
H − i

[H,Qc] 1
H + i

)
, (3.32)

which are well defined. If Q is p-tempered charge and (H0 − i)p+2ρ is a bounded operator, then
one easily checks that Qc is a p-tempered charge and (Hc − i)p+2ρc is a bounded operator. Hence
the definition of the currents J Sc

ρc,Qc can be extended to this case and the Landauer-Büttiker formula
(3.4) holds.

Finally, we note that the corresponding matrices {ρcac(λ)}λ∈R and {Qc
ac(λ)}λ∈R are related

to the matrices {ρac(λ)}λ∈R and {Qac(λ)}λ∈R by

ρcac(λ) = W−(λ)ρac(λ)W−(λ)∗ and Qc
ac(λ) = W+(λ)Qac(λ)W+(λ)∗ (3.33)

for a.e. λ ∈ R.

Proposition 3.4 (Current decomposition). Let S = {H,H0} be the JCL-model. Furthermore,
let ρ and Q be the density operator and a p-tempered charge, p ∈ N0, for H0, respectively. If
(H0 − i)p+2ρ is a bounded operator, then the decomposition,

J S
ρ,Q = J cρ,Q + Jphρ,Q, (3.34)

holds where J cρ,Q and Jphρ,Q are given by (3.31) and (3.32).
In particular, let {Sc(λ)}λ∈R, {ρac(λ)}λ∈R and {Qac(λ)}λ∈R be scattering, density and

charge matrices of Sc, ρ and Q with respect to Π(Hac
0 ) and let {Sph(λ)}λ∈R, {ρcac(λ)}λ∈R and

{Qc
ac(λ)}λ∈R be the scattering, density and charge matrices of the scattering operator Sph, density

operator ρc, cf. (3.29), and charge operator Qc, cf. (3.30), with respect to the spectral representa-
tion Π(Hac

c }. Then, the following representations:

J cρ,Q := 1
2π

∫
R

tr(ρac(λ)(Qac(λ)− Sc(λ)∗Qac(λ)Sc(λ))dλ, (3.35)

Jphρ,Q := 1
2π

∫
R

tr(ρcac(λ)(Qc
ac(λ)− Sph(λ)∗Qc

ac(λ)Sph(λ)))dλ, (3.36)

take place.
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Proof. Since Sc and Sph are L1-scattering systems from Theorem 3.1 the representations (3.35) and
(3.36) are easily follow. Taking into account (3.33), we get the following:

tr(ρcac(λ)(Qc
ac(λ)− Sph(λ)∗Qc

ac(λ)Sph(λ))) =
tr(W−(λ)ρacW−(λ)∗(W+(λ)Qac(λ)W+(λ)− Sph(λ)∗Qc

ac(λ)Sph(λ))).

Using Sc(λ) = W+(λ)∗W−(λ) we find that:

tr(ρcac(λ)(Qc
ac(λ)− Sph(λ)∗Qc

ac(λ)Sph(λ))) = tr (ρac(λ)× (3.37)
(Sc(λ)∗Qac(λ)Sc(λ)−W−(λ)∗Sph(λ)∗W+(λ)Qac(λ)W+(λ)∗Sph(λ)W−(λ))) .

Since {Hc, H0} and {H,Hc} are L1-scattering systems, the existence of the wave opera-
tors W±(H,Hc) and W±(Hc, H0) follows. Using the chain rule, we find W±(H,H0) =
W±(H,Hc)W±(Hc, H0) which yields:

S = W+(H,H0)∗W+(H,H0)
= W+(Hc, H0)∗W+(H,Hc)W−(H,Hc)W−(Hc, H0) = W+(Hc, H0)∗SphW−(Hc, H0).

Hence, the scattering matrix {S(λ)}λ∈R of {H,H0} admits the representation

S(λ) = W+(λ)∗Sph(λ)W−(λ), λ ∈ R. (3.38)

Inserting (3.38) into (3.37), we get the following:

Jphρ,Q = 1
2π

∫
R

tr(ρac(λ)(Sc(λ)∗Qac(λ)Sc(λ)− S(λ)∗Qac(λ)S(λ)))dλ (3.39)

Using (3.39), we obtain the following:

J cρ,Q + Jphρ,Q = 1
2π

∫
R

tr(ρac(λ)(Qac(λ)− S(λ)∗Qac(λ)S(λ)))dλ.

Finally, taking into account (3.4), we obtain (3.34). �

Remark 3.5.
(i) The current J cρ,Q is due to the coupling of the leads to the quantum dot and it is therefore called
the contact induced current.
(ii) The current Jphρ,Q is due to the interaction of photons with electrons and it is called the photon

induced current. Notice the this current is calculated under the assumption that the leads are
already in contact with the dot.

Corollary 3.6. Let the assumptions of Proposition 3.4 be satisfied. With respect to the spectral
representation Π(Hac

0 ) of Hac
0 the photon induced current Jphρ,Q can be represented by:

Jphρ,Q := 1
2π

∫
R

tr( ρ̂ac(λ) (Qac(λ)− Ŝph(λ)∗Qac(λ) Ŝph (λ)))dλ, (3.40)

where the measurable families { Ŝph(λ) }λ∈R and { ρ̂ac(λ) }λ∈R are given by (3.28) and

ρ̂ac(λ) := Sc(λ)ρac(λ)Sc(λ)∗ λ ∈ R, (3.41)

respectively.

Proof. Using (3.33) and Sc(λ) = W+(λ)∗W−(λ), we find:

tr(ρcac(λ)(Qc
ac(λ)− Sph(λ)∗Qc

ac(λ)Sph(λ))) =
tr (Sc(λ)ρac(λ)Sc(λ)∗ (Qac(λ)−W+(λ)∗Sph(λ)∗W+(λ)Qac(λ)W+(λ)∗Sph(λ)W+(λ))) .



Quantum dot light emitting-absorbing devices 31

Taking into account the representations (3.28) and (3.41), we get the following:

tr(ρcac(λ)(Qc
ac(λ)− Sph(λ)∗Qc

ac(λ)Sph(λ))) =
tr(Sc(λ)ρac(λ)Sc(λ)∗(Qac(λ)− Ŝph(λ)∗Qac(λ) Ŝph(λ) )),

which immediately yields (3.40). �

Remark 3.7. In the following, we call { ρ̂ac(λ) }λ∈R, cf. (3.41), the photon modified electron
density matrix. Notice that { ρ̂ac(λ) }λ∈R might be non-diagonal, even if the electron density matrix
{ρac(λ)}λ∈R is diagonal.

4. Analysis of currents

In the following, we analyze currents J cρ,Q and Jphρ,Q under the assumption that ρ and Q have the
tensor product structure:

ρ = ρel ⊗ ρph and Q = qel ⊗ qph, (4.1)
where ρel and ρph as well as qel and qph are density operators and (tempered) charges for hel0 and
hph, respectively. Since ρph commutes with hph, which is discrete, the operator ρphhas the form:

ρph =
∑
n∈N0

ρph(n)(·,Υn)Υn, (4.2)

where ρph(n) are non-negative numbers. Similarly, qph can be represented as:

qph =
∑
n∈N0

qph(n)(·,Υn)Υn, (4.3)

where qph(n) are real numbers.

Lemma 4.1. Let S = {H,H0} be the JCL-model. Assume that ρ 6= 0 and Q have the structure
(4.1) where ρel is a density operator and qel is a charge for hel0 .

(i) The operator (H0 − i)p+2ρ, p ∈ N0, is bounded if and only if the condition:

sup
n∈N0

ρph(n)np+2 <∞, (4.4)

is satisfied.
(ii) The charge Q is p-tempered if and only if:

sup
n∈N
|qph(n)|n−p <∞, (4.5)

is valid

Proof. (i) The operator (H0 − i)p+2ρ admits the representation:

(H0 − i)p+2ρ =
⊕
p∈N0

ρph(n)(hel0 + nω − i)p+2ρel.

We have:

‖(H0 − i)p+2ρ‖L(H) = sup
p∈N0

ρph(n)‖(hel0 + nω − i)p+2ρel‖L(hel) (4.6)

= sup
p∈N0

ρph(n)np+2n−(p+2)
∥∥∥(hel0 + nω − i)p+2ρel

∥∥∥
L(hel)

.

Since limn→∞ n
−(p+2)

∥∥∥(hel0 + nω − i)p+2ρel
∥∥∥
L(hel)

= ωp+2‖ρel‖L(hel), we obtain for sufficiently
large n ∈ N0 that:

ωp+2

2 ‖ρel‖L(hel) 6 n−(p+2)‖(hel0 + nω − i)p+2ρel‖L(hel) .
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Using that and (4.6), we immediately obtain (4.4). Conversely, from (4.6) and (4.4), we obtain that
(H0 − i)p+2ρ is a bounded operator.

(ii) As above, we have:

Q(H0 − i)−p =
⊕
n∈N0

qph(n)qel.

Hence:
‖Q(H0 − i)−p‖L(H) = sup

n∈N0

|qph(n)|‖qel(hel0 + nω − i)−p‖L(hel).

Since limn→∞ n
p‖(hel0 +nω−i)−p‖L(hel) = ω−p‖qel‖L(hel), we similarly obtain, as above, that (4.5)

holds. The converse is obvious. �

4.1. Contact induced current

Let us recall that Sc = {Hc, H0} is a L1-scattering system. Straightforward computation shows
that:

W±(Hc, H0) = w±(hel, hel0 )⊗ Ihph ,
where w±(hel, hel0 ) is given by (3.24). Hence:

Sc = sc ⊗ Ihph , where sc := w+(helc , hel0 )∗w−(helc , hel0 ).

Proposition 4.2. Let S = {H,H0} be the JCL-model. Assume that ρ and Q are given by (4.1)
where ρel and qel are density and charge operators for hel0 and ρph and qph for hph, respectively. If
for some p ∈ N0 the conditions (4.4) and (4.5) are satisfied, then the current J cρ,Q is well defined
and admits the representation:

J cρ,Q = γJ sc
ρel,qel , γ :=

∑
n∈N0

qph(n)ρph(n), (4.7)

where J sc
ρel,qel is defined by (3.2). In particular, if tr(ρph) = 1 and qph = Ihph , then J cρ,Q = J sc

ρel,qel .

Proof. First, we note that by lemma 4.1 the operator (H0− i)p+2ρ is bounded andQ is p-tempered.
Hence, the current J Sc

ρ,Q is correctly defined and the Landauer-Büttiker formula (3.4) is valid.
With respect to the spectral representation Π(Hac

0 ) of Lemma 2.12, the charge matrix
{Qac(λ)}λ∈R of Qac = qelac ⊗ qph admits the representation:

Qac(λ) =
⊕
n∈N0

qelac(λ− nω)qph(n), λ ∈ R. (4.8)

Since Sc = sc ⊗ Ihph , the scattering matrix {Sc(λ)}λ∈R admits the representation:

Sc(λ) =
⊕
n∈N0

sc(λ− nω), λ ∈ R.

Hence:

Qac(λ)− Sc(λ)∗Qac(λ)Sc(λ) = (4.9)⊕
n∈N0

qph(n)
(
qelac(λ− nω)− sc(λ− nω)∗qelac(λ− ωn)sc(λ− nω)

)
.

Moreover, the density matrix {ρac(λ)}λ∈R admits the representation:

ρac(λ) =
⊕
n∈N0

ρph(n)ρelac(λ− nω) (4.10)
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Inserting (4.10) into (4.9) we find the following:

ρac(λ) (Qac(λ)− Sc(λ)∗Qac(λ)Sc(λ)) =⊕
n∈N0

qph(n)ρph(n)ρelac(λ− nω)
(
qelac(λ− ωn)− sc(λ− nω)∗qelac(λ− ωn)sc(λ− nω)

)
Since γ = ∑

n∈N0 q
ph(n)ρph(n) is absolutely convergent by (4.4) and (4.5), we obtain that:

tr (ρac(λ) (Qac(λ)− Sc(λ)∗Qac(λ)Sc(λ))) = (4.11)∑
n∈N0

qph(n)ρph(n)tr
(
ρelac(λ− nω)

(
qelac(λ− ωn)− sc(λ− nω)∗qelac(λ− ωn)sc(λ− nω)

))
Clearly, we have:∣∣∣tr (ρelac(λ− nω)

(
qelac(λ− ωn)− sc(λ− nω)∗qelac(λ− ωn)sc(λ− nω)

))∣∣∣ 6
4‖ρelac(λ− nω)‖L(hn(λ))‖qelac(λ− nω)‖L(hn(λ)), λ ∈ R.

We insert (4.11) into the Landauer-Büttiker formula (3.35). Using (4.4) and (4.5) as well as∫
R
‖ρelac(λ)‖L(hn(λ))‖qelac(λ)‖L(hn(λ))dλ <∞,

we see that we can interchange the integral and the sum. By doing so, we get:

J cρ,Q =
∑
n∈N0

qph(n)ρph(n) 1
2π

∫
R

tr
(
ρelac(λ− nω)×

(
qelac(λ− ωn)− sc(λ− nω)∗qelac(λ− ωn)sc(λ− nω)

))
dλ.

Using (3.25) we prove (4.7).
If tr(ρph) = 1, then

∑
N0 ρ

ph(n) = 1. Furthermore, if ρph = Ihph , then qph(n) = 1. Hence,
γ = 1. �

4.2. Photon induced current

To calculate the current Jphρ,Q, we use representation (3.40). We then set:

Ŝphmn (λ) := Pm(λ) Ŝph (λ) � hn(λ), λ ∈ R,

where { Ŝph (λ)}λ∈R is defined by (3.28) and Pm(λ) is the orthogonal projection from h(λ), cf.
(2.37), onto hm(λ) := hel(λ−mω), λ ∈ R.

Proposition 4.3. Let S = {H,H0} be the JCL-model. Assume that ρ and Q are given by (4.1)
where ρel and qel are density and charge operators for hel0 and ρph and qph for hph, respectively. If
for some p ∈ N0 the conditions (4.4) and (4.5) are satisfied, then the current Jphρ,Q is well-defined
and it admits the following representation:

Jphρ,Q =
∑
m∈N0

ρph(m)
∑
n∈N0

qph(n) 1
2π

∫
R
dλ tr

(
ρ̂elac(λ−mω)× (4.12)

(
qelac(λ− nω)δmn − Ŝphnm (λ)∗qelac(λ− nω) Ŝphnm (λ)

))
,

where { ρ̂elac(λ) }λ∈R is the photon modified electron density defined, cf. (3.41), which takes the
following form:

ρ̂elac(λ) = sc(λ)ρel(λ)sc(λ)∗, λ ∈ R. (4.13)
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Proof. By Lemma 4.1 we get that that the charge Q is p-tempered and (H0 − i)pρ is a bounded
operator. By Corollary 3.2, the current Jphρ,Q := J

Sph
ρc,Qc is well-defined.

Since
(
Qac(λ)− Ŝph(λ)∗Qac(λ) Ŝph (λ)

)
is a trace class operator for λ ∈ R, we get from

(3.40) and (4.10) that:

tr
(
ρ̂ac(λ)

(
Qac(λ)− Ŝph(λ)∗Qac(λ) Ŝph (λ)

))
=∑

m∈N0

ρph(m)tr
(
ρ̂el(λ−mω)Pm(λ)

(
Qac(λ)− Ŝph(λ)∗Qac(λ) Ŝph (λ)

)
Pm(λ)

)
Furthermore, we have:

Pm(λ)
(
Qac(λ)− Ŝph(λ)∗Qac(λ) Ŝph (λ)

)
Pm(λ)

= qph(m)
(
qel(λ−mω)− Pm(λ) Ŝph(λ)∗Qac(λ) Ŝph (λ)

)
Pm(λ)

= qph(m)qel(λ−mω)−
∑
n∈N0

qph(n) Ŝphnm(λ)∗ qel(λ− nω) Ŝphnm(λ) ,

for λ ∈ R where Ŝphnm(λ)∗ := Pn(λ) Ŝph (λ)Pm(λ), λ ∈ R. Notice that
∑
n∈N0 is a sum with a

finite number of summands. Hence:

tr
(
ρ̂ac(λ)

(
Qac(λ)− Ŝph(λ)∗Qac(λ) Ŝph (λ)

))
=

∑
m∈N0

ρph(m)
∑
n∈N0

qph(n)×

tr
(
ρ̂el(λ−mω)

(
qel(λ−mω)δmn − Ŝphnm(λ)∗ qel(λ− nω) Ŝphnm(λ)

))
We are going to show that∑

m∈N0

ρph(m)
∑
n∈N0

|qph(n)|
∫
R

∣∣∣tr ( ρ̂el(λ−mω)×
(
qel(λ−mω)δmn − Ŝphnm(λ)∗ qel(λ− nω) Ŝphnm(λ)

))∣∣∣ dλ <∞.
Clearly, one has the following estimate:

|tr
(
ρ̂el(λ−mω)

(
qel(λ−mω)δmn − Ŝphnm(λ)∗ qel(λ− nω) Ŝphnm(λ)

))∣∣∣ 6
2‖ ρ̂el(λ−mω) ‖L(hm(λ))

(
‖qel(λ−mω)‖L(hm(λ))δnm + ‖qel(λ− nω)‖L(hn(λ))

)
.

Furthermore, we get:∫
λ∈R
‖ ρ̂el(λ−mω) ‖L(hm(λ))‖qel(λ−mω)‖L(hm(λ))δnm 6∫

λ∈R
‖ ρ̂el(λ) ‖L(hm(λ))‖qel(λ)‖L(hm(λ))dλ

and ∫
R
‖ ρ̂el(λ−mω) ‖L(hm(λ))‖qel(λ− nω)‖L(hn(λ))dλ 6

‖qelac‖L(hel)

∫
λ∈R
‖ ρ̂el(λ− (m− n)ω) ‖L(hm−n(λ))dλ

If the conditions (4.4) and (4.5) are satisfied, then∑
m∈N0

ρph(m)|qph(m)|
∫
R
‖ ρ̂el(λ) ‖L(hm(λ))‖qel(λ)‖L(hm(λ))dλ <∞.
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Furthermore, we obtain:∑
m∈N0

ρph(m)
∑
n∈N0

|qph(n)|
∫
λ∈R
‖ ρ̂el(λ− (m− n)ω) ‖L(hm−n(λ))dλ 6

(vmax − vmin + 4)‖ρelac‖L(hel)
∑
m∈N0

ρph(m)
∑

|m−n|6dmax

|qph(n)| <∞,

where dmax is introduced by Lemma 2.12. To prove the following:∑
m∈N0

ρph(m)
∑

|m−n|6dmax

|qph(n)| <∞,

we again use (4.4) and (4.5). The last step allows us to interchange the integral and the sums,
which immediately proves (4.12). �

Corollary 4.4. Let S = {H,H0} be the JCL-model. We assume that ρ and Q are given by (4.1),
where ρel and qel are density and charge operators for hel0 and ρph and qph for hph, respectively. If
ρel is an equilibrium state, i.e. ρel = f el(hel0 ), then:

Jphρ,Q =
∑

m,n∈N0

qph(n) 1
2π

∫
R

(
ρph(n)f el(λ− nω)− ρph(m)f el(λ−mω)

)
×

tr
(
Ŝphnm (λ)∗qelac(λ− nω) Ŝphnm (λ)

)
dλ. (4.14)

Proof. From (4.12), we obtain the following:

Jphρ,Q =
∑
n∈N0

qph(n)
∑
m∈N0

ρph(m) 1
2π

∫
R
dλ f el(λ−mω)×

tr
(
qelac(λ− nω)δmn − Ŝphnm (λ)∗qelac(λ− nω) Ŝphnm (λ)

)
.

Hence,

Jphρ,Q =
∑
n∈N0

qph(n) 1
2π

∫
R
dλ

∑
m∈N0

ρph(m)f el(λ−mω)×

tr
(
qelac(λ− nω)δmn − Ŝphnm (λ)∗qelac(λ− nω) Ŝphnm (λ)

)
.

This gives the following:

Jphρ,Q =
∑
n∈N0

qph(n) 1
2π

∫
R
dλ

(
ρph(n)f el(λ− nω)tr

(
qelac(λ− nω)

)
− (4.15)

∑
m∈N0

ρph(m)f el(λ−mω)tr
(
Ŝphnm (λ)∗qelac(λ− nω) Ŝphnm (λ)

))
.

Since∑
m∈N0

ρph(m)f el(λ−mω)tr
(
Ŝphnm (λ)∗qelac(λ− nω) Ŝphnm (λ)

)
=

∑
m∈N0

(
ρph(m)f el(λ−mω)− ρph(n)f el(λ− nω)

)
tr
(
Ŝphnm (λ)∗qelac(λ− nω) Ŝphnm (λ)

)
+

ρph(n)f el(λ− nω)
∑
m∈N0

tr
(
Ŝphnm (λ)∗qelac(λ− nω) Ŝphnm (λ)

)
,

then inserting this into (4.15) we obtain (4.14). �
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5. Electron and photon currents

5.1. Electron current

To calculate the electron current induced by contacts and photon contact, we make the following
choice throughout this section. We set

Qel
α := qelα ⊗ qph, qelα := −epelα and qph := Ihph , α ∈ {l, r}, (5.1)

where pelα denotes the orthogonal projection from hel onto helα . By e > 0, we denote the magnitude
of the elementary charge. Since pelα commutes with helα , one can easily verify that Qel

α commutes
with H0, which shows that Qel

α is a charge. Following [1], the flux related to Qel
α gives us the

electron current J S
ρ,Qelα

entering the lead α from the sample. Notice Qel
α = −ePα where Pα is

the orthogonal projection from H onto Hα := helα ⊗ hph. Since qph = Ihph , condition (4.5) is
immediately satisfied for any p > 0.

Let f(·) : R −→ R be a non-negative bounded measurable function. We set:

ρel = ρell ⊕ ρelS ⊕ ρelr , ρelα := f(helα − µα), α ∈ {l, r}, (5.2)

and ρ = ρel ⊗ ρph. By µα the chemical potential of the lead α is denoted. In applications, one sets
f(λ) := fFD(λ), λ ∈ R, where fFD(λ) is the so-called Fermi-Dirac distribution given by (3.21).
If β =∞, then fFD(λ) := χR−(λ), λ ∈ R. Notice that [ρel, pel] = 0. For ρph, we choose the Gibbs
state:

ρph := 1
Z
e−βh

ph

, Z = tr(e−βhph) = 1
1− e−βω . (5.3)

Hence, ρph = (1− e−βω)e−βhph . If β = ∞, then ρph := (·,Υ0)Υ0. Clearly, tr(ρph) = 1. We note
that ρph(n) = (1 − e−βω)e−nβω, n ∈ N0, satisfies the condition (4.4) for any p > 0. Accordingly,
ρ0 = ρel ⊗ ρph is the density operator for H0.

Definition 5.1. Let S = {H,H0} be the JCL-model. If Q := Qel
α , where Qel

α is given by (5.1),
and ρ := ρ0 := ρel ⊗ ρph, where ρel and ρph are given by (5.2) and (5.3), then Jelρ0,Qelα

:= J S
ρ0,Qelα

is called the electron current entering the lead α. The currents J cρ0,Qelα
and Jphρ0,Qelα

are called the
contact-induced and photon-induced electron currents.

5.1.1. Contact induced electron current. The following proposition immediately follows from
Proposition 4.2.

Proposition 5.2. Let S = {H,H0} be the JCL-model. Then the contact induced electron current
J cρ0,Qelα

, α ∈ {l, r}, is given by J cρ0,Qelα
= J sc

ρel,qelα
. In particular, one has:

J cρ0,Qelα
= − e

2π

∫
R
(f(λ− µα)− f(λ− µκ)σc(λ)dλ, α,κ ∈ {l, r}, α 6= κ, (5.4)

where {σc(λ)}λ∈R is the channel cross-section from left to the right of the scattering system sc =
{hel, hel0 }, cf. Example 3.3.

Proof. Since tr(ρph) = 1 it follows from Proposition 4.2 that J cρ0,Qelα
= J sc

ρel,qelα
. From (3.26), cf.

Example 3.3, we find (5.4). �

If µl > µr and f(·) is decreasing, then J c
ρ0,Qell

< 0. Hence, the electron contact current
is going from the left lead to the right which is in accordance with the physical expectations. In
particular, this is valid for the Fermi-Dirac distribution.

Proposition 5.3. Let S = {H,H0} be the JCL-model. Further, let ρel and ρph be given by (5.2)
and (5.3), respectively. If the charge Qel

α is given by (5.1), then the following holds:
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(E) If µl = µr, then J cρ0,Qelα
= 0, α ∈ {l, r}.

(S) If vl > vr + 4, then J cρ0,Qelα
= 0, α ∈ {l, r}, even if µl 6= µl.

(C) If eS0 = δS0 and eS1 = δS1 , then J cρ0,Qelα
= 0, α ∈ {l, r}, even if µl 6= µl.

Proof. (E) If µl = µr, then f(λ− µl) = f(λ− µr). Applying formula (5.4) we obtain J cρ0,Qelα
= 0.

(S) If vl > vr + 4, then hel,ac0 has simple spectrum. Hence the scattering matrix {sc(λ)}λ∈R
of the scattering system sc = {hel, hel0 } is a scalar function which immediately yields σc(λ) = 0,
λ ∈ R, which yields J cρ0,Qelα

= 0.
(C) In this case, the Hamiltonian hel decomposes into the direct sum of two non-interacting

Hamiltonians. Hence, the scattering matrix of {sc(λ)}λ∈R of the scattering system sc = {hel, hel0 }
is diagonal, which immediately yields J cρ0,Qelα

= 0. �

5.1.2. Photon induced electron current. It is hopeless to analyze the properties of (4.12) if we
make no assumptions concerning ρel and the scattering operator sc. The simplest assumptions is
that ρel and sc commute. In this case, we get ρ̂el (λ) = ρel(λ), λ ∈ R.

Lemma 5.4. Let S = {H,H0} be the JCL-model. Furthermore, let ρel be given by (5.2). If one
of the cases (E), (S) or (C) of Proposition 5.3 is realized, then the ρel and sc commute.

Proof. If (E) holds, then ρel = f(hel0 ) which yields [ρel, sc] = 0. If (S) is valid, then the scattering
matrix {sc(λ)}λ∈R is a scalar function which shows [ρel, sc] = 0. Finally, if (C) is realized, then
the scattering matrix {sc(λ)}λ∈R diagonal. Since the ρel is given by (5.2) we get [ρel, sc] = 0. �

We will now calculate the current Jphρ0,Qelα
, see (4.12). Clearly, we have Pα(λ) =∑

n∈N0 p
el
α (λ− nω) and Ih(λ) = Pl(λ) + Pr(λ), λ ∈ R. We then set:

Pnα(λ) := Pα(λ)Pn(λ) = Pn(λ)Pα(λ) = pelα (λ− nω), α ∈ {l, r},

n ∈ N0, λ ∈ R. In the following we use the notation T̂ph (λ) = Ŝph (λ) − Ih(λ), λ ∈ R, where
{ T̂ph(λ) }λ∈R is called the transition matrix and { Ŝph(λ) }λ∈R is given by (3.28). We set:

T̂ phkαmκ(λ) := Pkα(λ) T̂ph (λ)Pmκ(λ), λ ∈ R, α,κ ∈ {l, r}, k,m ∈ N0,

and:
σ̂phkαmκ (λ) = tr( T̂ phkαmκ(λ)∗ T̂ phkαmκ(λ) ), λ ∈ R, (5.5)

which is the cross-section between the channels kα and mκ.

Proposition 5.5. Let S = {H,H0} be the JCL-model.
(i) If ρel commutes with the scattering operator sc and qel, then:

Jphρ0,Qelα
= −

∑
m,n∈N0
κ∈{l,r}

e

2π

∫
R

(
ρph(n)f(λ− µα − nω)− ρph(m)f(λ− µκ −mω)

)
σ̂phnαmκ(λ) dλ.

(5.6)
(ii) If in addition S = {H,H0} is time reversible symmetric, then

Jphρ0,Qelα
= −

∑
m,n∈N0

e

2π

∫
R

(
ρph(n)f(λ− µα − nω)− ρph(m)f(λ− µα′ −mω)

)
σ̂phnαmα′ (λ) dλ,

(5.7)
α, α′ ∈ {l, r}, α 6= α′.
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Proof. (i) Let us assume that:
qel =

∑
κ∈{l,r}

gκ(helκ ),

Notice that
qelac(λ) =

∑
κ∈{l,r}

gκ(λ)pelκ (λ), λ ∈ R. (5.8)

Inserting (5.8) into (4.12) and using qph = Ihph , we obtain the following:

Jphρ0,Q =
∑
m∈N0
α∈{l,r}

ρph(m)
∑
n∈N0

κ∈{l,r}

1
2π

∫
R
dλ φα(λ−mω)gκ(λ− nω)×

tr
(
pelα (λ−mω)

(
pelκ (λ− nω)δmn − Ŝphnm (λ)∗pelκ (λ− nω) Ŝphnm (λ)

))
,

where, for simplicity, we have set:

φα(λ) := f(λ− µα), λ ∈ R, n ∈ N0, α ∈ {l, r}. (5.9)

Accordingly, we get:

Jphρ0,Q =
∑
n∈N0

κ∈{l,r}

ρph(n) 1
2π

∫
R
dλ φκ(λ− nω)gκ(λ− nω)tr

(
pelκ (λ− nω)

)
−

∑
n∈N0

κ∈{l,r}

∑
m∈N0
α∈{l,r}

ρph(m) 1
2π

∫
R
dλ φα(λ−mω)gκ(λ− nω)× (5.10)

tr
(
pelα (λ−mω) Ŝphnm (λ)∗pelκ (λ− nω) Ŝphnm (λ)pelα (λ−mω)

)
.

Since the scattering matrix { Ŝph (λ)}λ∈R is unitary, we have:

pelκ (λ− nω) =
∑
m∈N0
α∈{l,r}

pelκ (λ− nω) Ŝphmn (λ)∗pelα (λ−mω) Ŝphmn (λ)pelκ (λ− nω), (5.11)

for n ∈ N0 and κ ∈ {l, r}. Inserting (5.11) into (5.10), we find that:

Jphρ0,Q =
∑
n∈N0

κ∈{l,r}

∑
m∈N0
α∈{l,r}

ρph(n) 1
2π

∫
R
dλ φκ(λ− nω)gκ(λ− nω)×

tr
(
pelκ (λ− nω) Ŝphnm (λ)∗pelα (λ−mω) Ŝphmn (λ)pelκ (λ− nω)

)
−∑

n∈N0
κ∈{l,r}

∑
m∈N0
α∈{l,r}

ρph(m) 1
2π

∫
R
dλ φα(λ−mω)gκ(λ− nω)×

tr
(
pelα (λ−mω) Ŝphnm (λ)∗pelκ (λ− nω) Ŝphnm (λ)pelα (λ−mω)

)
.

Using the notation (5.5), we find the following:

Jphρ0,Q =
∑
n∈N0

κ∈{l,r}

∑
m∈N0
α∈{l,r}

ρph(n) 1
2π

∫
R
dλ φκ(λ− nω)gκ(λ− nω) σ̂phmαnκ(λ)−

∑
n∈N0

κ∈{l,r}

∑
m∈N0
α∈{l,r}

ρph(m) 1
2π

∫
R
dλ φα(λ−mω)gκ(λ− nω) σ̂phnκmα(λ) .



Quantum dot light emitting-absorbing devices 39

By (3.16), we find that: ∑
m∈N0
α∈{l,r}

σ̂phmαnκ(λ) =
∑
m∈N0
α∈{l,r}

σ̂phnκmα(λ) λ ∈ R.

Using that, we obtain the following:

Jphρ0,Q =
∑

m,n∈N0
α,κ∈{l,r}

1
2π

∫
R
× (5.12)

(
ρph(n)φκ(λ− nω)− ρph(m)φα(λ−mω)

)
gκ(λ− nω) σ̂phnκmα(λ) dλ.

Setting gα(λ) = −e and gκ(λ) ≡ 0, κ 6= α, we obtain (5.6).
(ii) Straightforward computation shows that:∑
n,m∈N0

∫
R

(
ρph(n)f(λ− µa − nω)− ρph(m)f(λ− µa −mω)

)
σ̂phnαmα(λ) dλ =

∑
n,m∈N0

∫
R

(
ρph(m)f(λ− µa −mω)− ρph(n)f(λ− µa − nω)

)
σ̂phmαnα(λ) dλ.

Since σphmαnα(λ) = σphnαmα(λ), λ ∈ R, we obtain the following:∑
n,m∈N0

∫
R

(
ρph(n)f(λ− µa − nω)− ρph(m)f(λ− µa −mω)

)
σ̂phnαmα(λ) dλ =

−
∑

n,m∈N0

∫
R

(
ρph(n)f(λ− µa − nω)− ρph(m)f(λ− µa −mω)

)
σ̂phnαmα(λ) dλ

which yields:∑
n,m∈N0

∫
R

(
ρph(n)f(λ− µa − nω)− ρph(m)f(λ− µa −mω)

)
σ̂phnαmα(λ) dλ = 0.

Using that, we immediately obtain the representation (5.7) from (5.6). �

Corollary 5.6. Let S = {H,H0} be theJCL-model.
(i) If the cases cases (E), (S) or (C) of Proposition 5.3 are realized, then the representation (5.6)
holds.
(ii) If the case (E) of Proposition 5.3 is realized and the system S = {H,H0} is time reversible
symmetric, then

Jphρ0,Qelα
= −

∑
m,n∈N0

e

2π

∫
R
(ρph(n)f(λ− µ− nω)− ρph(m)f(λ− µ−mω)) σ̂phnαmα′ (λ)dλ (5.13)

n ∈ N0, α ∈ {l, r} where µ := µl = µr and α 6= α′.
(iii) If the case (E) of Proposition 5.3 is realized and the system S = {H,H0} is time reversible
and mirror symmetric, then Jphρ0,Qelα

= 0.

Proof. (i) The statement follows from Proposition 5.5(i) and Lemma 5.4.
(ii) Setting µα = µα′ formula (5.13) follows (5.7).
(iii) If S = {H,H0} is time reversible and mirror symmetric, we obtain from Lemma

2.14 (ii) that σ̂phnαmα′ (λ) = σ̂phnα′mα (λ), λ ∈ R, n,m ∈ N0, α, α′ ∈ {l, r}, α 6= α′. Using that, we
obtain from (5.13) the following:

Jphρ0,Qelα
= −

∑
m,n∈N0

e

2π

∫
R
(ρph(n)f(λ− µ− nω)− ρph(m)f(λ− µ−mω)) σ̂phnα′mα (λ)dλ.
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Interchanging m and n, we obtain:

Jphρ0,Qelα
= −

∑
m,n∈N0

e

2π

∫
R
(ρph(m)f(λ− µ−mω)− ρph(n)f(λ− µ− nω)) σ̂phmα′nα (λ)dλ.

Using that S is time reversible symmetric we get from Lemma 2.14 (i) that:

Jphρ0,Qelα
= −

∑
m,n∈N0

e

2π

∫
R
(ρph(m)f(λ− µ−mω)− ρph(n)f(λ− µ− nω)) σ̂phnαmα′ (λ)dλ.

which shows that Jphρ0,Qelα
= −Jphρ0,Qelα

. Hence Jphρ0,Qelα
= 0. �

We note that by Proposition 5.3, the contact induced current is zero, i.e. J cρ0,Qelα
= 0. Hence,

if the S is time reversible and mirror symmetric, then the total current is zero, i.e. J S
ρ0,Qelα

= 0.

Remark 5.7. Let the case (E) of Proposition 5.3 be realized, that is, µl = µr. Moreover, we
assume for simplicity that 0 =: vr 6 v := vl.

(i) If β =∞, then ρph(n) = δ0n, n ∈ N0. From (5.6), we immediately obtain that Jphρel,Qelα = 0.
That means, if the temperature is zero, then the photon-induced electron current is zero.

(ii) The photon-induced electron current might be zero even if β < ∞. Indeed, let S =
{H,H0} be time reversible symmetric and let the case (E) be realized. If ω > v + 4 and
hel(λ) := heln (λ) = hel(λ− nω), n ∈ N0. Hence, one always has n = m in formula (5.13),
which immediately yields Jphρ0,Qelα

= 0.
(iii) The photon-induced electron current might be different than zero. Indeed, let S = {H,H0}

be time reversible symmetric and let v = 2 and ω = 4, then one sees that to calculate the
Jph
ρ0,Qell

, one has to consider m = n+ 1 in formula (5.13). Therefore, we find that:

Jph
ρ0,Qell

= −
∑
n∈N0

e

2π×∫
R
dλ
(
ρph(n)f(λ− µ− nω)− ρph(n+ 1)f(λ− µ− (n+ 1)ω)

)
σ̂phnl (n+1)r (λ).

If ρph is given by (5.3) and f(λ) = fFD(λ), cf. (3.21), then one easily verifies that

∂

∂x
ρph(x)fFD(λ− µ− xω) < 0, x, µ, λ ∈ R.

Hence, ρph(n)fFD(λ − µ − nω) is decreasing in n ∈ N0 for λ, µ ∈ R which yields(
ρph(n)f(λ− µ− nω)− ρph(n+ 1)f(λ− µ− (n+ 1)ω)

)
> 0. Therefore, Jph

ρ0,Qell
6 0

which means that the photon-induced current leaves the left-hand side and enters the right-
hand side. In fact, Jph

ρ0,Qell
= 0 implies that σ̂phnl (n+1)r (λ) = 0 for n ∈ N0 and λ ∈ R, which

means that there is no scattering from the left-hand side to the right one and vice versa
which can be excluded generically.

5.2. Photon current

The photon current is related to the charge by equation:

Q := Qph = −Ihel ⊗ n,

where n = dΓ(1) = b∗b is the photon number operator on hph = F+(C), which is self-adjoint
and commutes with hph. It follows that Qph is also self-adjoint and commutes with H0. It is not
bounded, but since dom(n) = dom(hph), it is immediately obvious thatQph(H0 +θ)−1 is bounded,
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when N is a tempered charge. Its charge matrix with respect to the spectral representation Π(Hac
0 )

of Lemma 2.12 is given by:

Qph
ac (λ) = −

⊕
n∈N0

nPn(λ).

We recall that Pn(λ) is the orthogonal projection from h(λ) onto hn(λ) = hel(λ−nω), λ ∈ R. We
will now calculate the photon current or, as it is also known, the photon production rate.

5.2.1. Contact induced photon current. The following proposition is, in fact, in accordance with
the physical intuition.

Proposition 5.8. Let S = {H,H0} be the JCL-model. Then J cρ0,Qph
= 0.

Proof. We note that qelac(λ) = Ihel(λ), λ ∈ R. Inserting this into (3.25), we obtain J sc
ρel,qel = 0.

Applying Proposition 4.2 we prove J cρ0,Qph
= 0. �

The result reflects the fact that the lead contact does not contribute to the photon current,
which is plausible from the physical point of view.

5.2.2. Photon current. From Proposition 5.8, we see that only the photon-induced photon current
Jphρ0,Qph

contributes to the photon current J S
ρ0,Qph

. Since J S
ρ0,Qph

= Jphρ0,Qph
, we call Jphρ0,Qph

simply
the photon current.

Using the notation T̂ phnm (λ) := Pn(λ) T̂ph (λ) � hel(λ−mω), λ ∈ R, m,n ∈ N0. We set:

T̃ phnm(λ) = T̂ phnm (λ)sc(λ−mω), λ ∈ R, m, n ∈ N0, (5.14)

and
T̃ phnκmα(λ) := Pnκ(λ)T̃ phnm(λ) � helα (λ−mω), λ ∈ R, (5.15)

m,n ∈ N0, α,κ ∈ {l, r}, as well as σ̃phnκ mα(λ) := tr(T̃ phnκmα(λ)∗T̃ phnκmα(λ)), λ ∈ R.

Proposition 5.9. Let S = {H,H0} be the JCL-model.
(i) Then:

Jphρ0,Qph
=

∑
m,n∈N0
α,κ∈{l,r}

(n−m)ρph(m) 1
2π

∫
R
f(λ− µα −mω)σ̃phnκmα(λ)dλ. (5.16)

(ii) If ρel commutes with sc, then:

Jphρ0,Qph
=

∑
m,n∈N0
α,κ∈{l,r}

(n−m)ρph(m) 1
2π

∫
R
f(λ− µα −mω) σ̂phnκmα (λ)dλ. (5.17)

(iii) If ρel commutes with sc and S = {H,H0} is time reversible symmetric, then:

Jphρ0,Qph
=

∑
m,n∈N0,n>m
κ,α∈{l,r}

1
2π

∫
R
dλ× (5.18)

(n−m)
(
ρph(m)f(λ− µα −mω)− ρph(n)f(λ− µκ − nω)

)
σ̂phnκmα (λ),

where α′ ∈ {l, r} and α′ 6= α.
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Proof. (i) From (4.12) we get

Jphρ0,Qph
= −

∑
m,n∈N0

nρph(m)×

1
2π

∫
R
dλ tr

(
ρ̂elac(λ−mω)

(
Pn(λ)δmn − Ŝphnm (λ)∗qelac(λ− nω) Ŝphnm (λ)

))
.

Hence:

Jphρ0,Qph
= −

∑
m∈N0

mρph(m) 1
2π

∫
R

tr
(
ρ̂elac(λ−mω)

(
Pm(λ)− Ŝphmm(λ)∗ Pm(λ) Ŝphmm(λ)

))
dλ+

∑
m,n∈N0
m 6=n

nρph(m) 1
2π

∫
R

tr
(
ρ̂elac(λ−mω) Ŝphnm(λ)∗ Pn(λ) Ŝphnm(λ)

)
dλ.

Using the relation Pm(λ) = Ih(λ) −
∑
n∈N0,m6=n Pn(λ), λ ∈ R, we obtain the following:

Jphρ0,Qph
= −

∑
m,n∈N0
m6=n

mρph(m) 1
2π

∫
R

tr
(
ρ̂elac(λ−mω)

(
Ŝphnm(λ)∗ Pn(λ) Ŝphnm(λ)

))
dλ+

∑
m,n∈N0
m6=n

nρph(m) 1
2π

∫
R

tr
(
ρ̂elac(λ−mω) Ŝphnm(λ)∗ Pn(λ) Ŝphnm(λ)

)
dλ.

Since T̂ph (λ) = Ŝph (λ)− Ih(λ), λ ∈ R, we find

Jphρ0,Qph
= −

∑
m,n∈N0

(m− n)ρph(m) 1
2π

∫
R

tr
(
ρ̂elac(λ−mω) T̂ phnm(λ)∗ T̂ phnm(λ)

)
dλ.

Using (4.13) and definition (5.14) one readily sees that:

Jphρ0,Qph
= −

∑
m,n∈N0

(m− n)ρph(m) 1
2π

∫
R

tr
(
ρelac(λ−mω)T̃ phnm(λ)∗T̃ phnm(λ)

)
dλ .

Since ρelac = ρell ⊕ ρelr where ρelα is given by (5.2), we find the following:

Jphρ0,Qph
= −

∑
m,n∈N0
α,κ∈{l,r}

(m− n)ρph(m) 1
2π

∫
R
f(λ− µα −mω)tr

(
T̃ phnκmα(λ)∗T̃ phnκmα(λ)

)
dλ,

where we have used (5.15). Using σ̃phnκ mα(λ) = tr(T̃ phnκmα(λ)∗T̃ phnκmα(λ)), we prove (5.16).
(ii) If ρelac commutes with sc, then ρ̂elac (λ) = ρelac(λ), λ ∈ R, which yields that one can

replace σ̃phnκmα(λ) by σ̂phnκmα (λ), λ ∈ R. Therefore, (5.17) holds.
(iii) Clearly, we have:

Jphρ0,Qph
= (5.19)∑

m,n∈N0,n>m
α,κ∈{l,r}

(n−m)ρph(m) 1
2π

∫
R
f(λ− µα −mω) σ̂phnκmα (λ)dλ+

∑
m,n∈N0,n<m
α,κ∈{l,r}

(n−m)ρph(m) 1
2π

∫
R
f(λ− µα −mω) σ̂phnκmα (λ)dλ .
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Moreover, a straightforward computation shows the following:∑
m,n∈N0,n<m
α,κ∈{l,r}

(n−m)ρph(m) 1
2π

∫
R
f(λ− µα −mω) σ̂phnκmα (λ)dλ =

∑
m,n∈N0,n>m
α,κ∈{l,r}

(m− n)ρph(n) 1
2π

∫
R
f(λ− µκ − nω) σ̂phmαnκ (λ)dλ.

Since S = {H,H0} is time reversible symmetric, we find the following:∑
m,n∈N0,n<m
α,κ∈{l,r}

(n−m)ρph(m) 1
2π

∫
R
f(λ− µα −mω) σ̂phmαnκ (λ)dλ = (5.20)

∑
m,n∈N0,n>m
α,κ∈{l,r}

(m− n)ρph(n) 1
2π

∫
R
f(λ− µκ − nω) σ̂phnκmα (λ)dλ.

Inserting (5.20) into (5.19), we obtain (5.18). �

Corollary 5.10. Let S = {H,H0} be the JCL-model and let f = fFD. If case (E) of Proposition
5.3 is realized and S = {H,H0} is time reversible symmetric, then Jphρ0,Qph

> 0.

Proof. We set µ := µl = µr. One has:

ρph(m)f(λ− µ−mω)− ρph(n)f(λ− µ− nω) =
e−mβω(1− e−(n−m)βω)fFD(λ− µ−mω)fFD(λ− µ− nω) > 0,

for n > m. From (5.18), we see that Jphρ0,Qph
> 0. �

Remark 5.11. We will now comment the results. If Jphρ0,Qph
> 0, then system S is called light

emitting. Similarly, if Jphρ0,Qph
6 0, then we call it light absorbing. Of course if S is light emitting

and absorbing, then Jphρ0,Qph
= 0.

(i) If β =∞, then ρph(m) = δ0m, m ∈ N0. Inserting this into (5.16), we get:

Jphρ0,Qph
=

∑
n∈N0

α,κ∈{l,r}

n
1

2π

∫
R
f(λ− µα)σ̃phnκ0α(λ)dλ > 0

Hence, the system S is light emitting.
(ii) Let us show S might be light emitting even if β < ∞. We consider the case (E) of

Proposition 5.3. If S is time reversible symmetric, then it follows from Corollary 5.10 that
the system is light emitting.

If the system S is time reversible and mirror symmetric, then Jphρ0,Qelα
= 0, α ∈ {l, r},

by Corollary 5.6(iii) . Since J cρ0,Qel
= 0 by Proposition 5.3, we get that J S

ρ0,Qelα
= 0 but

the photon current is larger than zero. So our JCL-model is light emitting by a zero total
electron current J S

ρ0,Qelα
.

Let vr = 0, vl = 2 and ω = 4. Hence S is not mirror symmetric. Then, we get from
Remark 5.7(iii) that Jph

ρ0,Qell
= −Jphρ0,Qelr

6 0. Hence, there is an electron current from the

left to the right lead. Notice that by Proposition 5.3 J c
ρ0,Qell

= 0. Hence, J S
ρ0,Qell

6 0.
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(iii) To realize a light absorbing situation, we consider the case (S) of Proposition 5.3 and
assume that S is time reversible symmetric. Notice that by Lemma 5.4, sc commutes with
ρel. We make the following choices:

vr = 0, vl > 4, ω = vl, µl = 0, µr = ω = vl.

It follows out that with respect to the representation (5.18) one has only to m = n − 1,
κ = r and α = l. Hence,

Jphρ0,Qph
=
∑
n∈N

1
2π×∫

R
dλ
(
ρph(n− 1)f(λ− (n− 1)ω)− ρph(n)f(λ− (n+ 1)ω)

)
σ̂phnl(n−1)r (λ)

Since, f(λ) = fFD(λ), we find:

ρph(n− 1)f(λ− (n− 1)ω)− ρph(n)f(λ− (n+ 1)ω) =
ρph(n− 1)f(λ− (n− 1)ω)f(λ− (n+ 1)ω)×(
1 + eβ(λ−(n+1)ω) − e−βω(1 + eβ(λ−ω(n−1)))

)
,

or

ρph(n− 1)f(λ− (n− 1)ω)− ρph(n)f(λ− (n+ 1)ω) =
ρph(n− 1)f(λ− (n− 1)ω)f(λ− (n+ 1)ω)(1− e−βω)(1− eβ(λ−ωn)).

Since λ−nω > 0 we find ρph(n−1)f(λ− (n−1)ω)−ρph(n)f(λ− (n+ 1)ω) 6 0 which
yields Jphρ0,Qph

6 0.
To calculate Jph

ρ0,Qell
, we use formula (5.7). Setting α = l, we obtain α′ = r, which yields

Jph
ρ0,Qell

=−
∑

m,n∈N0

e

2π×∫
R
dλ
(
ρph(n)f(λ− µr − nω)− ρph(m)f(λ− µl −mω)

)
σ̂phnlmr(λ) .

One verifies that σ̂ph0l0r(λ) = 0 and σ̂phnlmr(λ) = 0 for m 6= n+ 1, n ∈ N. Hence,

Jph
ρ0,Qell

= −
∑
n∈N

e

2π×∫
R
dλ
(
ρph(n)f(λ− µr − nω)− ρph(n− 1)f(λ− µl − (n+ 1)ω)

)
σ̂phnl(n+1)r(λ) ,

Since µr = ω and µl = 0, we find:

Jph
ρ0,Qell

=−
∑
n∈N

e

2π×∫
R
f(λ− (n+ 1)ω)ρph(n− 1)(1− e−βω) σ̂phnl(n+1)r(λ) dλ 6 0.

Hence, there is electron current flowing from the left to right induced by photons. We recall
that J c

ρ0,Qell
= 0.
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Let Ω ⊂ R2 be the exterior of a convex polygon whose side lengths are `1, . . . , `M . For a real constant α, let
HΩ
α denote the Laplacian in Ω, u 7→ −∆u, with the Robin boundary conditions ∂u/∂ν = αu at ∂Ω, where

ν is the outer unit normal. We show that, for any fixed m ∈ N, the mth eigenvalue EΩ
m(α) of HΩ

α behaves
as EΩ

m(α) = −α2 + µDm + O(α−1/2) as α → +∞, where µDm stands for the mth eigenvalue of the operator
D1⊕· · ·⊕DM and Dn denotes the one-dimensional Laplacian f 7→ −f ′′ on (0, `n) with the Dirichlet boundary
conditions.
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1. Introduction

1.1. Laplacian with Robin boundary conditions

Let Ω ⊂ Rd, d ≥ 2, be a connected domain with a compact Lipschitz boundary ∂Ω.
For α > 0, let HΩ

α denote the Laplacian u 7→ −∆u in Ω with the Robin boundary conditions
∂u/∂ν = αu at ∂Ω, where ν stands for the outer unit normal. More precisely, HΩ

α is the
self-adjoint operator in L2(Ω) generated by the sesquilinear form:

hΩ
α(u, u) =

∫∫
Ω

|∇u|2 dx− α
∫
∂Ω

|u|2 dσ, D(hΩ
α) = W 1,2(Ω).

Here and below, σ denotes the (d− 1)-dimensional Hausdorff measure.
One checks in the standard way that the operator HΩ

α is semibounded from below.
If Ω is bounded (i.e. Ω is an interior domain), then it has a compact resolvent, and we denote
by EΩ

m(β), m ∈ N, its eigenvalues taken according to their multiplicities and enumerated
in the non-decreasing order. If Ω is unbounded (i.e. Ω is an exterior domain), then the
essential spectrum of HΩ

α coincides with [0,+∞), and the discrete spectrum consists of
finitely many eigenvalues which will be denoted again by EΩ

m(α), m ∈ {1, . . . , Kα}, and
enumerated in the non-decreasing order taking into account the multiplicities.

We are interested in the behavior of the eigenvalues EΩ
m(α) for large α. It seems

that the problem was introduced by Lacey, Ockedon, Sabina [11] when studying a reaction-
diffusion system. Giorgi and Smits [6] studied a link to the theory of enhanced surface su-
perconductivity. Recently, Freitas and Krejčiřı́k [10] and then Pankrashkin and Popoff [15]
studied the eigenvalue asymptotics in the context of the spectral optimization.



Robin-Laplacian eigenvalues 47

Let us list some available results. Under various assumptions one showed the
asymptotics of the form:

EΩ
m(α) = −CΩα

2 + o(α2) as α tends to +∞, (1)

where CΩ ≥ 1 is a constant depending on the geometric properties of Ω. Lacey, Ockedon,
Sabina [11] showed (1) with m = 1 for C4 compact domains, for which CΩ = 1, and for
triangles, for which CΩ = 2/(1 − cos θ), where θ is the smallest corner. Lu and Zhu [13]
showed (1) with m = 1 and CΩ = 1 for compact C1 smooth domains, and Daners and
Kennedy [2] extended the result to any fixed m ∈ N. Levitin and Parnovski [12] showed
(1) with m = 1 for domains with piecewise smooth compact Lipschitz boundaries. They
proved, in particular, that if Ω is a curvilinear polygon whose smallest corner is θ, then for
θ < π there holds CΩ = 2/(1− cos θ), otherwise CΩ = 1. Pankrashkin [14] considered two-
dimensional domains with a piecewise C4 smooth compact boundary and without convex
corners, and it was shown that EΩ

1 (α) = −α2 − γα + O(α2/3), where γ is the maximum
of the signed curvature at the boundary. Exner, Minakov, Parnovski [4] showed that for
compact C4 smooth domains the same asymptotics EΩ

m(α) = −α2 − γα + O(α2/3) holds
for any fixed m ∈ N. Similar results were obtained by Exner and Minakov [3] for a
class of two-dimensional domains with non-compact boundaries and by Pankrashkin and
Popoff [15] for C3 compact domains in arbitrary dimensions. Cakoni, Chaulet, Haddar [1]
studied the asymptotic behavior of higher eigenvalues.

1.2. Problem setting and the main result

The computation of further terms in the eigenvalue asymptotics needs more pre-
cise geometric assumptions. To our knowledge, such results are available for the two-
dimensional case only. Helffer and Pankrashkin [9] studied the tunneling effect for the
eigenvalues of a specific domain with two equal corners, and Helffer and Kachmar [8]
considered the domains whose boundary curvature has a unique non-degenerate maximum.
The machinery of both papers is based on the asymptotic properties of the eigenfunctions:
it was shown that the eigenfunctions corresponding to the lowest eigenvalues concentrate
near the smallest convex corner at the boundary or, if no convex corners are present,
near the point of the maximum curvature, and this is used to obtain the corresponding
eigenvalue asymptotics.

The aim of the present note is to consider a new class of two-dimensional domains Ω.
Namely, our assumption is as follows:

The domain R2 \ Ω is a convex polygon (with straight edges).

Such domains are not covered by the above cited works: all the corners are non-convex,
and the curvature is constant on the smooth part of the boundary, and it is not clear how
the eigenfunctions are concentrated along the boundary. We hope that our result will be of
use for the understanding of the role of non-convex corners.

In order to formulate the main result, we first need some notation. We denote the
vertices of the polygon R2 \ Ω by A1, . . . , AM ∈ R2, M ≥ 3, and assume that they are
enumerated is such a way that the boundary ∂Ω is the union of the M line segments
Ln := [An, An+1], n ∈ {1, . . . ,M}, where we denote AM+1 := A1, A0 := AM . It is
also assumed that there are no artificial vertices, i.e. that An /∈ [An−1, An+1] for any
n ∈ {1, . . . ,M}.

Furthermore, we denote by `n the length of the side Ln, and by Dn the Dirichlet
Laplacian f 7→ −f ′′ on (0, `n) viewed as a self-adjoint operator in L2(0, `n). The main result
of the present note is as follows:
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Theorem 1. For any fixed m ∈ N there holds:

EΩ
m(α) = −α2 + µDm +O

( 1√
α

)
as α tends to +∞,

where µDm is the mth eigenvalue of the operator D1 ⊕ · · · ⊕DM .

The proof is based on the machinery proposed by Exner and Post [5] to study
the convergence on graph-like manifolds. In reality, our construction appears to be quite
similar to that of Post [16], which was used to study decoupled waveguides.

We remark that due to the presence of non-convex corners the domain of the oper-
ator HΩ

α contains singular functions and is not included in W 2,2(Ω), see e.g. Grisvard [7].
This does not produce any difficulties, as our approach is purely variational and is entirely
based on analysis of the sesqulinear form.

2. Preliminaries

2.1. Auxiliary operators

For α > 0, we denote by Tα the following self-adjoint operator in L2(R+):

Tαv = −v′′, D(Tα) =
{
v ∈ W 2,2(R+) : v′(0) + αv(0) = 0

}
.

It is well known that:

specTα = {−α2} ∪ [0,+∞), ker(T + α2) = Cϕα, ϕα(s) :=
e−αs√

2α
. (2)

The sesqulinear form tα for the operator Tα looks as follows:

tα(v, v) =

∞∫
0

∣∣v′(s)∣∣2ds− α
∣∣v(0)

∣∣2, D(tα) = W 1,2(R+).

Lemma 2. For any v ∈ W 1,2(R+), there holds:
∞∫

0

∣∣v(s)
∣∣2ds−

∣∣∣∣
∞∫

0

ϕα(s)v(s)ds

∣∣∣∣2 ≤ 1

α2

( ∞∫
0

∣∣v′(s)∣∣2ds− α
∣∣v(0)

∣∣2 + α2

∞∫
0

∣∣v(s)
∣∣2ds

)
.

Proof. We denote by P the orthogonal projector on ker(Tα + α2) in L2(R+), then by the
spectral theorem, we have:

tα(v, v) + α2‖Pv‖2 = tα(v − Pv, v − Pv) ≥ 0,

for any v ∈ D(tα). As ϕα is normalized, there holds∣∣∣∣
∞∫

0

ϕα(x)v(x)dx

∣∣∣∣ = ‖Pv‖,

and we arrive at the conclusion. �

Another important estimate is as follows, see Lemmas 2.6 and 2.8 in [12]:

Lemma 3. Let Λ ⊂ R2 be an infinite sector of opening θ ∈ (0, 2π), then for any ε > 0
and any function v ∈ W 1,2(Λ) there holds:∫

∂Λ

|v|2ds ≤ ε

∫∫
Λ

|∇v|2dx+
Cθ
ε

∫∫
Λ

|v|2dx with Cθ =


2

1− cos θ
, θ ∈ (0, π),

1, θ ∈ [π, 2π).
(3)
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2.2. Decomposition of Ω

Let us proceed with a decomposition of the domain Ω which will be used through the
proof. Let n ∈ {1, . . . ,M}. We denote by S1

n and S2
n the half-lines originating respectively

at An and An+1, orthogonal to Ln and contained in Ω. By Πn, we denote the half-strip
bounded by the half-lines S1

n and S2
n and the line segment Ln, and by Λn we denote the

infinite sector bounded by the lines S2
n−1 and S1

n and contained in Ω. The constructions
are illustrated in Fig. 1. We note that the 2M sets Λn and Πn, n ∈ {1, . . . ,M}, are
non-intersecting and that Ω =

⋃M
n=1 Λn ∪

⋃M
n=1 Πn.

We deduce from Lemma 3:

Lemma 4. There exists a constant C > 0 such that for any ε > 0, any n ∈ {1, . . . ,M}
and any v ∈ W 1,2(Λn) there holds∫

∂Λn

|v|2dσ ≤ Cε
(∫∫

Λn

|∇v|2dx+
1

ε2

∫∫
Λn

|v|2dx
)
.

Furthermore, for each n ∈ {1, . . . ,M} we denote by Θn the uniquely defined isome-
try R2 → R2 such that:

An = Θn(0, 0) and Πn = Θn

(
(0, `n)× R+

)
:

We remark that due to the spectral properties of the above operator Tα, see (2), we have,
for any u ∈ W 1,2(Πn),

`n∫
0

∞∫
0

∣∣∣ ∂
∂s
u
(
Θn(t, s)

)∣∣∣2ds dt− α
`n∫

0

∣∣∣u(Θn(t, s)
)∣∣∣2dt+ α2

`n∫
0

∞∫
0

∣∣∣u(Θn(t, s)
)∣∣∣2ds dt

=

`n∫
0

( ∞∫
0

∣∣∣ ∂
∂s
u
(
Θn(t, s)

)∣∣∣2ds− α
∣∣∣u(Θn(t, 0)

)∣∣∣2 + α

∞∫
0

∣∣∣u(Θn(t, s)
)∣∣∣2ds

)
dt ≥ 0,

which implies, in particular, the following:

0 ≤
`n∫

0

∞∫
0

∣∣∣ ∂
∂t
u
(
Θn(t, s)

)∣∣∣2ds dt

≤
`n∫

0

∞∫
0

∣∣∣ ∂
∂t
u
(
Θn(t, s)

)∣∣∣2ds dt+

`n∫
0

∞∫
0

∣∣∣ ∂
∂s
u
(
Θn(t, s)

)∣∣∣2ds dt

− α
`n∫

0

∣∣∣u(Θn(t, 0)
)∣∣∣2dt+ α2

`n∫
0

∞∫
0

∣∣∣u(Θn(t, s)
)∣∣∣2ds dt

=

∫∫
Πn

|∇u|2dx− α
∫
Ln

|u|2dσ + α2

∫∫
Πn

|u|2dx. (4)

2.3. Eigenvalues and identification maps

We will use an eigenvalue estimate which is based on the max-min principle and is
just a suitable reformulation of Lemma 2.1 in [5] or of Lemma 2.2 in [16]:
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FIG. 1. Decomposition of the domain

Proposition 5. Let B and B′ be non-negative self-adjoint operators acting respectively in
Hilbert space H and H′ and generated by sesqulinear form b and b′. Choose m ∈ N and
assume that the operator B has at least m eigenvalues λ1 ≤ · · · ≤ λm < inf specess B and
that the operator B′ has a compact resolvent. If there exists a linear map J : D(b)→ D(b′)
(identification map) and two constants δ1, δ2 > 0 such that δ1 ≤ (1 + λm)−1, and that for
any u ∈ D(b) there holds:

‖u‖2 − ‖Ju‖2 ≤ δ1

(
b(u, u) + ‖u‖2

)
,

b′(Ju, Ju)− b(u, u) ≤ δ2

(
b(u, u) + ‖u‖2

)
,

then

λ′m ≤ λm +
(λmδ1 + δ2)(1 + λm)

1− (1 + λm)δ1

,

where λ′m is the mth eigenvalue of the operator B′.

3. Proof of Theorem 1

3.1. Dirichlet-Neumann bracketing

Consider the following sesqulinear form:

hΩ,D
α (u, u) =

M∑
n=1

∫∫
Λn

|∇u|2dx+
M∑
n=1

(∫∫
Πn

|∇u|2dx− α
∫
Ln

|u|2dσ

)
,

D(hΩ,D
α ) =

M⊕
n=1

W 1,2
0 (Λn)⊕

M⊕
n=1

W̃ 1,2
0 (Πn),

W̃ 1,2
0 (Πn) :=

{
f ∈ W 1,2(Πn) : f = 0 at S1

n ∪S2
n

}
,

and denote by HΩ,D
α the associated self-adjoint operator in L2(Ω). Clearly, the form hΩ,D

α is
a restriction of the initial form hΩ

α , and due to the max-min principle we have:

EΩ
m(α) ≤ EΩ,D

m (α),



Robin-Laplacian eigenvalues 51

where EΩ,D
m (α) is the mth eigenvalue of HΩ,D

α (as soon at it exists). On the other hand, we
have the decomposition:

HΩ,D
α =

M⊕
n=1

(
−∆D

n

)
⊕

M⊕
n=1

GD
n,α,

where (−∆D
n ) is the Dirichlet Laplacian in L2(Λn) and GD

n,α is the self-adjoint operator in
L2(Πn) generated by the sesquilinear form:

gDn,α(u, u) =

∫∫
Πn

|∇u|2dx− α
∫
Ln

|u|2dσ, D(gDn,α) = W̃ 1,2
0 (Πn).

Consider the following unitary maps:

Un : L2(Πn)→ L2
(
(0, `n)× R+

)
, Unf := f ◦Θn, n ∈ {1, . . . ,M},

then it is straightforward to check that UnGD
n,αU

∗
n = Dn⊗1+Tα⊗1. As the operators (−∆D

n )

are non-negative, it follows that specessH
Ω,D
α = [0,+∞) and that EΩ,D

m (α) = −α2 + µDm,
which gives the majoration:

EΩ
m(α) ≤ −α2 + µDm, (5)

for all m with µDm < α2. In particular, the inequality (5) holds for any fixed m as α tends
to +∞.

Similarly, we introduce the following sesquilinear form:

hΩ,N
α (u, u) =

M∑
n=1

∫∫
Λn

|∇u|2dx+
M∑
n=1

(∫∫
Πn

|∇u|2dx− α
∫
Ln

|u|2dσ

)
,

D(hΩ,N
α ) =

M⊕
n=1

W 1,2(Λn)⊕
M⊕
n=1

W 1,2(Πn),

and denote by HΩ,N
α the associated self-adjoint operator in L2(Ω). Clearly, the initial form

hΩ
α is a restriction of the form hN,Ωα , and due to the max-min principle we have:

EΩ,N
m (α) ≤ EΩ

m(α),

where EΩ,N
m (α) is the mth eigenvalue of HΩ,N

α , and the inequality holds for those m for
which EΩ

m(α) exists. On the other hand, we have the decomposition:

HΩ,N
α =

M⊕
n=1

(
−∆N

n

)
⊕

M⊕
n=1

GN
n,α,

where (−∆N
n ) denotes the Neumann Laplacian in L2(Λn) and GN

n,α is the self-adjoint oper-
ator in L2(Πn) generated by the sesquilinear form

gNn,α(u, u) =

∫∫
Πn

|∇u|2dx− α
∫
Ln

|u|2dσ, D(gNn,α) = W 1,2(Πn).

There holds UnGN
n,αU

∗
n = Nn ⊗ 1 + Tα ⊗ 1, where Nn is the operator f 7→ −f ′′ on (0, `n)

with the Neumann boundary condition viewed as a self-adjoint operator in the Hilbert
space L2(0, `n), n ∈ {1, . . . ,M}. The operators (−∆N

n ) are non-negative, and we have
specessH

Ω,N
α = [0,+∞) and EΩ,N

m (α) = −α2 + µNm, where µNm is the mth eigenvalue of the
operator N1 ⊕ · · · ⊕NM . Thus, we obtain the minorations:

HΩ
α ≥ −α2 and EΩ

m(α) ≥ −α2 + µNm, (6)
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which holds for any fixed m as α tends to +∞. By combining the inequalities (5) and (6)
we also obtain the rough estimate:

EΩ
m(α) = −α2 +O(1) for any fixed m and for α tending to +∞. (7)

3.2. Construction of an identification map

In order to conclude the proof of Theorem 1, we will apply Proposition 5 to the
operators:

B = HΩ
α + α2, B′ = D1 ⊕ · · · ⊕Dn,

which will allow us to obtain another inequality between the quantities:

λm = EΩ
m(α) + α2, λ′m = µDm.

Note that for any fixed m ∈ N, one has λm = O(1) for large α, see (7). Therefore, it
is sufficient to construct an identification map J = Jα as in Proposition 5 with δ1 + δ2 =
O(α−1/2). Recall that the respective forms b and b ′ in our case are given by:

b(u, u) = hΩ
α(u, u) + α2‖u‖2, D(b) = D(hΩ

α) = W 1,2(Ω),

b ′(f, f) =
M∑
n=1

`n∫
0

∣∣f ′n(t)
∣∣2dt, D(b ′) =

{
f = (f1, . . . , fM) : fn ∈ W 1,2

0 (0, `n)
}
.

Here and below, by ‖u‖ we mean the usual norm in L2(Ω). The positivity of b ′ is obvious,
and the positivity of b follows from (6).

Consider the maps:

Pn,α : W 1,2(Πn)→ L2(0, `n), (Pn,αu)(t) =

∞∫
0

ϕα(s)u
(
Θn(t, s)

)
ds, n ∈ {1, . . . ,M}.

If u ∈ W 1,2(Ω), then u ∈ W 1,2(Πn) for any n ∈ {1, . . . ,M}, and one can estimate, using
the Cauchy-Schwarz inequality:

∣∣(Pn,αu)(0)
∣∣2 +

∣∣(Pn,αu)(`n)
∣∣2 ≤ ∞∫

0

∣∣u(Θn(0, s)
)∣∣2ds+

∞∫
0

∣∣u(Θn(`n, s)
)∣∣2ds

=

∫
S1
n

|u|2dσ +

∫
S2
n

|u|2dσ.

As S2
n−1 ∪S1

n = ∂Λn, we can use Lemma 4 with ε = α−1, which gives:

M∑
n=1

(∣∣(Pn,αu)(0)
∣∣2 +

∣∣(Pn,αu)(`n)
∣∣2) ≤ M∑

n=1

(∫
S1
n

|u|2dσ +

∫
S2
n

|u|2dσ
)

=
M∑
n=1

∫
∂Λn

|u|2dσ ≤ C

α

M∑
n=1

(∫∫
Λn

|∇u|2dx+ α2

∫∫
Λn

|u|2dx

)
. (8)

For each n ∈ {1, . . . ,M}, we introduce a map:

πn : (0, `n)→ {0, `n}, πn(t) = 0 for t <
`n
2
, πn(t) = `n otherwise,
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and choose a function: ρn ∈ C∞
(
[0, `n]

)
with ρn(0) = ρn(`n) = 1 and ρn

(`n
2

)
= 0.

Finally, we define:

Jα : W 1,2(Ω)→
M⊕
n=1

L2(0, `n), (Jαu)n(t) = (Pn,αu)(t)− (Pn,αu)
(
πn(t)

)
ρn(t).

We remark that (Jαu)n ∈ W 1,2
0 (0, `n) for any u ∈ W 1,2(Ω) and n ∈ {1, . . . ,M}, i.e. Jα maps

D(b) into D(b ′) and will be used as an identification map.

3.3. Estimates for the identification map

Take any δ > 0. Using the following inequality:

(a1 + a2)2 ≥ (1− δ)a2
1 −

1

δ
a2

2, a1, a2 ≥ 0,

we estimate:

‖u‖2 − ‖Jαu‖2 =
M∑
n=1

∫∫
Λn

|u|2dx+
M∑
n=1

(∫∫
Πn

|u|2dx−
`n∫

0

∣∣∣(Pn,αu)(t)− (Pn,αu)(π(t)
)
ρ(t)

∣∣∣2dt
)

≤
M∑
n=1

∫∫
Λn

|u|2dx+
M∑
n=1

(∫∫
Πn

|u|2dx− (1− δ)
`n∫

0

∣∣(Pn,αu)(t)∣∣2dt+
1

δ

`n∫
0

∣∣(Pn,αu)(π(t)
)
ρ(t)

∣∣2dt

)

=
M∑
n=1

∫∫
Λn

|u|2dx+
M∑
n=1

(∫∫
Πn

|u|2dx−
`n∫

0

∣∣(Pn,αu)(t)∣∣2dt

)

+δ
M∑
n=1

`n∫
0

∣∣(Pn,αu)(t)∣∣2dt+
1

δ

M∑
n=1

`n∫
0

∣∣∣(Pn,αu)(π(t)
)
ρn(t)

∣∣∣2dt

=: I1 + I2 + I3 + I4.

We have the trivial inequality:

I1 ≤
1

α2

M∑
n=1

(∫∫
Λn

|∇u|2dx+ α2

∫∫
Λn

|u|2dx
)
.

To estimate the term I2, we use Lemma 2 and then (4):

I2 =
M∑
n=1

`n∫
0

( ∞∫
0

∣∣u(Θn(t, s)
)∣∣2ds−

∣∣∣ ∞∫
0

ϕα(s)u
(
Θn(t, s)

)
ds
∣∣∣2)dt

≤ 1

α2

M∑
n=1

`n∫
0

( ∞∫
0

∣∣∣ ∂
∂s
u
(
Θn(t, s)

)∣∣∣2ds− α
∣∣u(Θn(t, 0)

)∣∣2 + α2

∞∫
0

∣∣u(Θn(t, s)
)∣∣2ds

)
dt

≤ 1

α2

M∑
n=1

(∫∫
Πn

|∇u|2dx−
∫
Ln

|u|2dσ + α2

∫∫
Πn

|u|2dx
)
,
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which gives:

I1 + I2 ≤
1

α2

(
hΩ
α(u, u) + α2‖u‖2

)
.

Furthermore, with the help of the Cauchy-Schwarz inequality, we have:

I3 ≤ δ
M∑
n=1

`n∫
0

∞∫
0

∣∣∣u(Θn(t, s)
)∣∣∣2ds dt = δ

M∑
n=1

∫∫
Πn

|u|2dx ≤ δ‖u‖2,

To estimate the last term, I4, we introduce the following constant:

R := max
{ `n∫

0

∣∣ρn(t)
∣∣2dt : n ∈ {1, . . . ,M}

}
,

then, using first the estimate (8), and then the inequality (4),

I4 ≤
R

δ

M∑
n=1

sup
t∈(0,`n)

∣∣∣(Pn,αu)(πn(t)
)∣∣∣2

≤ R

δ

M∑
n=1

(∣∣(Pn,αu)(0)
∣∣2 +

∣∣(Pn,αu)(`n)
∣∣2)

≤ RC

δα

M∑
n=1

(∫∫
Λn

|∇u|2dx+ α2

∫∫
Λn

|u|2dx

)

≤ RC

δα

[ M∑
n=1

(∫∫
Λn

|∇u|2dx+ α2

∫∫
Λn

|u|2dx
)

+
M∑
n=1

(∫∫
Πn

|∇u|2dx−
∫
Ln

|u|2dσ + α2

∫∫
Πn

|u|2dx
)]

=
RC

δα

(
hΩ
α(u, u) + α2‖u‖

)
.

Choosing δ = α−1/2 and summing up the four terms, we see that:

‖u‖2 − ‖Jαu‖2 ≤ c1√
α

(
hΩ
α(u, u) + α2‖u‖2 + ‖u‖2

)
≡ c1√

α

(
b(u, u) + ‖u‖2

)
,

with a suitable constant c1 > 0.
Now, we need to compare b ′(Jαu, Jαu) and b(u, u). Take δ ∈ (0, 1) and use the

inequality:

(a1 + a2)2 ≤ (1 + δ)a2
1 +

2

δ
a2

2, a1, a2 ≥ 0,
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Then:

b ′(Jαu, Jαu)− b(u, u) =
M∑
n=1

`n∫
0

∣∣∣(Pn,αu)′ − ρ ′n
[
(Pn,αu) ◦ πn

]∣∣∣2dt−
(
hΩ
α(u, u) + α2‖u‖2

)

≤(1 + δ)
M∑
n=1

`n∫
0

∣∣∣(Pn,αu)′
∣∣∣2dt+

2

δ

M∑
n=1

`n∫
0

∣∣∣ρ ′n[(Pn,αu) ◦ πn
]∣∣∣2dt

−
M∑
n=1

(∫∫
Λn

|∇u|2dx+ α2

∫∫
Λn

|u|2dx

)

−
M∑
n=1

(∫∫
Πn

|∇u|2dx−
∫
Ln

|u|2dσ + α2

∫∫
Πn

|u|2dx
)

≤ (1 + δ)
M∑
n=1

`n∫
0

∣∣∣(Pn,αu)′
∣∣∣2dt+

2

δ

M∑
n=1

`n∫
0

∣∣∣ρ ′n[(Pn,αu) ◦ πn
]∣∣∣2dt

−
M∑
n=1

(∫∫
Πn

|∇u|2dx−
∫
Ln

|u|2dσ + α2

∫∫
Πn

|u|2dx
)
.

(9)

Using first the Cauchy-Schwarz inequality and then inequality (4), we have:
`n∫

0

∣∣(Pn,αu)′
∣∣2dt ≤

`n∫
0

∞∫
0

∣∣∣ ∂
∂t
u
(
Θn(t, s)

)∣∣∣2ds dt ≤
∫∫
Πn

|∇u|2dx−
∫
Ln

|u|2dσ + α2

∫∫
Πn

|u|2dx.

Substituting the last inequality into (9), we arrive at:

b ′(Jαu, Jαu)− b(u, u) ≤ δ
M∑
n=1

(∫∫
Πn

|∇u|2dx−
∫
Ln

|u|2dσ + α2

∫∫
Πn

|u|2dx
)

+
2

δ

M∑
n=1

`n∫
0

∣∣∣ρ′n[(Pn,αu) ◦ πn
]∣∣∣2dt.

(10)

Furthermore, using the constant:

R ′ := max
{ `n∫

0

∣∣ρ′n(t)
∣∣2dt : n ∈ {1, . . . ,M}

}
,

and the inequality (8), we have:

M∑
n=1

`n∫
0

∣∣∣ρ′n[(Pn,αu) ◦ πn
]∣∣∣2dt ≤ R ′

M∑
n=1

sup
t∈(0,`n)

∣∣(Pn,αu)
(
πn(t)

)∣∣2
≤ R ′

M∑
n=1

(∣∣(Pn,αu)(0)
∣∣2 +

∣∣(Pn,αu)(`n)
∣∣2) ≤ R ′C

α

M∑
n=1

(∫∫
Λn

|∇u|2dx+ α2

∫∫
Λn

|u|2dx

)
.
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The substitution of this inequality into (10) and the choice δ = α−1/2 then leads to:

b ′(Ju, Ju)− b(u, u) ≤ c2√
α

(
hΩ
α(u, u) + α2‖u‖2

)
≤ c2√

α

(
b(u, u) + ‖u‖2

)
,

with a suitable constant c2 > 0. By Proposition 5, for any fixed m ∈ N and for large α, we
have the estimate µDm ≤ EΩ

m(α) +α2 +O(α−1/2). The combination with (5) gives the result.

Acknowledgments

The work was partially supported by ANR NOSEVOL (ANR 2011 BS01019 01)
and GDR Dynamique quantique (GDR CNRS 2279 DYNQUA).

References

[1] F. Cakoni, N. Chaulet, H. Haddar. On the asymptotics of a Robin eigenvalue problem. Comptes Rendus
Math., 351 (13–14), P. 517–521 (2013).

[2] D. Daners, J.B. Kennedy. On the asymptotic behaviour of the eigenvalues of a Robin problem. Differen-
tial Integr. Equ., 23 (7–8), P. 659–669 (2010).

[3] P. Exner, A. Minakov. Curvature-induced bound states in Robin waveguides and their asymptotical
properties. J. Math. Phys., 55 (12), P. 122101 (2014).

[4] P. Exner, A. Minakov, L. Parnovski. Asymptotic eigenvalue estimates for a Robin problem with a large
parameter. Portugal. Math., 71 (2), P. 141–156 (2014).

[5] P. Exner, O. Post. Convergence of spectra of graph-like thin manifolds. J. Geom. Phys., 54 (1), P. 77–
115 (2005).

[6] T. Giorgi, R. Smits. Eigenvalue estimates and critical temperature in zero fields for enhanced surface
superconductivity. Z. Angew. Math. Phys., 58 (2), P. 224–245 (2007).

[7] P. Grisvard. Singularities in boundary value problems. Recherches en Mathématiques Appliques,
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[10] P. Freitas, D. Krejčiřı́k. The first Robin eigenvalue with negative boundary parameter.
arXiv:1403.6666, (2014).

[11] A.A. Lacey, J.R. Ockendon, J. Sabina. Multidimensional reaction diffusion equations with nonlinear
boundary conditions. SIAM J. Appl. Math., 58 (5), P. 1622–1647 (1998).

[12] M. Levitin, L. Parnovski. On the principal eigenvalue of a Robin problem with a large parameter. Math.
Nachr., 281 (2), P. 272–281 (2008).

[13] Y. Lou, M. Zhu. A singularly perturbed linear eigenvalue problem in C1 domains. Pacific J. Math., 214
(2), P. 323–334 (2004).

[14] K. Pankrashkin. On the asymptotics of the principal eigenvalue for a Robin problem with a large
parameter in planar domains. Nanosystems: Phys. Chem. Math., 4 (4), P. 474–483 (2013).

[15] K. Pankrashkin, N. Popoff. Mean curvature bounds and eigenvalues of Robin Laplacians.
arXiv:1407.3087, (2014).

[16] O. Post. Branched quantum wave guides with Dirichlet boundary conditions: the decoupling case.
J. Phys. A, 38 (22), P. 4917–4932 (2005).



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2015, 6 (1), P. 57–62

THERMALLY INDUCED TRANSITIONS AND MINIMUM
ENERGY PATHS FOR MAGNETIC SYSTEMS

E. V. Alexandrov

ITMO University, St. Petersburg, Russia

aloraman@live.com

PACS 75.10.Hk, 82.20.Kh, 02.60.-x DOI 10.17586/2220-8054-2015-6-1-57-62

Thermally induced magnetic transitions are rare events as compared with vibrations of individual magnetic mo-

ments. Timescales for these processes differ by 10 orders of magnitude or more. Therefore, the standard Monte-

Carlo simulation is not suitable for the theoretical description of such phenomena. However, a statistical approach

based on transition state theory is applicable for calculations of the transition rates. It presupposes finding the

minimum energy path (MEP) between stable magnetic states on the multidimensional energy surface of the sys-

tem. A modification of the Nudged Elastic Band (NEB) method for finding the energy barriers between states

is suggested. A barrier on the energy surface corresponds to the difference between maximum energy along the

MEP (highest saddle point) and the initial state minimum. The NEB procedure is implemented for spin rotations

in Cartesian representation with geometric constraint on the magnitude of the magnetic moment. In this case, the

effective magnetic forces are restricted to the tangent plane of the magnetic momentum vector.

Keywords: Potential energy surface, minimum energy path, nudged elastic band method, numerical optimization,

quick min-mode.
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1. Introduction

In recent years, there has been large interest in the study of magnetization reversal
processes under the action of thermal fluctuations and external perturbations. The stability of
magnetic states is of great importance for research and development of miniaturized magnetic
storage devices [1]. For estimation of the rates of activated transitions it is essential to know
the response of the system to random perturbations. Direct Monte-Carlo simulation of temper-
ature induced magnetization reversal is effectively impossible due to the time-scale difference
between high-frequency vibrations of individual moments and low-frequency magnetic transi-
tions between magnetic states of the whole system. However, a statistical approach known
as ‘transition state theory’ [2, 3] can be used in this case. This approach describes transitions
through description of behavior of a system in the least observable ‘transition state’. Stable
states of the system correspond to the minima on the multidimensional energy surface of the
system considered as a function of all parameters determining the magnetic configuration. For
magnetic systems, these parameters have to determine all spin vectors. These could be Cartesian
coordinates of the magnetic moments. However, due to the large difference in the time scale of
longitudinal and transverse relaxation of the magnetic moment, the length can be taken to be
fixed and thereby decrease the number of independent variables. Transition rates depend on the
height of energy barriers, which correspond to saddle points on minimum energy paths (MEP),
as well as on the shape of the energy surface at the minimum and saddle points [2]. A popular
and efficient approach used for calculation of MEP for atomic rearrangements is the nudged
elastic band (NEB) method [3]. A transition path is represented there by a chain of images
(replicas) of the system between two local minima on the potential energy surface; each image
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corresponds to specific configuration of the system with known potential energy. The images
are connected with artificial springs to keep them well separated and prevent them from falling
into the minima. The images give a discrete representation of the path on the energy surface.
An iterative algorithm moves the images under the action of a force that contains the transverse
component of the real force and parallel component of the spring force. Detailed description
of this procedure, taking into account the constraint on the modulus of magnetic moments, is
given below.

2. Method

2.1. Minimization technique

The system is defined by the Hamiltonian which gives the energy of the system for any
configuration of the spin vectors. It can be either an analytical function of spin vectors, or
numerical procedure, such as DFT calculations [4]. A constraint on the length of the spin vec-
tors confining them to the surface of a sphere or a self-consistent determination of the modulus
of magnetic moments require specific measures to be incorporated into the implementation of
the NEB method. Common constrained-optimization techniques, such as Lagrange multipliers
method, are not suitable in this case due to the computational cost which tends to be high for
non-analytical Hamiltonians [3,5]. In addition, in most cases pure analytical methods for finding
extrema are unsuitable due to the computational difficulty for evaluating the second derivatives
of the Hamiltonian. Thereby, the implementation method itself should preferably incorporate
these constraints. One way to do this is to use a coordinate system that is bounded to sur-
face of the sphere, such as spherical or stereographical coordinates [5]. This approach is quite
successful; however, it suffers from topological artifacts of a sphere, such as coordinate peri-
odicity and problems with pole regions. As an alternative to using sphere-specific coordinates
and unconstrained transformations, we propose to use Cartesian coordinates and sphere-specific
constrained transformations, e.g. rotations. Using this approach in the optimization procedure
allows one to overcome most of the topological artifacts of a sphere and prevent violation of
native constraints.

We use a minimization technique known as ‘quick-min’ or ‘velocity projection opti-
mization’ [4, 5], which is essentially a gradient descent method, optimized with accumulation
of velocity in direction of minimization movement. An iteration step can be formulated in four
stages as follows:

~ai = − 1

m
∇E

(
~Si

)
,

~vi = ~vi−1 +
~ai + ~ai−1

2
∆t,

~vi = ‖~vi‖ 〈~ai0|~vi0〉χ (〈~ai0|~vi0〉)~ai0 =
〈~ai|~vi〉χ (〈~ai0|~vi0〉)

‖~ai‖2 ~ai,

~Si+1 = ~Si + ~vi∆t+
~ai
2

∆t2,

where m and ∆t are optimization parameters and χ is Heaviside function. The method is
inspired by the velocity Verlet integration of motion equation. The native constraint requires
the force to be restricted to the tangent plane of the current spin vector. If so, movement on
tangent plane can be calculated. An infinitesimal movement in the tangent plane is equal to
movement on the surface of the sphere; thereby we can transform that shift into rotation in
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movement plane. We can construct rotation matrix in axis-angle representation from ~n – normal
to movement plane and θ – rotation angle:

R (~n, θ) = n2
x + cos θ (1− n2

x) nxny (1− cos θ)− nz sin θ nxnz (1− cos θ) + ny sin θ

nxny (1− cos θ) + nz sin θ n2
y + cos θ

(
1− n2

y

)
nynz (1− cos θ)− nx sin θ

nxnz (1− cos θ)− ny sin θ nynz (1− cos θ) + nx sin θ n2
z + cos θ (1− n2

z)

 . (1)

The minimization step is performed by using matrix (1) in following form:

~Si+1 = R (~ni, θi) · ~Si.

In principle, instead of rotation matrices, another type of object can be used – unit
quaternions, also known as versors. From ~n, θ, quaternion describing the same rotation is
defined as follows:

q (s,~v) =

(
cos

θ

2
, ~n sin

θ

2

)
. (2)

If quaternion is defined as in (2), then minimization step can be written in following
form:

~Si+1 = qi · ~Si · q−1
i ,

where ~Si is converted to quaternion by adding unit scalar part to it.
Accurately implemented, both rotation matrix approach and quaternion approach have

similar computational cost. Quaternions have major computational benefit: the composition of
the rotations can be calculated by simple multiplication of corresponding quaternions, which is
much faster than multiplication of rotation matrices, but the difference was not significant in the
present applications. However, it seems worth looking into yet another spin representation for
this task: each spin vector as unit vector of a surface of a sphere can be constructed by rotation
from a selected start vector. Therefore, it is possible to use rotations as coordinates. It may be
of large interest to implement the procedure described above solely using quaternion terms.

2.2. Calculation of minimum energy path

The NEB method is implemented as minimization of all intermediate images of the path,
using the specially modified force. In addition to the true force, each image is affected by forces
of artificial springs that connect it to its neighbors. This force for each spring is determined
from length of arc segment between two spin vectors in different images. To prevent the
‘corner-cutting’ effect [3], nudging direction is introduced using ‘upwind tangent” approach [6].
In this approach, nudging direction is chosen as direction to highest energy neighbor. After that,
forces are projected dependent on that direction:

~FΣ = ~FT⊥ + ~FE ||.

With this modified force, the iterative minimization procedure moves the images to the
MEP. The saddle point, which corresponds to maximum energy on MEP, can be estimated from
two neighboring images with highest energy. In addition, ‘climbing-image’ (CI) modification [7]
can be used: The highest energy image marked as ‘climbing’, is free from spring forces and
parallel component of the true force is inverted to move that image higher along MEP to the
saddle point.
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3. Test cases

Two simple systems were chosen as test cases. Both represent a single atom with two
degrees of freedom to make it easier to visualize. In that case potential energy surface can
be shown as a two-dimensional surface in three-dimensional space. In these particular cases,
spherical coordinates were used for plotting: φ – azimuth angle and θ – elevation angle. The
potential energy surfaces, plotted as function of these angles, are shown in Fig. 1 and Fig. 2.
In both cases there are two minima corresponding to φ = θ = 0 and φ = π, θ = 0. The initial
path corresponds to the chain shown with empty circles and is chosen to be the same in both
cases. Images of a system in that state were intentionally distributed non-equidistantly through
predetermined randomized procedure to show that NEB procedure is not constricted to a limited
set of initial path configurations. The final MEP, obtained using the algorithm described above,
corresponds to the chain shown with solid circles. The saddle point is denoted by a cross mark.

FIG. 1. Potential energy surface for single spin with spin Hamiltonian (3). Calcu-
lation of MEP without Climbing Image. Saddle point is directly between minima.
Maximums are in pole regions (θ = ±π/2)

The first system is a single spin with Hamiltonian containing only internal anisotropy
part:

H = ~ST

4 0 0

0 1 0

0 0 −9

 ~S. (3)

For this system, the MEP is expected to be a straight line between the local minima.
In Fig. 1, this case is displayed, with even number of intermediary images and without CI.
The saddle point is estimated to be between the two images with highest energy on opposite
slopes. Due to symmetry, the point in the center is the saddle point. Also, if an odd number of
intermediate images were used, then the middle image would be expected to get to saddle point
even without using CI. Note that in Fig. 1, the distances between adjacent images in the final
configuration of the path are equal.

The second system is single spin with Gaussian Hamiltonian:
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FIG. 2. Potential energy surface for single spin with Gaussian Hamiltonian (4).
Calculation of MEP with Climbing Image. Saddle point is exactly in climbed
image. There are maximums in pole regions (θ = ±π/2), and there is maximum
directly between minima (ϕ = π/2, θ = 0), which results in curved form of MEP

H =
∑
i

wi exp
(
− αi

0.35

)
,

w =
{
−5, −5, 1, 3.5, 4, 4

}
,

P =


 −1

0

0

 ,

 1

0

0

 ,

 0

−1

0

 ,

 0

1

0

 ,

 0

0

−1

 ,

 0

0

1


 ,

(4)

where αi is the angle between ~Pi and spin vector.
For this system, the MEP is non-trivial; it is a curved line since now there is a maximum

in the energy at the center. In Fig. 2, the results of a calculation which was carried out with
CI turned on. The saddle point is estimated to be exactly at the climbing image. The usage of
CI results in splitting the band in two parts, separated by saddle point, with a different distance
between adjacent images on the two sides. Due to symmetry, if either number of images were
odd or CI were turned off, then the images would have even distribution of distances between
them. Note that in Fig. 1, there are two possible MEPs, and in Fig. 2, there are four. This
illustrates that the NEB method finds the local MEP closest to the initial path, not necessarily
the global MEP. The final configuration depends in that way on the initial path.

These cases show that the NEB implementation described above is in accordance with
theoretical description [3] and behaves in the expected way. There are no problems specific to
pole regions or periodicity of coordinates, which is good for application to magnetic systems.
In the future, this implementation should be compared with other implementations in terms of
speed of convergence. Also, it may be interesting to try a pure quaternion implementation.
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1. Introduction

The classical spectral estimation problem consists of recovering the coefficients an, λk,
k = 1, . . . , N, N ∈ N, of a signal

s(t) =
N∑
n=1

ake
λkt, t > 0

from the given observations s(j), j = 0, . . . , 2N − 1, where the coefficients ak, λk may be
arbitrary complex numbers. The literature describing various methods for solving the spectral
estimation problem is very extensive: see for example the list of references in [1, 2]. In these
papers a new approach to this problem was proposed: a signal s(t) was treated as a kernel of
a certain convolution operator corresponding to an input-output map for some linear discrete-
time dynamical system. While the system realized from the input-output map is not unique,
the coefficients an and λn can be determined uniquely using the non-selfadjoint version of the
boundary control method [3].

In [4, 8], this approach has been generalized to the infinite-dimensional case: more
precisely, the problem of the recovering the coefficients ak, λk ∈ C, k ∈ N, of the given signal:

S(t) =
∞∑
k=1

ak(t)e
λkt, t ∈ (0, 2T ), (1.1)

from the given data S ∈ L2(0, 2T ) was considered. In [4], the case ak ∈ C has been treated,
in [8] the case when for each k, ak(t) =

∑Lk−1
i=0 aikt

i are polynomials of the order Lk − 1 with
complex valued coefficients aik was studied.
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Recently, it was observed [9, 15] that the results of [4, 8] are closely related to the
dynamical inverse source problem: let H be a Hilbert space, A be an operator in H with the
domain D(A), Y be another Hilbert space, O : H ⊃ D(O) 7→ Y be an observation operator
(see [18]). Given the dynamical system in H:{

ut − Au = 0, t > 0,

u(0) = a,
(1.2)

we denote by ua its solution, and by y(t) := (Oua)(t) the observation (output of this system).
The operator that realizes the correspondence a 7→ (Oua)(t) is called the observation operator
OT : H 7→ L2(0, T ;Y ). We fix some T > 0 and assume that y(t) ∈ L2(0, T ;Y ). One can
pose the following questions: what information on the operator A could be recovered from
the observation y(t)? We mention works on the multidimensional inverse problems for the
Schrödinger, heat and wave equations by one measurement, concerning this subject. Some of
the results (for the Schrödinger equation) are given in [9, 10, 16]. To answer this question in
the abstract setting, in [15] the authors derived the version of the BC-method equations under
the condition that A is self-adjoint and Y = R. In the present paper, we address the same
question without the assumption about selfajointness of A . The possibility of recovering the
spectral data from the dynamical one is well-known for the dynamical system with a boundary
control [11, 12]. We extend these ideas to the case of the dual (observation) system.

The solvability of the BC-method equations for the spectral estimation problem critically
depends on the properties of corresponding exponential family. The solvability of the BC-
method equations for system (1.2) depends on the controllability properties of the dual system.
We point out the close relation between these two problems: they both leads to essentially
the same equations (see section 4 for applications), and conditions for the solvability of these
equations are the same (on the connections between the controllability of a dynamical systems
and properties of exponential families see [5]).

In the second section, we outline the solution for the spectral estimation problem in
infinite dimensional spaces (see [8] for details). In the third section, we derive the equations of
the BC-method for problem (1.2), extending the results of [15] to the case of non self-adjoint
operator. Also, we answer the question on the extension of the observation y(t) = (Oa)(t).
The last section is devoted to the applications to inverse problem by one measurement of the
Schrödinger equation on the interval and to the problem of extending the inverse data for the
first order hyperbolic system on the interval, see also [4, 7–9].

2. The spectral estimation problem in infinite dimensional spaces

The problem is set up in the following way: given the signal (1.1), S ∈ L2(0, 2T ),
for T > 0, to recover the coefficients ak(t), λk, k ∈ N. Below, we outline the procedure of
recovering unknown parameters, for the details see [8].

We consider the dynamical systems in a complex Hilbert space H:

ẋ(t) = Ax(t) + bf(t), t ∈ (0, T ), x(0) = 0. (2.1)

ẏ(t) = A∗y(t) + dg(t), t ∈ (0, T ), y(0) = 0, (2.2)

here b, d ∈ H , f, g ∈ L2(0, T ), and we assume that the spectrum of the operator A, {λk}∞k=1 is
not simple. We denote the algebraic multiplicity of λk by Lk, k ∈ N, and also assume that the
set of all root vectors {φik}, i = 1, . . . , Lk, k ∈ N, forms a Riesz basis in H . Here, the vectors
from the chain {φik}

Lk
i=1, k ∈ N, satisfy the equations:

(A− λk)φ1
k = 0, (A− λk)φik = φi−1k , 2 6 i 6 Lk.
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The spectrum of A∗ is {λk}∞k=1 and the root vectors {ψik}, i = 1, . . . , Lk, k ∈ N, also form a
Riesz basis in H and satisfy the equations:(

A∗ − λk
)
ψLkk = 0,

(
A∗ − λk

)
ψik = ψi+1

k , 1 6 i 6 Lk − 1.

Moreover, the root vectors of A and A∗ are normalized, in accordance with the following:〈
φik, ψ

j
l

〉
= 0, if k 6= l or i 6= j;〈

φik, ψ
i
k

〉
= 1, i = 1, . . . , Lk, k ∈ N.

We consider f and g as the inputs of the systems (2.1) and (2.2) and define the outputs z and
w by the formulas:

z(t) = 〈x(t), d〉 , w(t) = 〈y(t), b〉 .
We assume that b =

∑∞
k=1

∑Lk
i=1 b

i
kφ

i
k, d =

∑∞
k=1

∑Lk
i=1 d

i
kψ

i
k. While searching for the solution

to (2.1) in the form x(t) =
∑∞

k=1

∑Lk
i=1 c

i
k(t)φ

i
k, we arrive at the following representation for the

output:

z(t) = 〈x(t), d〉 =
∞∑
k=1

Lk∑
i=1

cik(t)d
i
k =

t∫
0

r(t− τ)f(τ) dτ,

where the response function r(t) is defined as:

r(t) =
∞∑
k=1

eλkt
[
a1k + a2kt+ a3k

t2

2
+ . . .+ aLk−1k

tLk−2

(Lk − 2)!
+ aLkk

tLk−1

(Lk − 1)!

]
, (2.3)

with ajk being defined as:

ajk =

Lk∑
i=j

bikd
i−j+1
k , j = 1, . . . , Lk, k ∈ N. (2.4)

It is important to note that r(t) has the form of the series in (1.1).
Analogously, looking for the solution of (2.2) in the form:

y(t) =
∞∑
k=1

Lk∑
i=1

hik(t)ψ
i
k,

we arrive at:

w(t) = 〈y(t), b〉 =
∞∑
k=1

Lk∑
i=1

hik(t)b
i
k =

t∫
0

r(t− τ)g(τ) dτ.

We introduce the connecting operator CT : L2(0, T ) 7→ L2(0, T ), defined through its bilinear
form by the formula: 〈

CTf, g
〉

= 〈x(T ), y(T )〉 .
In [8], the representation for CT was obtained:

Lemma 1. The connecting operator CT has a representation

(CTf)(t) =

T∫
0

r(2T − t− τ)f(τ) dτ.
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We assume that the systems (2.1), (2.2) are spectrally controllable in time T . This
means that for any i ∈ {1, . . . , Lk}, and any k ∈ N, there exist f ik, g

i
k ∈ H1

0 (0, T ), such that
xf

i
k(T ) = φik, y

gik(T ) = ψik. Using ideas of the BC method [13], we are able to extract the
spectral data,

{
λk, a

j
k

}
, j = 1, . . . , Lk, k ∈ N, from the dynamical one, r(t), t ∈ (0, 2T ),

(see [4, 8] for more details):

Proposition 1. The set λk, f ik, i = 1, . . . , Lk, k ∈ N, are eigenvalues and root vectors of the
following generalized eigenvalue problem in L2(0, T ):

T∫
0

(r′(2T − t− τ)− λr(2T − t− τ)) f(τ) dτ = 0. (2.5)

The set λk, gik, k = 1, . . .∞, i = 1, . . . , Lk are eigenvalues and root vectors of the generalized
eigenvalue problem in L2(0, T ):

T∫
0

(
r′(2T − t− τ)− λr(2T − t− τ)

)
g(τ) dτ = 0. (2.6)

Now, we describe the algorithm of recovering a1k, . . . a
Lk
k , k ∈ N (see the representation

(2.3)). We normalize the solutions to (2.5), (2.6) by the rule:〈
CT f̃ ik, g̃

i
k

〉
= 1, (2.7)

and define:

b̃ik =
〈
yg̃

i
k(T ), b

〉
=

T∫
0

r(T − τ)g̃ik(τ) dτ, (2.8)

d̃ik =
〈
xf̃

i
k(T ), d

〉
=

T∫
0

r(T − τ)f̃ ik(τ) dτ. (2.9)

Then (see (2.4))

a1k =

Lk∑
i=1

b̃ikd̃
i
k. (2.10)

We denote by ∂ and I the differentiation operator and the identity operator in L2(0, T ).
We normalize the solutions to (2.5), (2.6) (for i > l) by the following rule:〈[

CT (∂ − λkI)
]l
f̂ ik, ĝ

i−l
k

〉
= 1, (2.11)

we define b̂ik, d̂
i
k by (2.8), (2.9) and evaluate:

alk =

Lk∑
i=l

b̂ikd̂
i−l+1
k , l = 2, . . . , Lk. (2.12)

We conclude this section with the algorithm for solving the spectral estimation problem: sup-
pose that we are given with the function r ∈ L2(0, 2T ) of the form (2.3) and the family⋃∞
k=1{eλkt, . . . , tLk−1eλkt} is minimal in L2(0, T ). Then, to recover λk, Lk and coefficients of

polynomials, one should utilize the following:
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Algorithm
a) solve generalized eigenvalue problems (2.5), (2.6) to find λk, Lk and non-normalized

controls.
b) Normalize f̃ ik, g̃

i
k by (2.7), define b̃ik, d̃

i
k by (2.8), (2.9) to recover a1k by (2.10).

c) Normalize f̂ ik, ĝ
i−l
k by (2.11), define b̂ik, d̂

i
k by (2.8), (2.9) to recover alk by (2.12),

l = 2, . . . , Lk − 1.

3. Equations of the BC method

Let us denote by A∗ the operator adjoint to A and B := O∗, B : Y 7→ H . Along with
system (1.2), we consider the following dynamical control system:{

vt + A∗v = Bf, t < T,

v(T ) = 0,
(3.1)

and denote its solution by vf . The reason we consider the system (3.1) reverse in time is that
it is adjoint to (1.2) (see [5, 15]).

For every 0 6 s < T , we introduce the control operator by W sf := vf (s). It is easy to
verify that −W 0 is adjoint to OT . Indeed, taking f ∈ L2(0, T ;Y ), a ∈ H we show [15] that:

T∫
0

(f,Oa)Y = −
(
W 0f, a

)
H
, (3.2)

here Oa = (Oua) (t). Due to the arbitrariness of f and a, the last equality is equivalent to(
OT
)∗

= −W 0.
We assume that the operator A satisfies the following assumptions:

Assumption 1. a) The spectrum of the operator A, {λk}∞k=1 consists of the eigenvalues λk
with algebraic multiplicity Lk, k ∈ N, and the set of all root vectors {φik}, i = 1, . . . , Lk,

k ∈ N, form a Riesz basis in H . Here, the vectors from the chain {φik}
Lk
i=1, k ∈ N,

satisfy the equations

(A− λk)φ1
k = 0, (A− λk)φik = φi−1k , 2 6 i 6 Lk.

The root vectors of A∗, {ψik}, i = 1, . . . , Lk, k ∈ N, form a Riesz basis in H and
satisfy: (

A∗ − λk
)
ψLkk = 0,

(
A∗ − λk

)
ψik = ψi+1

k , 1 6 i 6 Lk − 1.

b) The system (3.1) is spectrally controllable in time T : i.e. there exists the controls
f ik ∈ H1

0 (0, T ;Y ) such that W 0f ik = ψik, for i = 1, . . . , Lk, k ∈ N.

We say that the vector a is generic if its Fourier representation in the basis {φik}∞k=1,
a =

∑∞
k=1

∑Lk
i=1 a

i
kφ

i
k, is such that aik 6= 0 for all k, i. We assume that the controls from the

Assumption 1 are extended by zero outside the interval (0, T ). Now, we are ready to formulate.

Theorem 1. If A satisfies Assumption 1, Y = R, and source a is generic, then the spectrum of
A and controls f ik are the spectrum and the root vectors of the following generalized spectral
problem:

2T∫
0

(
˙(Oa)(t)− λk(Oa)(t), fk(t− T + τ)

)
Y
dt = 0, 0 < τ < T. (3.3)

Here, by dot, we denote the differentiation with respect to t.
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Proof. We denote by {f̃ ik} the set of controls which satisfy W 0f̃ ik = ψik. By {f ik} we denote the
set of shifted controls: f ik(t) = f̃ ik(t−T ). Thus, the control f ik acts on the time interval (T, 2T ).

Let us fix some i ∈ 1, . . . , Lk, k ∈ N, τ ∈ (0, T ) and consider W 0
(
ḟ ik(·+ τ)

)
:

W 0
(
ḟ ik(·+ τ)

)
= vḟ

i
k(·+τ)(0) = v

f ik(·+τ)
t (0) =

(
Bf ik(·+ τ)

)
(0)− A∗vf ik(·+τ)(0). (3.4)

Since f ik ∈ H1
0 (T, 2T, Y ), (Bf ik(·+ τ)) (0) = 0. The second term on the right side of (3.4)

could be evaluated using the following reasons. The function vf
i
k solves:

v
f ik(·+τ)
t + A∗vf

i
k(·+τ) = 0, 0 6 t 6 T − τ,

vf
i
k(·+τ)(T − τ) = ψik.

We are looking for a solution in the form vf
i
k(·+τ)(t) =

∑Lk
j=1 c

j
k(t)ψ

j
k, then cjk satisfies boundary

conditions cjk(0) = δij and equation:

d

dt
c1k + λkc

1
k = 0,

d

dt
cjk + λkc

j
k + cj−1k = 0, j = 2, . . . , Lk.

Solving this system, we obtain the following expansion:

vf
i
k(·+τ)(t) =

Lk∑
j=i

(T − τ − t)j−i

(j − i)!
eλk(T−τ−t)ψjk. (3.5)

Evaluating A∗vf
i
k(·+τ)(0), making use of (3.5) and properties of the root vectors, we arrive at:

A∗vf
Lk
k (·+τ)(0) = λkv

f
Lk
k (·+τ)(0),

A∗vf
i
k(·+τ)(0) = λkv

f ik(·+τ)(0) + vf
i+1
k (·+τ)(0), i < Lk.

Then, continuing (3.4), we obtain:

W 0
(
ḟLkk (·+ τ)

)
= −A∗vf

Lk
k (·+τ)(0) = −λkW 0fLkk , (3.6)

W 0
(
ḟ ik(·+ τ)

)
= −λkW 0f ik − λkW 0f i+1

k , i < Lk. (3.7)

Integrating by parts and taking into account that f ik(0) = f ik(T ) = 0 for i = 1, . . . , Lk,
we get:

2T∫
0

(
(Oa)(t), ḟ ik(t+ τ)

)
Y
dt = −

2T∫
0

(
˙(Oa)(t), f ik(t+ τ)

)
Y
dt

+
(

˙(Oa)(t+ τ), f ik(t)
)
Y

∣∣∣t=2T

t=0
= −

2T∫
0

(
˙(Oa)(t), f ik(t+ τ)

)
Y
dt (3.8)
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Conversely, using the duality between W 0 and OT and (3.6), (3.7), we have for i = Lk:

2T∫
0

(
(Oa)(t), ḟLkk (t+ τ)

)
Y
dt = −

(
a,W 0ḟLkk (·+ τ)

)
H

=
(
a, λkW

0fLkk (·+ τ)
)
H

=

(
λka,W

0fLkk (·+ τ)
)
H

= −
2T∫
0

(
λk(Oa)(t), fLkk (t+ τ)

)
Y
dt (3.9)

and for i < Lk:

2T∫
0

(
(Oa)(t), ḟ ik(t+ τ)

)
Y
dt =

(
a, λkW

0f ik(·+ τ) +W 0f i+1
k (·+ τ)

)
H

=

−λk

2T∫
0

(
(Oa)(t), f ik(t+ τ)

)
Y
dt−

2T∫
0

(
(Oa)(t), f i+1

k (t+ τ)
)
Y
dt (3.10)

In what follows, we assume that elements with index i = Lk + 1 or i = 0 are zero.
Combining (3.8) and (3.9), (3.10), we see that the pair λk, fk satisfies on 0 < τ < T , i =
1, . . . , Lk:

2T∫
0

(
˙(Oa)(t)− λk(Oa)(t), f ik(t+ τ)

)
Y
dt =

2T∫
0

(
(Oa)(t), f i+1

k (t+ τ)
)
Y
dt. (3.11)

Now we prove the converse; solving the generalized eigenvalue problem:

2T∫
0

(
˙(Oa)(t)− λ(Oa)(t), f(t+ τ)

)
Y
dt = 0 (3.12)

yields {λk}∞k=1 eigenvalues of A and controls {f ik}, i = 1, . . . , Lk, k ∈ N.
Let the functions {f1, . . . , fL} satisfying (3.11) constitute the chain for (3.12) for some

λ. Then, as it follows from the proof that for τ ∈ (0, T ):(
a,W 0ḟi(t+ τ)

)
H

+ λ
(
a,W 0fi(t+ τ)

)
H

= −
(
a,W 0fi+1(t+ τ)

)
H
,

which is equivalent to

−
(
a,A∗vfi(t+τ)(0)

)
H

+ λ
(
a, vfi(t+τ)(0)

)
H

= −
(
a, vfi+1(t+τ)(0)

)
H
, τ ∈ (0, T ). (3.13)

First, we consider case i = L. We rewrite the last equality (using the notation f = fL) as:(
a,A∗vf(t+τ)(0)− λvf(t+τ)(0)

)
H

= 0, τ ∈ (0, T ). (3.14)

We assume that vf(t+τ)(T − τ) =
∑

k∈N
i=1,...,Lk

cikψ
i
k. Then, developing vf in the Fourier series as

we did in (3.5), we arrive at:

vf(t+τ)(0) =
∑
k∈N

i=1,...,Lk

cik

Lk∑
j=1

(T − τ)j−i

(j − i)!
eλk(T−τ)ψjk. (3.15)
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Applying operator A∗ and using the property A∗ψjk = λkψ
j
k + ψj+1

k , we obtain:

A∗vf(t+τ)(0) =
∑
k∈N

i=1,...,Lk

cik

Lk∑
j=1

(T − τ)j−i

(j − i)!
eλk(T−τ)

(
λkψ

j
k + ψj+1

k

)
. (3.16)

Introducing the notation:

g(τ) := A∗vf(t+τ)(0)− λvf(t+τ)(0) =
∑
k∈N

i=1,...,Lk

gik(τ)ψik, (3.17)

relation (3.14) yields:

0 = (a, g)H =
∑
k∈N

i=1,...,Lk

aikg
i
k(τ), τ ∈ (0, T ). (3.18)

The functions gik(τ) are combination of products of eλk(T−τ) and polynomials (T−τ)α
α!

. Then, we
can rewrite (3.18) as follows:

0 =
∑
k∈N

i=1,...,Lk

bik
(T − τ)i−1

(i− 1)!
eλk(T−τ), τ ∈ (0, T ). (3.19)

If Y = R, the controllability of the dynamical system (3.1) imply [5] the minimality of
the family

⋃∞
k=1{eλkt, teλkt . . . , tLk−1eλkt} in L2(0, T ) in L2(0, T ), so we have bik = 0 for all

k, i. However, as follows from (3.15), (3.16):

bLkk = c1kλka
1
k − λc1ka1k = 0.

Then, since a is generic, either λ = λk or c1k = 0.
Let λ 6= λk, so c1k = 0. Then, for bLk−1k , we have:

bLk−1k = c2kλka
2
k − λc2ka2k = 0,

from which the equality c2k = 0 follows. Repeating this procedure for bLk−ik , i > 2, we obtain:

If λ 6= λk, then cik = 0, i = 1, . . . , Lk. (3.20)

We consider the second option; let λ = λk. Then, from (3.15) and (3.16):

bLk−1k = c1k = 0, bLk−2k = c2ka
3
k = 0, . . . , b1k = cLk−1k aLkk = 0.

So, we arrive at the following:

If λ = λk, then cik = 0, i = 1, . . . , Lk − 1, and cLkk could be arbitrary. (3.21)

Finally (3.20), (3.21) imply that λ = λk′ and f = ck′f
Lk′
k′ , ck′ 6= 0, for some k′.

Thus, on the first step we already obtained that λ = λk′ for some k′ and fL = ck′f
Lk′
k′ .

The second vector f in the Jordan chain satisfies
2T∫
0

(
˙(Oa)(t)− λk′(Oa)(t), f(t+ τ)

)
Y
dt =

2T∫
0

(
(Oa)(t), ck′f

Lk′
k′ (t+ τ)

)
Y
dt.

We rewrite (3.13) in our case:

−
(
a,A∗vf(t+τ)(0)

)
H

+ λk′
(
a, vf(t+τ)(0)

)
H

= −
(
a, ck′v

f
Lk′
k′ (t+τ)(0)

)
H
, τ ∈ (0, T ). (3.22)
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In this case, g, introduced in (3.17), has the form:

g(τ) =
∑
k∈N

i=1,...,Lk

cik

Lk∑
j=1

(T − τ)j−i

(j − i)!
eλk(T−τ)

((
λk − λk′

)
ψjk + ψj+1

k

)
,

and rewrite (3.22) as:

(a, g)H =
(
a, vf

Lk′
k′ (·+τ)

)
H

= ck′a
Lk′
k′ e

λk′ (T−τ) (3.23)

Using the same notations in (3.18) and (3.19), we transcribe the equalities for coefficients bik
for (3.23) to get:

b1k′ = ck′a
Lk′
k′ , bik = 0, k 6= k′,

In the case k 6= k′, we repeat the arguments used above and find that:

cik = 0, i = 1, . . . , Lk.

When k = k′, we have:

b
Lk′
k′ = 0, b

Lk′−1
k′ = c1k′a

Lk′
k′ = 0, b

Lk′−2
k′ = c2k′a

Lk′
k′ = 0,

b2k′ = c
Lk′−2
k′ a

Lk′
k′ = 0, b1k′ = c

Lk′−1
k′ a

Lk′
k′ = ck′a

Lk′
k′ .

So, we find:

cik′ = 0, i < Lk′ − 1, c
Lk′−1
k′ = ck′ , c

Lk′
k′ is arbitrary.

So, finally we arrive at for some cL−1:

f = fL−1 = ck′f
Lk′−1
k′ + cL−1f

Lk′
k′

Arguing in the same fashion, we obtain that:

fi = ck′f
Lk′−i
k′ + cif

Lk′
k′ , 1 6 i < Lk′ − 1.

So, we have shown that the elements of the Jordan chain for (3.3) which correspond to eigen-
value λk′ are the linear combination of corresponding controls and eigenvector (i.e. the control
that generate the eigenvector of A∗). �

Remark 1. The solution to (3.3) yields {λk}∞k=1 eigenvalues of A and (non-normalized) root
vectors {f̂ ik}, f̂ ik = ckf

i
k + cikf

Lk
k k ∈ N, i = 1, . . . , Lk, c

Lk
k = 0.

For the dynamical system (1.2), under the conditions on A, Y , formulated in Theorem
1, there is the possibility to extend the observation y(t) = (Oua) (t) defined for t ∈ (0, 2T ) to
t ∈ R+. To this end, we show that for an observation having the form:

Oa =
∑
k∈N

eλkt
Lk∑
j=1

bjkt
Lk−j

(Lk − j)!
, (3.24)

we can recover the coefficients bjk.
Take i ∈ {1, . . . , Lk} and search for the solution to (1.2) with a = φik in the form

u =
∑Lk

l=1 cl(t)φ
l
k, we arrive at the system (here cLk+1 = 0):

d

dt
cl(t)− λkcl(t) = cl+1(t), l = 1, . . . , Lk,

cl(0) = δli.
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whose solution is:

cl(t) =
ti−l

(i− l)!
eλkt, l 6 i,

cl(t) = 0, l > i.

Thus,

uφ
i
k =

i∑
l=1

ti−l

(i− l)!
eλktφlk. (3.25)

For the initial state a =
∑

k∈N
∑Lk

i=1 a
i
kφ

i
k, we obtain:

ua =
∑
k∈N

eλkt
Lk∑
j=1

tLk−j

(Lk − j)!

j∑
l=1

aLk−j+lk φlk.

So, for observation (Oa)(t) = (Oua) (t), we derive the representation (3.24) with coefficients
bjk, defined by:

bjk :=

j∑
l=1

aLk−j+lk Oφlk, k ∈ N, j = 1, . . . , Lk. (3.26)

Making use of Theorem 1 (see also Remark 1), we have:

W 0f̂ ik = ckψ
i
k + cikψ

Lk
k , k ∈ N, i = 1, . . . , Lk, c

Lk
k = 0. (3.27)

Counting (3.2), we write: (
W 0f̂ ik, a

)
H

= −
T∫

0

Ouaf̂ ik dt.

We plug a = φik into the last equality and use (3.27) to get:

ck =
(
ckψ

i
k + cikψ

Lk
k , φik

)
H

= −
T∫

0

Ouφ
i
k f̂ ik dt. (3.28)

We evaluate the right side of (3.28) for all i. For i = 1 we get (see (3.25)):

ck = −Oφ1
k

T∫
0

eλktf̂ 1
k dt.

Or equivalently:

ck
Oφ1

k

= −
T∫

0

eλktf̂ 1
k dt. (3.29)

Evaluating (3.28) for i = 2, counting (3.25), we obtain:

ck = −Oφ2
k

T∫
0

eλktf̂ 2
k dt−Oφ1

k

T∫
0

teλktf̂ 2
k dt.
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We divide this equality by ck and plug (3.29) in to find:

ck
Oφ2

k

= −

T∫
0

eλktf̂ 1
k dt

T∫
0

eλktf̂ 2
k dt

T∫
0

eλktf̂ 1
k dt−

T∫
0

teλktf̂ 2
k dt

(3.30)

Suppose we already found ck
Oφlk

for l = 1, . . . , i− 1. To find this quantity for l = i, we evaluate

(3.28), plugging the expression for uφ
i
k (3.25):

ck = −
i∑
l=1

Oφlk

T∫
0

ti−l

(i− l)!
eλktf̂ ik dt.

We divide last equality by ck to find:

ck
Oφik

= −

T∫
0

eλktf̂ ik dt

1 +
i−1∑
l=1

T∫
0

ti−l

(i−l)!e
λktf̂ ik dt

(
ck
Oφlk

)−1 . (3.31)

Observe that in the right side of (3.31) in view of (3.30), we know all terms.
To evaluate aik, we use, see (3.27):

aik =
(
a, ψik

)
H

=
(
a,W 0f̂ ik − cikψ

Lk
k

)
H

1

ck
= −

T∫
0

Ouaf̂ ik dt
1

ck
− aLkk

cik
ck

(3.32)

We multiply (3.27) by φLkk and obtain for i < Lk:

cik =
(
W 0f ik, φ

Lk
k

)
H

= −
T∫

0

f ik(t)
(
Ouφ

Lk
k

)
(t) dt

= −
Lk∑
l=1

Oφlk

T∫
0

tLk−l

(Lk − l)!
eλktf ik(t) dt.

Dividing the last equality by ck, we obtain:

cik
ck

= −
Lk∑
l=1

(
ck
Oφlk

)−1 T∫
0

tLk−l

(Lk − l)!
eλktf ik(t) dt, i < Lk. (3.33)

Notice that in view of (3.31), we know all terms in the right hand side in (3.33). Now, we
multiply (3.32) by ck:

aikck = −
T∫

0

Ouaf̂ ik dt− a
Lk
k ck

cik
ck
.

Since cLkk = 0, we have for i = Lk:

aLkk ck = −
T∫

0

f̂Lkk (t) (Oua) (t) dt,
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and finally:

aikck = −
T∫

0

f̂ ik(t) (Oua) (t) dt+

T∫
0

f̂Lkk (t) (Oua) (t) dt
cik
ck
. (3.34)

In view of (3.33), we know all terms on the right side of (3.34).
Now, we rewrite formula for bjk (3.26):

bjk :=

j∑
l=1

{
aLk−j+lk ck

}(Oφlk
ck

)
k ∈ N, j = 1, . . . , Lk, (3.35)

and observe that the first term in each summand is given by (3.34), while the second term by
(3.31). So, we know right hand side in (3.35).

After we recovered all bjk by (3.35), we can extend the observation (Oa)(t) by formula
(3.24) for t > 2T .

4. Application to inverse problems

Here, we provide two applications of the above-developed theory to inverse problems.
Other applications of the BC approach to the spectral estimation problem can be found in
[1, 2, 4, 7–9, 15].

4.1. Reconstructing the potential for the 1D Schrödinger equation from boundary
measurements

Let the real potential q ∈ L1(0, 1) and a ∈ H1
0 (0, 1) be fixed, we consider the boundary

value problem:
iut(x, t)− uxx(x, t) + q(x)u(x, t) = 0 t > 0, 0 < x < 1

u(0, t) = u(1, t) = 0 t > 0,

u(x, 0) = a(x) 0 < x < 1.

(4.1)

Assuming that the initial datum a is generic (but unknown), the inverse problem we are inter-
ested in is to determine the potential q from the trace of the derivative of the solution u to (4.1)
on the boundary:

{r0(t), r1(t)} := {ux(0, t), ux(1, t)}, t ∈ (0, 2T ),

It is well known that the self-adjoint operator A defined on L2(0, 1) by:

Aφ = −φ′′ + qφ, D(A) := H2(0, 1) ∩H1
0 (0, 1), (4.2)

admits a family of eigenfunctions {φk}∞k=1 forming a orthonormal basis in L2(0, 1), and asso-
ciated sequence of eigenvalues λk → +∞. Using the Fourier method, we can represent the
solution of (4.1) in the form:

u(x, t) =
∞∑
k=1

ake
iλktφk(x), ak = (a, φk)L2(0,1) (4.3)

The inverse data admits the representation:

{r0(t), r1(t)} =

{
∞∑
k=1

ake
iλktφ′k(0),

∞∑
k=1

ake
iλktφ′k(1)

}
. (4.4)
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One can prove that r0, r1 ∈ L2(0, T ). Using the method from the first section, we recover the
eigenvalues λk of A and the products φ′k(0)ak and φ′k(1)ak. So (as a is generic) we recovered
the spectral data consisting of:

D :=

{
λk,

φ′k(1)

φ′k(0)

}∞
k=1

. (4.5)

Now from D we construct the spectral function associated with A.
Given λ ∈ C, we denote by y(·, λ) the solution to:{

−y′′(x, λ) + q(x)y(x, λ) = λy(x, λ), 0 < x < 1,

y(0, λ) = 0, y′(0, λ) = 1.

Then, the eigenvalues of the Dirichlet problem of A are exactly the zeros of the function y(1, λ),

while a family of normalized corresponding eigenfunctions is given by φk(x) =
y(x, λk)

‖y(·, λk)‖
.

Thus, we can rewrite the second components in D in the following way:

φ′k(1)

φ′k(0)
=
y′(1, λk)

y′(0, λk)
= y′(1, λk) =: Ak. (4.6)

Let us denote by dot the derivative with respect to λ and λn be an eigenvalue of A. We
borrowed the following fact from [17, p. 30]:

‖y(·, λk)‖2L2 = y′(1, λk)ẏ(1, λk),

y(1, λ) =
∏
n>1

λn − λ
n2π2

ẏ(1, λk) = − 1

k2π2

∏
n>1,n 6=k

λn − λk
n2π2

=: Bk.

Notice that the set of pairs {λk, ‖y(·, λk)‖2L2}∞k=1 =: D̃ is “classical” spectral data. Using the
above relations, we come to D̃ = {λk, AkBk}∞k=1. Let α2

k := ‖y(·, λk)‖2L2 = AkBk, we introduce
the spectral function associated with A:

ρ(λ) =


−

∑
λ6λk60

1
α2
k

λ 6 0,∑
0<λk6λ

1
α2
k

λ > 0,

which is a monotonously increasing function having jumps at the points of the Dirichlet spectra.
The regularized spectral function is introduced by:

σ(λ) =

{
ρ(λ)− ρ0(λ) λ > 0,

ρ(λ) λ < 0,
ρ0(λ) =

∑
0<λ0k6λ

1

(α0
k)

2
λ > 0,

where ρ0 is the spectral function associated with the operator A with q ≡ 0. The potential can
thus be recovered from σ(λ) by Gelfand-Levitan, Krein or the BC method (see [6, 14]). Once
the potential has been found, we can recover the eigenfunctions φk, the traces φ′k(0) and Fourier
coefficients ak, k = 1, . . .∞. Thus, the initial state can be recovered via its Fourier series.
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4.2. Extension of the inverse data

We fix pij ∈ C1([0, 1];C), d1, d2 ∈ L2(0, 1;C) and consider on interval (0, 1) the initial
boundary value problem:

∂
∂t

(
u

v

)
− ∂

∂x

(
0 1

1 0

)(
u

v

)
−

(
p11 p12
p21 p22

)(
u

v

)
= 0, t > 0,

u(0, t) = u(1, t) = 0, t > 0,(
u(x, 0)

v(x, 0)

)
=

(
d1(x)

d2(x)

)
, 0 6 x 6 1.

(4.7)

We fix some T > 0 and define R(t) := {v(0, t), v(1, t)}, 0 6 t 6 T. Here, we focus on
the problem of the continuation of the inverse data: we assume that R(t) is known on the
interval (0, T ), T > 2, and recover it on the whole real axis. The problem of recovering
unknown coefficients pij and initial state c1,2 has been considered in [19,20], where the authors
established the uniqueness result, having the response R(t) on the interval (−T, T ) for large
enough T.

We introduce the notations B =

(
0 1

1 0

)
, P =

(
p11 p12
p21 p22

)
, D =

(
d1
d2

)
and the

operators A, A∗ acting by the rule:

A = B
d

dx
+ P, on (0, 1),

A∗ψ = −B d

dx
+ P T , on (0, 1),

with the domains:

D(A) = D(A∗) =

{
ϕ =

(
ϕ1

ϕ2

)
∈ H1(0, 1;C2) |ϕ1(0) = ϕ1(1) = 0

}
.

The spectrum of the operator A has the following structure (see [19, 20]): σ(A) = Σ1 ∪ Σ2,
where Σ1 ∩ Σ2 = ∅ and there exists N1 ∈ N such that

1) Σ1 consists of 2N1 − 1 eigenvalues including algebraical multiplicities
2) Σ2 consists of infinite number of eigenvalues of multiplicity one
3) Root vectors of A form a Riesz basis in L2(0, 1;C2).

Let m denote the algebraical multiplicity of eigenvalue λ, and we introduce the notations:

Σ1 =
{
λi ∈ σ(A), mi > 2, 1 6 i 6 N

}
,

Σ2 = {λn ∈ σ(A), λn is simple , n ∈ Z} .

Let e1 :=
(
0
1

)
. The root vectors are introduced in the following way:(

A− λi
)
φi1 = 0,

(
A− λi

)
φij = φij−1, 2 6 j 6 mi,

φij(0) = e1, φ
i
j ∈ D(A), 1 6 j 6 mi.

For the adjoint operator, the following equalities are valid:(
A∗ − λi

)
ψimi = 0,

(
A∗ − λi

)
ψij = ψij+1, 1 6 j 6 mi − 1,

ψij(0) = e1, ψ
i
j ∈ D(A∗), 1 6 j 6 mi.
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For the simple eigenvalues, we have:

(A− λn)φn = 0,
(
A∗ − λn

)
ψn = 0, for n ∈ Z,

φn(0) = ψn(0) = e1, φn ∈ D(A), ψn ∈ D(A∗).

Moreover, the following biorthogonality conditions hold:(
φij, ψn

)
= 0,

(
φn, ψ

i
j

)
= 0, (φk, ψn) = 0,(

φij, ψ
k
l

)
= 0, if i 6= k or j 6= l,

ρij =
(
φij, ψ

i
j

)
, i = 1, . . . , N, j = 1, . . . ,mi,

ρn = (φn, ψn) , n ∈ Z.
We represent the initial state as the series:

D =
N∑
i=1

mi∑
j=1

dijφ
i
j(x) +

∑
n∈Z

dnφn(x), (4.8)

and search for the solution to (4.7) in the form:(
u

v

)
(x, t) =

N∑
i=1

mi∑
j=1

cij(t)φ
i
j(x) +

∑
n∈Z

cn(t)φn(x).

Using the method of moments, we can derive the system of ODe’s for cij, i ∈ {1, . . . , N},
j ∈ {1, . . . ,mi}, cn, n ∈ Z, solving which we obtain:

cij(t) = eλ
it

[
dij + dij+1t+ dij+2

t2

2
+ . . .+ dimi

tmi−j

(mi − j)!

]
, cn(t) = dne

λnt.

Notice that the response {v(0, t), v(1, t)} has a form depicted in (1.1):

v(0, t) =
N∑
i=1

eλ
ita0i (t) +

∑
n∈Z

eλntdn (φn(0))2 , (4.9)

v(1, t) =
N∑
i=1

eλ
ita1i (t) +

∑
n∈Z

eλntdn (φn(1))2 , (4.10)

where the coefficients of a0i (t) =
∑mi−1

k=0 αikt
k are given by

αi0 =

mi∑
l=1

dil
(
φil(0)

)
2
, αi1 =

mi∑
l=2

dil
(
φil−1(0)

)
2
, αi2 =

1

2

mi∑
l=3

dil
(
φil−2(0)

)
2
,

. . . , αik =
1

k!

mi∑
l=k+1

dil
(
φil−k(0)

)
2
, . . . αimi−1 =

1

(mi − 1)!
dimi

(
φi1(0)

)
2
.

The coefficients a1i (t), i = 1, . . . , N are defined by the similar formulas.
We assume that the initial state D is generic. Introducing the notation U :=

(
u
v

)
, we

consider the dynamical system with the boundary control f ∈ L2(R+):
Ut − AU = 0, 0 6 x 6 1, t > 0,

u(0, t) = f(t), u(1, t) = 0, t > 0,

U(x, 0) = 0.

It is not difficult to show that this system is exactly controllable in time T ≥ 2. This implies
(see [5]) that the family

⋃N
i=1{eλ

it, . . . , tmi−1eλ
it} ∪ {eλnt}n∈Z forms a Riesz basis in a closure
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of its linear span in L2((0, T );C). So we can apply the method from the second sections to
recover λi, mi, coefficients of polynomials a0,1i (t) i = 1, . . . , N, λn, n ∈ Z. The latter allows
one to extend the inverse data R(t) to all values of t ∈ R by formulas (4.9), (4.10). This is
important for the solution of the identification problem, see [20].
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1. Introduction

Point interactions in quantum mechanics describe the dynamics of particles in inter-
action with potentials supported on a (finite or infinite) set of points. In dimension one, they
are quite easily understood as a limit of short range potentials and they have been a subject
of study since the very early years of quantum mechanics, a most well-known application
is the Kronig-Penney model [17], which describes the dynamics of electrons in crystals. In
higher dimensions, the first attempts to use point interaction came from nuclear physics,
to describe the short range interactions between nucleons. It was found that to define a
potential supported in one point in dimension larger than one is a subtler and less intuitive
matter. Indeed, a rigorous mathematical definition of point potentials in dimension three
was achieved only in the 1960’s with the work of Berezin and Faddeev [7].

At a formal level the Hamiltonian describing a particle in a potential supported by
points can be written as: Hα = −∆ +

∑
j αjδyj , where α = {αj} is a set of assigned real

constants, Y = {yj} is a fixed set of points in Rd, and δyj is the Dirac delta-distribution
centered in yj. For this reason, Hα is also referred to as delta-interaction. For a thorough
discussion on the Hamiltonian Hα see [6], the monograph also includes an historical overview
of the topic and an appendix with an update on the progresses in the area.

The subject of this report is the Schrödinger equation associated with a nonlinear
version of the Hamiltonian Hα in which the constants αj depend on the state of the system.
Such an equation describes the propagation of a wave function in a medium whose response
is nonlinear only in some isolated points. The question that we want to address is whether
the solution of the equation with point-like nonlinearities is approximated by the solution of
an equation with smooth nonlinear terms.

We shall focus attention only on the one and three dimensional cases. They will be
discussed separately, with the related applications and literature, in Sec. 2 and 3 respectively.
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In dimension one, a solution to the approximating problem was given in [10]. Here
we shall briefly discuss the result and give a sketch of the proof, we refer to [10] for the
details.

In dimension three , the problem is still open. Here we shall exhibit an equation that
we conjecture to approximate the nonlinear delta-interaction, and give an heuristic argument
to support our conjecture.

To the best of our knowledge very little is known about the two dimensional case.
Also the correct definition of the limit problem, and the study of the well-posedness, is not
yet done. In dimension four or higher, instead, the problem cannot be set up because is not
possible to define the Hamiltonian Hα, see [6].

In what follows we shall construct the approximating equation by introducing a small
scaling parameter that will be denoted by ε. We shall denote by c a generic positive constant
whose value may change from line to line. The constant c may depend on the parameters
entering the equations and on the initial data, but in no case c will depend on the scaling
parameter.

2. Nonlinear delta-interactions in dimension one

In this section we shall present a review on the Schrödinger equation with delta-like
nonlinearities concentrated in a fixed set of points in dimension one. We shall recall the
definition of the equation and the basic results about its well-posedness, this part is a survey
of the works [4, 5] and [16]. Then we shall state the main result of [10] on the derivation of
the equation as the limit of Schrödinger equations with spatially non-homogeneous scaled
nonlinearity, and discuss the basic ideas behind the proof. We shall also mention a different
approximation method based on non-local smoothed nonlinearities, this method was used
in [16] as an intermediate step in the proof of the well-posedness of the limit equation.

To begin, it is worth recalling the definition of the operator Hα in dimension one.

The domain of the self-adjoint operator Hα is

D(Hα) = {ψ ∈ H2(R\Y ) ∩H1(R) : ψ′(y+j )− ψ′(y−j ) = αjψ(yj)}. (1)

The operator Hα acts on the elements in its domain as the Laplacian, everywhere, except
that in the points yj, i.e.,

Hαψ = −ψ′′ ∀x 6= yj, j = 1, ..., N (2)

for any ψ ∈ D(Hα).

The form domain of Hα does not depend on the parameters αj and coincides with
H1(R).

To give a precise definition of the nonlinear dynamics in which we are interested,
we start with a discussion on the non-autonomous Hamiltonian Hα(t), for which we let the
parameters αj depend on the time variable t. Such Hamiltonians are interesting on their
own both from the physical and mathematical point of view, see, e.g., [15,19] and references
therein.

When αj(t) are assigned real valued functions of time, the domain D(Hα(t)) changes
in time as well. In particular, if ψ(t) ∈ D(Hα(t)), then ψ(t) must satisfy the time dependent
jump conditions ψ′(t, y+j ) − ψ′(t, y−j ) = αj(t)ψ(t, yj). Conversely, the form domain of Hα(t)

does not depend on t and coincides with H1(R).
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Consider the Cauchy problem i
d

dt
ψ(t) = Hα(t)ψ(t)

ψ|t=0 = ψ0

(3)

The weak solutions of (3) are the solutions of the associated integral equation

ψ(t, x) = (U(t) ∗ ψ0)(x)− i
N∑
j=1

∫ t

0

dsU(t− s, x− yj)αj(s)ψ(s, yj), (4)

where U(t) is the unitary evolution group associated to the free Laplacian in dimension one,
its explicit expression is given by

U(t, x) =
ei

x2

4t

(4πit)1/2
.

The solutions of (4) belong to the domain of Hα(t) only under suitable assumptions
on the initial datum and on the regularity of the functions αj(t). For a discussion on this
problem we refer to the works [15,19].

From (4), it is clear that the solution ψ(t, x) is fully determined from the quantities
ψ(t, yj), j = 1, ..., N . Then, by evaluating the equation (4) in yk, k = 1, ..., N , the problem
of finding ψ(t, x) can be reduced to solve a system of N coupled Volterra equations for the
functions ψ(t, yk). This fact will also be used in the analysis of the nonlinear problem.

To define the nonlinear delta-interactions we use the weak formulation (4) and mimic
the nonlinear flow on it by letting αj(t)→ αj(|ψ(t, yj)|2). In this way we give a weak formu-

lation of the problem given by the equation i∂tψ = −∂2xxψ +
∑N

j=1 αj(|ψ(t, yj)|2) δyj ψ with

initial datum ψ0. We remark that the choice of the nonlinearity αj(|ψ(t, yj)|2) guarantees that
the equation is invariant under phase multiplication and that the nonlinearity is local; strong
solutions should satisfy the jump condition ψ′(t, y+j )− ψ′(t, y−j ) = αj(|ψ(t, yj)|2)ψ(t, yj).

We shall follow [4, 5] and consider only power-type nonlinearities, i.e., αj(z) = γjz
µj

for some real constants γj, and µj > 0, but more general nonlinearities could be considered,
see, e.g., [16]. Our model nonlinear delta-interaction is then defined by the integral equation

ψ(t, x) = (U(t) ∗ ψ0)(x)− i
N∑
j=1

γj

∫ t

0

dsU(t− s, x− yj)|ψ(s, yj)|2µjψ(s, yj). (5)

This is a weak formulation of the problem
i
∂

∂t
ψ(t, x) = − ∂2

∂x2
ψ(t, x) +

N∑
j=1

γj δyj |ψ(t, yj)|2µjψ(t, x)

ψ(0, x) = ψ0(x).

Nonlinear point interactions of this form have been used in solid state physics, see,
e.g., [8,18] (and references therein), and, more recently, to model nonlinear periodic systems,
such as Bose-Einstein condensates trapped into optical lattices, see [14].

As for the time dependent delta-interactions, we do not address here the problem
of showing under what conditions on γj, µj and ψ0, the solution of (5) satisfies the jump
condition ψ′(t, y+j ) − ψ′(t, y−j ) = γj|ψ(t, yj)|2µjψ(t, yj). Instead we take initial data in the

form domain, H1(R), and discuss the well-posedness and the approximation problem in
H1(R).
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We start by recalling that global well-posedness of (5) for initial data in H1(R) and
under the condition that

µj < 1 if γj < 0 (6)

was proved in [5] (see also [16] for different kind of nonlinearities).
The proof of global well-posedness as given in [5] follows a standard scheme: first prove

local well-posedness; then show that there exist some conserved quantities; finally, extend the
well-posedness to an arbitrarily large time T by exploiting the conserved quantities together
with results on the existence of global solutions for the Volterra equations. We shall not
comment on the first step of the proof, the analysis of the local well-posedness. For the
purposes of this report it is enough to discuss the conservation laws and how they affect the
proof of the global well-posedness, the discussion will make clear where the condition (6)
plays a role.

For any initial state in H1(R), there exist two quantities which are conserved by the
nonlinear flow (5): the L2-norm (also referred to as mass), and the energy

E[ψ] = ‖ψ′‖2 +
N∑
j=1

γj
µj + 1

|ψ(yj)|2µj+2.

Then, if ψ(t) is the solution of (5) with ψ0 ∈ H1(R), one has that ‖ψ(t)‖2 = ‖ψ0‖2 and
E[ψ(t)] = E[ψ0].

One main issue in the proof of the global well-posedness is to prove that the H1-norm
of the solution does not blow-up in finite time, i.e., that there does not exist T such that
lim supt→T ‖ψ(t)‖H1 <∞.

From the conservation of mass, proving that blow-up does not occur is reduced to
prove that the kinetic energy ‖ψ′(t)‖2 does not blow-up in finite time.

If γj > 0 for all j, the conservation of the energy immediately implies that ‖ψ′(t)‖ 6 c
(as well as |ψ(t, yj)| 6 c). Then no restriction on the power of the nonlinearity is needed.

If for some j, γj < 0, then the conservation of the energy alone is not enough to
guarantee that ‖ψ′(t)‖ stays bounded. One needs to be sure that in the energy the growth of
‖ψ′(t)‖ cannot be compensated by the negative term

∑
j:γj<0

γj
µj+1
|ψ(t, yj)|2. This is achieved

by using the well known Gagliardo-Nirenberg inequality

‖ψ‖∞ 6 c‖ψ′‖
1
2‖ψ‖

1
2 . (7)

Inequality (7), together with the energy and mass conservation, imply

E[ψ0] = E[ψ(t)] = ‖ψ′(t)‖2 +
∑
j:γj>0

γj
µj + 1

|ψ(t, yj)|2µj+2 −
∑
j:γj<0

|γj|
µj + 1

|ψ(t, yj)|2µj+2

> ‖ψ′(t)‖2 − c
∑
j:γj<0

‖ψ′(t)‖µj+1.
(8)

The bound (8) makes clear where the condition (6) comes from: if µj < 1 for all the j’s such
that γj < 0, then the inequality (8) implies that ‖ψ′(t)‖ 6 c; otherwise the negative term at
the r.h.s. dominates for ‖ψ′(t)‖ large, and the inequality (8) does not imply that ‖ψ′(t)‖ is
bounded.

We note that in [5], it is shown that for N = 1 the condition (6) is indeed sharp.
In the sense that for µ ≡ µ1 > 1, it is possible to find an initial datum ψ0 ∈ H1(R) such
that there exists tc < ∞ for which lim supt→tc ‖ψ(t)‖H1(R) = ∞, i.e., the solution blows-up
in finite time.
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2.1. Point-like limit of scaled spatially non-homogeneous nonlinearities in
dimension one

Here we discuss the approximating equation used in [10] and give a sketch of the
proof of the convergence of the solutions.

For any ε > 0, consider the nonlinear flow

ψε(t, x) = (U(t) ∗ ψ0)(x)− i
N∑
j=1

∫ t

0

ds
(
U(t− s) ∗ V ε

j (· − yj)|ψε(s)|2µjψε(s)
)
(x) (9)

where

V ε
j (x) =

1

ε
Vj

(x
ε

)
with Vj ∈ L1(R, (1 + |x|)dx) ∩ L∞(R) (10)

and µj > 0.
We remark that Eq. (9) is a weak formulation of the Cauchy problem

i
∂

∂t
ψε(t, x) = − ∂2

∂x2
ψε(t, x) +

N∑
j=1

V ε
j (x− yj)|ψε(t, x)|2µjψε(t, x)

ψε(0, x) = ψ0(x)

(11)

This describes a situation in which there is a spacial inhomogeneity of the response of the
medium to the wave function propagation. The regions in which the response is nonlinear
are supported on intervals of length of order ε around the points yj.

Before discussing the convergence of the solutions of Eq. (9) to the solutions of Eq.
(5) we shall comment on the well-posedness of (9). Under the assumption (10), Corollary
6.1.2 of [11] applies, so that, for any ε > 0, one has global existence of strong H1-solutions for
every initial datum ψ0 ∈ H1(R) for any µj > 0 if Vj > 0 (defocusing case) and for 0 < µj < 2
if Vj is negative in some open interval (for µj = 2, the critical case, one has global existence
for small data, see Remark 6.1.3 of [11]).

As for the limit problem (5), to prove global well-posedness in H1 one uses the fact
that there exist two conserved quantities: the L2-norm (mass) and the energy

Eε[ψ] = ‖ψ′‖2 +
N∑
j=1

1

µj + 1

∫
R
V ε
j (y − yj)|ψ(y)|2µ+2dy.

Precisely one has that, for any ψ0 ∈ H1(R), the solution ψε(t) of (9) is such that:

‖ψε(t)‖2 = ‖ψ0‖2 and E[ψε(t)] = E[ψ0].

From the mass conservation, to prove that the H1-norm of ψε(t) does not blow-up in finite
time, one needs to show that the quantity ‖ψε′(t)‖ stays bounded for any t. This is achieved
by using the following argument, write Vj as the sum of its positive and negative part,
Vj = Vj,+ − Vj,−, with Vj,+ > 0 and Vj,− > 0. Then, by the Gagliardo-Nirenberg inequality
(7),

1

µj + 1

∫
R
V ε
j (y − yj)|ψε(y)|2µj+2dy =

1

µj + 1

∫
R

1

ε
Vj

(y − yj
ε

)
|ψε(y)|2µj+2dy

> − 1

µj + 1

∫
R

1

ε
Vj,−

(y − yj
ε

)
|ψε(y)|2µj+2dy

> −c
ε
‖ψε‖2µj∞

∫
R
|ψε(y)|2dy > −c

ε
‖ψε′‖µj‖ψε‖2
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We denote by K ⊆ {1, ..., N} the set of indices j such that Vj is negative in some open
interval. Then by mass and energy conservation, and the inequality above, one has that,

Eε[ψ0] = Eε[ψε(t)] > ‖ψε′(t)‖2 − c

ε

∑
j∈K

‖ψε′(t)‖µj . (12)

As a consequence, one has ‖ψε′(t)‖ 6 Cε if µj < 2 for all j ∈ K. We remark that the
argument used above gives a bound on ‖ψε′(t)‖ which is not uniform in ε. The constant
Cε depends on ε because ε appears at the denominator of c in Eq. (12). This is enough to
obtain global well-posedness for any ε > 0 but it is not enough to prove the convergence
result. For that we shall need a bound on ‖ψε′(t)‖ which is uniform in ε, we shall be able to
obtain it at the cost of a more restrictive constraint on µj.

Now we are ready to state the main result of [10].

Theorem 2.1. For all j = 1, ..., N , take V ε
j as in (10) and 0 < µj < 1 if Vj is negative in

some open interval. For any ψ0 ∈ H1(R), let ψ be the solution of Eq. (5) with γj =
∫
R Vjdx

and ψε be the solution of Eq. (9). Then, for any T > 0,

lim
ε→0

sup
t∈[0,T ]

‖ψ(t)− ψε(t)‖H1(R) = 0.

Outline of the proof of Th. 2.1. We shall discuss only the main ideas behind the proof of
Th. (2.1), for the details we refer to [10]. We divide the proof in four steps.

Step 1. The first step is to obtain a bound for ‖ψε′(t)‖ which is uniform in ε. This
can be achieved at the cost of a more restrictive constraint on the power of the nonlinear
term, precisely we shall need to assume that µj < 1, for all j ∈ K. Writing, as in the proof
of the well-posedness of Eq. (9), Vj as the sum of its positive and negative parts, and by
assumption (10) and Gagliardo-Nirenberg inequality, we have that

1

µj + 1

∫
R
V ε
j (y − yj)|ψε(y)|2µj+2dy =

1

µj + 1

∫
R

1

ε
Vj

(y − yj
ε

)
|ψε(y)|2µj+2dy

> − 1

µj + 1

∫
R
Vj,−(y)|ψε(yj + εy)|2µj+2dy

> −c‖ψε′‖µj+1

The latter bound together with the conservation of the energy, gives

Eε[ψ0] = Eε[ψε(t)] > ‖ψε′(t)‖2 − c
∑
j∈K

‖ψε′(t)‖µj+1.

Since

sup
ε∈[0,1]

Eε[ψ0] 6 ‖ψ′0‖2 + ‖ψ0‖2µ+2
∞

N∑
j=1

1

µj + 1

∫
R
dx Vj,+(x) ≡ K

we finally get the inequality:

‖ψε′(t)‖2 − c
∑
j∈K

‖ψε′(t)‖µj+1 6 K

which implies ‖ψε′(t)‖ 6 c if µj < 1 for all j ∈ K and t > 0, by the Gagliardo-Nirenberg
inequality, this also implies the bound ‖ψε(t)‖∞ 6 c.

Step 2. The solution of the limit problem (5) is completely determined by the values
ψ(t, yj), j = 1, ..., N . Then to find ψ(t, x) we must solve first the system of coupled nonlinear
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Volterra equations in the variables ψ(t, yk).

ψ(t, yk) = (U(t) ∗ ψ0)(yk)− i
N∑
j=1

γj

∫ t

0

dsU(t− s, yk − yj)|ψ(s, yj)|2µjψ(s, yj), (13)

k = 1, ..., N .
For this reason in the second step of the proof we address the problem of showing the

convergence of ψε(t, yk) to ψ(t, yk), for all k = 1, ..., N . To this end, we compute ψε(t, yk) by
using Eq. (9), we get

ψε(t, yk) = (U(t) ∗ ψ0)(yk)− i
N∑
j=1

∫ t

0

ds
(
U(t− s) ∗ V ε

j (· − yj)|ψε(s)|2µjψε(s)
)
(yk).

We rewrite the latter equation in a more explicit form as

ψε(t, yk) = (U(t) ∗ ψ0)(yk)

− i
N∑
j=1

∫ t

0

ds

∫
R
U(t− s, yk − yj − εy)Vj(y) |ψε(s, yj + εy)|2µjψε(s, yj + εy)dy. (14)

Letting ε→ 0 at the r.h.s. of the latter equation one would expect that

ψε(t, yk) ' (U(t) ∗ ψ0)(yk)− i
N∑
j=1

∫
R
Vj(y)dy

∫ t

0

ds U(t− s, yk − yj) |ψε(s, yj)|2µjψε(s, yj).

By comparison with Eq. (13) one notices that ψε(t, yk) approximatively satisfies the same
equation as ψ(t, yk) if γj =

∫
R Vj(y)dy. To make precise this idea we subtract Eq. (13)

from (14). By adding and subtracting suitable terms at the r.h.s. (using the fact that
γj =

∫
R Vj(y)dy), we end up with the identity

ψε(t, yk)− ψ(t, yk) =

− i
N∑
j=1

γj

∫ t

0

ds U(t− s, yk − yj)
(
|ψε(s, yj)|2µjψε(s, yj)− |ψ(s, yj)|2µjψ(s, yj)

)
+Rε(t)

whereRε(t) is a remainder that satisfies the bound supt∈[0,T ] |Rε(t)| 6 cεδ for any 0 < δ < 1/2
and T > 0, we refer to [10] for the details. Here we use the a priori bounds ‖ψ(t)‖∞ 6 c and
‖ψε(t)‖∞ 6 c.

From the bound for the remainder Rε(t), the explicit expression of U(t, x), the fact
that ||a|2µa − |b|2µb| 6 (|a|2µ + |b|2µ)|a − b| for any a, b ∈ C, and the a priori bounds
‖ψ(t)‖∞ 6 c and ‖ψε(t)‖∞ 6 c, we get the inequality:

|ψε(t, yk)− ψ(t, yk)| 6 c

N∑
j=1

∫ t

0

ds
1√
t− s

|ψε(s, yj)− ψ(s, yj)|+ cεδ.

By a standard argument in the theory of Abel integral operators, we conclude that

sup
t∈[0,T ]

|ψε(t, yj)− ψ(t, yj)| 6 cεδ (15)

for any 0 < δ < 1/2 and T > 0.
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Step 3. Now we can proceed to the proof of the convergence in L2-norm, precisely
we shall show that

sup
t∈[0,T ]

‖ψε(t)− ψ(t)‖ 6 cεδ (16)

for any 0 < δ < 1/2 and T > 0.
We rewrite the nonlinear Eq. (9) explicitly, as

ψε(t, x) = (U(t) ∗ ψ0)(x)

− i
N∑
j=1

∫ t

0

ds

∫
R
U(t− s, x− yj − εy)Vj(y) |ψε(s, yj + εy)|2µjψε(s, yj + εy)dy. (17)

As in Step 2, letting ε→ 0 at the r.h.s. we see that, if γj =
∫
R Vjdx, ψε(t, x) approximately

satisfies the same equation as ψ(t, x). To make precise this argument we subtract (17) from
(5) and get the identity

ψε(t, x)− ψ(t, x) =

− i
N∑
j=1

γk

∫ t

0

dsU(t− s, x− yj)
(
|ψε(s, yj)|2µjψε(s, yj)− |ψ(s, yj)|2µjψ(s, yj)

)
+ T ε(t, x).

where T ε(t, x) is a remainder that satisfies the bound supt∈[0,T ] ‖T ε(t)‖ 6 cεδ for any 0 <

δ < 1/2 and T > 0 (see [10] for the details). Taking the L2-norm of ψε(t, x) − ψ(t, x) we
obtain

sup
t∈[0,T ]

‖ψε(t)− ψ(t)‖

6
N∑
j=1

|γj| sup
t∈[0,T ]

∥∥∥∥∫ t

0

ds U(t− s, · − yj)
(
|ψε(s, yj)|2µjψε(s, yj)− |ψ(s, yj)|2µjψ(s, yj)

)∥∥∥∥+ cεδ

6c
N∑
j=1

sup
s∈[0,T ]

∣∣|ψε(s, yj)|2µjψε(s, yj)− |ψ(s, yj)|2µjψ(s, yj)
∣∣ + cεδ

6c
N∑
j=1

sup
s∈[0,T ]

|ψε(s, yj)− ψ(s, yj)| + cεδ 6 cεδ.

In the second inequality we used the bound

sup
t∈[0,T ]

∥∥∥∥∫ t

0

U(t− s, ·)f(s) ds

∥∥∥∥ 6 c sup
s∈[0,T ]

|f(s)|.

In the third inequality we used ||a|2µa−|b|2µb| 6 (|a|2µ+ |b|2µ)|a− b| and the a priori bounds
‖ψ(t)‖∞ 6 c, ‖ψε(t)‖∞ 6 c. And finally we used the bound (15). This concludes the proof
of (16).

Step 4. We are left to prove the convergence in H1. Since the bound ‖ψε′(t)‖ 6 c
holds true, there exists a subsequence, that we denote in the same way, such that ψε(t)
converges weakly to φ(t) in H1(R). Recalling that ψε(t)→ ψ(t) in L2(R) we conclude that
φ(t) = ψ(t) a.e.. Moreover, since:

‖ψε(t)− ψ(t)‖2H1 = ‖ψε(t)‖2H1 + ‖ψ(t)‖2H1 − 2 Re (ψε(t), ψ(t))H1 ,

it is sufficient to prove that
lim
ε→0
‖ψε(t)‖2H1 = ‖ψ(t)‖2H1 .
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As in Step 3 we proved the convergence in L2, we are left to show that

lim
ε→0

sup
t∈[0,T ]

∣∣‖ψε′(t)‖2 − ‖ψ′(t)‖2∣∣ = 0. (18)

From the conservation of the energy we obtain

‖ψε′(t)‖2 = Eε[ψ0]−
N∑
j=1

1

µj + 1

∫
dxV ε

j (x− yj)|ψε(t, x)|2µj+2

‖ψ′(t)‖2 = E[ψ0]−
N∑
j=1

γj
1

µj + 1
|ψ(t, yj)|2µj+2.

Since limε→0E
ε[ψ0] = E[ψ0], we have

lim
ε→0

sup
t∈[0,T ]

∣∣‖ψε′(t)‖2 − ‖ψ′(t)‖2∣∣
= lim

ε→0
sup
t∈[0,T ]

∣∣∣∣∣
N∑
j=1

1

µj + 1

(∫
R
Vj(x)|ψε(t, yj + εx)|2µj+2dx− γj|ψ(t, yj)|2µj+2

)∣∣∣∣∣ . (19)

By Step 2 we have limε→0 supt∈[0,T ] ||ψε(t, yj)|2µj+2 − |ψ(t, yj)|2µj+2| = 0. Moreover, since

γj =
∫
R Vjdx, it follows that∣∣∣∣∫

R
Vj(x)|ψε(t, yj + εx)|2µj+2dx− γj|ψε(t, yj)|2µj+2

∣∣∣∣
=

∣∣∣∣ ∫
R
Vj(x)

(
|ψε(t, yj + εx)|2µj+2 − |ψε(t, yj)|2µj+2

)
dx

∣∣∣∣
6 c
√
ε
∥∥|ψε(t)|2µk+2

∥∥
H1

∫
R
|Vj(x)|

√
|x|dx 6 c

√
ε.

The latter bound, together with the equality (19), give (18), and this concludes the proof of
Th. 2.1. �

2.2. Remarks on the one dimensional problem

We conclude the discussion on the one dimensional case with several remarks.

We note that the approximating problem (11) imitates the approximation result
on the linear delta-interactions. Indeed it is well known, see [6], that the Hamiltonian
Hε = −∆ +

∑
j V

ε
j (· − yj), with V ε

j defined as in Eq. (10), converges in the norm resolvent

sense to Hα, defined by (1) - (2), with αj =
∫
R Vjdx. Recall that this also implies the

convergence of associated unitary groups.
For the convergence of the linear problem one only needs to assume Vj ∈ L1(R).

Also, the well-posedness result for Eq. (9) requires only Vj ∈ L1(R)∩L∞(R) (see [11]). This
suggests that the assumption Vj ∈ L1(R, (1 + |x|)dx) ∩ L∞(R) in Th. (2.1) is not optimal.

Concerning the assumptions on Vj, we also note that the limit problem (5) is well
posed for any µj > 0 if γj > 0. Since γj =

∫
R Vjdx, one would expect the convergence result

to hold true for any µj > 0 if
∫
R Vjdx > 0. Nevertheless, the argument used to derive the

uniform bound, ‖ψε′(t)‖ 6 c (step 1 in the proof of Th. 2.1), requires an upper bound on µj
whenever Vj is negative in some open interval. The same problem appears in the proof of
the well-posedness of Eq. (9). This is a consequence of the fact that the argument neglects
the positive part of Vj.
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In [16], the authors describe a different type of approximating problem which uses a
non-local nonlinearity. They consider the equation

i
∂

∂t
ψε(t, x) = − ∂2

∂x2
ψε(t, x) + ρε(x)α(|〈ρε, ψε(t)〉|2)〈ρε, ψε(t)〉, (20)

where ρε is a function approximating the Dirac delta-distribution (i.e., ρε(x) = ρ(x/ε)/ε
with ρ ∈ C∞0 [−1, 1], ρ > 0, and

∫
R ρdx = 1) and α(z) is a nonlinear function.

Under suitable assumptions of the nonlinearity, they prove that, for any initial data
in H1(R), the solution of Eq. (20), converges to the solution of the equation i∂tψ = −∂2xxψ+
α(|ψ(t, 0)|2) δ0 ψ.

3. Nonlinear delta-interactions in dimension three

This section is devoted to the analysis of the approximation problem for the Schrödinger
equation with nonlinear delta-interactions in dimension three. We will discuss a conjecture
on an approximating problem with non-local nonlinearity. For the sake of simplicity we shall
restrict the analysis to the case N = 1. For a discussion on the generalization of the limit
model to N > 1 we refer to [1–3].

We shall start by recalling several results from [1] on the well-posedness of the limit
model. Since we are setting N = 1, we use the notation α1 ≡ α, and set y1 ≡ 0, i.e., we put
the center of interaction in the origin. We set

G0(x) =
1

4π|x|
.

In dimension three the operator formally written as Hα = −∆ + αδ0 is defined by

D(Hα) =

{
ψ ∈ L2(R3) : ψ = φ+ qG0, φ ∈ H2

loc(R3),

∇φ ∈ L2(R3), ∆φ ∈ L2(R3), q ∈ C,

lim
x→0

(ψ(x)− qG0(x)) = αq

} (21)

and
Hαψ = −∆ψ ∀x 6= 0. (22)

The quantity q is referred to as charge of the wave function ψ. We remark that by
the definition of D(Hα), in general one has φ /∈ H2(R3). This is due to the decomposition
ψ = φ + qG0 and to the fact that G0 /∈ L2(R3). Whenever q = 0, one has that ψ = φ, and
ψ ∈ H2(R) with ψ(0) = 0.

The form domain of the operator Hα is

V =

{
ψ ∈ L2(R3) : ψ = φ+ qG0, φ ∈ H1

loc(R3), ∇φ ∈ L2(R3), q ∈ C
}

As for the one dimensional case the form domain does not depend on α. Yet, we
note one main difference with the one dimensional case: V does not coincide with H1(R),
the form domain of the free Laplacian (−∆, H2(R3)). Then Hα is not a small perturbation,
in the sense of quadratic forms, of −∆.

As for the one dimensional case, to give a precise definition of the nonlinear dynamics
we are interested in, we start with a discussion on the non-autonomous Hamiltonian Hα(t),
where α(t) is an assigned function. Such Hamiltonians have been studied, for example, in
relation with the ionization problem (see, e.g., [12, 13] and references therein).
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Consider the Cauchy problem (3) in dimension three. From [20], one obtains its solu-
tion in terms of the time dependent charge q(t). The charge satisfies the Volterra equation:

q(t)

4
√
πi

+

∫ t

0

ds
α(s)q(s)√
t− s

=

∫ t

0

ds
(U(s) ∗ ψ0)(0)√

t− s
, (23)

where U(t) is the unitary group generated by the free Laplacian in dimension three. Its
explicit expression is given by

U(t,x) =
ei

|x|2
4t

(4πit)3/2
,

while the solution ψ(t) is completely defined by q(t) through the equation

ψ(t,x) = (U(t) ∗ ψ0)(x) + i

∫ t

0

dsU(t− s,x)q(s). (24)

The solutions defined by equations (23) - (24) belong to D(Hα(t)) only under certain as-
sumptions on the regularity of the function α(t) and on the initial state ψ0, see, e.g., [21]
and references therein for results in this direction.

To define a nonlinear delta-interaction in dimension three we let α(t)→ α(|q(t)|2) in
equation (23). Following [1], we restrict ourselves to power type nonlinearities, and, as for
the one dimensional case, we choose α(z) = γzµ, with γ ∈ R and µ > 0.

With this choice the linear Volterra equation (23) is replaced by the nonlinear one

q(t)

4
√
πi

+ γ

∫ t

0

ds
|q(s)|2µq(s)√

t− s
=

∫ t

0

ds
(U(s) ∗ ψ0)(0)√

t− s
. (25)

Equation (24) - (25), define our model for a nonlinear delta-interaction in dimension
three. We recall that, global well-posedness for the problem (24) - (25) in ψ0 ∈ V and under
the condition that µ < 1 if γ < 0 was proved in [1]. In the same paper, the authors also
prove that the nonlinear flow admits two conserved quantities: the L2-norm (mass) and the
energy

E[ψ] = ‖∇φ‖2 +
γ|q|2µ+2

µ+ 1
,

where ψ = φ+ qG0 ∈ V . So that, for any ψ0 ∈ V , if ψ(t) is the solution of the problem (24)
- (25), one has ‖ψ(t)‖2 = ‖ψ0‖2 and E[ψ(t)] = E[ψ0].

We remark that by the definition of the form domain of Hα, ψ ∈ V does not imply
ψ ∈ H1(R3), and the well-posedness in V must be understood in the sense that ‖∇φ(t)‖ and
|q(t)| stay bounded.

We also remark that in [1], the authors consider the more general case of finitely many
nonlinear delta-interactions, N > 1. The conditions on the initial state which guarantee
ψ(t) ∈ D(Hα(|q(t)|2)) are also discussed in [1]. We refer to [2] for the analysis of the blow-
up problem and to [3] for the study of the stability/instability properties of the stationary
solutions of (24) - (25).

3.1. Point-like limit of scaled non-local nonlinearities in dimension three

In this section we discuss a conjecture about the approximation problem for (24)
- (25)through scaled non-local nonlinear flows. We remark that in dimension three the
problem of finding an approximation of the nonlinear flow (24) - (25) is subtler than the
corresponding problem in dimension one. This is not surprising, as also the problem of
finding a regular approximation of the (linear) operator Hα in dimension three requires
non-trivial renormalization procedures (see, [6]).
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Let ρ be such that ρ ∈ C∞0 (R3), ρ > 0, and
∫
R3 ρdx = 1, then set ρε(x) = ρ(x/ε)/ε3,

so that ρε converges to the Dirac delta-distribution in dimension three.

We denote by ρ̃(k) and ρ̃ε(k) the Fourier transform of ρ and ρε respectively, by scaling
one has that ρ̃ε(k) = ρ̃(εk). Moreover, from

∫
R3 ρdx = 1, it follows that ρ̃(0) = 1.

We set M = 1
(2π)3

∫
R3 dk (ρ̃(k))2/|k|2 and consider the nonlinear flow (in weak form)

ψε(t,x) = (U(t) ∗ ψε0)(x)

− i ε
M

∫ t

0

ds(U(t− s) ∗ ρε)(x)

(
−1 + γ

ε2µ+1|〈ρε, ψε(s)〉|2µ

M2µ+1

)
〈ρε, ψε(s)〉. (26)

Note that we let the initial datum ψε0 to depend on ε as well. This is due to the fact
that we want to compare the solutions of Eq. (26) with the solution of (24) - (25). To do
that, one should consider the two nonlinear flows with the same initial datum. In dimension
three this is, in general, not possible, because problem (24) - (25) is naturally defined for
initial data in V , while problem (26) is naturally defined for initial data in H1(R3). For this
reason we let the initial datum in (26) to depend on ε, and assume that ψε0 converges to ψ0

in a suitable norm as ε→ 0.

To begin, it is also convenient to set γ > 0 (defocusing nonlinearity), this choice
simplifies some issues with the well-posedness, giving at once some useful bounds on relevant
quantities, and avoids further constraints on the power of the nonlinearity µ.

We remark that problem (26), is a weak formulation of i
∂

∂t
ψε(t,x) = −∆ψε(t,x) +

ε

M

(
−1 + γ

ε2µ+1|〈ρε, ψε(t)〉|2µ

M2µ+1

)
〈ρε, ψε(t)〉ρε(x)

ψε(0,x) = ψε0(x)

We also note that, also in this case, the nonlinear approximation problem is inspired
by the linear one. Indeed, it is easy prove that the (non-local) operator Hε = −∆ +
ε
M

(
−1 + α ε

M

)
〈ρε, ·〉ρε converges in norm resolvent sense to the operator Hα defined by (21)

- (22).

We conjecture that, for any ψ0 ∈ V and ψε0 ∈ H1(R3) that converges to ψ0 in a
suitable sense, the solution of Eq. (26) converges to the solution of (24) - (25).

We do not have yet a rigorous proof of this statement, but we are able to give an
heuristic argument to support the conjecture.

The basic idea is that the quantity qε(t) = ε
M
〈ρε, ψε(t)〉, should converge to the charge

q(t). Eq. (26), written in terms of qε(t), gives

ψε(t,x) = (U(t) ∗ ψε0)(x)− i
∫ t

0

ds(U(t− s) ∗ ρε)(x)
(
−1 + γ

ε

M
|qε(s)|2µ

)
qε(s). (27)

We recall that ρε → δ0, then (U(t − s) ∗ ρε)(x) → U(t − s,x). Assuming, moreover, that
U(t) ∗ ψε0 → U(t) ∗ ψ0, one expects that

ψε(t,x) ' (U(t) ∗ ψ0)(x) + i

∫ t

0

dsU(t− s,x)qε(s).

By comparison with Eq. (24), this suggests that, if qε(t) converges to q(t), then also ψε(t)
converges to ψ(t).
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To support the idea that qε(t) should converge to q(t) we proceed as follows. We take
the scalar product of Eq. (27) with ρε, using the definition of qε(t) we get the identity

M

ε
qε(t) = 〈ρε, U(t) ∗ ψε0〉 − i

∫ t

0

ds〈ρε, U(t− s) ∗ ρε〉
(
−1 + γ

ε

M
|qε(s)|2µ

)
qε(s). (28)

Let Kε(t) = 1
(2π)3

∫
R3 dk (ρ̃ε(k))2e−i|k|

2t/|k|2. By the definition of U(t) one has that

〈ρε, U(t) ∗ ρε〉 =
1

(2π)3

∫
R3

dk (ρ̃ε(k))2e−i|k|
2t =

i

(2π)3
d

dt

∫
R3

dk
(ρ̃ε(k))2e−i|k|

2t

|k|2
= i

d

dt
Kε(t).

Using the latter identity, written as 〈ρε, U(t − s) ∗ ρε〉 = −i d
ds
Kε(t − s), in (28), and by

integration by parts in s, we get

M

ε
qε(t) = 〈ρε, U(t) ∗ ψε0〉+

∫ t

0

dsKε(t− s) d
ds

[(
−1 + γ

ε

M
|qε(s)|2µ

)
qε(s)

]
−Kε(0)

(
−1 + γ

ε

M
|qε(t)|2µ

)
qε(t) +Kε(t)

(
−1 + γ

ε

M
|qε(0)|2µ

)
qε(0).

Using the identity Kε(0) = M/ε we see that M
ε
qε(t) cancels, so that, rearranging the terms,

we are left with

γ|qε(t)|2µqε(t) = 〈ρε, U(t) ∗ ψε0〉+

∫ t

0

dsKε(t− s) d
ds

[(
−1 + γ

ε

M
|qε(s)|2µ

)
qε(s)

]
+Kε(t)

(
−1 + γ

ε

M
|qε(0)|2µ

)
qε(0).

To recover an equation of the form (25), we multiply for 1√
τ−t and integrate in t for t ∈ [0, τ ].

We obtain

γ

∫ τ

0

dt
|qε(t)|2µqε(t)√

τ − t
=

∫ τ

0

dt
〈ρε, U(t) ∗ ψε0〉√

τ − t

+

∫ τ

0

dt
1√
τ − t

∫ t

0

dsKε(t− s) d
ds

[(
−1 + γ

ε

M
|qε(s)|2µ

)
qε(s)

]
+
(
−1 + γ

ε

M
|qε(0)|2µ

)
qε(0)

∫ τ

0

dt
Kε(t)√
τ − t

. (29)

The heuristic argument showing that qε(t) should converge to q(t) is based on the fact that

Kε(t)→ 1

(2π)3

∫
R3

dk
e−i|k|

2t

|k|2
=

1

4π
√
πi
√
t
, (30)

as ε→ 0. This suggests that Eq. (29) should be approximated by

γ

∫ τ

0

dt
|qε(t)|2µqε(t)√

τ − t
'
∫ τ

0

dt
〈ρε, U(t) ∗ ψε0〉√

τ − t

+
1

4π
√
πi

∫ τ

0

dt
1√
τ − t

∫ t

0

ds
1√
t− s

d

ds

[(
−1 + γ

ε

M
|qε(s)|2µ

)
qε(s)

]
+

1

4π
√
πi

(
−1 + γ

ε

M
|qε(0)|2µ

)
qε(0)

∫ τ

0

dt
1√
τ − t

1√
t
.
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In the second line of the equation above we exchange the integrals in t and s and use the
fact that

∫ τ
0
dt 1√

τ−t
1√
t−s1{t>s} = π, while in the third line we use

∫ τ
0
dt 1√

τ−t
1√
t

= π, to get

γ

∫ τ

0

dt
|qε(t)|2µqε(t)√

τ − t
'
∫ τ

0

dt
1√
τ − t

〈ρε, U(t) ∗ ψε0〉

+
1

4
√
πi

∫ τ

0

ds
d

ds

[(
−1 + γ

ε

M
|qε(s)|2µ

)
qε(s)

]
+

1

4
√
πi

(
−1 + γ

ε

M
|qε(0)|2µ

)
qε(0).

Performing the integral in s, and neglecting further terms of order ε, we finally end up with

γ

∫ τ

0

dt
|qε(t)|2µqε(t)√

τ − t
'
∫ τ

0

dt
〈ρε, U(t) ∗ ψε0〉√

τ − t
− qε(τ)

4
√
πi
.

Comparing the latter formula with Eq. (25), one sees that qε(t) satisfies approximatively
the same equation as q(t).

To make rigorous the heuristic argument described above is the goal of a forthcoming
work. One would expect that the right approach is to add and subtract to Kε, in Eq. (29),
its limit, given in formula (30), then prove that the remainder (the term containing the
difference between Kε and its limit) is small. One main issue with this approach is the
presence of the derivative of qε(s) in Eq. (29), which implies that the remainder depends on
q̇ε. The dependence of the reminder on q̇ε is unexpected, because the limit equation does
not involve the derivative of q, and difficult to treat, because it requires a bound on q̇ε. An
approach that avoids taking the derivative of qε would be preferable.

4. Conclusions

We addressed the problem of finding regular approximations of nonlinear delta-
interactions.

We showed that, in dimension one, it is possible to find both local (see [10]) and
non-local (see [16]) nonlinearities that converge to the limit problem. The convergence can
be rigorously proved for initial data in H1(R).

For what concerns the three dimensional problem, we suggested an approximation
through non-local nonlinearities. The convergence to the limit problem seems to be plausible
but it is not yet proved rigorously.

Several problems remain completely open and would deserve some attention. We
mention two of them which are strictly related. They concern the approximation of delta-
interactions in dimension one and three, through local nonlinearities in the presence of a
linear term with a zero energy resonance.

The approximation of Hα in dimension three through Hamiltonians with scaled po-
tentials is not as intuitive as in dimension one. We already noted that in dimension one the
operator −∆ + V (·/ε)/ε converges to Hα, with α =

∫
R V dx. One might then think that

also in dimension three, adding a delta-convergent function to the Laplacian would give an
operator that converges to Hα. This does not happen to be the case.

To define a sequence of Schrödinger operators that converge to Hα one has to choose
a potential V such that the operator H = −∆ + V has a zero energy resonance. That
means that there exists a function φ such that φ ∈ L2

loc(R3), ∇φ ∈ L2(R) and Hφ = 0 in
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the distributional sense. Assuming additionally, that V decays fast enough, one has that
(see [6])

Hε = −∆ +
1 + λε

ε2
V
( ·
ε

)
, (31)

where λ ∈ R converges (in norm resolvent sense) to Hα, with coupling constant α = −mλ,
where m is a positive constant that depends on V .

One may wonder whether letting λ→ λ(ψ) would allow to obtain a local approxima-
tion of the nonlinear delta-interaction in dimension three.

A similar problem can be formulated in dimension one. Assume that V decays fast
enough and that it is such that H = −∆ + V has a zero energy resonance, i.e., there exists
φ ∈ L∞(R), φ /∈ L2(R), such that −φ′′ + V φ = 0. Assume also that the resonance φ
is an even function. Then the operator Hε in (31), in dimension one, converges in norm
resolvent sense to Hα, defined in (1) - (2), with α = −m̃λ, where m̃ is a positive constant
which depends on V (see [9]). In this sense the problems of approximating Hα in dimension
one and three are similar. We remark that, in dimension one, also the convergence of the
operator −∆ + V (·/ε)/ε relies on the presence of a zero energy resonance of the operator
(−∆, H2(R)). In this case the resonance is just the constant function.

Also in the one dimensional case, one might expect that letting λ→ λ(ψ) in (31) will
allow one to construct an approximation of a nonlinear delta-interaction.

Acknowledgements

The author is grateful to his friends and collaborators Domenico Finco, Diego Noja,
and Alessandro Teta, all the results and conjectures presented in this report were obtained
and formulated in collaboration with them. The support of the FIR 2013 project “Condensed
Matter in Mathematical Physics” (code RBFR13WAET) is also acknowledged.

References

[1] Adami, R., Dell’Antonio, G., Figari, R., and Teta, A., The Cauchy problem for the Schrödinger equation
in dimension three with concentrated nonlinearity, Ann. Inst. H. Poincaré Anal. Non Linéaire 20 (2003),
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Quantum random number generation allows the obtaining of true random numbers that can be used for ap-

plications (e.g.,a cryptography) requiring a high degree of randomness. In this paper, we give a mathematical
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and differential current on detectors after beam splitting. We derived equations allowing one to estimate the

scheme parameters imperfection impact on measurement results. We also obtained mathematical expres-

sions, demonstrating the equivalence of quantum description of Y-splitter and beam splitter with two inputs,

which allows the use Y-splitter for the implementation of quantum random number generation systems based

on vacuum quantum fluctuations.
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1. Introduction

Random numbers are widely used in classical and quantum cryptography. Perfect
randomness is very important for quantum cryptography protocols (see, e.g., [1]), but it is
rather difficult to obtain ideally random numbers in real devices. In principle, there are
two means to achieve this. The first, one uses special computer algorithms, however, this
way leads only to pseudo-random numbers. The second way is to use physical systems with
inherent random behavior. It is preferable to have fundamental character of this randomness.
The quantum random number generator (QRNG) is one such type of device. Accordingly,
QRNG can be divided into several groups, depending upon the physical phenomenon serving
as the background for the device: beam separation [2–4], entangled photon states [5, 6],
processes of photon emission and detection [7, 8], quantum noise of lasers [9, 10], vacuum
fluctuations of the electromagnetic field [11].

2. Quantum random number generation based on the principles of homodyne
detection

This type of QRNG is based on the randomness of the quantum noise where the
balanced detector subtracts signals received from beam splitter outputs (fig.1).

A coherent state from the laser comes to the first splitter input and in a vacuum state
– to another input. The beam splitter prepares the mixture of these signals, then the signals
from the beam splitter outputs arrive at the balanced detector. The subtracted signal is
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Fig. 1. QRNG scheme, based on vacuum fluctuations: L - laser, BS - beam
splitter, D1, D2 - detectors, SA - spectrum analyzer, PC - computer

quantum noise, which can be processed by the PC. Random numbers are thus obtained as
a result of the received differential signal processing.

3. Beam splitter

The main element of such schemes is the beam splitter. We consider how it transforms
a signal. If incoming signals are a1 and a2, then the signals at outputs, b1 and b2, can be
described by formula (1), where θ - is the angle of the beam splitter.{

b1 = a1 cos θ − a2 sin θ,

b2 = a1 sin θ + a2 cos θ.
(1)

The radiation is characterized by the Poisson distribution with parameter α (describ-
ing mean photon number), which is described as follows (in the operator form)

|α〉 = eαa
+
1 −α∗a1|0〉, (2)

where a+1 and a1 are photon creation and annihilation operators at the first input of the
beam splitter, |α〉 is the coherent state, |0〉 is the vacuum state.

If a coherent state is sent to the first splitter input, and a vacuum state - to another,
then the beam splitter input signal is expressed as a tensor product:

|α〉|0〉 = eαa
+
1 −α∗a1 |0〉1|0〉2. (3)

Let the radiation be characterized by the Poisson distribution with parameter |α〉. If it
passes through the beam splitter with an angle θ (fig.2.a), then one of the beam splitter
outputs is characterized by the Poisson distribution with parameter |a cos θ〉, and the second
is characterized by the Poisson distribution with parameter |a sin θ〉.

In case of symmetric beam splitter we obtain the following expressions for the signals
at the both outputs:

b+1 = b+2 =
1√
2
a+1 . (4)

The differential current can be determined as follows:

∆i = i2 − i1 = γ2b
+
2 b2 − γ1b+1 b1, (5)

where i1 and i2 are the photocurrents at the first and the second detectors, γ1 and γ2 are
the quantum efficiencies of the detectors. Correspondingly, the general expression for the
differential current is as follows:

〈∆i〉 = α2(γ2 sin2 θ − γ1 cos2 θ). (6)
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Fig. 2. a)Scheme of a beam splitter with angle θ, where to the first splitter
input a coherent state is send, and to other input - a vacuum state.b)Optical
Y-splitter. a1, a2, a3 - input signals of the 1st, 2nd and 3rd ports, respectively,
b1, b2, b3 - output signals from the splitter

One can see that in the case of using of a symmetric beam splitter and detectors with
identical quantum efficiencies, the mean value of the differential current is zero, and the
amplitude of the differential current deviation is proportional to the intensity of the incident
radiation:

∆i = αγ. (7)

In the case of using an asymmetric beam splitter and detectors with different quan-
tum efficiencies, the amplitude of the differential current deviation is characterized by the
following expression:

∆i = α
√
γ22 sin2 θ + γ21 cos2 θ. (8)

4. Y-splitter

In quantum random number generators based on the quantum fluctuations of vac-
uum, a beam splitter with two inputs and two outputs is normally used. We will consider the
possibility of applying a fiber optical Y-splitter for these constructions. For this purpose,
it is necessary to compare the quantum descriptions of the beam splitter (Fig. 2.a) and
Y-splitter (Fig. 2.b). We consider the Y-splitter as a system with three inputs and three
outputs, because input and output signals can pass through the same channel.

The relationship between the signals at inputs and outputs of the Y-splitter can be
described by the following expression:b1b2

b3

 =

−
√

1− 2λ2 β β

λ −γ
√

1− β2 − γ2
λ

√
1− β2 − γ2 −γ

a1a2
a3

 . (9)

where λ is the real proportionality factor, relating the output signals at the second and the
third ports and the input signal applied to the first port; β is the real proportionality factor,
relating the output signal at the first port and the input signal applied to the second or the
third port; γ is the real proportionality factor, relating the input and the output signals of
the second or the third port. Other coefficients are selected in accordance with requirements
of the unitary property of the matrix. The following expressions are also caused by the
unitarity conditions: 

−
√

1− 2λ2β − λγ + λ
√

1− β2 − γ2 = 0,

−
√

1− 2λ2β + λ
√

1− β2 − γ2 − λγ = 0,

β2 − 2γ
√

1− β2 − γ2 = 0.

(10)
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Parameters λ and β can be expressed in terms of γ from this system:

α = β =
√

2γ(1− γ). (11)

Then original matrix takes the form: 1− 2γ
√

2γ(1− γ)
√

2γ(1− γ)√
2γ(1− γ) −γ 1− γ√
2γ(1− γ) 1− γ −γ

 . (12)

We consider the special case when the signal from input port 1 is distributed only

between ports 2 and 3. In this case,
√

1− 2λ2 = 0, and λ =
1√
2

and by using expressions

obtained above, we can obtain the following values: β =
1√
2

and γ =
1

2
.

If the signal a1 comes to the 1st port of the Y-splitter, then the signals from outputs
2 and 3 can be obtained by using the matrix described above:

b1b2
b3

 =


0

1√
2

1√
2

1√
2
−1

2

1

2
1√
2

1

2
−1

2


a10

0

 =


0

1√
2
a1

1√
2
a1

 . (13)

Thus,

b+2 = b+3 =
1√
2
a+1 . (14)

This result coincides with the signals obtained at the output ports of the symmetric
beam splitter (4), when the coherent state a1 comes to the first splitter input, and a vacuum
state - to the other. Thus, as description for the beam splitter and the Y-splitter are the same,
to evaluate work of QRNG systems based on the vacuum fluctuations using the Y-splitter
we can use results for the beam splitter, obtained earlier. For example, we can estimate the
probability of the detecting of N different photons in the substractor [12] (Fig. 3):

PN = exp(−|α|2)I|N |(|α|2), (15)

where α is the Poisson parameter of the initial radiation, corresponding to the mean number
of photons, I|N |(|α|2) is the modified Bessel function of order |N |.

Fig. 3. Probability of detecting of N difference photons at substractor for
input radiation with mean number of photons a) α =0.1, b) α=0.5, c) α =1
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5. Conclusion

Expressions describing the relationship between the beam splitter input radiation
and the differential current were obtained for quantum random number generation scheme
using homodyne detection. For this scheme, expressions for estimations of the scheme’s pa-
rameters imperfection impacts on the measurement results, were also derived. We obtained
mathematical expressions demonstrating the formal equivalence for the quantum descrip-
tion of the beam splitter with two inputs and the quantum description of the Y-splitter.
This allows us to use the Y-splitter for the implementation of a quantum random number
generation system based on the quantum fluctuations of vacuum, and to use the previously
obtained formulas for the beam splitter with two inputs and two outputs for the calculation
of that system’s characteristics.
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1. Introduction

We consider the axial transport through resonant tunneling structures like highly
doped p-n semiconductor heterojunctions (Esaki diodes), multiple barriers or quantum well
diodes. In such systems, the conduction band edge-profile is described by a multiple-barrier
potential (see e.g. in [7]). Due to the quantum tunneling, the charge carriers, at the resonant
levels, interact with metastable states and, depending on the potential geometry, a local
accumulation of charges may result. The corresponding repulsive effect, which can strongly
modify the transport properties, have been described in the mean-field approximation by
one-particle quantum Hamiltonians of Hartree-type with Poisson nonlinearity ( [13]). In
this framework, the barriers depth, fixing the time scale for the dispersion of the metastable
states, can be rather large compared to the size of the wave packets. An unitarily equivalent
description of the model then consists of replacing the kinetic part of the Hamiltonian with
the ’semiclassical’ 1D Laplacian, −h2∆, while the potential is the superposition of a barrier,
supported on a bounded interval [a, b], and multiple potential wells with support of size h
inside (a, b). The parameter h now corresponds to a rescaled Fermi length (see for instance
[6]) fixing the quantum scale of the system and, coherently with the features of the physical
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model, is assumed to be small. The resulting transport model is described by a double-scale
Schrödinger-Poisson Hamiltonian:

Hh
NL = −h2∆ + Vh + V h

NL , (1)

where the linear part of the potential is defined according to:

Vh = V +W h , suppV = [a, b] , (2)

and

W h = −
N∑
n=1

wn ((x− xn) 1/h) , wn ∈ C0 (R,R+) , supp wn = [−d, d] , (3)

for some d > 0. For a suitable choice of V , this fixes a semiclassical island with quantum
wells supported around the collection of points xn ∈ (a, b), n = 1, ..., N . The nonlinear
potential term, V h

NL, solves a Poisson equation with a source given by the charge density of
the system. The corresponding evolution problem is as follows:

i∂tu
h (·, t, k) =

(
−h2∆ + Vh + V h

NL

)
uh (·, t, k) ,(

−h2∆ + Vh + V h
NL

∣∣
t=0
− k2

)
uh (·, 0, k) = 0

−∆V h
NL = dh ,

dh(x) =

∫
dk

2πh
g(k)

∣∣uh (x, t, k)
∣∣2 .

(4)

Here, uh (·, t, k) denotes the nonlinear evolution of a generalized eigenfunction uh (·, 0, k)
related to the Hamiltonian at t = 0. The quantum state corresponding to this picture is
described by a density matrix ρh defined by the momenta distribution g(k), and whose kernel
evolves in time according to

ρht (x, y) =

∫
dk

2πh
g(k)uh (x, t, k) ūh (y, t, k) . (5)

When g(k) selects incoming waves (i.e.: supp g ⊂ R+), the system is nourished by charges
from the left, providing a non-equilibrium condition where, depending on the potential ge-
ometry, the particles may accumulate inside the wells. These systems – characterized by a
very rich nonlinear characteristics, such as hysteresis phenomena and steadily oscillating cur-
rents – have attracted increasing interest, both for the challenging mathematical problems
associated with them as well as the potential application perspectives.

Resonant energies, produced by the potential Vh, naturally arise in this class of models
and play a central role in the description of quantum tunneling. The incoming electrons, at
resonant levels below sup(a,b) V , interact with resonant states which evolve in time according

to a quasi-stationary dynamics. In particular, their L2-mass remains concentrated in the
vicinity of the wells support for a range of time exponentially large w.r.t. h. Depending on
the position of the wells, this possibly induces a local charging process; then, the nonlinear
coupling in (4) generates a positive response (depending upon the charge in the wells) which
modifies the potential profile and reduces the tunneling rate.

This dynamics was considered in the works of G. Jona-Lasionio, C. Presilla and
J. Sjöstrand ( [13], [17], [18]), within a simplified framework where the Poisson potential
is replaced by an affine function multiplied by a nonlinear charge density. Using slowly
varying potential assumptions, WKB expansions and a one-mode approximation for the
time evolution of the quantum state, the authors discuss the behavior of the sheet density
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related to the accumulation of electrons in a single well determined by a flat double-barrier
potential. Rephrasing the result of their work in our scaling, they show that the relevant
time scale of the problem is on the order of eτ/h, corresponding to the imaginary part of the
lowest resonance, and provide with an explicit equation for the evolution of the local charge
density in the limit h→ 0 (eq. 9.7 in [17]).

It is worthwhile to note that these calculations have been shown to be relevant only
in some specific cases. This concerns, in particular, the adiabatic approximation for the
nonlinear evolution of generalized eigenfunctions, which appears to be an essential point
of the analysis: the lack of an error bound in the adiabatic formulas for resonant states
prevents the control of the possible remainder terms in the asymptotic limit. Moreover, the
role played by the device’s geometry in the emergence of nonlinear effects remains an open
problem. This was pointed out by F.Nier, Y.Patel and V.Bonaillie-Nöel, in a series of works
devoted to the steady state problem related to (4) under far-from-equilibrium assumptions.
In [4]- [5], an accurate microlocal analysis of the tunneling effect as h → 0 determines the
limit occupation number of resonant states. This analysis leads to a simplified equation
for the Poisson problem, where the limit charge density is described by a superposition of
delta-shaped distributions centered in the points xn (see the definition (3)).

The relevance of the adiabatic approximation, for the Schrödinger-Poisson equation in
the regime of quantum wells, suggests that we consider as a preliminary step, a ’linearized’
problem where the nonlinear term of Hh

NL is replaced by a potential supported on (a, b)
and adiabatically dependent on time; namely we introduce the time dependent family of
Schrödinger operators:

Hh
0 (t) = −h2∆ + Vh (t) , (6)

where Vh (t) = V + W h (t) fulfills the particular scaling (2)-(3) for all t. The adiabatic
evolution of an observable χ (corresponding to a local charge) is described by the variable
Ah0 (t) solving the equation:

Ah0 (t) = Tr
[
χρh0 (t)

]
,

ρh0 (t) =
∫

dk
2πh

g(k)
∣∣uh(k, ·, t)〉 〈uh(k, ·, t)∣∣ ,

iε∂tu
h(k, ·, t) = Hh

0 (t)uh(k, ·, t) ,(
Hh

0 (t = 0)− k2
)
uh(k, ·, 0) = 0 .

(7)

In this framework, the relevant resonant energies for the transport problem are determined by
the resonances of Hh

0 with the real part embedded in
(
0, inf [a,b] V

)
; these are usually referred

to as shape resonances. In the asymptotic regime of quantum wells (h→ 0), it is known that
the number of shape resonances is uniformly bounded w.r.t. h, while their imaginary part is
on the order of eτ/h for a suitable constant τ > 0 depending on the potential geometry (for
this point we refer to the analysis developed in [10]- [11]. Following [20], this quantity fixes
the time scale for the dispersion of the corresponding resonant states. Hence, the effect of
the accumulation of charges inside the wells can be investigated by choosing the adiabatic
parameter ε, in (7), of size e−τ/h.

1.1. Detecting quantum resonances: the exterior complex dilation

The small-h analysis of the linearized problem (7), involves the following task: clarify,
in an energy interval close to the shape resonances, the relation between the evolution of
generalized eigenfunctions and of the resonant states in the adiabatic limit. Let us recall that
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the resonances of a Schrödinger operator correspond (modulo a restriction to a dense subset
of dilation-analytic functions) to the poles of the meromorphic extension of its resolvent
to the second Riemann sheet (i.e.: Im

√
z < 0). These are detected through the complex

deformation method (see [12] for details), which can be adapted to our framework by using
the exterior complex scaling: x → xeθ1R\(a,b)(x). When θ ∈ R, the related deformation is an
unitary operator acting on L2 (R) according to

Uθu (x) =


eθ/2u

(
eθ (x− b)− b

)
, x > b ,

u (x) , (a, b) ,

eθ/2u
(
eθ (x− a)− a

)
, x < a .

(8)

For the Hamiltonian:

Q = −∆ + V , with: V ∈ L∞ (R) and suppV = [a, b] , (9)

the corresponding deformed operator, next denoted with: Q (θ) = UθQU
−1
θ , is explicitly

written as (see e.g. in [8]):
Q (θ) = −e−2θ1R\(a,b)∆θ + V , (10)

where ∆θ is the non-self-adjoint point perturbation of the Laplacian defined by the interface
conditions: 

e−
θ
2u(b+) = u(b−) , e−

3
2
θu′(b+) = u′(b−) ,

e−
θ
2u(a−) = u(a+), e−

3
2
θu′(a−) = u′(a+) .

(11)

Namely, we have the following:

∆θ :

 D (∆θ) = {u ∈ H2 (R\ {a, b}) | (11) holds} ,

(∆θ u) (x) = −u′′(x) , x ∈ R\ {a, b} .
(12)

When Im θ > 0, this deformation produces a rotation of the essential spectrum in the second
Riemann sheet: σess (Q (θ)) = e−2 Im θR+; in the cone spanned by R+ and σess (Q (θ)) the
resonances of Q identify with the spectral points of Q (θ). This important result was first
obtained by J. Aguilar, E. Baslev and J.M. Combes in [1], [3], where the case of analytic
potentials w.r.t. the uniform complex dilation x→ xeθ was considered (see also [12, Theorem
16.4]). For potentials which can be complex deformed only outside a compact region, the
exterior complex scaling technique appeared in [19] in the singular version that we reconsider
here.

Proposition 1.1. Let Q be defined by (9); the resonances of Q in the cone

Kα = {arg z ∈ (−2α, 0)} , with α <
π

4
, (13)

are eigenvalues of the operators Q (θ) for α 6 Im θ.

As a consequence, the resonant state associated with a resonance Eres ∈ Kα∩σ (Q (θ))
can be defined as an eigenvector of Q (θ), with α 6 Im θ, and we have

(Q (θ)− Eres)ψEres = 0 , in L2 (R) . (14)

It is worth remarking that the resonances in Kα do not depend on the deformation, i.e.:
if Eres ∈ Kα ∩ σ (Q (θ)) for a given θ, then, Eres ∈ Kα ∩ σ (Q (θ′)) for all θ′ > θ and
α 6 Im θ′. Nevertheless the solution ψEres of (14) possibly depends on θ in the exterior
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region, while, according to the shape of Uθ, the cutoff 1(a,b) (x)ψEres (usually refferred to as
the quasi-resonant state) is independent of θ.

1.2. An alternative approach to the adiabatic problem

The identification of the resonances for Q with the spectral points of the correspond-
ing deformed operator Q (θ) suggest an alternative, and possibly more natural, framework
to study the adiabatic problem (7). Let us define the observable χ according to

χ ∈ C∞ (R) , suppχ ⊂⊂ (a, b) . (15)

With this choice, χ describes the charge accumulating in a region inside (a, b). Since χ
commutes with the deformation map Uθ for all θ, making use of the properties of the trace
operation we have:

Ah0 (t) = Tr
[
χρh0 (t)

]
= Tr

[
U∗θχUθρ

h
0 (t)

]
= Tr

[
χUθρ

h
0 (t)U∗θ

]
. (16)

Here, Uθρ
h
0 (t)U∗θ identifies with the evolution at time t of a deformed density matrix, when

the dynamical system is generated by Hh
0 (t, θ) = UθH

h
0 (t)U−1

θ . This allows us to rephrase
(7) in the equivalent form:

Ah0 (t) = Tr
[
χρh0 (t, θ)

]
,

ρh0 (t, θ) =
∫

dk
2πh

g(k)
∣∣uhθ (k, ·, t)〉 〈uhθ (k, ·, t)∣∣ ,

iε∂tu
h
θ (k, ·, t) = Hh

0 (t, θ)uhθ (k, ·, t) ,(
Hh

0 (t = 0, θ)− k2
)
uhθ (k, ·, 0) = 0 .

(17)

When g selects energies close to the shape resonances, the relevant information about the
solution uhθ (k, ·, t) of the adiabatic problem in (17) are related to the evolution of the resonant
states. To fix this point, assume that, for a suitable choice of Vh (t) in (6), the linearized
operator Hh

0 (t) has a shape resonance Eh (t) remaining close for all time to a limit energy λ0

(in a sense which will be specified later with an explicit example). According to Proposition
1.1, we have: Eh (t) ∈ Kα ∩ σ

(
Hh

0 (t, θ)
)

for some π/4 > α > 0 and α 6 Im θ, and the
corresponding instantaneous resonant state ψEh(t) solves the eigenvalue equation (14) with

Q (θ) = Hh
0 (t, θ). As far as supp g =

{
k > 0 , k2 ∼ ReEh

res (t) ∼ λ0
}

, it is expected that

1(a,b) (x)uhθ (k, x, t) ∼ 1(a,b) (x)ψh (t) , (18)

where ψh (t) is the solution of the problem iε∂tψ
h (t) = Hh

0 (t, θ)ψh (t) ,

ψh (0) = ψEh(0) .
(19)

For ε = e−τ/h, the small-h asymptotics of this dynamic is related to the adiabatic evolution
of an eigenvector of the initial operator Hh

0 (t = 0, θ) and standard results in adiabatic per-
turbation theory (see e.g. in [16]) would suggest to identify ψh (t) with the instantaneous
resonant state ψEh(t) (multiplied by a suitable modulation factor), with an error of size e−τ/h.
Such an adiabatic approximation and the relation (18) could be implemented in (10) to study
the asymptotic behavior of Ah0 (t) as h→ 0.

The main difficulty in this approach is due to the fact that the complex scaling
does not preserve the m-accretivity of the operator, i.e.: the quadratic form associated
with Hh

0 (t, θ) has an imaginary part with undetermined sign (see the eq. (1.5) in [8]); as a



A linearized model of quantum transport... 105

consequence, the deformed dynamics may exhibit exponential growth w.r.t. t. Since uniform-
in-time estimates for the dynamical system are necessary to prove the adiabatic theorem,
the lack of this condition in our case, prevents us from developing a rigorous approach to
the study of (19) in the small-h limit.

2. A modified model

A possible strategy to overcome the lack of uniform-in-time estimates occurring in
the study of the dynamical system (19) consists of modifying the physical Hamiltonian Hh

0

according to the following:

Hh
θ :

 D
(
Hh
θ

)
= {u ∈ H2 (R\ {a, b}) | (11) holds} ,(

Hh
θ u
)

(x) = −h2u′′(x) + Vh(x)u(x) , x ∈ R\ {a, b} ,
(20)

where, as before, the potential is formed by the superposition of a barrier supported on
[a, b], and a collection of quantum wells W h defined by (3). It worthwhile to remark that,
for θ 6= 0, Hh

θ is neither self-adjoint nor symmetric and identifies with an extension of the
symmetric restriction

Hh
0,0 = Hh

0 �
{
u ∈ H2 (R) | u(α) = u′(α) = 0 , α = a, b

}
. (21)

In this connection, Hh
θ is an explicitly solvable model w.r.t. Hh

0 and relevant quantities,
as its resolvent or generalized eigenfunctions, can be expressed in terms of corresponding
non-modified quantities, related to the selfadjoint operator Hh

0 , through non-perturbative
formulas. This well-known property of point perturbations (see e.g. in [2]) provides us with
a usefull tool for spectral analysis and allows us to consider the pair

{
Hh
θ , H

h
0

}
as a scattering

system. In particular, if 1[a,b]Vh > 0, it has been shown that Hh
θ has a purely continuous

spectrum coinciding with R+, provided that θ is small (depending on h; see [14]). A detailed
analysis concerned with operators of this class has been developed (in a slightly more general
framework) in [8]- [15]. In what follows, we resume their main features.

2.1. Shape resonances in the regime of quantum wells

Let: Vh = V + W h, with V and W h defined as in (2)-(3) and fufilling the following
constraints:

1[a,b]V > c , sup
{
‖V ‖L∞(R) ,

∥∥W h
∥∥
L∞(R)

}
6

1

c
, supp W h ⊂⊂ (a, b) , (22)

for some c > 0, uniformly w.r.t. h ∈ (0, h0]. It is known that this particular potential’s
shape prevents the accumulation of the possible eigenvalues of the corresponding ’Dirichlet
operator’, Hh

D,

Hh
D = −h2∂2

x + Vh , D
(
Hh
D

)
= H2 ([a, b]) ∩H1

0 ([a, b]) , (23)

in the energy region
(
c, inf [a,b] V

)
when the limit h→ 0 is considered (e.g. in [4]). Then, we

assume Vh to verify the following spectral condition.
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Condition 2.1. There exists a real λ0 and a cluster of eigenvalues
{
λhj
}`
j=1
⊂ σ

(
Hh
D

)
such

that the conditions

i) c 6 λ0 6 inf [a,b] V − c 6 ‖V ‖L∞(R) 6
1
c
,

ii) d
(
λ0, σ

(
Hh
D

)
\
{
λhj
}`
j=1

)
> c ,

iii) max
16j6`

∣∣λhj − λ0
∣∣ 6 h

c
.

(24)

hold for all h ∈ (0, h0].

Under the action of an exterior dilation Uiγ with γ > 0 (see the definition 8), the
modified Hamiltonian Hh

θ transforms according to (e.g. in [8])

Hh
θ (iγ) = −h2η (x) ∆θ+iγ + Vh , η (x) = e−2iγ1R\(a,b)(x) , (25)

where the operator’s domain is obtained from (20) by replacing θ by θ + iγ in the inter-
face conditions (11). In the exterior domain, the solution ϕres of the eigenvalue problem
corresponding to a resonance zres ∈ {p ∈ C | arg p ∈ (−2γ, 0)}(

Hh
θ (iγ)− zres

)
ϕres = 0 , ϕres ∈ L2 (R) , (26)

exhibits the exponential modes
ϕres(x) = c+e

i
(zres)

1/2eiγ

h
(x−b) , x > b ,

ϕres(x) = c−e
i
(zres)

1/2eiγ

h
(a−x) , x < a .

(27)

Let Phz (θ) =
(
−h2∆θ + Vh

)
D(Phz (θ)) =

{
u ∈ H2 ((a, b)) ,

(
h∂x + iz1/2e−θ

)
u(a) = 0 ,

(
h∂x − iz1/2e−θ

)
u(b) = 0

}
,

(28)

where (z)1/2 is determined according to arg z ∈
[
−π

2
, 3

2
π
)
. Using (27), the resonance equation

(26) is re-termed as a non-linear eigenvalue problem for the operator Phz (θ)(
Phzres (θ)− zres

)
ϕres = 0 . (29)

It is worthwhile to note that this equation does not depend on the deformation, but only on
the interface conditions in (20). Following the approach of Helffer-Sjöstrand (see [11], [21]),
the resonances for the full Hamiltonian Hh

θ (iγ) can be investigated after reducing the Grushin
problem modeled from the Dirichlet operator Hh

D for the boundary value operator Phzres (θ).
This analysis, developed in [8], shows that, for potentials fulfilling the conditions (24), the
shape resonances are localized in small regions of the corresponding Dirichlet’s eigenvalues
λhj as h→ 0. In particular, let ωδ denotes the regions:

ωδ =
{
z ∈ C , d

(
z,
{
λhj
}`
j=1

)
6 δ
}
, (30)

and dAg (x, y,V , λ)

dAg (x, y,V , λ) =

∫ x

y

√
(V(s)− λ)+ds , x > y , (31)

the Agmon distance between x and y related to a potential V and an energy λ ∈ R+.



A linearized model of quantum transport... 107

Proposition 2.1. Let Vh = V + W h be defined according to (2)-(3), (22), and assume the

conditions (24) to hold. Then, for all h ∈ (0, h0] and |θ| 6 c2h
8

, the operator Hh
θ has exactly

` resonances in ω ch
2

,
{
zhj
}`
j=1

, possibly counted with multiciplicities. Considered as functions

of h, after the proper labelling w.r.t. j, these fulfill the relations:

zhj (θ)− λhj = O
(
h−3e−

2S0
h

)
. (32)

where S0 = dAg
(
{a, b} ,∪Nk=1 {xk} , V, λ0

)
is the Agmon distance between the asymptotic sup-

port of W h and the barrier’s boundary. Under the additional condition

lim
h→0

h3e
2S0
h min

j 6=j′

∣∣λhj − λhj′∣∣ = +∞ , (33)

the variations of zhj (θ)− zhj (0) is estimated by the following:

max
j∈{1...`}

∣∣zhj (θ)− zhj (0)
∣∣ = O

(
|θ|h−3e−

2S0
h

)
, (34)

for all e−
2S0
h < |θ| < c2h

8
.

As a consequence of (32), the size of the imaginary part of the shape resonances is:∣∣Im zhj (θ)
∣∣ . h−3e−

2S0
h . When the quantum evolution generated by Hh

θ is considered for

initial states with energies close to zhj (θ), it is important to have a lower bound for Im zhj (θ)
as h→ 0. Providing such a lower bound is a standard result in semiclassical analysis; in [5]-
[8] this problem is analyzed for Schrödinger operators depending on the scaling parameter h
according to the rules prescribed for Vh. Under some additional spectral assumptions, it is
shown that: ∣∣Im zhj (θ)

∣∣ & e−
2S0
h . (35)

In what follows we will assume that this lower bound holds.

2.2. The quantum evolution problem

We next consider the time propagator generated by the operator Hh
θ . In a slightly

more general framework, a detailed analysis of this problem has been developed in [15], where
the modified dynamics is defined through a similarity, between Hh

θ and the corresponding
self-adjoint model Hh

0 , holding in some spectral subspace under the assumption that the
parameters θ and h are small.

The generalized eigenfunctions of Hh
θ , next denoted with ψhθ (·, k,Vh), solve of the

boundary value problem (we refer to [14]- [15])

(
−h2∂2

x + Vh
)
u = k2u , x ∈ R\ {a, b} , k ∈ R ,

e−
θ
2u(b+) = u(b−) , e−

3
2
θu′(b+) = u′(b−) ,

e−
θ
2u(a−) = u(a+), e−

3
2
θu′(a−) = u′(a+) ,

(36)

and fulfill the exterior conditions

ψhθ (x, k,Vh)
∣∣∣x<a
k>0

= ei
k
h
x +Rh(k, θ)e−i

k
h
x , ψhθ (x, k,Vh)

∣∣∣∣x>b
k>0

= T h(k, θ)ei
k
h
x , (37)

ψhθ (x, k,Vh)
∣∣∣x<a
k<0

= T h(k, θ)ei
k
h
x , ψhθ (x, k,Vh)

∣∣∣∣x>b
k<0

= ei
k
h
x +Rh(k, θ)e−i

k
h
x , (38)
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describing an incoming wave function of momentum k with reflection and transmission co-
efficients Rh and T h. In the case θ = 0, the generalized Fourier transform associated with
Hh

0(Vh) is defined by:(
Fhϕ

)
(k) =

∫
R

dx

(2πh)1/2

(
ψh0 (x, k,Vh)

)∗
ϕ(x) , ϕ ∈ L2(R) . (39)

Recall that Fh is a bounded operator on L2(R) with a right inverse coinciding with the
adjoint

(
Fh
)∗ (

Fh
)∗
f(x) =

∫
dk

(2πh)1/2
ψh0 (x, k,Vh)f(k) . (40)

In particular, it results: Fh
(
Fh
)∗

= I in L2(R), while the product
(
Fh
)∗Fh defines the

projector on the absolutely continuous subspace of Hh
0(Vh) (cf. [22]).

We are interested in the quantum evolution for initial states residing in a spectral
subspace of energies close to λ0 (the eccumulation point of the resonances); let assume the
interval [Λ1,Λ2] ⊂ R such that:

c 6 Λ1 < Λ2 6 inf
[a,b]

V − c , σ
(
Hh
D

)
∩ [Λ1,Λ2] =

{
λhj
}`
j=1

, (41)

uniformly w.r.t. h ∈ (0, h0]. The spectral projector on [Λ1,Λ2] associated to Hh
0 is next

denoted with Π[Λ1,Λ2]; this is explicitly given by:

Π[Λ1,Λ2]ϕ =

∫
R

dk

(2πh)1/2
1[Λ1,Λ2]

(
k2
)
ψh0 (x, k,Vh)

(
FhVhϕ

)
(k) . (42)

The similarity between Hh
θ and Hh

0 on the subspace Π[Λ1,Λ2]ϕL
2(R) is provided by the oper-

ators Wh
θ defined through the integral kernel:

Wh
θ (x, y) =

∫
R

dk

2πh
1[Λ1,Λ2]

(
k2
)
ψhθ (x, k,Vh)

(
ψh0 (x, k,Vh)

)∗
. (43)

The next proposition rephrases in our case the result presented in [15] .

Proposition 2.2. Let Vh = V +W h satisfy the conditions (24) and |θ| . hN0, with N0 > 4.
If the interval [Λ1,Λ2] verifies (41) and the lower bound (35) holds, then there exists η > 0
such that:

{
Wh

θ , θ ∈ C ,B |θ| < η hN0
}

form an analytic family of bounded operators in
L2(R) fulfilling the expansion:

Wh
θ − Π[Λ1,Λ2]ϕ = O

(
hN0−2

)
, (44)

in the L (L2(R)) operator norm. For |θ| < η hN0, the operators Wh
θ , Wh

θH
h
0 and

Hh
θWh

θ map L2(R) into D
(
Hh
θ

)
, and it results

Hh
θWh

θ =Wh
θH

h
0 . (45)

As a consequence of (44)-(45), the modified quantum evolution can be defined through

the unitary propagator e−itH
h
0 by conjugation as far as the initial state is considered in

Π[Λ1,Λ2]L
2(R).

Theorem 2.1. Let h ∈ (0, h0] and |θ| . hN0, with N0 > 4. Under the assumptions of
the proposition 2.2, iHh

θ generates a strongly continuous group of bounded operators on

Π[Λ1,Λ2]L
2(R). For a fixed t, e−itH

h
θ is analytic w.r.t. θ and the expansion:(

e−itH
h
θ − e−itHh

0

)
Π[Λ1,Λ2] = R̃h (t, θ) , (46)
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holds with:

sup
t∈R

∥∥∥R̃h (t)
∥∥∥
L(L2(R))

= O
(
hN0−2

)
. (47)

2.3. Adiabatic evolution of shape resonances

We next consider a non-autonomous Hamiltonian defined by (20) through a time
dependent potential Vh (t) such that the spectral profile of Hh

θ (t) corresponds to the pitcure
given in the Proposition 2.1 for any time. In particular, the potential is assigned according
to the following conditions:

Condition 2.2. Vh (t) = V (t)+W h (t), with V,W h ∈ CK (R, L∞ (R)) for K > 2, suppV (t) =
[a, b] and

W h (t) = −
N∑
n=1

wn (t, (x− xn) 1/h) , supp wn(t) = [−d, d] . (48)

We assume that for all t the estimates (22) and the conditions (24) hold with λ0 ∈ CK (R)
and c > 0 fixed.

Under these assumptions, Hh
θ (t) has a cluster of time dependent shape resonances{

zhj (θ, t)
}`
j=1

which, for γ > 0 large enough, belong to σ
(
Hh
θ (iγ, t)

)
, with Hh

θ (iγ, t) de-

noting the exterior complex-dilation of Hh
θ (t). Since σess

(
Hh
θ (iγ)

)
= e−2iγR+, due to the

semiclassical estimates (32) and the assumption (ii)-(24),
{
zhj (θ, t)

}`
j=1

is an isolated part

of the spectrum of Hh
θ (iγ, t). Denoting with Πzhj (θ,t) the corresponding time-dependent (non-

orthogonal) projetcor, the adiabatic problem for this cluster of spectral points is written
as: 

iε∂tu
h
t = Hh

θ (iγ, t)uht ,

uht=0 ∈ Πzhj (θ,t)L
2 (R) .

(49)

If the dynamical system generated by Hh
θ (iγ, t) allows uniform-in-time estimates, this prob-

lem can be analyzed following the standard approach of the adiabatic theorem with spectral
gap condition. For a particular choice of the deformation, the modification introduced by
the θ-dependent interface conditions allows to obtain such a result. Indeed, the deformation
Hh
θ (iγ) is characterized as follows (Lemma 3.1 in [8]):

Lemma 2.2. Let θ = iγ, γ > 0. Then: iHh
iγ(iγ) is maximal accretive.

It follows that, for each fixed t, e−isH
h
iγ(iγ,t) is a semigroup of contractions; then, the

regularity-in-time of the potential allows us to conclude that the non-autonomous Hamil-
tonian Hh

iγ(iγ, t) generates a quantum dynamical system of contractions (see [8, Proposition
3.7]). In the application perspectives, we need to minimize the error produced by modifica-
tion of the Hamiltonian; hence, we next assume γ to be polynomially small w.r.t. h. In this
framework, the resonances zhj (iγ, t) are close to the essential spectrum (located in e−i2γR+)

and the spectral gap condition depends on h. Then the estimates of ∂kt
(
Hh
θ (iγ, t)− z

)
in the

region:
∣∣z − zhj (θ, t)

∣∣ ∼ γ, behave as γ−1. This entails a loss of some power for h (depending

on γ) in the adiabatic formula. Nevertheless, assuming ε = e−τ/h for some τ > 0, it is
still possible to obtain an error bound exponentially small w.r.t. h. Next, we recall, in the
simplified case of a single shape resonance, the result of the adiabatic theorem provided with
in [8, Theorem 7.1] (see also [9] for the explicit form of the modulation factor µ (t) below).
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Theorem 2.3. Let Vh (t) fulfill the Condition 2.2 with ` = 1, and let Eh (t), ψEh(t) re-

spectively denote the shape resonance end the resonant state related to Hh
ihN (ihN , t) in the

neighbourhood of size h of the limit energy λ0. We set ε = e−τ/h with τ > 0, and assume
that ∥∥∥ψEh(t) − ψ∗Eh(t)

∥∥∥
L2(R)

6 ε1−δ , (50)

holds for any δ ∈ (0, 1). Then, the solution ψh (t) of the problem: 0 6 t 6 T iε∂tψ
h (t) = Hh

ihN (ihN , t)ψh (t) ,

ψh (0) = ψEh(0) ,
(51)

fulfills the estimate:

max
t∈[0T ]

∥∥ψh (t)− vh (t)
∥∥
L2(R)

6 Ca,b,c,δ,T ε
1−δ ∥∥ψEh(0)

∥∥
L2(R)

, (52)

where the auxiliary dynamics vh (t) is expressed as:

vh (t) = µ (t) e−
i
ε

∫ t
0 E

h(s) dsψEh(t) , (53)

with

µ (t) = exp

 t∫
0

〈
ψEh(s), ∂sψEh(t)

〉∥∥ψEh(s)

∥∥2

L2(R)

ds

+O
(
ε1−δ) , (54)

while the positive constant Ca,b,c,δ,T possibly depends on the data.

3. A conjecture for the linearized transport problem

We finally reconsider the linearized verion of the transport problem introduced in (7).
According to the result of Theorem 2.1, for initial states characterized by energies close to
a cluster of resonaces allowing the lower bound (35), the distance between the propagators
exp

(
−itHh

ihN0

)
and exp

(
−itHh

0

)
is controlled uniformely-in-time in the L2-operator norm

by O
(
hN0−2

)
for N0 > 4. In the non-autonomous case, this suggests that, under the same

initial conditions, the quantum dynamical systems generated by Hh
ihN0

(t) and Hh
0 (t) remain

close to each other. In particular, we conjecture that on the adiabatic time-scale, the result
of Theorem 2.1 extends according to:

sup
t∈[0,T ]

∥∥uh (t)− uh0 (t)
∥∥
L2(R)

= O
(
hN0−2

)
, (55)

where uh (t) and uh0 (t) solve the equations: iε∂tu
h (t) = Hh

ihN0
(t)uh (t) and iε∂tu

h
0 (t) =

Hh
0 (t)uh0 (t) with uh0 (0) = uh (0) ∈ Π[Λ1,Λ2]L

2(R). When supp g = {k > 0 , |k2 − λ0| = O (h)},
this initial condition is almost fufilled by the modified problem

Ah (t) = Tr
[
χρh (t)

]
,

ρh (t) =
∫

dk
2πh

g(k)
∣∣uh(k, ·, t)〉 〈uh(k, ·, t)∣∣ ,

iε∂tu
h(k, ·, t) = Hh

ihN0
(t)uh(k, ·, t) ,(

Hh
ihN0

(t = 0)− k2
)
uh(k, ·, 0) = 0 ,

(56)

and the solution Ah0 (t) in (7) is expected to be related to Ah (t) by:

Ah0 (t) = Ah (t) +O
(
hN0−2

)
. (57)
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Let the observable χ be defined by (15); proceeding as in (16), we have:

Ah (t) = Tr
[
χρh (t)

]
= Tr

[
U∗θχUθρ

h (t)
]

= Tr
[
χUθρ

h (t)U∗θ
]
. (58)

Noticing that Uθρ
h (t)U∗θ identifies with the time evolution generated by the deformed op-

erators Hh
ihN0

(ihN0 , t) = UθH
h
ihN0

(t)U−1
θ , the problem (56) is rewritten as

Ah (t) = Tr
[
χ ρ̃h (t)

]
,

ρ̃h (t) =
∫

dk
2πh

g(k)
∣∣ũh(k, ·, t)〉 〈ũh(k, ·, t)∣∣ ,

iε∂tũ
h(k, ·, t) = Hh

ihN0
(ihN0 , t)ũh(k, ·, t) ,(

Hh
ihN0

(ihN0 , t = 0)− k2
)
ũh(k, ·, 0) = 0 .

(59)

In this equivalent formulation, the result of Theorem 2.3 applies and the evolution of resonant
states related to shape resonances is properly described by adiabatic formulas of the type
(52). This clarifies the idea of our approach: the modification of the physical model (9) by h-
dependent artificial interface conditions, although introducing a small error on the solution
Ah0 (t) (controlled by a power of h), allows us to work in the complex deformed setting
(59) where, under the condition (18), an adiabatic approximation holds for the deformed
dynamics ũh(k, ·, t).

3.1. An explicit example and final remarks

A rigorous justification of the method described in this work is still an open problem
which mainly concerns the validity of conjecture (55), allowing one to compare the modified
variable Ah (t) and the physical one Ah0 (t).

In [9], the small-h behavior of the solution of (56) has been investigated for a time
dependent potential formed by a flat barrier of height V0 > 0 plus an attractive, time-
dependent delta interaction acting in x0 ∈ (a, b) and preserving the quantum-well scaling.
Explicitly, we consider the model:

Hh
ihN0 (t) = −h2∆ihN0 + 1[a,b] (x)V0 + hα (t) δx0 . (60)

Under suitable assumptions on α (t) (corresponding to the Condition 2.2), these operators
have a single shape resonance Eh (t) localized close to a positive energy below V0. In this
framework, an explicit formula for the deformed dynamics ũh(k, ·, t) and direct computations
allow us to prove that the relations (18), (50) hold; then, the asymptotic behavior of Ah (t)
as h → 0 can be analyzed using the result (52). In a configuration where the scattering
involves only incoming from the left wave functions and the interaction point x0 is closer to
the l.h.s. of the barrier (i.e.: |x0 − a| < |x0 − b|), Ah (t) exhibits the decomposition:

Ah(t) = a(t) + J (t) +O
(
hN0
)
, (61)

where the main term a(t) = O (1) solves a limit equation describing the charging process
of the well, while the first error term is J (t) = O (h2) (we refer to [9, Theorem 2.1]). In
particular, our limit equation is coherent with the nonlinear reduced model obtained in [13],
while the interface conditions do not affect the main contributions to Ah(t) when N0 is
large enough. Hence, this result appears as an indirect confirmation of the validity of the
expansion conjectured in (55).
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1. Introduction

Consider the Schrödinger equation:

−h
2

2
4u+ V u = Eu, (1.1)

where ∆ =
∑d

i=1 ∂
2/∂xi

2 is the Laplace operator, V is a real valued function defined on Rd

having nondegenerate minima (wells) with some mode of symmetry.
If V has a finite number of identical wells which differ only by space translations and

V (x) > C beyond the region of the wells where C exceeds the value of V at minimum,
the lower part of the spectrum of the corresponding Schrödinger operator is organized in the
following way. There is a set of finite groups of eigenvalues (each connected with some
quantum vector n ∈ Nd), the distance between the groups being of the order h, and the distance
between eigenvalues in each group, the splitting, being exponentially small with respect to h.

It is possible to find explicit formulae for the widths of these splittings using semiclas-
sical asymptotics for each well. The problem was considered in different ways by different
authors and almost completely solved in the one dimensional case [1–11]. The case d > 1
seems much more complicated. There are many results obtained in this area (see [11–20] and
the list is far from complete). Still, the picture is not so complete as when d = 1. The semi-
classical asymptotics of the discrete spectrum and strict estimates of the splittings are described
in [11–13] and other works of these authors (using the theory of pseudo differential operators).
The semiclassical expansion for the eigenfunctions and the rigorous asymptotics for the splitting
widths in the lowest levels (n = 0) were obtained in [18–20] (with the use of a Maslov’s
canonical operator). Still, there are no effective (as when d = 1) splitting asymptotic formulae
in terms of the potential for a set of arbitrary levels (|n| = 1, 2, 3, . . .). The possibility of solving
this problem in that case was discussed on the Diffraction Day Conference this spring in the
talk of A. Anikin and M. Rouleux. These results have not been published yet.

My approach to this problem is different. In order to write down strict asymptotic
formulae for splittings in the d-dimensional case, one has to develop methods of [9]. To do



114 T. F. Pankratova

so, it is necessary to find a sufficiently accurate semiclassical approximation to eigenstates for
a single well in some vicinity of a minimum, independent of h. Such an approximation was
constructed in [29]. The formal series on powers of h was obtained. Coefficients in all terms
were found in some domain independent of h. Terms for eigenfunctions are analytic for analytic
potential. If we truncate the series at the N -th term, the remaining sums satisfy the equation
(1.1) with an error on the order of hN+1 exp (−S/h) , where S is a nonnegative function
defined in [29]. They give us so called quasi-modes [21]. The possibility to take N as large
as we like and exponential decreasing of all terms beyond some vicinity of a minimum allows
one, with the help of quasi-modes, to find real eigenfunctions and eigenvalues approximately,
with exponentially small errors, smaller than the widths of the splittings. (The program was
realized in [9] for d = 1.) The constructed series allow us to investigate the set of zeros for the
eigenfunctions. The latter is interesting by itself and may be essentially used while finding the
splitting asymptotics for |n| > 1.

2. Asymptotic expansions for the eigenstates in one well

We look for eigenfunctions un and eigenvalues En of (1.1) where V is a real valued
function defined on Rd having a nondegenerate minimum at the origin in the form of the
following series:

En =
∞∑
j=1

Enjh
j, (2.1)

un = exp

{
−S
h

} ∞∑
j=0

unjh
j, (2.2)

where Enj ∈ R, n = (n1, n2, . . . , nd) ∈ Nd is a quantum vector, S = S (x), x = (x1, x2, . . . , xd) ∈
Rd, unj = unj(x), j = 0, 1, 2, . . . , are functions independent of h.

One can find un0 in the following form:

un0 = ψnePn(x), (2.3)

where:

ψ = ψ (x) = (ψ1 (x) , ψ2 (x) , . . . , ψd (x)) , ψn =
d∏
i=1

ψni
i ,

the functions ψi (x), i = 1, 2, . . . , d, and S(x) satisfy the following equations:

S (x) = S0 (x) =
1

2

d∑
i=1

ψ2
i , (2.4)

SJ =
1

2

d∑
i=1

(1− 2δij)ψ
2
i , j = 1, . . . , d, δij =

{
1, if i = j,

0, if i 6= j.
(2.5)

(
∇Sj

)2
= 2V, j = 0, 1, . . . , d, (2.6)

〈∇ψi,∇ψj〉 = δij(∇ψj)2. (2.7)

Symbols ∇ and 〈·, ·〉 denote a gradient and a scalar product in Rd respectively.
We put the series (2.1) and (2.2) into the Schrödinger equation (1.1) and equate coeffi-

cients of each power of h to zero. The equation for power 0 is satisfied automatically because
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of (2.6). The requirement for the coefficient of first degree in h to be equal to zero, gives us
the following equation for the function Pn and the number En1:

〈
∇S0,∇Pn

〉
=En1−

∆S0

2
−

d∑
i=1

ni(∇ψi)2. (2.8)

The analogous requirement for the coefficient of h2 gives the equation for un1 and En1:

〈
∇S0,∇un1

〉
+

(
4S0

2
−En1

)
un1=

{
F1+ψn

[
4Pn+(∇Pn)2

2
+En2

]}
ePn , (2.9)

where

F1 =
d∑
i=1

ni(ni − 1)

2
ψni−1
i (∇ψi)2

∏
j 6=i

ψni
j +

d∑
i=1

ni
2
ψni−1
i ∆ψi +

d∑
i=1

niψ
ni−1
i 〈∇ψi,∇Pn〉

∏
j 6=i

ψni
j .

So on, for each j ≥ 2 we obtain the equation:

〈
∇S0,∇unj

〉
+

(
4S0

2
− En1

)
unj =

− 4un,j−1

2
+

j−1∑
l=1

En,l+1un,j−1 + ψnePn(x)En,j+1. (2.10)

In [29], a procedure of constructing solutions for these equations was described and the
following theorems were proven.

3. The phase theorem for the analytic potential

Let V be analytic with the following Taylor series:

V (x) =
1

2

d∑
i=1

ω2
i x

2
i +

∑
|k|≥3

vkx
k, k = (k1, k2, . . . , kd) ∈ Nd, |k| =

d∑
i=1

ki , (3.1)

convergent in a polydisk |xi| ≤ r, i = 1, 2, . . . , d with the numbers ωi > 0, i = 1, 2, . . . , d.
We search for solutions for equation (2.6) in the form of a power series:

Sj (x) =
1

2

d∑
i=1

ωi (1− 2δij)x
2
i +

∑
|k|≥3

(
Sj
)
k
xk, j = 0, 1, . . . , d, (3.2)

and comparing coefficients of xk , we find the following recurrent formulae for (Sj)k:(
Sj
)
k

=
ṽk

〈k, Ijω〉
, (3.3)

where ω = (ω1, ω2, . . . , ωd); I0 is a unitary matrix of order d; Ij , j = 1, . . . , d, is a diagonal
matrix of the order d with −1 standing at the j-th place of the diagonal and 1 at the others,
ṽk = vk for |k| = 3 and ṽk = vk + terms, depending on (Sj)l, |l| < |k|, for |k| ≥ 4.

It is easy to see that for the positive numbers ωi, i = 1, 2, . . . , d, the denominators in
expressions (3.3) for j = 1, 2, . . . , d, can be equal to zero. So, even to formally construct these
series, we have to impose some additional conditions on the potential V .
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Simultaneously, we construct a change of variables:

Φj : yj = (yj1, . . . , yjn) 7→
(
x1 = Φj

1 (yj) , . . . , xd = Φj
d(yj)

)
, (3.4)

which transforms the vector field 〈∇Sj, ∇·〉 into the normal form:

Lj0 =
d∑
i=1

ωi (1− 2δij) yij
∂

∂yij
. (3.5)

We search the functions Φj
i (y), i = 1, 2, . . . , d, in the following form:

Φj
1 (yj) = yij +

∑
|k|≥2

(
Φj
i

)
k
ykj ,. (3.6)

In order to find the coefficients
(
Φj
i

)
k
, we replace xi, i = 1, 2, . . . , d, in 〈∇Sj, ∇·〉 by

Φj
1 (yj) of the form (3.6) and equate the obtained series (in variables y) to Lj0. Hence, we find

the following expressions for the coefficients:

(
Φj
i

)
k

=
S̃i,j,k

〈k − orti , Ijω〉
, j = 0, 1, .., d, |k| ≥ 2, (3.7)

where:

S̃i,j,k = (ki + 1)
(
Sj
)
k+orti

+ terms, depending on (Φj
l )m , l = 1, 2, . . . , d, |m| < |k| ,

orti is an element of a standard basis {orti}d1 having all components equal to 0 except of the
i-th one, which is equal to 1.

We see here that some denominators are equal to zero for some values of ω. We have
to exclude these values.

Let us make the following definitions:

(1) we say, that the positive numbers ω1, ω2, . . . , ωd are nonresonant- if they are linearly
independent over integers;

(2) positive numbers ω1, ω2, . . . , ωd are said to be Diophantine if there exist positive numbers
α and C such that for any k ∈ Zd, k 6=0,

|〈k, ω〉| ≥ C

|k|α
; (3.8)

(3) we denote the set of vectors ω = (ω1, ω2, . . . , ωd) with positive components by Ω, the set
of ω with nonresonant components by Ωnr, the set of ω with Diophantine components
by ΩD.

Theorem A. Let the potential V be analytic, represented by a series of the form (3.1) convergent
in the vicinity of the origin.

(1) If ∈ Ωnr, then there exists a pair: a unique positive analytic function S0 which can
be represented by convergent series of the form (3.2) for j = 0 in some vicinity of the
origin and satisfies the equation (2.6); and a unique analytic diffeomorphism Φ0 which
transforms the vector field 〈∇Sj, ∇·〉 to the normal form L0

0 given by (3.5).
(2) If ∈ ΩD, then for each j ∈ {1, 2, . . . , d} there exists a pair: a unique analytic function

Sj which can be represented by convergent series of the form (3.2) in some vicinity of
the origin and satisfies the equation (2.6); and a unique analytic, diffeomorphism Φj

which transforms the vector field 〈∇Sj, ∇ 〉 to the normal form Lj0 given by (3.5).
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The proof of this theorem is published in [29].
Remark 3.1. Normal forms of the vector fields (i.e. of Hamiltonian systems of differential
equations) are described in literature on classical mechanics e.g. [22–25]. A typical situation
there is that given a vector field, one has to find the simplest form for it in suitable variables.
Here, we have no given vector fields. We are looking for vector fields which are solutions for
the nonlinear Eiconal equation (2.6). The normal forms (3.5) are used as an auxiliary tool.

Remark 3.2. In case (1), the nonresonance condition is necessary to construct Φ0 (not S0).
There are no small denominators in (3.3) for j = 0. The existence of analytic S0 was established
in [26] in a more general situation.

Remark 3.3. One can give the following geometrical interpretation for the results of the
Theorem A. The functions Sj are the generating functions for Lagrangian manifolds, which are
invariant with respect to the classical dynamical system with the potential −V (x). The potential
−V (x) has a ‘hunch’ at the origin (instead of a ‘well’ of V (x)). So our quantum mechanical
problem ‘at the bottom of a well’ is equivalent to a classical problem ‘near the top of a hill’.
The origin is a point of singularity in this problem, a point of infinite time in classical dynamics,
a point of vanishing energy of the Lagrangian manifolds. The theorem gives the existence of
the generating functions SJ for the invariant Lagrangian manifolds in a small vicinity of that
point.

The geometrical aspects of the problem were considered in [27]. In addition to the proof
of Theorem A, the following lemma was proven.

We denote by Br a Banach space of analytic functions in B (r) = y ∈ Cd : |yi| < r,
i = 1, 2, . . . , d with the norm ‖f‖ = supy∈B(r) |f(y)| , by Br,M,n,0 the subspace of Br which
is the set of functions having the Taylor series, which contains only the terms with power
|k| ≥M ≥ 0 and coefficient at power n equal to zero, by ω0 = mini∈{1,...,d}ωi.
Lemma 1. Given r′ < r, there exists a bounded operator {Ljn}

−1: Br,M,n,0 → Br′,M,n,0 which
solves the equation Ljn = f |B(r′), u ∈ Br′,M,n,0, f ∈ Br,M,n,0, in the following cases:

(1) for any ω ∈ Ω, j = 0, n = (0, . . . , 0);
(2) for ω∈ Ωnr, j = 0, n arbitrary;
(3) for ω∈ ΩD, j = 1, . . . , d, n arbitrary,

and there exists a positive constant c1 = c1 (M,d, ω, r) such that in both cases (1), (2):∥∥∥{L0
n

}−1
∥∥∥ ≤ c1

(r − r′)d−1
,

in case (3) there exists a positive constant c2 = c2 (α,M, d, ω, r) such that:∥∥∥{L0
n

}−1
∥∥∥ ≤ c2

(r − r′)α+d
.

4. Constructing the series (2.1), (2.2)

In order to construct the whole series (2.1) and (2.2), we have to find at first (after
solving (2.6)) all the functions ψj(x) which satisfy the following equations:

ψ2
j (x) = S0 (x)− Sj (x) , j = 1, 2, . . . , d . (4.1)

Lemma 2. Let Sj (x), j = 0, . . . , 1, d, be taken from Theorem A.
Then, the right hand sides in the formulae (4.1) are the full squares, i.e. there exist

d unique analytic functions ψj , j = 1, 2..., d, which satisfy the equations (4.1) and have the
following convergent series:
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ψj =
√
ωjxj +

∑
|k|≥2

(ψj)kx
k, j = 1, 2, . . . , d, (4.2)

in some vicinity of the origin.
After changing the variables of (3.4), the equation (2.8) satisfies the conditions of

Lemma 1, case (1), M = 1, if we choose En1 in the following way:

En1 =
d∑
i=1

(
ni +

1

2

)
ωi. (4.3)

According to Lemma 1, there exists an analytic solution, which after returning back to
coordinates x, gives us in some polydisk an analytic solution for (2.8) which vanishes at the
origin.

Each of the equations (2.9) and (2.11) has the following form:

〈
∇S0,∇un1

〉
+

(
4S0

2
− En1

)
un1= F . (4.4)

We search for the solution of (5.7) in the form of the product:

u = UeP0 , (4.5)

where P0 is a solution of equation (2.8) for n = 0. This means that:

〈
∇S0,∇eP0

〉
+

(
4S0

2
− E01

)
eP0 ≡ 0. (4.6)

After putting (4.5) into (4.4) we obtain the following equation for the unknown func-
tion U :

L0Ũ − 〈n, ω〉 Ũ = F̃ e−P̃0 , (4.7)

where L0 = L0
0 is the normal form of the operator 〈∇S0,∇·〉 in coordinates y, ‘tilde’ means

the change of variables: F (x) = F̃ (y). Now the left hand side operator is that of Lemma 1,
case (2).

The condition of solvability for equation (4.7) is the following:(
F̃ e−P̃0

)
n

= 0, (4.8)

(F )n is noting the Taylor coefficient at yn of the function F .
Hence, we obtain the following expressions for all the terms of the series (2.1), i.e.:

En2 = −1

2

([
4P̃n +

(
∇P̃n

)2
])

0

− ω−
n
2

(
F̃1e

P̃n−P̃0

)
n
, (4.9)

Enj = ω−
n
2

([
4ũj−1

2
−

j−1∑
l=1

En,l+1ũn,j−1

]
e−P̃0

)
n

, j ≥ 2; (4.10)

and find all the functions unj , j = 1, 2, . . . in form (4.5).



Tunneling in multidimensional wells 119

5. Main theorem and concluding remarks

Results from paper [29] are summarized in the following theorem.
Theorem B. Let the potential V in Schrödinger equation (1.1) be analytic, represented in a
vicinity of the origin by Taylor series (3.1) with positive Diophantine numbers ω1, ω2, . . . , ωd.

Then for any ∈ Nd, 0 ≤ |n| ≤ n∗, N ∈ N, one can construct the following pair:
a number:

En =
N∑
j=1

Enjh
j,

and an analytic function:

un = exp

{
−S

0

h

} N−1∑
j=0

unjh
j,

which satisfies the Schrödinger equation (1.1) up to terms of the order hN+1exp {−S0/h} in
some vicinity of the origin independent of h. Here: S0(x) is the positive analytic solution of
(2.6) with Taylor series (3.2) (see Theorem A), analytic functions unj(x) (j = 0, 1, ..., N − 1)
and numbers unj(x) (j = 1, 2, ..., N ) have the form given by formulae (2.3), (4.2), (4.5) and
(4.3), (4.9), (4.10).
Remark 5.1. One can lengthen the functions SJ analytically onto a larger domain by the
formulae Sj =

∫ ∑d
i=1 p

j
idx

j
i , j = 1, 2, . . . , d, where for each j the integral is taken along the

trajectory of the corresponding Hamiltonian system. Hence, one can lengthen the functions
ψj (x), j = 1, 2, . . . , d, and unj , j = 0, 1, 2, . . . in a similar way. Thus, one can construct
sufficient quasi-modes in a rather large domain containing the point of a minimum. Then, in
the problem with many identical wells, situated so that the distances between the points of
the minima are finite, one can do the following. Construct quasi-modes for each well in such
a domain, that the two neighboring domains intersect. Then multiply those quasi-modes on
the cutting functions equal to zero beyond the mentioned domains. The approximation for the
eigenfunctions of the problem can be taken as a linear combination of these cut-off quasi-modes.
It is then possible to write the rigorous splitting formulae following the ideology of [9] for an
arbitrary n ∈ N in the form as it was obtained in [18–20] for n = 0.

Thus, one can find:

∆En = ane
−bn/h (1 +O(h)) ,

where, in the case d = 1, bn =
∫ x2
x1

√
2V (x)dx,

in the case d ≥ 2, bn =
∫

˘M1M2

√
2V (x)dl,

the last integral is taken along the extreme line of the functional in the right hand side of the
last formula.

It is important to note that to find the pre-exponential coefficient in the splitting formula
for |n| > 0, one has to be sure that on the trajectory of the corresponding Hamiltonian system
the corresponding eigenfunction is not equal to zero. Hence, one has to investigate the zero-sets
of the eigenfunctions. Some examples in a one-dimensional case were considered by my student
N. Homchenko and published in [30].
Remark 5.2. In order to find the zero-sets of the eigenfunctions, one can also use expansions
of the form (2.2). It is more convenient, however, to construct for this purpose an ansatz with
Hermite polynomials, namely:
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un =

[
ePn

d∏
i=1

Hni

(
ψi√
h

)
+
∞∑
j=1

hjGj

]
exp

{
−S

0

h

}
, (5.1)

where S0 and ψi, i ∈ (1, . . . , d), are the above-described functions, Hni
(t) = (−1)niet

2
(
e−t

2
)(ni)

are Hermite polynomials which satisfy the following differential equation:

H ′′ni
(t)− 2tH ′ni

(t) + 2niHni
(t) = 0. (5.2)

If we put series (5.1) and (2.1) into the Schrödinger equation (1.1) and equate coefficients
at each power of h to zero (taking into account (5.2)), we will obtain problems for Gj quite
similar to those described in Section 4. Solving them, we will construct all the functions Gj . In
zero approximation the eigenfunction un has the form of an exponent multiplied by a product of
Hermite polynomials. Hence, in the zero approximation, we find a set of zeros of the function
un as a net of intersecting surfaces Σi : ψi (x) = tij , i = 1, 2, . . . , d, tij ∈ Ri, Ri is a set of roots
of Hni

(t). The first term of (5.1) depends on third and fourth derivatives of the potential V at
the origin. It does not vanish if they are not equal to zero. In this case, one can already find in
the first approximation, that Σi do not intersect. They have quasi-intersections. A more detailed
description of this ansatz and some examples were published in [31] and [32].
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1. Introduction

Coherent excitation of levels belonging to a particular state, can lead to a number of in-
teresting phenomena, for example – coherent population trapping (CPT) and electromagnetically-
induced transparency, which have been extensively studied for decades. Continuing interest in
these phenomena is related not so much to the phenomena themselves, but rather their applica-
tions – lasing without inversion [1], laser cooling [2] and stored light [3]. If the system under
consideration is not in the CPT state, the polarization characteristics of its radiation can be used
for the diagnostics of the anisotropy of the processes occurring in that system. Previously, these
characteristics have been used for diagnostics of ions drift velocities in gas discharge plasma [4],
the proton and electron beams of the sun’s chromosphere and the earth’s atmosphere [5], [6],
the magnetic fields of Z-pinch [7] and tokamak [8] hot plasma and cold plasma of the upper
layers of Earth’s atmosphere [9].

In general, for the investigation of CPT phenomena, the lower superfine levels of alkali
atoms are used. According to the our viewpoint the polarization characteristics of other atoms
for instance helium are of interest. The emission of helium can be observed in the solar
atmosphere and if the observation take place nearby the sun spots strong magnetic field should
be imposed on the system of observation [10].

Due to the fact that the considered phenomena are associated with coherent processes,
a satisfactory description of these processes is only possible using the apparatus of the density
matrix, allowing one to take into account correlation in the initial conditions.

Polarization characteristics of the system’s radiation are related to its internal ordering,
which can be changed by an external magnetic field. Studies of the effect of the magnetic
field on the system can be done in two ways, for the first one, the field is turned on during
registration of systems radiation [11], [12], in the second , as it will be assumed in this paper,
the system is constantly under the influence of the field. In the latter case, the role of the
constant magnetic field is reduced to the splitting of the fine or hyperfine structures levels, and
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to changing the symmetry of the problem in question. The result of these two factors will be
discussed below.

2. Description of polarization phenomena

To describe the polarization phenomena, it’s convenient to expand the system density
operator over the irreducible tensor operators:

ρ =
∑
k,q

ρkqT
k†
q . (1)

The coefficients of this expansion are known as a polarization moments and can be
defined by the following formula:

ρkq (j) =
∑
m,m′

(−1)j−m
′

[
j j k

m −m′ q

]
(ρ)m,m′ , (2)

where j denotes the magnitude of the angular momentum of the system under consideration,
m is the magnetic quantum number and the expression in square brackets is known as the
Clebsch-Gordan coefficients [13].

The physical meaning of the polarization moments is that they determine the ordering
of the angular momenta of the ensemble of particles, i.e. the ensemble average of the linear
combinations of the components of the tensor, which is comprised of the components of the
angular momentum. For example, such averages of first and second rank tensors can be
implied [10]:

〈jz〉 =

√
2j(2j + 1)(2j + 2)

2
√

3
ρ10,

〈j±〉 = ±
√

2j(2j + 1)(2j + 2)√
6

ρ1∓,

〈
3j2z − j2

〉
=

√
(2j − 1)2j(2j + 1)(2j + 2)(2j + 3)

2
√

5
ρ20,

〈jzj± + j±j〉 = ∓
√

(2j − 1)2j(2j + 1)(2j + 2)(2j + 3)

2
√

15
ρ2∓1,

〈
j2±
〉

=

√
(2j − 1)2j(2j + 1)(2j + 2)(2j + 3)√

30
ρ2±2.

(3)

Conversely, the polarization moments define intensity of the radiation polarized along
the unit vector −→e λ emitted by the transition from the excited level with angular momentum j
to the lower-lying state with angular momentum j0

Iλ = I0Sp (dλρd
∗
λ) = I0

∑
k,q

(−1)k |〈j0 ‖1‖ j〉|2
{

1 1 k

j j j0

}
Φk,q (−→e λ) ρk−q (j) , (4)

where I0 is a factor that depends on fundamental constants and frequency, dλ is the projection
of the atomic dipole moment on the direction of the oath −→e λ, 〈j0 ‖1‖ j〉 – reduced matrix
element, an expression in the figure braces 6j-symbol [13], and Φk,q (−→e λ) denotes the so-
called polarization tensor, which is determined by observation conditions and depends on s(λ)q –
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expansion coefficients of the unit vector of the polarization direction of detected radiation by
circular unit vectors:

Φk,q(
−→e λ) =

∑
q1,q2

(−1)1−q1s(λ)∗q1
s(λ)q2

[
1 1 k

−q2 q1 q

]
. (5)

In particular, if Ix, Iy, Iz would denote the intensities of the radiation polarized in three
mutually perpendicular directions defined by the axes OX , OY and OZ respectively , from
formula (4) can be obtained:

Ix + Iy + Iz = I0 |[j0 |1| j]|2
1√

2j + 1
ρ00(j). (6)

In the same manner, for the difference between the intensities of radiation polarized in
two mutually perpendicular directions (e.g., OZ and OY ) and observed along the third direction
(in this case OX), we have:

(Iz − Iy)x = I0 |[j0 |1| j]|2 (2j + 1)(−1)j+j0+1

{
1 1 2

j j j0

}[
3√
6
ρ20(j) +Re

(
ρ22(j)

)]
. (7)

For the difference between the intensities of radiation polarized along the right and left
circle when observed along the axis OZ, we have:

(I+ − I−)z = I0 |[j0 |1| j]|2 (2j + 1)(−1)j+j0+1

{
1 1 1

j j j0

}
ρ10(j). (8)

From the last three expressions, it can be seen, that the sum of the intensities of radiation
polarized in three mutually perpendicular directions is defined by polarization moment of zero
rank, the anisotropy of the radiation which is linearly polarized in two mutually perpendicular
directions is determined by the components of the moment of the second rank, and, finally,
the anisotropy of the circularly polarized radiation - by the components of the moment of the
first rank. The polarization moment of the second rank is called alignment tensor, while the
polarization moment of the first rank, which has three components – the orientation vector.
Components ρ20 of the alignment tensor is often named as longitudinal, whereas components ρ21
and ρ22 are known as uncleaned alignment and transverse ones. Based on the above, one can
say that the polarization moments define the ordering of the angular momenta of the ensemble
of particles and the anisotropy of the dipole radiation of that ensemble.

3. Statement of the problem and discussion of the results of the numerical calculations

In this paper, we consider the time dependance of 33S1 state of the atom He, the
excitation of which is performed from 23P multiplet of this atom. It is assumed that the system
is placed into a strong magnetic field sufficient to break the thin bond of P-multiplet under
consideration. We will also assume that state 23P is populated from the ground state of this
atom by a proton or electron impact or other axially symmetric excitation sufficient to tear up the
fine bound, and which the symmetry axis makes an angle θ with the axis OZ of the laboratory
frame of reference. As a result of this excitation in the frame of reference associated with the
anisotropy axis, on the 23P – levels, ordering of the angular moments of the population T 0

0

and longitudinal alignment T 2
0 will be induced. Then, by introducing a parameter α = T 2

0 /T
0
0 ,

which may be called the anisotropy parameter, for efficiencies of populations of the magnetic
sublevels of 23Pj state in the laboratory frame of reference XY Z, one can write the following:
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σj,m;j′,m′ =
1

2j + 1
A(0)(j, j′, l, s) + α

∑
q

(−1)j
′+m′

[
j j′ 2

m −m′ q

]
D

(2)
0,q(θ)A

(2)(j, j′, l, s), (9)

where l and s are the orbital and the spin moments, D2
m,m′(θ) elements of three-dimensional

rotation [13], and A(k)
j depends on coefficients of vector addition of moments:

A(k)(j, j′, l, s) = (−1)j
′+s+k+l

√
(2j + 1)(2j′ + 1)

{
l l k

j j′ s

}
. (10)

The Hamiltonian operator of the atomic system placed in a strong magnetic field of
strength H is defined by the orbital l̂ angular momenta and ŝ the spin ones

Ĥ = ĤF + Ŵ , (11)

where ĤF = Ĥ0 + µ0Ĥ(l̂ + 2ŝ) depends on the value of the moments, µ0 – the Bohr magneton
and on the value and direction of magnetic field. Furthermore, we expect that the direction of
magnetic field makes an angle χ with the OZ axis of the laboratory frame of reference.

Operator Ŵ describes the interaction of the system with the electromagnetic field, per-
forming the excitation from 23P state to 33S ones (hereafter referred to as the state of ‘a’ and
‘b’, respectively (see Fig. 1)). Then, if we assume that the exciting field is linearly polarized
along the axis OZ of the laboratory frame of reference, in the basis of eigenfunctions of the
square momentum and its projection for the matrix element of operator Ŵ , it can be written as
follows:

(Wab)ja,ma;jb,mb
= 〈jama |dz| jbmb〉 =

= h̄Ω(−1)la+s+jb+lb+1
√

(2lb + 1) (2jb + 1)

[
jb 1 ja
mb 0 ma

]{
lb la 1

ja jb s

}[
lb 1 la
0 0 0

]
,

(12)
where Ω = E 〈ja ‖ r ‖ jb〉 /h̄ is the Rabi frequency, which depends on the electric field intensity
E and irreducible matrix element of operator r. The evolution of the density matrix for a system
of two states is described by the Liouville equation, which for the blocks of the density matrix
ρ̃i,j i, j = a, b may be written in form:

d

dt
ρ̃aa(t) = Γρ̃bb(t)− i(Wab(t)ρ̃ba(t)− ρ̃ab(t)Wba(t)),

d

dt
ρ̃bb(t) = −Γρ̃bb(t)− i(Wba(t)ρ̃ab(t)− ρ̃ba(t)Wab(t)),

d

dt
ρ̃ab(t) = −Γ

2
ρ̃ab(t)−

i

h̄
(Ea − Eb)ρ̃ab(t)− i(Wab(t)ρ̃bb(t)− ρ̃aa(t)Wab(t),

ρ̃ba(t) = ρ̃†ab(t),

(13)

where Γ is a matrix that describes relaxation processes.The solution of this system should
be found according to initial conditions ρ̃bb(0) = 0, ρ̃ab(0) = 0, ρ̃ba(0) = 0. As to density
matrix of the state ‘a’, in the base of the eigenfunctions of the square of the momentum
and its projection this matrix is proportional to the matrix σj,m;j′,m′ , which is specified by
relation (9). In order to reduce the system (13) to a more convenient form for numerical
computation, first, it is necessary to introduce dimensionless time τ = t/τ0, where τ0 – the
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lifetime of the excited 33S1 state, and secondly, to move from the basis of eigenfunctions of
the square of the momentum and its projection to the basis on which operator HF of (11) is
diagonal (M -basis). Then, if we introduce density matrices ρi,j(t) (i, j = a, b), connected with
the similar matrices introduced earlier with the help of relations (ρij(τ))M,M1

= (ρ̃ii(τ))M,M1

(i = a, b), (ρba(τ))M,M1 = (ρ̃ba(τ))M,M1 exp[−iτ((Eb)M − (Ea)M1/h̄)] (ρi,j(τ) = (ρj,i(τ))†),
then the dimensionless energy levels (Ea)M = Ea + (εa)M and (Eb)M = Eb + h̄ω + (εb)M are
expressed through (εi)M (i = a, b) – the eigenvalues of operator ĤF and ω = (Eb − Ea)/h̄ –
transition frequency between the levels of b and a with the energies Eb and Ea respectively (see
Fig. 1) and, at last the laser frequency ωex = ω + δ̃/h̄. The eigenvalues (εa)M and (εb)M here
possess the values ±nµ0H, whereas (n = 0, 1, 2, 3) and (n = 0, 2) for the states ‘a’ and ‘b’
respectively. It should be mentioned that eigenvalue n = 1 of the state ‘a’ is twice degenerate.

Using these new notations, the system (13) takes the form:

d

dτ
ρaa(τ) = γaρbb(τ) +

i

2h̄
e−iτδρab(τ) (Wba)I (τ)− i

2h̄
eiτδ (Wab(τ))I ρba(τ),

d

dτ
ρbb(τ) = −γρbb(τ)− i

2h̄
e−iτδ(Wba)Iρab(τ) +

i

2h̄
eiτδρba(τ)(Wab)I ,

d

dτ
ρab(τ) = −γ

2
ρab(τ) +

i

2h̄
eiτδρaa(τ)(Wab)I −

i

2h̄
eiτδa(Wab)Iρbb(τ),

d

dτ
ρba(τ) = −γ

2
ρba(τ)− i

2h̄
e−iτδ(Wba)Iρaa(τ) +

i

2h̄
e−iτδaρbb(τ)(Wba)I ,

(14)

where the subscript ‘I’ indicates that this operator is recorded in the interaction representation
((Wab)I)M,N = (Wab)M,N exp[i((εa)M − (εb)N)τ ] and δ is the dimensionless laser detuning

δ = δ̃τ0/h̄.
It should be noted that the 23P state, owing to the transition from the level with

j = 1 (when level with j = 2 is metastable one [15]), is characterized by the finite value of
the lifetime. This leads an exponential decrease in the value σj,m;j′,m′ (9) and for additional
exponential decreasing of the solution of the system (13), that did no connect with the coherence
process. Therefore, one can say that the decrease in the population of the 23P state is connected
with the presence of magnetic field, that mixes the levels of this multiplet. This exponential
decay will not be considered in this article.

With regard to the integration of the system of matrix equations, the left side of which
contains a matrix of order n, it should be noted, that the universal method in this case is a
method of reducing this system to the system of ordinary differential equations of order n2. In
the case when the matrix coefficients of the right part do not depend on the time, the system
can be integrated using the Laplace transform or the transition from the matrix ρ̃i,j i, j = a, b
, to the matrix ρ = U †ρ̃U [16], where the matrix U – is the matrix of the eigenvectors of
the Hamiltonian operator (11). In the present paper, system (13) was integrated by the series
expansion, the implementation of which may be briefly described as following. Due to the
fact that the density matrix does not depend explicitly on the time, the derivative of the matrix
ρ̃i,j of order n, can be obtained from the derivative of order n − 1 of this matrix by using
the commutation of the latter matrix with the Hamiltonian operator (11). After this, for the
derivative of ρ̃(n)i,j , expressions similar to (13), with the difference that the right side contains

derivatives of ρ̃(n−1)i,j will be obtained. After this, performing replacements similar to those
mentioned above, leads to expressions for the derivatives of the matrix ρi,j i, j = a, b, that are
similar to (14). Using such procedure, at a fixed time, one can calculate the first four derivatives
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FIG. 1. Splitting scheme of 33S and 23P states of the He atom in a strong
magnetic field (M− base). (Eigenvalues ±1 of state ‘a’ are doubly-degenerate).

of the matrix ρi,j , and then determine the value of this matrix at the incremented point using
the Taylor formula. As for the relaxation terms, they were considered in accordance with the
Pauli equation [15]: as the level 33S1 decays incrementally into multiplet levels of 23P , a term
describing the relaxation of state ‘b’ has the form of 1

3
I3ρbb, where I3 is the identity matrix of

the third order. (The time is measured in units of the time of life of 33S1 state and therefore
the time interval equal to the lifetime of this state is equal to one). As for the density matrix of
the multiplet 23P (state ‘a’), because of the proposed isolation of the 33S1 and 23P states, the
term in equation (14) describing the relaxation of the state ‘a’ has the form 1

9
I9ρaa, where I9 is

the identity matrix of the ninth order. With regards to the correlation density matrices, in this
paper it is assumed that their relaxation constants are γ/2.

At Fig. 2 the dependency of the population of 33S1 state of He atom on the dimensionless
time for several values of the detuning of the laser frequency δ = 0, 1, 2, 3, the intensity of
magnetic field H = 5000 G and the angle of inclination of magnetic field direction χ = π/4 is
represented. From this picture, it can be inferred that the CPT state is achieved for sufficiently
large frequency deviations (δ ≥ 2). The latter fact is clear from the above, since the entire chain
of Λ− schemes ‘opens’ only for sufficiently high δ.
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FIG. 2. The dependence of the 33S state population of the He atom on dimen-
sionless time at H = 5000 G and χ = π/4 for δ = 0, 1, 2, 3 (lines 1− 4 respec-
tively)

We note further, that under the axially symmetric impact excitation of 23P multiplet,
at the 3S1 level, alignment is not at all induced for all values of the angles χ and θ. This
result seems complex: the 33S1 state is populated from levels of the 23P multiplet, where the
impact alignment is induced, and therefore, the anisotropy of the lower state population should
be transferred to the upper states.

Such a situation is shown in Fig. 3, where the dependence of the alignment induced
in the 33S1 state while separate isotropic population of the 23P1 and 23P2 levels when δ = 2
is illustrated. The last figure shows that alignment, which is induced on the 3S1 state, is of
different sign when population of the 23P2 or 23P1 state is occurring. Dependence of the
alignment induced from the 3P2 state on time changes sign from negative to positive, however,
the case is reversed for the 3P1 state. It is interesting that for each population mean, the sign
will change at the very same instant. From the above, it can be concluded that the signal of
alignment becoming zero is due to both the symmetry of the impact-excited 23P state and that
of the Wab matrix, which describes the excitation process of the upper 33S1 level. It should be
mentioned, that the above-represented reasoning only illustrates the inputs of states with j = 1
and j = 2 of multiplet 23P into alignment induced on the33S1 state: in the presence of a strong
magnetic field, states with different j are mixed and separate excitation from these states is
impossible.

Figure 4, shows the dependency of the 33S1 state population on dimensionless time at a
fixed detuning, intensity of the magnetic field and for the several values of angle χ. The figure
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FIG. 3. The dependence of the alignment induced on 33S1 state, when population
happens individually for the 23P2 (curves 1 and 2) and 23P1 (curves 3 and 4)
levels (δ = 1, 2, H = 5000 G and χ = π/4).

shows that the population increases with the angle χ increasing from 0 to π/4, but then begins
to decrease. This decreasing becomes faster the closer the angle χ is to the value of π/2. When
χ = π/2, the population turns to zero. Note that a similar result was obtained in [17] in the
framework of approximate solutions for the Schrodinger equation with the use of perturbation
theory over the Rabi frequency. Using a similar method for the approximate solution of system
(14) has led to the following expression for the matrix elements ρbb:

(ρbb)M,M1
= h̄2

∑
ξ,µ

(Wba)M,ξ (ρaa (0))ξ,µ (Wab)µ,M1exp

(−γh̄− 2i
(
δ + (εa)ξ − (εb)M

)
2h̄

t

+ exp

(−γh̄+ 2i
(
δ + (εa)µ − (εb)M1

)
2h̄

t

−
exp

(−γh̄+ 2i
(

+ (εa)µ − (εa)ξ + (εb)M − (εb)M1

)
2h̄

t

 ,
(15)

which, due to cumbersome analytical expressions for Wab and ρaa(0) in M−basis, is rather
short at only χ = π/2, when for the population of level b one can write the following:
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FIG. 4. The dependence of the population of 33S He atom on the dimensionless
time at H = 5000 G, δ = 2 and χ = 0, π/6, π/4, π/2 (lines 1− 4 respectively).

(ρbb)
0
0 (t) =

h̄2

288
√

3 (Ω2
L − δ2)

2

[
−11δ2 − 17Ω2

L + 4
(
5Ω2

L + 2δ2
)

cos

(
δt

h̄

)
cos

(
ΩLt

h̄

)
+

3
(
δ2 − Ω2

L

)
cos

(
2ΩLt

h̄

)
+ 28δΩL sin

(
δt

h̄

)
sin

(
ΩLt

h̄

)]
.

(16)
From the last expression, where, for brevity, we set γ = 0, one can see that for large

values of the magnetic field intensity (ρbb)
0
0 ∼ 1/Ω2

L, which is consistent with the results of
numerical calculation, which, let us recall, provides the populations turning to zero at χ = π/2.
Regarding the alignment, the approximate calculation according to equation (16) shows that at
the point χ = π/2, it has the highest infinitesimal order than 1/Ω2

L, which is also consistent
with the results of numerical calculations.

We further note that when χ 6= 0, the magnetic field reduces the symmetry of the prob-
lem, resulting in the possibility of induction at the 33S level, the ordering of types different from
the populations and longitudinal alignment discussed above. Numerical calculations showed that
the character of the of the uncleaned and transverse alignment dependencies, (ρbb)

2
1 and (ρbb)

2
2,

respectively are the same: they first increase and then decrease while remaining positive over
the 0 < χ < π/2 interval, and are equal to zero at the ends of this interval. An example of
an uncleaned alignment depending on the time for several values of the detuning of the laser
frequency is shown in Fig. 5. As for orientation, it also becomes zero at the ends of said
interval, whereas on the inside it is about two orders of magnitude smaller than the alignment.
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FIG. 5. The dependence on the uncleaned alignment of dimensionless time at
H = 5000 G, χ = π/4 and δ = 0, 1, 2, 3 (lines 1− 4 respectively)

4. Conclusion

In this paper, the helium atom is used as an example for investigation of the influence
of a strong magnetic field on the polarization characteristics of the radiation of a multi-level
system, a set of lower levels of which are populated from the ground state by an axially
symmetric excitation, while the upper levels are populated from lower levels in a coherent
manner. With the help of numerical solutions of the Liouville equation, it has been shown
that the system achieves the CPT state for large enough detunings of the laser frequency. For
lower detunings at the excited state of the system, angular momenta ordering of population type
is induced, whereas the ordering of alignment type is absent. In cases when the direction of
the excitation processes anisotropies are orthogonal to the magnetic field direction, the system
reaches a state of CPT, i.e. population, and hence the alignment of the system turns to zero.
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1. Introduction

In this paper, we want to present a brief review of works performed in the 1980’s
– early 1990’s, mainly at the Leningrad Mechanical Institute and Khabarovsk Pedagogical
Institute. This research was devoted to the investigation of photoinitiated and radiation-
initiated processes in thin films of polyvinyl alcohol (PVA) with complex ions of gold, copper,
platinum, bismuth and other metals inserted into the polymer chain. These investigations
were stimulated by fast depletion of silver supplies used in photomaterials. In these circum-
stances, the search for alternative media of photographic information recording seemed a
very practical task. Now, the technological development in the field of the digital photog-
raphy has radically reduced the severity of this problem. Nevertheless, in some fields the
traditional method of image recording still remains preferable, and new materials based on
results obtained in this research in question may appear useful. At the same time, we want
to underline, that physical processes found in investigated materials, in our view, are of great
interest themselves, as for some of these processes and we have no satisfactory explanation
for some of these processes. We hope that this article will perhaps invite the attention of
the contemporary generation of researchers to these questions.
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2. Chain process of light-induced decomposition of complex ions of heavy
metals

As was established in [1–3], the light-induced (and also radiation-induced) decompo-
sition of halogen-containing compounds of certain metals in PVA films, such as solid solution
H [AuCl4]–PVA, is carried out in accordance with a chain reaction process. The process is
initiated by excitation of a halogen in the auric complex ion:

[AuCl4]
− + hν →

{
[AuCl4]

−}∗ → AuCl + 2Cl� + Cl− . (1)

As a result of this primary reaction (1), we obtain chlorine radicals Cl� which propagate
along polymer chains and cause further decomposition of ions:

[AuCl4]
− + Cl� → AuCl + Cl� + Cl2 + Cl− . (2)

The chain continuation reaction (2) repeats over and over again. The chain length appears
not less than 103. This process can be facilitated by reactions between Cl�-radicals with
PVA, these reactions also have chain character.

During propagation, the chlorine radicals can be captured by traps or two radicals
can form the Cl2 molecule. These reactions lead to chain termination.

After decomposition of complex metal ions, some additional reactions can follow.
Products of these reactions, metal atoms or salt molecules, diffuse and aggregate:

AuCl → phase

3AuCl → 2Au+ AuCl3

Au → phase

...

Analogous processes take place in PVA films containing complex ions of other metals.

3. Bordering effect

If the film is lightened uniformly, then metal or metal salts aggregate at point centers,
which are also uniformly distributed, see Fig 1. When the concentration of metal (or salt)
increases, then the concentration of phase centers also increases, while at the same time, the
sizes of centers decrease, because the probability of the center formation increases nonlinearly
with metal concentration.

When the irradiation is not uniform, then, as a rule, the concentration of the pre-
cipitated metal (salt) increases with an increase in the irradiation density. Nevertheless, if
we have a large difference in this density, so that it is very high in the light-affected area,
and it is negligible in the shadow area, we can observe the additional enlargement of point
centers near the boundary of these areas (border effect) [4], see Fig 2. At the same time,
the concentration of point centers near the boundary remains approximately the same as
inside the irradiated zone. There are also some rare, large centers in shadow area near the
boundary.

To explain this effect, the following model was proposed. After high-intensity ir-
radiation, almost all complex ions in irradiated area decompose, and atoms of metal (salt
molecules) aggregate to phase centres with uniform size and concentration. At the same
time, Cl�-radicals which appear in the primary reaction (1), move to the shadow zone and
cause the secondary reaction (2) here. The metal (salt), which appears in this reaction,
begins to diffuse. As the rate of the reaction (2) is rather small, then the concentration of
metal (salt) is also small. Under these conditions, the majority of the metal do not form
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Fig. 1. Centres of Cu-phase aggregation

Fig. 2. Centers of AuCl-phase aggregation near the boundary between light-
ened and shadow areas in the PVA-H [AuCl4] film

centers in the shadow area, but diffuse to irradiated region and cause the growth of phase
centers near the boundary.

To describe this process, a simplified mathematical model was proposed and explicit
formulae were obtained. The results of calculations are in satisfactory agreement with ex-
perimental data.

4. Fractal structures

When the primary reaction is induced not by light, but by a high-energetic electron
beam, then under some additional conditions (e.g., initial concentration of complex ions
must belong to some diapason), then it can aggregate not to point centers, but to dendritic
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crystals [5]. Fig. 3 and 4 show that the growth of such crystals begins from the boundary
of the film or from some impurities, e.g. point centers which were formed earlier.

Fig. 3. Dendritic crystal of AuCl near the boundary of the film

Fig. 4. Point centres and dendritic crystal of AuCl

In a wide range of sizes, such dendritic crystals can be considered as fractal structures.
Those fractal dimensions were found by direct calculation using an electron microscope. It
was surprising that these dimensions do not coincide for AuCl and Cu dendrites, see Fig.
5, 6.

As we can see on Fig. 7, the branches of dendrites consist of microcrystals with
diameters ∼ 10 nm.
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Fig. 5. Dendritic crystal of AuCl, the fractal dimension is 1.63± 0.04

Fig. 6. Dendritic crystal of Cu, the fractal dimension is 1.76± 0.05

5. Evolution of dendrites

In these experiments, the electron microscope was the source of electrons which caused
the decomposition of complex ions, and the same microscope was used to observe results
of this reaction. Further observation also caused additional irradiation of previously-formed
dendrites. As a result, the dissolution of dendritic crystals take place. This process is
accompanied by pulsations of crystal density in channels, branches and those parts disappear
and restore at the same places repeatedly. At the end of this process, the crystal eventually
disappears, Fig. 8 demonstrating its trace as a cavity in the film.
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Fig. 7. Microcrystals of Cu

Fig. 8. The cavity at the place of dendritic crystal of AuCl

6. Conclusion

In this paper, we only briefly outlined some results of research concerning light-
induced and radiation-induced reactions in compounds of PVA with complex ions of heavy
metals. The authors intend to return to problems discussed here and represent them in
detail in subsequent publications.
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1. Introduction

Flow in nanostructures have many peculiarities which are not explained by the con-
ventional theory of fluid flow [1, 2]. At present, there is no general theory of nanoflows.
We can only mention a few specific models [3–5]. Experiments show that nano-sized con-
finement leads to strong variation of liquid viscosity within the nanostructure [6–8]. One
observes a similar situation when dealing with flow with nanoparticles or with singularities
(see, e.g., [9, 10]). Additionally, there is a fraction separation effect [11]. This is an indirect
confirmation of the crystalline model of nanoflow which is based on assumption that nano-
liquid contains solid-like inclusions. To describe such flow in the framework of the model
it is necessary to solve the Stokes equation with strong variation in viscosity. This creates
difficulties for computations, particularly for the finite difference scheme [12–15]. To over-
come these obstacles an approach based on the Woodbury formula was suggested [16]. The
formula reduces the inversion of the discrete Stokes operator with small inclusions having
strong viscosity contrast to the inversion of the operator with constant (or slowly varying)
viscosity and the inversion of small rank operator. In the present paper, we consider in detail
the first step.

In more detail, the governing equations in d-dimensional (d=2,3) case (i.e. the Stokes
and continuity equations for velocity v and pressure p under the action of force F ) can be
written as follows:

∂

∂xj

(
η

(
∂vi
∂xj

+
∂vj
∂xi

))
− ∂p

∂xi
= Fi,

∂vi
∂xi

= 0. (1)
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We assume that the viscosity η has strong variation in small spatial domain and is constant
outside of it. We use finite-difference discretization on non-staggered grid:{

h−1
j ∆j(η(h−1

j ∇jvi + h−1
i ∇ivj))− h−1

i ∇ip = Fi,

h−1
i ∆ivi = 0,

(2)

where hi is a mesh size, ∆i is a forward difference, ∇i is a backward difference,

∆jf(x1, . . . , xd) = f(x1, . . . , xi + hi, . . . , xd)− f(x1, . . . , xi, . . . , xd),

∇jf(x1, . . . , xd) = f(x1, . . . , xi, . . . , xd)− f(x1, . . . , xi − hi, . . . , xd).
The Woodbury formula allows us to improve the procedure of solving equations (2) in the
case of strong viscosity variation.

2. Woodbury formula

Let us briefly describe the finite-difference approach based on the Woodbury formula
(as for details, see [16]). Consider the discrete Stokes operator S on the lattice:

SVi = 4j(η(∇jVi +∇iVj)),

where V is the liquid velocity, η is the viscosity. Symbols ∆p and ∇p are used, correspond-
ingly, for the forward and the backward finite differences for coordinate p where we assume
for simplicity (it is not a limitation) that the lattice has a unit step. We use the following
operator representation:

S = Sa + ST
p , Sa := ηS0,

where S0 is the Stokes operator with the viscosity equals one:

S0Vi =
∑
j

(4j∇jVi +4j∇iVj),

and:

ST
p Vi = (4jη)Tj(∇jVi +∇iVj).

Here Ti is the translation operator:

Tif(x1, . . . , xd) = f(x1, . . . , xi + hi, . . . , xd).

Note that the operator Sp has small rank due to the property of the viscosity η, i.e. the
corresponding matrix has many zero entries. We would like to solve the following equation:

SV = G,

where G is preassigned vector. To find a solution in our case it is convenient to use the
Woodbury formula:

Vi = S−1Gi = (ηS0 + Sp)
−1G = [1− (ηS0)

−1(1 + ST
p (ηS0)

−1)−1ST
p ](ηS0)

−1G

One can see that we have real computational improvement (due to small rank of ST
p ) if we

can find the inverse operator (ηS0)
−1 without high computational complexity. It is really

so. We can find the inverse operator for the case of constant viscosity, e.g., by using of the
discrete Fourier transform. Namely, let:

X = (ηS0)
−1G = S−1

0 η−1G.

To find X one should solve the equation:

ηS0X = G.



142 A. I. Popov, I. S. Lobanov, I. Yu. Popov, T. V. Gerya

After the Fourier transformation we obtain:

Ŝ0X̂ = ˆη−1G⇔ X̂ = (Ŝ0)
−1 ˆη−1G

These operations are not associated with high complexity.
In the next section we consider in detail how to use the discrete Fourier transform in

a particular case.

3. Discrete Stokes operator inversion for the case of constant viscosity in a
rectangle

To find the inverse matrix we use the discrete Fourier transform. To introduce it we
need the corresponding system of eigenfunctions. Let us choose the system.

Consider the discrete Stokes equations coupled with the discrete continuity equation
for the case of constant viscosity η = 1:

−2∆1∇1V1 −∆2(∇2V1 +∇1V2) +∇1P = F1,

−2∆2∇2V2 −∆1(∇1V2 +∇2V1) +∇2P = F2,

∆1V1 + ∆2V2 = 0.

(3)

We deal with vector fields V and F and scalar field P , determined on a two-dimensional
lattice with N = L2 nodes. The nodes are numbered by vectors with integer terms x =
(x1, x2), xk ∈ D = [0, L]∩Z. Symbols ∆p and ∇p are used, correspondingly, for the forward
and the backward finite differences for coordinate p:

∆1f(x) = f(x1 + 1, x2)− f(x), ∇1f(x) = f(x)− f(x1 − 1, x2),

∆2f(x) = f(x1, x2 + 1)− f(x), ∇2f(x) = f(x)− f(x1, x2 − 1),

where we assume for simplicity (it is not a limitation) that the lattice has a unit step. We
will solve the system (3) with the free slip boundary condition:{

Vk
∣∣
xk=±L

= 0

∇jVk
∣∣
xj=±L

= 0, j 6= k.
(4)

Consider a one-dimensional lattice D and the family of functions φn, n = 1..L − 1
determined on the lattice by the following expressions:

φn(t) = sin
πnt

L
, t ∈ D.

One can verify that the functions φn form a basis in the space of functions on the lattice D,
satisfying the conditions:

φj(0) = φj(L) = 0. (5)

Consider the operator:

∆∇f(t) = ∇f(t+ 1)−∇f(t) = f(t+ 1)− 2f(t) + f(t− 1).

It is simple to verify that ∆∇ = ∇∆). Direct calculation gives us:

∆∇φj(t) = ∆∇ sin
πjt

L
= sin

πj(t+ 1)

L
− 2 sin

πjt

L
+ sin

πj(t− 1)

L
= 2 sin

πjt

L
(cos

πj

L
− 1),

hence,

∆∇φj = ∇∆φj = αjφj, αj = 2

(
cos

πj

L
− 1

)
. (6)

We introduce the notation:
θj = ∆φj. (7)
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Then,

∇θj = ∇∆φj = αjφj. (8)

Particularly,

∇θj(d) = αjφj(d) = 0, ∇θj(0) = 0. (9)

One can verify that θj is also the eigenvector of the operator of second symmetric finite
difference corresponding to the same eigenvalue as φj. Actually,

∆∇θj = ∆∇∆φj = ∆αjφj = αjθj. (10)

We additionally determine θ0 ≡ 1 and φ0 ≡ 0, which satisfy all the above-described proper-
ties.

Consider the family of functions Ψj, where the vector index j = (j1, j2) has coordi-
nates jp = 0..L− 1:

Ψj(x) = θj1(x1)θj2(x2).

Let us seek the solution of equation (3) in the form:

Vk(x) =
∑
j

V j
k∇kΨj(x), k = 1, 2, P (x) =

∑
j

P jΨj(x), (11)

for some real coefficients V j
k , P j. One can see that the expression of such type satisfies the

boundary conditions (4). One can show that any vector field V satisfying the conditions (4)
can be represented in the form of (11). But arbitrary pressure field P , generally speaking,
can not be presented in such form. Now we consider the component related to the velocity
field only.

Substituting (11) into the Stokes equation from (3), one obtains:

−
2∑

p=1

∆p

(
∇p

∑
j

V j
k∇kΨj +∇k

∑
j

V j
p∇pΨ

j

)
+∇k

∑
j

P jΨj =
∑
j

F j
k∇kΨj, k = 1, 2,

where F j
k is the projection of Fk on Ψj. Changing the order of summation, one gets:∑

j

[
P j∇kΨj − F j

k∇kΨj −
N∑
p=1

(
V j
k ∆p∇p∇kΨj − V j

p ∆p∇k∇pΨ
j
)]

= 0.

Using the commutativity ∆n∇m = ∇m∆n and the property ∆p∇pΨ
j = αjpΨj, One finds

that ∑
j

[
P j − F j

k −
2∑

p=1

αjp

(
V j
k − V

j
p

)]
∇kΨj = 0.

Due to linear independence of the vectors ∇kΨj, the Stokes equation is equivalent to a set
of systems:

P j −
2∑

p=1

αjp

(
V j
k − V

j
p

)
= F j

k , k = 1, 2,∀j.

Substituting (11) into the continuity equation from (3), we come to the equation:

2∑
p=1

∆p

∑
j

V j
p∇pΨ

j(x) = 0.
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After simplification one gets: ∑
j

2∑
p=1

αjpV
j
p Ψj(x) = 0.

Due to linear independence of Ψj, the system is equivalent to the following one:
2∑

p=1

αjpV
j
p = 0 ∀j.

Finally, the problem (3) with the boundary conditions (4) is reduced to the set of
systems: {

P j −
∑2

p=1 αjp

(
V j
k − V j

p

)
= F j

k k = 1, 2,∀j,∑2
p=1 αjpV

j
p = 0 ∀j.

Using the second equation, one can simplify the first one:{
P j − V j

k

∑2
p=1 αjp = F j

k k = 1, 2,∀j,∑2
p=1 αjpV

j
p = 0 ∀j.

Multiplying the first equation by αjk and making a summation by k, one gets:

P j

(∑
k

αjk

)
−

(∑
k

αjkV
j
k

)(
2∑

p=1

αjp

)
=

(∑
k

αjkF
j
k

)
∀j,

Due to the second equation of the system, one has:

P j =

∑2
p=1 αjpF

j
p∑2

p=1 αjp

∀j.

Hence, the first equation gives us the velocity field:

V j
k =

P j − F j
k∑2

p=1 αjp

k = 1, 2,∀j.

Thus, for this particular case we obtained the solution in an explicit form. As for more
complicated domain, one can follow the suggested procedure if the system of eigenfunctions
is known. In this case the approach described allows one to obtain essential acceleration and
guaranteed convergence of the computations for strongly varying viscosity.
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1. Introduction

Let us consider the abstract Cauchy problem for the parabolic equation:

u′(t) + A(u(t)) = 0, t > 0, (1)

u(0) = u0. (2)

The solution for this problem can be considered in different meanings, for example, a
classical solution, strong solution, weak (or mild) solution, entropy solution, etc. This
paper is devoted to a strong solution for this problem.

If A is an unbounded linear operator in Hilbert space H, then it is proved that there
does not exist a strong solution for all u0 ∈ H (see [2, 11]). It is proved in [13] that
there exists a strong solution if and only if u0 ∈ [D(A), H]1/2, where [D(A), H]1/2 is an
interpolation space (see [9,15]).

If A is a nonlinear operator, the weak solutions of these problems is often investi-
gated. We consider the case where the operator A has the form:

A(u) = − div

[
Φ′(|∇u|)
|∇u|

∇u
]
,

with the Dirichlet and Neumann boundary conditions for the first and second initial-
boundary problem respectively. Here, Φ: R → R+ is an N -function that satisfies ∆2-
condition, therefore, it is natural to investigate these problems in Orlicz and Orlicz–Sobolev
spaces. For these problems, we obtain the necessary and sufficient conditions for the exis-
tence and uniqueness of the strong solution.

Non-uniformly parabolic equations are used in mechanics, glaciology, rheology, im-
age processing (e.g., see [4,6,8,12]) as well as for nanosystem modeling (see [14,16]).

Now, we consider some examples of the function Φ(ξ) and corresponding nonlinear
equations.
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If Φ(ξ) = ξp/p, p > 1, then the nonlinear equation has the form:

ut −∆pu = 0,

where ∆pu = div(|∇u|p−2∇u) is the p-Laplace operator. The p-Laplacian type equations
have many applications in fluid mechanics, glaciology, and rheology, etc. (see [4] and [8,
Chapter 2]).

If Φ(ξ) = ξ log(1+ ξ), then we obtain the equation related to image processing. This
special case has been investigated thoroughly in [17] as a model that developed Perona and
Malik’s concept in [12].

If Φ(ξ) = ξ log(1 + Lk(ξ)), where Li(ξ) = log(1 + Li−1(ξ)) (i = 1, 2, . . . , k) and
L0(ξ) = log(1 + ξ), for ξ ≥ 0, then we obtain the parabolic equation such that the cor-
responding elliptic problems are introduced in Prandtl–Eyring fluids and plastic materials
with a logarithmic hardening law (see [6]).

2. Functional Spaces

In this section, we introduce functional spaces that are called Orlicz spaces and
Orlicz–Sobolev spaces. The spaces LΦ(Ω), called Orlicz spaces, are studied in depth
in the monograph by Krasnosel’skii and Rutickii [7] and also in the doctoral thesis by
Luxemburg [10]. If the role played by Lp(Ω) in the definition of Sobolev space Wm

p (Ω) is
assigned instead to an Orlicz space LΦ(Ω), the resulting space is denoted by WmLΦ(Ω) and
called an Orlicz–Sobolev space. Many properties of Sobolev spaces have been extended to
Orlicz–Sobolev spaces, mainly by Donaldson and Trudinger [5].

Let φ be a real-valued function defined on [0,∞) and having the following properties:
(a) φ(0) = 0, φ(t) > 0 if t > 0, lim

t→∞
φ(t) =∞;

(b) φ is nondecreasing;
(c) φ is right continuous.

Then, the real-valued function Φ(ξ) is defined on [0,∞) by:

Φ(ξ) =

∫ ξ

0

φ(t)dt,

which is called an N -function. It can be proved that any N -function is continuous, strictly
increasing, and convex.

We set:
Φ∗(η) = max

ξ≥0
(ξη − Φ(ξ)).

If Φ is an N -function, then Φ∗ is also an N -function. The function Φ∗ is called the polar
function.

An N -function Φ is said to satisfy ∆2-condition near infinity if there exists ξ0 > 0
and a positive constant M such that for every ξ > ξ0:

Φ(2ξ) ≤MΦ(ξ). (3)

Let Ω be a bounded domain and Φ be an N -function. The Orlicz class is the set of
all (equivalence classes modulo equality a.e. in Ω of) measurable functions u(x) defined on
Ω and satisfying: ∫

Ω

Φ(|u(x)|)dx <∞.

If Ω is a bounded domain, then the Orlicz class is a linear space (under pointwise addition
and scalar multiplication) if and only if Φ satisfies ∆2-condition near infinity. Below, we
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consider only the case where Φ satisfies ∆2-condition near infinity. Note that the case
where Φ does not satisfy ∆2-condition near infinity is more complicated.

If the Orlicz class is a linear space, then we can consider it as the Orlicz space
LΦ(Ω) with the norm:

‖u‖LΦ(Ω) = inf

{
k :

∫
Ω

Φ

(
|u(x)|
k

)
dx ≤ 1

}
, (4)

(this norm is due to Luxemburg [10]). The space LΦ(Ω) is a Banach space.
We also introduce the space W 1LΦ(Ω) as completion of C∞(Ω) with respect to the

norm:
‖u‖W 1LΦ(Ω) = ‖u‖L2(Ω) + ‖|∇u|‖LΦ(Ω). (5)

By W̊ 1LΦ(Ω), we denote completion of C∞0 (Ω) with respect to the norm (5). Here, C∞(Ω)
is the set of infinitely differentiable functions in Ω and C∞0 (Ω) is the set of infinitely
differentiable functions in Ω with compact support. The space W 1LΦ(Ω) can be called an
Orlicz–Sobolev space, but in our case, W 1LΦ(Ω) ⊂ L2(Ω). In the general case, it is not
true (for example, see [1, Chapter VIII]).

3. The First Initial-Boundary Problem

Let Ω be a bounded domain in Rn (n ≥ 2) with Lipschitz boundary ∂Ω and T > 0.
We denote ΩT = Ω × (0, T ) and Γ = ∂Ω × (0, T ). We consider the following parabolic
equation

ut − div

[
Φ′(|∇u|)
|∇u|

∇u
]

= 0 in ΩT , (6)

with the initial-boundary conditions

u
∣∣
Γ
= 0 on Γ, (7)

u(x, 0) = u0(x) in Ω. (8)

here Φ: R → R+ is an N -function, Φ′ : R → R is the derivative of the function Φ(ξ) with
respect to ξ, and ∇u is the gradient of the function u(x, t) with respect to the spatial
variables x. Problem (6)–(8) is called the first initial-boundary problem for a nonlinear
equation.

Our main assumption is that Φ(ξ) and Φ∗(ξ) satisfy the ∆2-condition. We study
the existence and uniqueness of a strong solution for problem (6)–(8). We assume that
u0 ∈ L2(Ω).

Definition 1. The function u(x, t) is called a strong solution of problem (6)–(8) if the
following conditions are met:

(1) u ∈ L2(ΩT ) ∩ L1(0, T ;W 1
1 (Ω)),∫ T

0

∫
Ω

Φ′(|∇u|)|∇u| dxdt < +∞,

and u
∣∣
Γ
= 0;

(2) ut ∈ L2(ΩT );
(3) for every v ∈ C1(ΩT ) such that v|t=T = 0 and v|Γ = 0, we have:∫ T

0

∫
Ω

[
Φ′(|∇u|)
|∇u|

∇u · ∇v − uvt
]
dxdt =

∫
Ω

u0(x)v(x, 0)dx. (9)
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Remark 1. If u(x, t) is a strong solution of problem (6)–(8), then:

div

[
Φ′(|∇u|)
|∇u|

∇u
]
∈ L2(ΩT )

as well and the function u(x, t) satisfies equation (6) a.e. in ΩT and the initial condition (8)
(in the sense of trace).

In [3], the uniqueness and existence of the weak solution were proven. In [18], the
uniqueness and existence of the entropy solution were proven. These results were obtained
if the function Φ satisfies weaker conditions than ∆2-condition.

Now we formulate the result concerning the strong solution.

Theorem 1. Let Φ(ξ) and Φ∗(ξ) satisfy the ∆2-condition near infinity. Then problem (6)–
(8) has a strong solution if and only if

u0 ∈ W̊ 1LΦ(Ω). (10)

The strong solution of problem (6)–(8) is unique.
Proof.

1. It is easy to show that the solution of problem (6)–(8) is unique (because the
function Φ(ξ) is convex).

2. To prove an existence of a strong solution, we use the Faedo–Galerkin method.
Let the system of functions {ek}∞k=1, ek ∈ C1(Ω), ek|Γ = 0 be linearly independent and full
in W̊ 1LΦ(Ω) (and in L2(Ω) respectively).

We set wN(x, t) =
N∑
k=1

cNk(t)ek(x) (N = 1, 2, . . .). The functions wN(x, t) are called

the Faedo–Galerkin approximations and the coefficients cNk(t) can be found from the
corresponding relations.

We obtain the following estimate for wN(x, t):∫
Ω

|wN(x, τ)|2dx ≤ ‖u0‖2
L2(Ω) (τ ∈ (0, T )), (11)∫ τ

0

∫
Ω

Φ′(|∇wN |)|∇wN | dxdt ≤
1

2
‖u0‖2

L2(Ω). (12)

Using (11), we also have:

‖wN‖2
L2(ΩT ) ≤ T‖u0‖2

L2(Ω). (13)

From (12), (13) it follows that we can choose a subsequence (we also denote it by wN for
simplicity) such that:

wN ⇀ u weakly in L2(0, T ; W̊ 1LΦ(Ω)).

Moreover:

‖u‖2
L2(ΩT ) ≤ T‖u0‖2

L2(Ω),∫ τ

0

∫
Ω

Φ′(|∇u|)|∇u| dxdt ≤ 1

2
‖u0‖2

L2(Ω).

We also have the following estimate for ‖wNt‖L2(ΩT ):

‖wNt‖2
L2(ΩT ) ≤

∫
Ω

Φ(∇wN(x, 0))dx.
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We have that wN(x, 0) ⇀ u0(x) as N →∞ weakly in L2(Ω). Therefore, ∇wN(x, 0) ⇀
∇u0(x) as N →∞ weakly in L2(Ω), i.e.:∫

Ω

∇wN(x, 0)η(x)dx→
∫

Ω

∇u0(x)η(x)dx,

as N → ∞ for an arbitrary function η ∈ C(Ω). Since the functions Φ(ξ) and Φ∗(ξ) satisfy
the ∆2-condition, we obtain that wN(x, 0) ⇀ u0(x) as N →∞ weakly in W̊ 1LΦ(Ω). Thus:∫

Ω

Φ(∇wN(x, 0))dx ≤ C,

where C does not depend on N , and:

‖wNt‖2
L2(ΩT ) ≤ C.

Therefore, we can choose a subsequence (we also denote it by wN for simplicity) such that:

wNt ⇀ ut weakly in L2(ΩT ).

3. Now we need to verify that u(x, t) is a solution for problem (6)–(8). This can be
done by using the standard technique for the Faedo–Galerkin method.

4. We need to prove that if there exists a strong solution u(x, t) of problem (6)–(8),
then the function u0(x) satisfies condition (10). It follows from these estimates:

‖u0‖2
L2(Ω) ≤ C

(
‖u‖2

L2(ΩT ) +

∫ T

0

∫
Ω

Φ′(|∇u|)|∇u| dxdt

)
, (14)

∫
Ω

Φ(∇u0(x))dx ≤ C

(
‖ut‖2

L2(ΩT ) + ‖u‖2
L2(ΩT ) +

∥∥∥∥div

[
Φ′(|∇u|)
|∇u|

∇u
]∥∥∥∥2

L2(ΩT )

)
, (15)

where the constant C does not depend on u(x, t).
Theorem 1 is thus proved. �

4. The Second Initial-Boundary Problem

Let Ω be a bounded domain in Rn (n ≥ 2) with Lipschitz boundary ∂Ω and T > 0.
We denote ΩT = Ω × (0, T ) and Γ = ∂Ω × (0, T ). We consider the following parabolic
equation:

ut − div

[
Φ′(|∇u|)
|∇u|

∇u
]

= 0 in ΩT (16)

with the initial-boundary conditions:

∂u

∂n

∣∣∣∣
Γ

= 0 on Γ, (17)

u(x, 0) = u0(x) in Ω. (18)

Here, Φ: R → R+ is an N -function, Φ′ : R → R is the derivative of the function Φ(ξ)
with respect to ξ, and ∇u is the gradient of the function u(x, t) with respect to the spatial
variables x, n is the unit normal vector of Γ. Problem (16)–(18) is called the second
initial-boundary problem for nonlinear equation.

Our main assumption is that Φ(ξ) and Φ∗(ξ) satisfy the ∆2-condition near infinity.
We study the existence and uniqueness of a strong solution for problem (16)–(18). We
assume that u0 ∈ L2(Ω).
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Definition 2. The function u(x, t) is called a strong solution of problem (16)–(18) if the
following conditions are met:

(1) u ∈ L2(ΩT ) ∩ L1(0, T ;W 1
1 (Ω)),∫ T

0

∫
Ω

Φ′(|∇u|)|∇u| dxdt < +∞;

(2) ut ∈ L2(ΩT );
(3) for every v ∈ C1(ΩT ) such that v|t=T = 0, we have:∫ T

0

∫
Ω

[
Φ′(|∇u|)
|∇u|

∇u · ∇v − uvt
]
dxdt =

∫
Ω

u0(x)v(x, 0)dx. (19)

Remark 2. If u(x, t) is a strong solution of problem (16)–(18), then:

div

[
Φ′(|∇u|)
|∇u|

∇u
]
∈ L2(ΩT ),

as well and the function u(x, t) satisfies equation (16) a.e. in ΩT and the initial condi-
tion (18) (in the sense of trace).

In [17], the uniqueness and existence of the weak solution were proven if the
function Φ(ξ) = ξ log(1 + ξ). This problem is related to image analysis.

Now, we formulate the results concerning the strong solution.

Theorem 2. Let Φ(ξ) and Φ∗(ξ) satisfy the ∆2-condition. Then problem (16)–(18) has a
strong solution if and only if:

u0 ∈ W 1LΦ(Ω). (20)

The strong solution of problem (16)–(18) is unique.
Proof.

1. It is easy to show that the solution of problem (16)–(18) is unique (because the
function Φ(ξ) is convex).

2. To prove an existence of a strong solution, we use the Faedo–Galerkin method.
Let the system of functions {ek}∞k=1, ek ∈ C1(Ω), ek|Γ = 0 be linearly independent and full
in W 1LΦ(Ω) (and in L2(Ω) respectively).

We set wN(x, t) =
N∑
k=1

cNk(t)ek(x) (N = 1, 2, . . .). The functions wN(x, t) are called

the Faedo–Galerkin approximations and the coefficients cNk(t) can be found from the
corresponding relations.

We obtain the following estimate for wN(x, t):∫
Ω

|wN(x, τ)|2dx ≤ ‖u0‖2
L2(Ω) (τ ∈ (0, T )), (21)∫ τ

0

∫
Ω

Φ′(|∇wN |)|∇wN | dxdt ≤
1

2
‖u0‖2

L2(Ω). (22)

Using (21), we also have:

‖wN‖2
L2(ΩT ) ≤ T‖u0‖2

L2(Ω). (23)

From (22) and (23) it follows that we can choose a subsequence (we also denote it by wN
for simplicity) such that:

wN ⇀ u weakly in L2(0, T ; W̊ 1LΦ(Ω)).



152 M.A. Skryabin

Moreover:

‖u‖2
L2(ΩT ) ≤ T‖u0‖2

L2(Ω),∫ τ

0

∫
Ω

Φ′(|∇u|)|∇u| dxdt ≤ 1

2
‖u0‖2

L2(Ω).

We also have the following estimate for ‖wNt‖L2(ΩT ):

‖wNt‖2
L2(ΩT ) ≤

∫
Ω

Φ(∇wN(x, 0))dx.

We have that wN(x, 0) ⇀ u0(x) as N →∞ weakly in L2(Ω). Therefore, ∇wN(x, 0) ⇀
∇u0(x) as N →∞ weakly in L2(Ω), i.e.:∫

Ω

∇wN(x, 0)η(x)dx→
∫

Ω

∇u0(x)η(x)dx,

as N → ∞ for an arbitrary function η ∈ C(Ω). Since the functions Φ(ξ) and Φ∗(ξ) satisfy
the ∆2-condition, we obtain that wN(x, 0) ⇀ u0(x) as N →∞ weakly in W 1LΦ(Ω). Thus:∫

Ω

Φ(∇wN(x, 0))dx ≤ C,

where C does not depend on N , and:

‖wNt‖2
L2(ΩT ) ≤ C.

Therefore, we can choose a subsequence (we also denote it by wN for simplicity) such that:

wNt ⇀ ut weakly in L2(ΩT ).

3. Now we need to verify that u(x, t) is a solution of problem (16)–(18). This can
be done using the standard technique for the Faedo–Galerkin method.

4. We need to prove that if there exists a strong solution u(x, t) for problem (16)–
(18), then the function u0(x) satisfies condition (20). It follows from these estimates:

‖u0‖2
L2(Ω) ≤ C

(
‖u‖2

L2(ΩT ) +

∫ T

0

∫
Ω

Φ′(|∇u|)|∇u| dxdt

)
, (24)

∫
Ω

Φ(∇u0(x))dx ≤ C

(
‖ut‖2

L2(ΩT ) + ‖u‖2
L2(ΩT ) +

∥∥∥∥div

[
Φ′(|∇u|)
|∇u|

∇u
]∥∥∥∥2

L2(ΩT )

)
, (25)

where the constant C does not depend on u(x, t).
Theorem 2 is thus proved. �

5. The Initial Data Space

We define the initial data space as the space of the initial data such that there
exists a strong solution only for them.

Theorem 3 (Main Result). If Φ(ξ) and Φ∗(ξ) satisfy the ∆2-condition, then:

(1) W̊ 1LΦ(Ω) is the initial data space for the first initial-boundary problem (6)–(8);
(2) W 1LΦ(Ω) is the initial data space for the second initial-boundary problem (16)–

(18).

Proof. The proof clearly follows from Theorems 1 and 2. �
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