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ABSTRACT The Z-matrix of a simple graph Γ is a square symmetric matrix, whose rows and columns corre-

spond to the vertices of the graph and the ijth entry is equal to the sum of the degrees of ith and jth vertex, if

the corresponding vertices are adjacent in Γ, and zero otherwise. The Zagreb eigenvalues of Γ are the eigen-

values of its Z-matrix and the Zagreb energy of Γ is the sum of absolute values of its Zagreb eigenvalues. We

study the change in Zagreb energy of a graph when the edges of the graph are deleted or rotated. Suppose

Γ is a graph obtained by identifying u ∈ V(Γ1) and v ∈ V(Γ2) or adding an edge between u and v, then it is

important to study the relation between Zagreb energies of Γ1, Γ2 and Γ. The highlight of the paper is that,

the acentric factor of n-alkanes appear to have a strong positive correlation (where the correlation coefficient is

0.9989) with energy of the Z-matrix. Also, the novel correlation of the density and refractive index of n-alkanes

with spectral radius of the Z-matrix has been observed.

KEYWORDS spectral radius, energy, Zagreb matrix, acentric factor, density, refractive index
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1. Introduction

In mathematical chemistry, graph energies have received considerable attention because of their immense applica-

tions [1].Recently, various types of matrices and the corresponding energies of graphs have been studied. In 1978, Gutman

defined the energy [2] of a simple graph as the sum of the absolute values of eigenvalues of the adjacency matrix of the

corresponding graph.

Let Γ = (V, E) be an undirected graph on a finite non-empty set of vertices V and the prescribed collection E of

an unordered pair of vertices called edges. Two vertices are said to be adjacent, if they share an edge. We use i ∼ j to

denote that vertices i and j are adjacent. The neighborhood of vertex i in graph Γ is a collection of all vertices that are

adjacent to i in Γ. The adjacency matrix of a graph Γ denoted by AΓ is n×n matrix whose rows and columns correspond

to the vertices of the graphs and the ijth entry is one if vertex i is adjacent to vertex j, and zero otherwise. The energy

of a graph is defined as the sum of absolute values of eigenvalues of adjacency matrix of the graph. The singular values

of a real matrix A is the square root of the eigenvalues of A⊺A, where A⊺ is the transpose of the matrix A. For a real

symmetric positive definite matrix, the singular values of the matrix coincide with the eigenvalues of the matrix. Let AΓ
TI

is an extended adjacency matrix of the graph Γ corresponding to the degree based symmetric topological index TI , and

AΓ
TI [u] be a matrix obtained from AΓ

TI by deleting the row and column corresponding to the vertex u, where u is a vertex

of the graph Γ.

The first extended adjacency matrix corresponding to a degree based topological index defined was the Randić ma-

trix [3], and the energy of the corresponding matrix was defined in a similar manner and termed as the Randić energy.

The first Zagreb index, M1(Γ) of a graph Γ is defined [4] as the sum of the squares of the degrees over all vertices of the

graph. Interesting facts concerned with the first Zagreb index are available in the literature [5, 6] and recently it has been

considered for graphs with self-loops [7].

The first Zagreb matrix (Z-matrix) [8] of a graph Γ denoted by ZΓ is an n × n matrix whose rows and columns

correspond to the vertices of the graph and it’s ijth entry, zij is given by

zij =

{

di + dj , if i ∼ j;

0, otherwise,

where di is the degree of vertex i ∈ V(Γ). The Zagreb energy of a simple graph Γ is defined as the sum of the absolute

values of the Zagreb matrix eigenvalues of the graph. Let ζ1 ≥ ζ2 ≥ · · · ≥ ζn be the eigenvalues and ζ1 be the Z-spectral

radius corresponding to the Z-matrix of the graph Γ. If x is the principal eigenvector of the Z-matrix then the Rayleigh

© Shashwath S. Shetty, K. Arathi Bhat, 2024
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quotient of Z is a scalar,
x⊺Zx

x⊺x
and, the supremum value of this quotient over all the vectors x gives one the spectral

radius of Z , i.e.,

ζ1 = sup
x

x⊺Zx

x⊺x
.

For all other undefined terminologies of graph theory reader can refer [9].

A few bounds for Z-spectral radius and its variation during deletion and the rotation of an edge is discussed in

Section 2. In Section 3, the relation between Zagreb energies of Γ1,Γ2 and Γ is discussed, where Γ is a graph obtained

by identifying u ∈ V(Γ1) and v ∈ V(Γ2) or adding an edge between u and v. Chemical applications of Z-spectral radius

and Zagreb energy is discussed in the last section.

2. Z-spectral Radius

An edge rotation of e = xy ∈ E(Γ) around x ∈ V(Γ), replaces xy by an edge xw where xw /∈ E(Γ). The variation

of Z-spectral radius during the deletion and rotation of an edge is discussed in this section along with few bounds.

Theorem 1. Let Γ be a connected graph of order n, maximum degree ∆ and Z-spectral radius ζ1. If M1(Γ) denotes the

first Zagreb index of the graph Γ, then

M1(Γ) +
∑

u∈V

d2,u

n
≤ ζ1 ≤ 2∆2,

where d2,u is is the sum of degrees of all the vertices which are adjacent to u in Γ. Equality holds in both if and only if Γ
is regular.

Proof. Now,

ζ1 ≥ J⊺ZJ

J⊺J
=

∑

u∈V(Γ)

(d2u + d2,u)

n
=

M1(Γ) +
∑

u∈V(Γ)

d2,u

n
,

where d2,u is is the sum of degrees of all the vertices which are adjacent to u in Γ. Since, the all one vector J is the

eigenvector corresponding to the regular graph Γ, equality holds in the above if and only if Γ is a regular graph.

Let xu is the maximum component of the principal eigenvector x. The eigenvalue equation for the Z-matrix of the simple

graph is given by,

ζ1xu =
∑

v∈N(u)

(du + dv)xv.

Therefore,

ζ1xu =
∑

v∈N(u)

(du + dv)xv ≤
∑

v∈N(u)

(du + dv)xu

≤ 2∆
∑

v∈N(u)

xu

≤ 2∆2xu.

Equality holds in the above if and only if du = dv = ∆, i.e., Γ is regular. �

Theorem 2. [10] Suppose that A = (aij) and B = (bij) are two n×n non-negative symmetric matrices. If A ≤ B, i.e.,

aij ≤ bij for all i, j, then ζ1(A) ≤ ζ1(B). Furthermore, if B is irreducible and A 6= B, then ζ1(A) < ζ1(B).

Theorem 3. Let Γ be a forest of order n and size m with n ≤ 2m. Then

2 ≤ ζ1(Γ) ≤ n
√
2m− n+ 1,

with equality in the lower bound holds if and only if Γ ∼=
n

2
K2 and equality in the upper bound holds if and only if Γ

isomorphic to the star Sn.

Furthermore for n > 2, if Γ is connected, then

6 cos
π

n+ 1
≤ ζ1(Pn) ≤ ζ1(Γ)

with equality if and only if Γ ∼= P3

Proof. Since Γ is a forest, we have di + dj ≤ n for every i, j in V(Γ). Hence,

ZΓ ≤ nAΓ, (1)

where AΓ is the adjacency matrix of the graph Γ. Here, the equality in (1) holds if and only if Γ is a star graph. Now by

using Theorem 2 , ζ1 ≤ nρ, where ρ is the adjacency spectral radius of the graph. But, we have [11] ρ ≤
√
2m− n+ 1

and the equality follows if and only if the graph is a star graph or a complete graph on n vertices.
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As n ≤ 2m, we have

2AΓ ≤ ZΓ

with equality if and only if Γ ∼=
n

2
K2.

Furthermore, when Γ is connected and n ≥ 3, we have

3AΓ ≤ ZΓ

with equality if and only if Γ is a path graph on 3 vertices. We know that,

ρ(Pn) = 2 cos
π

n+ 1
,

from which the result follows. �

Theorem 4. Let Γ be a connected graph with the Z-spectral radius ζ1 and the corresponding principal eigenvector x. If

e = uv is not an edge in Γ, then

ζ1(Γ + e) > ζ1(Γ).

Proof. Let xu denote the uth component of the eigenvector x, corresponding to the spectral radius of Γ. By using Rayleigh

quotient

ζ1(Γ + e) ≥ x⊺ZΓ+ex

x⊺x
=

x⊺ZΓx

x⊺x
+

x⊺C1x
x⊺x

,

where

C1 =











0n−2×n−2 Ju Jv

J⊺

u 0 du + dv + 2

J⊺

v du + dv + 2 0











,

and du and dv are the degrees of the vertices u and v respectively, in the graph Γ. Ju is the column vector of size (n− 2)
corresponding to the vertex u, whose entries are 0 or 1, accordingly the corresponding vertex is adjacent to u or not.

Similarly, the column vector Jv corresponds to the vertex v. Therefore

x⊺C1x
x⊺x

=
M

x⊺x
,

where M = 2(du + dv + 2)xuxv + 2
∑

w∼u

xuxw + 2
∑

y∼v

xvxy.

Here M is strictly greater than zero, since x is a positive eigenvector [12]. �

Theorem 5. Let p, q, r be the vertices of a connected graph Γ such that rp is an edge in Γ, where as rq is not an edge in

Γ. Then

ζ1(Γ− rp+ rq) ≥ ζ1(Γ), if N ≥ 0

and the inequality is strict if N > 0,

where N = dr(xq − xp)xr + (dqxq + xq − dpxp)xr +
∑

y∼q,y 6=r

xqxy −

∑

w∼p,w 6=r

xpxw.

Proof. Let x be the eigenvector corresponding to ζ1(Γ). Then, we have

ζ1(Γ− rp+ rq) ≥ x⊺Z(Γ−rp+rq)x

x⊺x
=

x⊺ZΓx

x⊺x
+

x⊺C2x
x⊺x

,

where

C2 =

















0n−3×n−3 0n−3×1 −Jp Jq

01×n−3 0 −(dr + dp) dr + dq + 1

−J⊺

p −(dr + dp) 0 0

J⊺

q dr + dq + 1 0 0

















,

where dp, dq and dr are the degrees of the vertices p, q and r respectively, in the graph Γ. Jp is the column vector of size

(n − 3) corresponding to the vertex p, whose entries are 0 or 1, accordingly the corresponding vertex is adjacent to p or

not. Similarly, the column vector Jq corresponds to the vertex q. Hence

x⊺C2x
x⊺x

=
2N

x⊺x
,

where 2N = 2(dr + dq + 1)xrxq − 2(dr + dp)xrxp + 2
∑

y∼q,y 6=r

xqxy − 2
∑

w∼p,w 6=r

xpxw. �
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3. Zagreb energy

The coalescence of two graphs Γ1 and Γ2 denoted by Γ1 ◦ Γ2 is obtained by identifying two arbitrary vertices,

u ∈ V(Γ1) and v ∈ V(Γ2). The change in adjacency energy during the coalescence of two graphs was studied in [13].

Similar type result is discussed below for the Zagreb energy.

Theorem 6. Let Γ1 ◦ Γ2 be coalescence of two graphs Γ1 and Γ2 obtained by identifying the vertices u ∈ V(Γ1) and

v ∈ V(Γ2). Then

ZE(Γ1 ◦ Γ2) ≤ ZE(Γ1) + ZE(Γ2) + 2du
√

dv + 2dv
√

du

with equality if and only if u is an isolated vertex in Γ1 and / or v is an isolated vertex in Γ2.

Proof. It is direct that

ZΓ1◦Γ2 =











ZΓ1 [u] [x1 + x2] 0

[x1 + x2]
⊺ 0 [y1 + y2]

⊺

0 [y1 + y2] ZΓ2 [v]











,

where x1 is the deleted column of ZΓ1 corresponding to the vertex u and x2 is the column vector obtained by replacing

all the non-zero entries of x1 by dv . Similarly, y2 is the deleted column of ZΓ2 corresponding to the vertex v and y1 is

the column vector obtained by replacing all the non-zero entries of y2 by du. Now,

ZΓ1◦Γ2 = A1 +A2,

where

A1 =











ZΓ1 [u] [x1 + x2] 0

[x1 + x2]
⊺ 0 0

0 0 0











and

A2 =











0 0 0

0 0 [y1 + y2]
⊺

0 [y1 + y2] ZΓ2 [v]











.

For a symmetric matrix singular values are nothing but the absolute values of the eigenvalues and hence by using the Ky

Fan’s inequality [13] for singular values of the matrix, we have

E(ZΓ1◦Γ2) ≤ E(A1) + E(A2) (2)

and the equality holds if and only if there exists an orthogonal matrix Q such that both QA1 and QA2 are positive

semi-definite. Since Q is orthogonal,

Q⊺Q =











Q
⊺

11 Q
⊺

21 Q
⊺

31

Q
⊺

12 Q
⊺

22 Q
⊺

32

Q
⊺

13 Q
⊺

23 Q
⊺

33





















Q11 Q12 Q13

Q21 Q22 Q23

Q31 Q32 Q33











= I,

where the blocks Qij
′s are of appropriate size. Therefore

Q
⊺

11Q11 +Q
⊺

21Q21 +Q
⊺

31Q31 = I,

Q
⊺

13Q13 +Q
⊺

23Q23 +Q
⊺

33Q33 = I,

Q
⊺

11Q13 +Q
⊺

21Q23 +Q
⊺

31Q33 = 0.

Consider,

QA1 =











Q11ZΓ1 [u] +Q12[x1 + x2]
⊺ Q11[x1 + x2] 0

Q21ZΓ1 [u] +Q22[x1 + x2]
⊺ Q21[x1 + x2] 0

Q31ZΓ1 [u] +Q32[x1 + x2]
⊺ Q31[x1 + x2] 0











,

which implies Q31[x1 + x2] = 0. Also,

QA2 =











0 Q13[y1 + y2] Q12[y1 + y2]
⊺ +Q13ZΓ2 [v]

0 Q23[y1 + y2] Q22[y1 + y2]
⊺ +Q23ZΓ2 [v]

0 Q33[y1 + y2] Q32[y1 + y2]
⊺ +Q33ZΓ2 [v]











,
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which implies Q13[y1 + y2] = 0. Hence,

[Q11[x1 + x2]]
⊺
Q13[y1 + y2] + [Q21[x1 + x2]]

⊺Q23[y1 + y2]

+ [Q31[x1 + x2]]
⊺Q33[y1 + y2] = 0

implies

[Q21[x1 + x2]]
⊺Q23[y1 + y2] = 0,

and here both Q21[x1 + x2] or Q23[y1 + y2] are scalars.

Now if Q21[x1 + x2] = 0, and since QA1 is diagonally dominant we arrive at [x1 + x2] = 0, which implies that u is an

isolated vertex in Γ1. Similarly if Q23[y1 + y2] = 0, we arrive at [y1 + y2] = 0, which implies that v is an isolated vertex

in Γ2. Let

A1 = A3 +A4 and A2 = A5 +A6,

where

A3 =











ZΓ1 [u] x1 0

x⊺

1 0 0

0 0 0











, A4 =











0 x2 0

x⊺

2 0 0

0 0 0











,

A5 =











0 0 0

0 0 y⊺2

0 y2 ZΓ2 [v]











and A6 =











0 0 0

0 0 y⊺1

0 y1 0











.

Again by using the same inequality,

E(A1) ≤ E(A3) + E(A4)

= ZE(Γ1) + 2
√

x⊺

2x2 = ZE(Γ1) + 2
√

dud2v

and the equality holds if and only if either u is an isolated vertex in Γ1 or v is an isolated vertex in Γ2.

Similarly,

E(A2) ≤ E(A5) + E(A6)

= ZE(Γ2) + 2
√

y⊺1y1 = ZE(Γ2) + 2
√

dvd2u

with equality condition as stated above. �

The change in Zagreb energy by adding an edge between the two vertices of two different graphs is given below.

Theorem 7. Let Γ be a graph obtained by adding a bridge e = uv between the vertices u ∈ V(Γ1) and v ∈ V(Γ2) and

let d′u and d′v be the degrees of the vertices u and v in the original graphs Γ1 and Γ2 respectively. Then

ZE(Γ) ≤ ZE(Γ1) + ZE(Γ2) + 2(
√

d′u +
√

d′v + d′u + d′v + 2)

and the equality holds if and only if u and v are isolated vertices in Γ.

Proof. The Z-matrix corresponding to the above mentioned graph Γ is,

ZΓ =

















ZΓ1 [u] [x1 + Ju] 0 0

[x1 + Ju]
⊺ 0 d′u + d′v + 2 0

0 d′u + d′v + 2 0 [y1 + Jv]
⊺

0 0 [y1 + Jv] ZΓ2 [v]

















.

Here x1 (and y1) represents the column vector of ZΓ1 (and ZΓ2 ) corresponding to the vertex u (and v) in the respective

graph. The column vector Ju is obtained by replacing all the non-zero entries of x1 by 1 and, the column vector Jv is

obtained by replacing all the non-zero entries of y1 by 1.

ZΓ = B1 + B2



320 Shashwath S. Shetty, K. Arathi Bhat

where

B1 =

















ZΓ1 [u] x1 0 0

x⊺

1 0 0 0

0 0 0 y⊺1

0 0 y1 ZΓ2 [v]

















and

B2 =

















0 Ju 0 0

J⊺

u 0 d′u + d′v + 2 0

0 d′u + d′v + 2 0 J⊺

v

0 0 Jv 0

















.

Hence by using the singular values inequality,

ZE(Γ) ≤ E(B1) + E(B2). (3)

Now, it is easy to observe that

E(B1) = ZE(Γ1) + ZE(Γ2).

Let

B2 = B3 + B4,

where

B3 =

















0 Ju 0 0

J⊺

u 0 0 0

0 0 0 J⊺

v

0 0 Jv 0

















and

B4 =

















0 0 0 0

0 0 d′u + d′v + 2 0

0 d′u + d′v + 2 0 0

0 0 0 0

















.

Therefore by applying the same inequality again, we get

E(B2) ≤ E(B3) + E(B4) = 2
√

d′u + 2
√

d′v + 2(d′u + d′v + 2). (4)

Equality holds in the inequality (4), if and only if there exists an orthogonal matrix Q, such that both QB3 and QB4 are

positive semi-definite. If we assume the existence of such an orthogonal matrix Q, we have

Q⊺Q =

=

















Q
⊺

11 Q
⊺

21 Q
⊺

31 Q
⊺

41

Q
⊺

12 Q
⊺

22 Q
⊺

32 Q
⊺

42

Q
⊺

13 Q
⊺

23 Q
⊺

33 Q
⊺

43

Q
⊺

14 Q
⊺

24 Q
⊺

34 Q
⊺

44

































Q11 Q12 Q13 Q14

Q21 Q22 Q23 Q24

Q31 Q32 Q33 Q34

Q41 Q42 Q43 Q44

















= I,

where Qij, 1 ≤ i, j ≤ 4, are assumed to have the appropriate size. Hence,

Q
⊺

12Q12 +Q
⊺

22Q22 +Q
⊺

32Q32 +Q
⊺

42Q42 = I,

Q
⊺

13Q13 +Q
⊺

23Q23 +Q
⊺

33Q33 +Q
⊺

43Q43 = I,
(5)

QB4 =

















0 Q13(d
′
u + d′v + 2) Q12(d

′
u + d′v + 2) 0

0 Q23(d
′
u + d′v + 2) Q22(d

′
u + d′v + 2) 0

0 Q33(d
′
u + d′v + 2) Q32(d

′
u + d′v + 2) 0

0 Q43(d
′
u + d′v + 2) Q42(d

′
u + d′v + 2) 0

















.
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Since QB4 is diagonally dominant, we have Q13 = Q12 = Q43 = Q42 = 0, as d′u + d′v + 2 can not be equal to zero.

So Equation (5) reduces to

Q
⊺

22Q22 +Q
⊺

32Q32 = I,

Q
⊺

23Q23 +Q
⊺

33Q33 = I.
(6)

Also,

QB3 =

















Q12J
⊺

u Q11Ju Q14Jv Q13J
⊺

u

Q22J
⊺

u Q21Ju Q24Jv Q23J
⊺

u

Q32J
⊺

u Q31Ju Q34Jv Q33J
⊺

u

Q42J
⊺

u Q41Ju Q44Jv Q43J
⊺

u

















=

















0 Q11Ju Q14Jv 0

Q22J
⊺

u Q21Ju Q24Jv Q23J
⊺

u

Q32J
⊺

u Q31Ju Q34Jv Q33J
⊺

u

0 Q41Ju Q44Jv 0

















,

Again, Q11Ju = Q14Jv = Q22J
⊺

u = Q32J
⊺

u = Q41Ju = Q44Jv = Q33J
⊺

u = Q23J
⊺

u = 0, as QB3 is also diagonally

dominant.

Now, from Equation (6),

Ju = JuQ
⊺

22Q22 + JuQ
⊺

32Q32

= [Q22J
⊺

u]
⊺Q22 + [Q32J

⊺

u]
⊺Q32 = 0,

Jv = JvQ
⊺

23Q23 + JvQ
⊺

33Q33

= [Q23J
⊺

v ]
⊺Q23 + [Q33J

⊺

v ]
⊺Q33 = 0,

which implies both u and v are isolated vertices in Γ1 and Γ1 respectively.

Now, it is direct that equality in (3) holds only if the equality in (4) holds and it is direct that, the equality in (3) holds

when u and v are isolated vertices in Γ1 and Γ2 respectively. Hence the result follows. �

The energy of a graph and a subgraph obtained by deleting an edge is discussed below.

Theorem 8. Let Γ be a graph and e = uv be an edge in Γ and let du and dv be the degrees of the vertices u and v in the

resultant graph Γ− e. Then

ZE(Γ− e) ≥ ZE(Γ)− 2(
√

du +
√

dv + du + dv + 2)

with equality if and only if e = uv is an isolated edge in Γ.

Proof. Consider

ZΓ =











ZΓ[u, v] [x1 + x2] [y1 + y2]

[x1 + x2]
⊺ 0 du + dv + 2

[y1 + y2]
⊺ du + dv + 2 0











,

where x1 and y1 represents the column vector of ZΓ corresponding to the vertex u and v. The column vector x2 is

obtained by replacing all the non-zero entries of x1 by −1 and, the column vector y2 is obtained by replacing all the

non-zero entries of y1 by −1.

The proof follows similarly. �

4. Applications

Pi-electron energy is an important concept in chemistry and material science. It is crucial in describing electron

interactions in the pi-orbitals of adjacent atoms in conjugated systems such as double bonds and aromatic rings. These

pi-electrons’ energy levels have an impact on the stability, reactivity, and electronic properties of organic compounds and

conjugated materials. By using the Hückel molecular orbital (HMO) theory one can get many important properties of the

conjugated molecules using the total pi-electron energy.

For vinyl compounds specifically, which are organic compounds containing the vinyl functional group (R–CH =

CH2), the Total pi-electron energy would quantify the energy associated with the pi-electrons within the double bond.

The Zagreb indices would describe the molecular size and branching patterns of the compound’s structure. The pi-
electron energy of the polyenes and vinyl compounds [14] are compared with the Zagreb energy and also the scatter plot



322 Shashwath S. Shetty, K. Arathi Bhat

is shown in Fig. 1, which shows that the Zagreb energy and pi-electron energy are highly correlated with the correlation

coefficient of 0.9971.

FIG. 1. Scatter plot of total pi-electron energy v/s Z-energy of polyenes and vinyl compounds.

The acentric factor is directly related to the critical properties of a substance, such as its critical temperature and

critical pressure. R. Zheng et al. [15], have compared the experimental results of entropy and acentric factor of octane

isomers (Fig. 2) with the spectral radius of Arithmetic-Geometric (AG), Atom Bond Connectivity (ABC) and Sombor (S)

matrix of the molecular graphs of the same. For octane isomers, they found that correlation coefficient of the spectral

radius of AG, ABC and S with entropy are −0.917,−0.906 and −0.912, respectively, and with acentric factor it is found

to be −0.947− 0.930 and −0.962, respectively.

The acentric factor depends on molecular shape and size, which are influenced by factors such as molecular weight,

branching, and symmetry. Alkanes with higher molecular weight and more branching tend to have higher acentric factors

because they deviate more from spherical shape and have greater molecular interactions. Entropy is a measure of the

number of microscopic configurations or arrangements that are consistent with the macroscopic state of a system. In

general, increasing molecular branching tends to increase entropy. This is because branching increases the number of

possible arrangements of the molecules, leading to a greater number of microstates accessible to the system. Contrary

to this, the spectral radius of graphs (in general) decreases if they deviate more from spherical shape. That is, star graph

has the maximum spectral radius (
√
n− 1) and path graph has the minimum (2 cos

π

n+ 1
). The correlation study of

thermodynamic properties of aromatic compounds with the various topological indices obtained from the eigenvalues

of the adjacency matrix has been carried out in [16]. The present study shows that, Z-spectral radius and the acentric

factor (entropy) of the octane isomers are negatively correlated with the correlation coefficient of −0.974 (−0.9168). The

experimental values of the entropy and acentric factor of octane isomers were taken from [15].

FIG. 2. Octane isomers

Since these factors are well correlated, we can predict the acentric factor and entropy of the octane isomers. Now,

from Figs. 6 and 7 we have

acenfac = −0.02172× ζ1 + 0.5597,

entropy = −2.606× ζ1 + 132.3.

The experimental values of density (in g/cm3), refractive index and acentric factors of the n-alkanes from C2 to C30
are taken from [17] and from [18–20] and also the Z-spectral radius and Z-energy of the molecular graph of the same has
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FIG. 3. Linear fit for the scatter plot

of acenfac v/s Z-spectral radius.

FIG. 4. Linear fit for the scatter plot

of entropy v/s Z-spectral radius.

FIG. 5. Scatter plot of acentric factor against Zagreb energy.

FIG. 6. Scatter plot of density (in

gcm−3) against Zagreb spectral ra-

dius.

FIG. 7. Scatter plot of refractive in-

dex against Zagreb spectral radius.
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been computed. Previously, it is observed that the acentric factors of octane isomers are negatively correlated to the Z-

spectral radius. Now, a very high positive correlation between the Z-energy and the acentric factor of n-alkanes has been

observed, where the correlation coefficient is found to be 0.9989. Even though the branching is similar, the number of

carbon atoms are different and more the number of carbon atoms higher the Zagreb energy (of its graphical representation)

and also the acentric factor. This increase in acentric factor is because, longer the carbon chain in n-alkanes (i.e., as n
increases), more will be the deviation from the spherical shape.

When a molecule is highly branched, it tends to have a lower density compared to a molecule with a linear or less-

branched structure. This lower density can lead to a decrease in the refractive index of the material. Hence as expected, it

is found that, density and refractive index of the n-alkanes are positively correlated to Z-spectral radius, with respective

correlation coefficient of 0.9821 and 0.9693. Figs.5,6 and 7 show that one can predict the acentric factor (and hence the

critical properties), density and refractive index of n-alkanes, just by computing the Z-spectral radius and Z-energy.

Conclusion

In this paper, we found some bounds for the spectral radius of the Zagreb matrix of graphs and also we study how

it changes during the deletion and rotation of an edge. Also, the change in Zagreb energy of a graph, which is obtained

by deleting an edge or identifying the end vertices of an edge, are studied. Mainly, the excellent correlation between the

acentric factor (density, refractive index) of n-alkanes and the Zagreb energy (and spectral radius) of the molecular graph

of the same has been observed.
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ABSTRACT This article explores phase errors created by low-pass filter in interferometric signals which are

processed by In-Phase and quadrature demodulation algorithm (IQ-demodulation). These errors were calcu-

lated using the analytical method and were compared with mathematical modeling, which uses pre-calculated

parameters: phase, sampling period, infinitesimal parameters. In this paper, we show that phase errors calcu-

lated with analytical method clearly correlate with mathematical modeling errors. This work made it possible to

calculate corrections to the demodulated phase, which, in turn, made it possible to refine the phase calculation

step in IQ demodulation algorithm using the arctangent function. The resulting formulas describing the correc-

tion to the demodulated phase will increase the accuracy of the quadrature method, which is used to process

signals from interferometric devices of various types, such as: reflectometers, geophysical seismic systems,

interferometric radiometry, etc.
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1. Introduction

Fiber-optical interferometric sensors based on phase difference measurement in signal and control interferometer

arms, which is created by the interaction of the fiber and environment. Mach–Zehnder, Michelson, Sagnac and Fabry–

Perot interferometers are often used as sensors. It can also be “moving” interferometers, where interfering beams are

Rayleigh scattering waves which were excited by a light pulse propagating in the fiber, as it happens, for example, in

coherent reflectometry schemes. Optical circuits, which are used to measure phase shifts, implement three classical phase

demodulation methods: Phase Generated Carrier (PGC) demodulation method, 3 × 3 coupler demodulation method,

and In-phase and Quadrature (IQ) demodulation method [1]. Phase demodulation is used in many interferometric de-

vices such as temperature and pressure sensors, fiber accelerometers and hydrophones, which are used in seismoacoustic

streamers [2, 3].

Signal Sin (t) taken from detector, value of the intensity of interfering waves, consists of two terms:

Sin (t) = F +G · cos (ωt+ ϕ (t)) . (1)

The first term, F , is the total intensity of the interfering waves, the second term is the interfering term which changes

periodically with the modulation frequency ω and depends on the signal (measured) phase ϕ (t). Parameter G determines

so-called interference fringes visibility G/F .

Variable signal changed at high frequency ω and depends on slow-changed phase, which contains environment infor-

mation. This method use two local oscillator signals which changed at frequency ω and shifted related to each other at

π/2 radians in phase:

L1 (t) = I · cos (ωt) , L2 (t) = I · sin (ωt) ,

where I is the local oscillator intensity value.

Signals of local oscillators are multiplied with processed signal (1). As a result of applying low-frequency filters

in this method, two low-frequency signals generate two quadratures: changing in phase (In-phase signal) and shifted by

(Quadrature signal) signals

C (t) = G · I · cos (ϕ (t)) , S (t) = G · I · sin (ϕ (t)) .

Subsequent processing of quadrature allows one to determine the phase and the amplitude of measured signal.

G · I =

√

S (t)
2
+ C (t)

2
, ϕ (t) = arctan

(

S (t)

C (t)

)

.
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2. Previous researches

IQ demodulation scheme is the part, for example, of schemes for coherent phase-sensitive optical reflectometry of

fiber optic channels in the time domain (Φ-OTDR). Phase demodulation of the backscattered light interference signal

provides unique local information about the state of the optical fiber at distances of hundreds of kilometers. A balanced

photodetector measures the temporal speckle of the interference. By monitoring the change in the speckle for successive

injected pulses, one can detect a local change in the refractive index of the fiber under test. In a heterodyne detection

system, an intermediate frequency signal, on the order of 200 MHz, at the output of a photon balanced detector, is

acquired by a data acquisition system at a sampling rate several times that of the intermediate frequency, and digital

In-phase/Quadrature (IQ) demodulation is performed to obtain phase information [2, 4–19]. In articles [2, 4, 5, 10], an

optical IQ demodulation scheme instead of digital RF demodulation is presented. Here, a 90-degree optical hybrid is

used to obtain the IQ components of the Rayleigh backscatter signal, which can significantly reduce computational costs.

In [2], a heterodyne polling system for an array of interferometric fiber optic sensors with time multiplexing is used

to demodulate the phase shift using the IQ demodulation method. The interference signal is generated in unbalanced

Michelson interferometers. The method showed a high degree of linearity and a low level of noise. Heterodyne reception

transfers the 1550.12 nm signal to the 200 MHz intermediate frequency region, where IQ method is used to extract

the phase. Quadrature signal processing has a unique advantage in demodulating fiber Bragg grating interferometer

sensors [2, 11, 15], which convert strain-induced changes in the Bragg wavelength into changes in intensity.

The quality of phase and amplitude reproduction depends on the noise level of the installation, among which, the

main ones are: shot noise (depending on the dark current of the detector and on the receiver bandwidth), thermal noise

(depending on the absolute temperature and load resistor) [10]. The articles [2,4,6–8,11] analyze a possible drawback of

the IQ demodulation method associated with inevitable hardware defects. This is an imbalance of quadrature amplitudes,

which can manifest itself in both the DC and AC components of the received signals. An IQ imbalance can lead to

signal distortion and reduced signal-to-noise ratio. In the listed works, a method for compensating for the imbalance was

developed. As shown in [2], after compensation for the amplitude imbalance in the demodulated signals, there are still

some internal distortions that arise due to the time skew and phase mismatch of the IQ signals. This article proposes a

new method that takes into account the effects of high frequency cable length differences, fiber length differences, and

non-orthogonality between IQ signals, providing a basis for accurate real-time compensation.

In this work, we neglect the noise characteristics in the signal Sin (t), so signal Sin (t) is written as follows:

Sin (t) = F +G · cos (Saw (t) + ϕ (t)) . (2)

After that, we explore corrections to quadrature signals S (t), C (t) from LPF. Here we used sawtooth phase modulation

Saw (t), which depends on time, with “saw” tilt Ω and period Tc.

3. LPF-moving average filter

Main characteristics of any non-recursive low-pass filter are frequency response, impulse response, and impulse

response width [20]. Discrete moving average filter, which used in ADC (analog-to-digital converters), has the following

impulse response:

yn =
1

P
·

n+P−1
∑

j=n

xj . (3)

Here, P is the averaging interval (filter order), ωd is the sampling frequency, ωc is the modulation frequency.

P =
ωd

ωc

=
Tc

Td

.

It should be remembered, that ωc is always less than Nyquist frequency ωd/2. This condition means that P > 2. Here Tc

is the modulation period, Td is the sampling period. With this choice of filter order, we obtain the important relation

n+P−1
∑

j=n

exp (i · r · ωc · j · Td) = 0, (4)

where r is an integer. Let’s write formula (3) in continuous form, assuming that

y (t) =
1

Tc

·

t+Tc
∫

t

x (t′) dt′. (5)

Feature (4) is true in continuous form:
t+Tc
∫

t

exp (i · r · ωc · t
′) dt′ = 0.
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Apply formula (5) to function

x (t′) = cos (ωct
′ + ϕ (t′)) · cos (ωct

′) . (6)

Suppose that function ϕ (t′) can be expanded in a Taylor series near point t′ = t. Let us take two terms of this series on

the segment t+ Tc ≥ t′ ≥ t

ϕ (t′) ≈ ϕ (t) + ϕ̇ (t) · (t′ − t) ,

where ϕ̇ (t) denotes the derivative.

The function slowly changes over this interval. Integral (5) is approximately calculated

y (t) =
1

Tc

·

t+Tc
∫

t

cos (ωc · t
′ + ϕ (t′)) · cos (ωc · t

′) dt′

≈
1

Tc

·

t+Tc
∫

t

cos ((ωc + ϕ̇ (t)) · t′ + ϕ (t)− ϕ̇ (t) · t) · cos (ωc · t
′) dt′.

The integral is as follows

y (t) =
1

Tc

sin

(

ϕ̇ (t)
Tc

2

)

(

cos
(

ϕ (t) + ϕ̇ (t) Tc

2

)

ϕ̇ (t)
+

cos
((

2ωct+ ϕ (t) + ϕ̇ (t) Tc

2

))

2ωc + ϕ̇ (t)

)

. (7)

Assuming that ϕ̇ (t)Tc/2 ≪ 1 , we obtain the approximate solution

y (t) ≈
1

2
cos

(

ϕ (t) + ϕ̇ (t)
Tc

2

)

+
ϕ̇ (t)

4ωc

cos

(

2ωct+ ϕ (t) + ϕ̇ (t)
Tc

2

)

. (8)

Formula (8) provides a first-order correction for the rate of phase change ϕ (t) to the result of averaging the function (6),

obtained using formula (5). It is easy to show that the discrete version of the moving average filter formula (3) gives a

similar formula for the averaging correction. Therefore, further corrections to the signals will be calculated using simple

formula (5).

4. Signals correction

Let’s find corrections to signals S (t), C (t) with using formula of moving average filter in continuous form. By

definition, signals S (t), C (t) are calculated by formulas (with using LP moving average filter)

C (t) =
1

Tc

·

t+Tc
∫

t

Sin (t
′)

G
· cos (ωct

′) dt′,

S (t) =
1

Tc

·

t+Tc
∫

t

Sin (t
′)

G
· sin (ωct

′) dt′.

After substitution of (2), one obtains

C (t) =
1

Tc

·

t+Tc
∫

t

cos (Saw (t′) + ϕ (t′)) · cos (ωct
′) dt′,

S (t) =
1

Tc

·

t+Tc
∫

t

cos (Saw (t′) + ϕ (t′)) · sin (ωct
′) dt′.

The time axis is divided into intervals of width Tc. Let’s say that selected random moment of time t′ belongs to interval

with number k, so that moment t′ is located in interval kTc ≤ t′ ≤ (k + 1)Tc. Moment t′ + Tc is located in interval

(k + 1)Tc < t′ ≤ (k + 2)Tc. Sawtooth curve Saw (t′) is as follows:

Saw (t′) =

{

Ω · (t′ − kTc) , kTc ≤ t′ ≤ (k + 1)Tc;

Ω · (t′ − (k + 1)Tc) , (k + 1)Tc < t′ ≤ (k + 2)Tc.
(9)
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Substitution of (9) into integrals for S (t), C (t) gives one the following expressions:

C (t) =
1

Tc

·

(k+1)Tc
∫

t

cos (Ω · (t′ − kTc) + ϕ (t′)) · cos (ωct
′) dt′

+
1

Tc

·

t+Tc
∫

(k+1)Tc

cos (Ω · (t′ − kTc) + ϕ (t′)) · cos (ωct
′) dt′,

S (t) =
1

Tc

·

(k+1)Tc
∫

t

cos (Ω · (t′ − kTc) + ϕ (t′)) · sin (ωct
′) dt′

+
1

Tc

·

t+Tc
∫

(k+1)Tc

cos (Ω · (t′ − kTc) + ϕ (t′)) · sin (ωct
′) dt′.

Suppose that angle of “saw” differs little from ωc

Ω = ωc −∆, |∆| ≪ ωc.

Phase ϕ (t′) changes slowly enough (doesn’t exceed dynamic range), so ϕ̇ (t) ≪ ωc. Let’s introduce infinitesimal order:

ζ =
∆

ωc

, ξ =
ϕ̇ (t)

ωc

.

Let us find functions S (t), C (t) with first order accuracy in parameters ζ, ξ. One can write

S (t) = S(0) (t) + δs (t) ,

C (t) = C(0) (t) + δc (t)

and obtain

S(0) (t) = −
1

2
sin (ϕ (t)) ,

C(0) (t) =
1

2
cos (ϕ (t)) ,

δs (t) = −
1

4
ζ · sin (ϕ (t)) +

π

2
(ζ − ξ) · cos (ϕ (t)) +

1

4
ξ · sin (2ωct+ ϕ (t)) ,

δc (t) = −
1

4
ζ · cos (ϕ (t)) +

π

2
(ζ − ξ) · sin (ϕ (t)) +

1

4
ξ · cos (2ωct+ ϕ (t)) .

5. ATAN-method of phase calculation ϕ (t) and results

Phase ϕ (t) calculation is made with arctangent function in the IQ protocol. Due to the filtering error, the calculated

phase ϕ̃ (t) will be distorted. Let’s find excited phase within the first order of ξ, ζ parameters:

ϕ̃ (t) = arctan

(

−S (t)

C (t)

)

= arctan

(

sin (ϕ (t))

cos (ϕ (t))
(1− γ (t))

)

,

γ (t) = 2
δc (t)

cos (ϕ (t))
+ 2

δs (t)

sin (ϕ (t))
.

Finally, phase with LPF errors is calculated as follows:

ϕ̃ (t) = ϕ (t)− π (ζ − ξ) +
1

2
ζ · sin (2ϕ (t))−

1

2
ξ · sin (2ωct+ 2ϕ (t)) . (10)

Let’s determine the theoretical correction to the calculated phase

∆Φteor (t) = ϕ̃ (t)− ϕ (t) . (11)

Now we need to perform mathematical modeling of the IQ demodulation algorithm. Let us choose the phase change

function as follows:
ϕ (t) = π (cos (0.05 · νc · t)− 1) ,

νc =
ωc

2π
= 2 · 104 , s−1.

(12)

Select the sampling step ∆t, which is equal to the sampling period:

∆t = Td = 5 · 10−7, s.

Modelling steps are as follows:
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1. Input signal (2) is multiplied by two harmonics: cos (ωct) and sin (ωct), which gives one the following functions:

FC (t) = cos (Saw (t) + ϕ (t)) · cos (ωct) ,

FS (t) = cos (Saw (t) + ϕ (t)) · sin (ωct) .

2. These functions are discretized:

FCp = FC (∆t · p) ,

FSp = FS (∆t · p) .

3. The resulting vectors are filtered using the moving average method:

Cn =
1

P
·

n+P−1
∑

j=n

FCj ,

Sn =
1

P
·

n+P−1
∑

j=n

FSj .

4. Next, we applied the ATAN procedure allowing us phase calculation, which values are continuously extended

from the range of arctangent function to the whole axis. The result is the distorted phase ˜̃ϕn, found in discretiza-

tion points:

˜̃ϕn = arctan

(

−
Sn

Cn

)

.

5. Let us introduce the notation for the experimental correction

∆Φexp (t) = ˜̃ϕn − ϕ (∆t · n) . (13)

and compare graphically ∆Φteor (t) and ∆Φexp (t).

Figure 1 shows “saw” graph with taking into account the form error ζ, ζ = 0.1. A study of the thermal modulation

process of VCSEL wavelength is presented in paper [21] for the case of periodic sinusoidal modulation.

For chosen ϕ (t) (12) the maximum parameter ξ is

ξmax = 0.025.

Figure 2 demonstrates error in phase determining found by the method of mathematical modeling and the error in

phase determining, calculated using formula (10). One can see that the result of mathematical modelling of phase errors

and the result of analytical phase errors calculation is almost identical.

FIG. 1. VCSEL sawtooth phase modulation. Solid line – distorted saw with incline Ω (9), dotted line –

ideal saw with incline ωc.
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FIG. 2. Phase errors, 1 – analytically calculated error ∆Φteor (t) (11), 2 – experimentally calculated

error ∆Φexp (t) (13)

6. Conclusion

This article is devoted to the study of errors that arise in the demodulated phase due to the passage of the processed

signal through a low-pass filter in the IQ algorithm. In this work, we considered a signal with sawtooth wavelength

modulation, which has its own form errors which further distorts the signal supplied to the demodulation circuit. Taking

into account the saw shape error, as well as taking into account the calculated phase corrections due to the influence of

the moving average filter, an adjusted formula for the signal was obtained, which is fed to the IQ processing circuit. To

confirm the calculations, mathematical modeling was carried out using experimentally obtained parameters. It is shown

that the results of modeling and analytical solutions correlate well with each other. This work will improve the quadrature

demodulation method, which will allow better processing of data from interferometric sensors using VCSEL as a source.
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ABSTRACT For magnetic wires and other systems with cylindrical symmetry, algorithms have been proposed

for constructing a multidimensional energy surface, searching for minimal energy paths between locally stable

states and the activation energies of transitions between such states. The mechanisms of nucleation and

transformation of domain walls of various types in amorphous ferromagnetic nanowires with a nonuniform

anisotropy distribution have been studied. The stability of the domain walls structure with respect to thermal

fluctuations and random external perturbations has been assessed.

KEYWORDS Domain wall, cylindrical systems, amorphous ferromagnetic microwires, micromagnetics, domain

wall transformation, transition state theory.

ACKNOWLEDGEMENTS This work was funded by the Russian Science Foundation (project No. 23-72-10028,

https://rscf.ru/en/project/23-72-10028/). K.A.Ch. acknowledges the support of ITMO Fellowship Program.

FOR CITATION Chichay K.A., Lobanov I.S., Uzdin V.M. Stability and transformations of domain walls in cylin-

drical wires. Nanosystems: Phys. Chem. Math., 2024, 15 (3), 332–339.

1. Introduction

Magnetic wires are among the most suitable and promising systems where creation and controlled movement indi-

vidual domain walls (DWs) can be used for technological applications such as high-density memory and energy-efficient

logic devices [1–3]. A large number of investigations have been devoted to the study of the dynamics of DWs in flat

and cylindrical wires. This was stimulated in particular by the concept of a magnetic racetrack memory [2, 4, 5] which

requires high speed and high stability of the DW. From this point of view, cylindrical wires as hosts of DW-magnetic

bits have a number of significant advantages. DW velocities that have been reported for cylindrical wires reach several

kilometers per second [6–9]. Also, due to cylindrical symmetry, there is no preferred direction in the wire perpendicular

to the direction of DW movement, and therefore the DW can be oriented at any angle while moving without changing the

internal structure, which gives it more stability comparing to DW in planar wires [10, 11].

Very high values of the DW velocity were reported in glass coated amorphous ferromagnetic wires of micron and

submicron thickness [8, 12]. Due to the peculiarities of the production process, this type of cylindrical wires have a

complex anisotropy distribution induced by internal mechanical stresses [13, 14]. The presence of induced anisotropy

in amorphous ferromagnetic wire makes it possible to change their magnetic properties and characteristics of the DW

dynamics in a wide range by changing the thickness of the glass shell, fabrication conditions and using various post-

processing methods, such as annealing [12,15]. This makes amorphous ferromagnetic wires in glass shell unique systems

with remarkable properties important for applications.

Most of the experimental data are related to the study of the dynamics of the DW and methods for tuning it. How-

ever, there is not much information about the type and internal structure of the DWs. The study and description of the

local magnetic structure (internal structure of the DW) in microwires is a complex task, which is the flip side of their

uniqueness and outstanding properties due to the presence of a complex stress distribution, glass shell, amorphous state

and their micrometer size [16]. Previously, we discovered two types of DWs in cylindrical wires with inhomogeneous

anisotropy: transverse and radial DWs [17]. But the existence of various types of DWs poses new challenges, since the

trend towards miniaturization of the functional elements of devices leads to the problem of their stability with respect to

thermal fluctuations and random external disturbances [18,19]. The presence of inhomogeneous anisotropy can affect the

stability of the DWs.

In this work, we examine spontaneous transitions between different type of DWs. We are constructing the energy

surface of the system and find on it the minimal energy path between states corresponding to different types of DWs,

which allows us to find the activation energy for transitions between them. Also we consider the nucleation process of the

radial DW from the homogenious ferromagnetic state.

© Chichay K.A., Lobanov I.S., Uzdin V.M., 2024
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2. Model

The total energy of the system includes exchange energy, anisotropy and Zeeman term:

E = EA + EK + EB . (1)

The exchange energy is given by the integral

EA =
A

2

∫

Ω

[∇S(r)]2 dr,

where S is unit magnetization vector, A is the exchange stiffness, and the integral is taken over the cylinder representing

the cylindrical wire:

Ω = {0 ≤ z ≤ L, 0 ≤ ρ ≤ R, 0 ≤ φ < 2π},

where ρ, φ and z are the cylindrical coordinates, with the basic vector ez oriented along the cylinder axis. Energy of

anisotropy with constant Ki and the anisotropy axis ei is given by:

EK,i = −

∫

Ω

Ki(r)(S(r) · ei)
2 dr.

In cylindrical wire ei may not be constant, but assuming symmetry with respect to rotations around the cylinder axis,

the anisotropy can be decomposed over the easy axis/easy plane anisotropies with axes eρ, eφ and ez oriented along the

cylindrical coordinates axes:

EK = EK,ρ + EK,φ + EK,z.

Below, we consider only symmetric case, where anisotropy constants depend only on ρ.

Zeeman energy for the magnetic field B oriented along the cylinder axis has the following form:

EB = −B

∫

Ω

(S(r) · ez) dr.

In the simulation we consider the cylinder of finite length L, hence all energies are bounded, and energy of the homoge-

neous ferromagnetic state

EFM = −(K +B)πLR2.

The geometry of the wire plays an important role, for example. in a cylindrical wire, there is no energy barrier for moving

the transverse domain wall, while in a rectangular wire, the barrier is non-zero. Commonly used discretization with cubic

grid, e.g. in the popular MuMAX3 code, [20] does not allow boundary conditions to be properly taken into account.

Codes based on finite element methods, such as [21,22], can correctly work with complex geometry, but the codes are not

in public domain and are tricky to implement. For the study we derived discretized energy for the cylindrical domains,

which explicitly takes into account the symmetry of the problem and gives precise value for the preferred FM state and

error of order h2 for every smooth magnetization field, where h is the discretization lattice constant (see Appendix).

In the article we used uniform lattice in the cylindrical coordinates with grid steps:

hρ =
R

Nρ
, hφ =

2π

Nφ
, hz =

L

Nz − 1
,

where Nρ ×Nρ ×Nz is size of the grid. Then the magnetization is defined by array n of its values at the grid points:

S = S(ρ, φ, z), nijk = S(hρ(i+ 1/2), hφj, hzk). (2)

We use central finite differences to approximate the partial derivatives, which result in staggered grids. To find values

of the integrals, we use midpoint and trapezoidal rule, which is appropriated for each term. As the result, we obtain the

following discrete forms of the energy contributions. The exchange energy is split into three parts EA = Iρ + Iφ + Iz ,

each corresponds to the partial derivatives along the respective coordinate according to the exchange energy integral in

the cylindrical coordinates:

EA =

∫

Ω

A

2

[

(

∂S

∂ρ

)2

+
1

ρ2

(

∂S

∂φ

)2

+

(

∂S

∂z

)2
]

ρ · dρ · dφ · dz

The first discretized term can be thought of as the standard Heisenberg interspin exchange, but the exchange parameter

in this case is not constant even if the exchange stiffness and magnetization do not change, since the discrete parameter

includes non-constant volumes associated with the magnetic element:

Iρ = −hzhφA

Nz−1
∑

k=0

Nφ−1
∑

j=0

Nρ−2
∑

i=0

(i+ 1)ξi+1ζkni+1,j,k · ni,j,k. (3)
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It is worth noting that grid points lying on the boundary of the domain have smaller associated volumes, which is taken

into account by introducing corrections:

ζk = 1, 0 < k < Nz − 1, ζ0 = ζNz−1 =
1

2
, (4)

and another one for the volume element ρdρ:

ξi = 1 +
1

8
δi,1 +

4R− hρ

8(R− hρ)
δi,Nρ−1, i = 1 . . . Nρ − 1. (5)

The two remaining terms has similar forms, but describes interaction with different neighbours:

Iφ = −
hz

hφ
A

Nz−1
∑

k=0

Nφ−1
∑

j=0

Nρ−1
∑

i=0

ζk
i+ 1/2

ni,j,k · ni,j+1,k. (6)

Here arithmetic with respect to j is done modulo Nφ, since period boundary conditions in φ are assumed:

Iz = −
hφh

2
ρ

hz
A

Nρ−1
∑

i=0

Nφ−1
∑

j=0

Nz−2
∑

k=0

(i+ 1/2)ni,j,k · ni,j,k+1. (7)

The discretized anisotropy energy and the Zeeman energy are written as

EK,i = Kih
2
ρhφhz

Nρ−1
∑

l=0

Nφ−1
∑

j=0

Nz−1
∑

k=0

(l + 1/2)ζk (nljk · ei)
2
, (8)

and

EB = Bh2
ρhφhz

Nρ−1
∑

i=0

Nφ−1
∑

j=0

Nz−1
∑

k=0

(i+ 1/2)ζk (nijk · ez) . (9)

In what follows the exchange stiffness A = 2 · 10−11 J/m, saturation magnetization Ms = 500 kA/m and anisotropy

constants Ki are taken for Fe-based amorphous ferromagnetic wires in glass shell. The sign of Ki(ρ) defines easy-

axis/easy-plane anisotropy, which is non-uniform along the radius ρ of the wire. The anisotropy axis ei is assumed to

be different in the center of the wire, where it coincides with the z axis ez , and near the surface, where it is assumed

to be radial. This partition corresponds to a simplified form of the stress-induced anisotropy distribution in amorphous

ferromagnetic microwires in a glass shell, given in Ref. [13, 23]. Thus, starting from the center of the wire to 0.9R,

we used the average value of the axial anisotropy Kax = 3 · 104 J/m3 (easy axis). On the periphery, the radial type

of anisotropy, Kρ = 2 · 104 J/m3, prevails (easy axis). Besides the stress-induced anisotropy, the system contains the

effective shape anisotropy for cylinder Keff = µ0M
2
s /4 due to the demagnetization fields.

We performed the micromagnetic simulations using own original code, which implements the finite-difference dis-

cretization scheme described above. For calculations we used the cylindrical coordinates, taking into account the different

volume of units cells to calculate the magnetic moment. The simulated wire was of radius R = 1 · 10−7 m and length

L = 3.5 · 10−7 m in case of DW transformation modeling and L = 7.5 · 10−7 m for investigation of nucleation process.

Periodic boundary conditions were used in the z direction. The number of nodes along the each axis was: Nρ = 30
(from the center of wire to the periphery), Nφ = 100, Nz = 140 or Nz = 300 when considering the transformation or

nucleation processes, respectively.

3. Domain wall transformation and nucleation

The stability of magnetic domain walls of various types can be studied within the framework of the transition state

theory for magnetic degrees of freedom. For this purpose, the energy of the system is considered as a functional of all

variables that uniquely determine the magnetic state. This defines the multidimensional energy surface of the system. If

a micromagnetic model with a continuous magnetization distribution is used, then the system is divided into cells, each

of which has its own size and effective exchange and anisotropy parameters. Local minima on the energy surface are

correspond to the ground and metastable magnetic states of the system.

In the cylindrical wires under consideration, the ground state corresponds to a magnetization distribution that does

not change along the wire axis. Domain boundaries of various types are metastable states. To find the energy barrier

between states corresponding to domain boundaries of different types, a minimum energy path (MEP) between states is

constructed. The difference between maximal energy along the MEP and, in the initial equilibrium state, determines the

activation energy of the corresponding transition. The path itself corresponds to the most likely transition scenario among

nearby paths. In the harmonic approximation, for the dependence of energy on all degrees of freedom at the minimum

and saddle point, one can obtain the transition frequencies. The lifetime of the magnetic state at arbitrary temperature can

be found if transition in all possible metastable states as well as to the ground state will be taken into account. However,

the main role is usually played by the transition with minimal activation energy.
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A schematic representation of a cylindrical wire in the cylindrical coordinates is shown in Fig. 1a. In this study, we

consider two types of domain walls that are stabilized in a cylindrical wire with inhomogeneous anisotropy, namely radial

and transverse domain walls. We described these types of domain walls in more detail in [17].

FIG. 1. a) Schematic representation of a wire in the cylindrical coordinate system. R is the wire radius,

L is the length of the wire. b) and c) 3D view and cross section of the cylindrical wire representing

magnetic configuration of transverse DW (b), radial DW (c).

FIG. 2. MEP for the transformation of transverse DW into radial DW in cylindrical wire with inho-

mogeneous anisotropy. The numbered points on the graph correspond to the magnetic configurations

presented on the right side of the figure. Scaled-up parts of magnetic states numbered 4 and 5 corre-

spond to the appearance and propagation of the Bloch point.

Within the framework of the transition state theory, the MEP was calculated for the transformation of a transverse

domain wall (designated by number 1 in Fig. 2) into a radial domain wall (designated by number 6 in Fig. 2) . It

corresponds to the most likely transition scenario among nearby paths and sets the value of the energy barrier shown in

Fig. 2. The maximum energy along the path is achieved at the saddle point of the energy surface (configuration number 5

in Fig. 2), and the value of the energy barrier is determined as the difference in energy at the saddle point and the initial

equilibrium state corresponding to the chosen structure of the domain wall. The energy barrier value is Etr = 5.8 · 10−18

J for the transition of the transverse DS to the radial one. It can be seen that the transition from a transverse domain wall

to a radial one occurs due to the formation of a Bloch point in the peripheral part of the wire and its gradual movement

towards the center of the wire. The saddle point in this case (which has the highest energy along the MEP), is the state in

which the Bloch point approaches the middle of the wire.

In addition to DW transformation, we also studied nucleation processes of the transverse DW. Magnetization reversal

by the rapid DW movement in amorphous ferromagnetic wires in glass shell is characteristic of magnetically bistable

wires (which is manifested in a rectangular hysteresis loop). This means that when a new domain nucleates in the middle

of the wire, a pair of DW arise, which then immediately propagate in different directions along the axis of the wire.



336 K. A. Chichay, I. S. Lobanov, V. M. Uzdin

FIG. 3. MEP for nucleation of transverse DWs pair from ferromagnetic state. The right side of the

figure depicts the magnetic state corresponding to point 1 on the graph. Point 2 is the saddle point.

White and black colors correspond to magnetization along the wire axis.

Therefore, to study nucleation processes, we considered the appearance of two DWs in the middle of the wire and their

gradual propagation. Fig. 3 shows the energy barrier for the nucleation of a pair of transverse DWs from the ferromagnetic

state. The right side of Fig. 3 corresponds to point 1 on the graph. From this figure, it can be seen that a domain with

opposite magnetization begins to nucleate in the center of the wire (indicated in black); thus the DWs are separated in the

middle part and merged in the peripheral part of the wire. Subsequently, the formed domain walls separate and move in

opposite directions. The value of the energy barrier for nucleation of a pair of transverse DWs is En = 1.92 · 10−16 J for

a wire with the considered geometric parameters.

4. Conclusion

Construction of the energy surface of magnetic systems and the MEPs between states makes it possible to assess the

stability of magnetic states with respect to thermal fluctuations and random external perturbations. The MEP determines

the most likely scenario for the transition between different types of DWs and the energy barrier for the activation of such

processes. When going from microwires to nanowires, the barrier decreases, which makes transitions between different

types of DWs possible at room temperature. The barrier to DW formation and collapse remains sufficiently large, which

allows the use of DW to store information in magnetic memory technologies.

5. Appendix

We use a cylindrical grid with grid points located at the intersection of the coordinate surfaces

ρi = hρ(i+ 1/2), φj = hφj, zk = hzk,

where

i = 0 . . . , Nρ − 1, j = 0 . . . , Nφ − 1, k = 0 . . . , Nz − 1.

The values of S at the grid points are given by the array n defined by (2). The boundary conditions with respect to the

polar angle φ are naturally periodic, hence

ni,0,k = ni,Nφ,k.

The boundary conditions on the surfaces z = 0 and z = L are fixed, since we consider single DW inside the simulation

domain, and the deviation of the DW from the FM state is rapidly vanishing:

ni,j,0 = ez, ni,j,Nz−1 = −ez.

Due to the continuity of S, the value S does not depend on φ for ρ = 0, therefore it does not carry a lot of information.

Hence the set of grid points ρi do not contain extreme values for the integration domain, while grid points for other degrees

of freedom φ and z do.

Partial derivatives are approximated by central finite difference quotients resulting in a staggered grid, that is the field

S and its derivatives are defined at different points. The derivative with respect to z is defined only at the centers zk+1/2

of the segments [zk, zk+1]:

∂S

∂z
(ρi, φj , zk+1/2) = h−1

ρ (ni,j,k+1 − ni,j,k) +O(h2
z).
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Due to periodic boundary condition with respect to φ, the corresponding derivative is defined at Nφ points shifted to half

lattice constant: φj = φj + hφ/2:

∂S

∂φ
(ρi+1/2, φj+1/2, zk) = h−1

ρ (ni,j+1,k − ni,j,k) +O(h2
φ).

The central finite quotient are readily gives the derivative with respect to ρ at points ρi+1/2 = (i+ 1)hρ:

∂S

∂ρ
(ρi+1/2, φj , zk) = h−1

ρ (ni+1,j,k − ni,j,k) +O(h2
ρ).

The derivative is not defined at the surface ρ = R corresponding to i = Nρ, but it can be extrapolated to the points using

linear extrapolation with the nodes ρNρ−1, ρNρ−2, which introduce the error term O(hρ).
The integrals for all the contributions to energy can be written as iterated integrals with respect to the variables

ρ ∈ [0, R], φ ∈ [0, 2π] and z ∈ [0, L]. We approximate each of the integrals by a numerical quadrature. Namely, we use

the trapezoidal rule, if the integrand is given at the ends of the intervals [xk, xk+1]:

b
∫

a

f(x)dx =

N
∑

n=0

f(xk)hxζn +O(h3
x),

where ζk is defined by (4), and the rectangle rule, if the integrand is given at the centers of the intervals:

b
∫

a

f(x)dx =
N−1
∑

n=0

f(xk+1/2)hx +O(h3
x),

where x is either ρ, φ or z. The factors σk indicate which fraction of the volume surrounding the point xk in the

computation grid belongs to the integration domain. Although trapezoid rule is based on linear interpolation of the

integrand, while rectangle rule uses only constant interpolation, both rules give the same precision since the term x is

canceled out after integration over any symmetric interval.

To compute integral

Iρ =
J

2

L
∫

0

dz

2π
∫

0

dφ

R
∫

0

(

∂S

∂ρ

)2

ρdρ,

we use trapezoid rule for the variables φ and z, where the integral with respect to φ is taken over the segment [0, 2π] and its

ends coincide due to periodic boundary conditions, and rectangle rule for ρ in the interval [ρ0, ρN−1]. To approximate the

integral in the remaining segments [0, ρ0] and [ρN−1, R], we assume that the derivative ∂S/∂ρ is constant in the intervals

and equal to its values in ρ0 and ρN−1, respectively. This gives us correction terms ξi (see (5)) to the rectangle rule for

the first and the last segments. Thus, the expression (3) is obtained.

The quadrature for the exchange integral

Iφ =
J

2

L
∫

0

dz

R
∫

0

dρ

ρ

2π
∫

0

(

∂S

∂φ

)2

dφ,

is obtained using the rectangle rule for the integral with respect to φ with points φj+1/2 (taking into account periodic

boundary conditions), the trapezoid rule for z and the rectangle rule for ρ with grid points ρi. It is worth noting that we

consider only smooth magnetization fields, therefore the derivative under the integral is zero at the origin and the integral

does not have singularities. The final quadrature is given by (6).

The third exchange integral

Iz =
J

2

R
∫

0

ρdρ

2π
∫

0

dφ

L
∫

0

(

∂S

∂z

)2

dz

is obtained using the same rule for ρ as in Iφ, the same rule for φ as in Iρ, and rectangle rule for the integral over z with

grid points zk+1/2. The quadrature formula obtained is given by (7).

The anisotropy energy contributions

EK =
∑

l

Kl

R
∫

0

ρdρ

2π
∫

0

dφ

L
∫

0

(S · el)
2
dz,

and the Zeeman energy contributions

EB = B

R
∫

0

ρdρ

2π
∫

0

dφ

L
∫

0

(S · ez) dz,
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are approximated by using the trapezoid rule for integrals with respect to φ and z (with periodic BC for φ), and the

rectangle rule for the integral with respect to ρ. The corresponding quadratures are (8), (9).

The proposed discretization scheme gives an exact answer for linear functions S in precise arithmetic. Among the

functions only constant ones satisfy the constraint on the length of the magnetization, hence the exact answer is obtained

only on the ferromagnetic state. In all other magnetization fields, the error of the provided quadrature formulas for the

contributions to energy equals O(h2), which is originated from extrapolation of ∂S/∂ρ to the ends of integration interval

in computation Iρ.

We benchmarked the convergence of the discrete model to the micromagnetic one using domain wall ansatz

S = (sin θ cosφ, sin θ sinφ, cos θ),

where φ is an arbitrary fixed angle, and

θ(z) = 2 arctan exp
z

∆
,

with DW width ∆ = 1.36 · 10−8 m. The magnetic wire geometry and parameters were the same as in the main part

of the article. The sparest grid has size Nρ = 2, Nφ = 2, Nz = 8. The step sizes for all the dimensions were scaled

with the same factor, gradually increasing resolution of the boundary. The total exchange energy error compared to the

micromagnetic one scales as O(h2) as expected. Anisotropy energy error decreases even faster as step size decreases,

since the term does not suffer from the extrapolating procedure. For comparison, we computed energy of the same ansatz

using Mumax3 [20] (Fig. 4). The cubic grid used in Mumax3 can not approximate surface of the cylinder reasonable well,

resulting in highly nonmonotonic convergence and 6 orders of magnitude larger errors for the anisotropy energy and 1
order for the exchange energy.

FIG. 4. Relative error for exchange and anisotropy energies for transverse DW computed in discrete

models as a function of the grid step hz . (Blue line) Energy estimated by (3), (6), (7) and (8). (Red line)

Energy computed using Mumax3.
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ABSTRACT Three series of films were obtained by magnetron sputtering of the composite C-Ni target with differ-

ent ratios C/Ni (vol.%) = 60/40; 40/60; 30/70. The effect of the substrate temperature on the structure and the

size of film-forming nickel nanocrystallites with a carbon shell was studied with using X-ray diffraction analysis.

The cluster nature of film deposition on the growth surface was established by using atomic force microscopy.

The saturation magnetization of nickel nanoparticles 4πMS was measured by the inductive-frequency method

and the substrate temperature dependence was studied. It has been shown that the films with a high car-

bon content exhibit magnetism only when deposited on hot substrates. The films with the minimum carbon

concentration exhibit ferromagnetic behavior even when deposited on a relatively cold substrate.
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1. Introduction

After the discovery of carbon nanostructured materials (nanotubes, nanofibers, etc.), a significant part of the research

is aimed at studying the mechanisms of their growth [1–3]. From the point of view of applications, nanotubes are the

objects of particular interest when they are filled with various materials like special magnetic metals. In this case, the

nanotube plays the role of a kind of shell for a metal nanowire/nanorod, which is in a magnetically ordered state.

The classical methods [4, 5] for producing carbon nanotubes filled with transition metal atoms usually require the

use of metal-catalysts, fairly high (600 – 800 ◦C) growth temperatures, and technologically complex processing of the

resulting structures. At the same time, the necessary activation of carbon and nitrogen during the growth of such materials

is also possible in low-temperature plasma. This fact allows combination of these materials with polymers and other

objects characterized by low operating temperatures in order to expand the application area.

Around 2010s, we developed a low-temperature technology for producing columnar nanostructures of the C–N sys-

tem that grow perpendicular to the substrate surface and do not require the use of a metal catalysts. This technology is

based on magnetron sputtering of carbon in low-temperature plasma at substrate temperatures of ∼150 – 200 ◦C. We

established that columnar carbon nanostructures were formed at low substrate temperatures and nitrogen concentrations

up to 10 at.% [6, 7]. Hybrid nanocolumn structures consisting of core-shell nanoclusters (magnetic metals (Ni, Fe, Co)

coated with carbon) were of special interest. The structure and the properties were intensively studied due to their promis-

ing potential applications. So, further studies showed the possibility of obtaining metal-containing nanocolumn structures

of the Ni–C–N system in low-temperature plasma [2, 8, 9]. However, it should be noted that the structural and phase

composition of “metal core-carbon shell” nanoobjects has not been enough studied. The main reason is the diversity of

synthesis processes affecting the structure of these composites.

The present work contains some materials not included in our earlier published work [10] and is aimed at studying

structure and magnetic properties of hybrid nickel-carbon films synthesized at low temperature magnetron deposition of

Ni-C clusters.

2. Experimental technique

Nanostructural Ni@C films were obtained by the method of magnetron sputtering of a nickel-carbon target in argon

atmosphere with small nitrogen admixture onto quartz glass substrates. The target-substrate distance was 2.0 cm, the

substrate holder was grounded. The planar DC magnetron with a flat cathode and a ring anode was used. Magnetron

discharge power did not exceed 20 W. Working gas pressure was 26 Pa. The pressure was almost an order of magnitude
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higher than that typically used in magnetron sputtering experiments at low magnetron plasma power [11]. The substrate

temperature varied in the range 100 – 350 ◦C. The films growth time varied in the range 10 s up to 10 min.

A double disk structure was used as a target: a nickel disk with apertures was imposed onto a solid graphite disk.

Three series of films were grown in the following C/Ni-ratios (vol.%): 30/70 – A group; 40/60 – B group; 60/40 – C

group. The film thickness was up to 100 nm.

The surface morphology of the films was analyzed with the atomic force microscope (AFM). The relative content of

atoms in the samples was registered by the energy dispersive X-ray (EDX) spectroscopy with using INCA Penta FETx3

(Oxford Instruments) attachment. The structure of samples was studied with the X-ray diffraction (XRD) on a DRON-3

instrument using CoKα radiation. The saturation magnetization of the film material was studied with using an inductive-

frequency device, in which a change in the resonance frequency ∆F ∝ ∆M = f(H) was measured for an oscillatory

circuit with a sample placed into the induction coil [12].

3. Main results and discussion

Nucleation processes and growth dynamics of nanostructural nickel-carbon films on a substrate were studied with

AFM. Polished quartz glass substrates with small roughness were used, so the control the complicated morphology of

sample surfaces with accuracy ∼ 1 nm was allowed.

Fig. 1 shows the AFM-images of the Ni-C nanostructures surface after 30 and 300 s growth. After 30 s growth the

whole surface of the substrate is covered with cluster elements of about 10 nm in size.

Thus, we can talk about the cluster nature of the films deposition. As a result, the formed clusters of the sputtered

material are deposited on the substrate surface. Formation of clusters in plasma is presumably caused by sufficiently high

buffer gas pressure (let’s remember that we used pressure of 26 Pa). So, a small plasma area has a high concentration

of sputtered atoms. This fact is the reason of starting self-organizing processes: formation of clusters from the atoms of

target material and buffer gas in plasma at rather low temperature. The speed of buffer gas flow is small as compared to

thermal speeds of the target atoms and the atoms of buffer gas. It has no influence on the concentration and distribution

of the sputtered atoms. Also, the presence of carbon in the structure of films indicates existence of a carbon cover around

of nickel nanocrystallites/nanoclusters as it is shown in works [1, 2].

Such results require reconsideration of the processes of nanostructure deposition with using magnetron sputtering and

the development of new nucleation models, in particular the growth of nanotubes/nanofibres from small charged clusters

in the gas phase [13].

FIG. 1. AFM-images of hybrid Ni-C nanostructures surfaces at growth time, s: (a) - 30 s, (b) - 300 s

The rest of the studies except nucleation processes were performed on the films of three series (A, B, and C) with the

growth time above 10 min.

The X-ray diffraction patterns of A group films (Fig. 2) show the reflexes corresponding to the FCC-lattice of nickel

only. The lattice constant has appeared to be 3,53 Å that is close to the value for bulk nickel (3,56 Å). At the same time,

some line broadening is observed in the X-ray reflexes that indicates rather small size of Ni-crystallites making the films

up.

Being estimated by broadening of X-ray reflexes, the size of the Ni-nanocrystallites of the films of group A smoothly

increases with substrate temperature TS increase. The values for reflexes (111) and (200) are different. It should be noted

that the distinction is not present at low temperatures. Hence, the clusters deposited on a substrate at low temperatures

have a spherical form.

The B-group films (C/Ni=40/60 vol.%) demonstrate nickel FCC-phase at average and high substrate temperatures

(see X-ray diffraction patterns in Fig. 3a). At the same time, the reflexes of the NiO phase are registered at substrate

temperatures < 160 ◦C (see Fig. 3a, too).
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FIG. 2. Influence of substrate temperature TS on X-ray diffraction of the A-group films

FIG. 3. Influence of substrate temperature TS on X-ray diffraction of B (a) and C (b) groups films

It is possible to assume, that the increase in concentration of carbon in the films results in a change of carbon structure

covering the nickel nanocrystallites. At low carbon concentrations in the Ni-C nanoclusters, the carbon shells around the

metal nanocrystallites are mostly unclosed and composed by imperfect curved fragments with pores. It is obvious that

nickel oxidation takes place under the interaction of the nanoclusters with atmosphere. At the same time, an increase in

the substrate temperature results in a sharp increase of ordering of curved carbon fragments and provides protection of the

Ni-crystallites against oxidation.

The C-group films (C/Ni=60/40 vol.%) demonstrate the nickel carbide Ni3C HCP phase at the substrate temperature

below 250 ◦C (see X-ray diffraction patterns in Fig. 3b). However, the reflexes corresponding to the FCC-lattice of nickel

(111) and (200) are registered only at increasing temperature.

Fig. 4 shows substrate temperature TS dependences of Ni-nanocrystallites size D of the B-group films. With TS

increase, the Ni-crystallites size increases, too. There is some critical temperature of the substrate Tcr nearby 80 ◦C,

below which the nickel particles size tends to zero. This fact is the proof of amorphous nature of nanoclusters deposited

onto a substrate.

In Fig. 4, there are also substrate temperature dependences of the nickel carbide Ni3C nanocrystallites size D of the

C-group films in direction (113). With TS increase from 170 to 250 ◦C, the crystallites size sharply increases. The nickel

carbide particles size tends to zero below the critical temperature of the substrate Tcr nearby 150 ◦C.

Application of the inductive-frequency method allows measuring directly the saturation magnetization of ferromag-

netic samples 4πMS [8, 12]. The presence of nonmagnetic impurities (for example, carbon) does not distort the result

of measurements. Saturation magnetization of all samples was measured at room temperature. Fig. 5 shows the effect
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FIG. 4. Substrate temperature TS dependence of size D of Ni- and Ni3C-nanocrystallites of B- and

C-groups films. Bann – B-group films after annealing

of substrate temperature TS on saturation magnetization 4πMS of the ferromagnetic component for nickel-carbon films

during growth. It is shown that the films of A-group characterized by the minimal content of carbon demonstrate ferro-

magnetism even at deposition onto a cold substrate. This result confirms the data of X-ray diffraction presented above in

Fig. 2, where the Ni phase is fixed already for the lowest substrate temperatures. An increase of 4πMS with the rising

substrate temperature TS can be explained by dimensional effect [8] due to increasing crystallite size D. These data are

in good agreement with the conclusion that the deposited clusters have the structure of the “Ni core/C shell” type at low

carbon concentration. They are formed directly in the magnetron plasma by crystallization of nickel atoms inside the

nickel-carbon cluster. As the substrate temperature rises, the size of a cluster’s nickel-core grows due to diffusive pro-

cesses and saturation magnetization of such crystallites 4πMS is increased, too. We can see in Fig. 5 that 4πMS comes

nearer to magnetization of bulk nickel when the Ni crystallite size reaches macroscopic values at the substrate temperature

TS ≈ 300 ◦C.

FIG. 5. Dependences of saturation magnetization 4πMS on substrate temperature TS for A-, B-, C-

groups films of Ni–C system. Bann – B-group films after annealing

At the same time, the films of B- and C-groups characterized by a larger content of carbon appear nonmagnetic

in the case of deposition onto a cold substrate. They demonstrate ferromagnetism when deposited directly onto hot

substrates. The critical temperature Tcr of ferromagnetism occurrence rises with an increase of the carbon – nickel

ratio: for C/Ni = 40/60 vol.% Tcr ≈ 80 ◦C, for C/Ni = 60/40 vol.% Tcr ≈ 150 ◦C. At a higher substrate temperature,
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magnetization of deposited clusters grows quickly until it approaches magnetization of bulk nickel at ∼300 ◦C. This

behavior of ferromagnetism in the films of B- and C-groups may be explained by the dissolution of carbon atoms in the

nickel crystallites of deposited clusters. As a result, weakly magnetic solid solution of carbon in nickel can be formed and

nonmagnetic carbide phase can be registered at large concentration of carbon.

It should be noted that we have observed a similar behavior of the ferromagnetic moment in the nickel-nitrogen

films [14]. Besides, the magnetization depends on the crystallite size of nickel phase in the center of the deposited cluster.

It is shown in Fig. 5 that increasing carbon concentration is accompanied by the increased substrate temperature at which

the mentioned critical size is reached. In Fig. 5, we can see that the magnetization is decreased with increasing carbon

concentration. This fact agrees with the model assuming the formation of an increasingly saturated solid solution of

carbon in nickel. Further, with increase in substrate temperature, there is a crystallization of a nickel phase in separate

clusters at first. When the carbon concentration in cluster becomes higher, the magnetization of nickel crystallite and its

size is less [14]. The same process obviously takes place in the range of substrate temperatures TS 80. . . 180 ◦C for B-

group films and 150. . . 250 ◦C for C-group films. At higher TS , there is an increase of the magnetization and confluence

of separate clusters with increased nickel core and with general carbon shell, due to diffusive processes on a substrate and

extraction of carbon from nickel phase.

To verify the model, we have carried out annealing of the B-group samples. The experiment was carried out on air

at the temperature about 370 ˚ C during 10 min. We can see increasing magnetization after annealing for the samples

obtained at low substrate temperatures (see Fig. 5, Bann curve). This fact confirms the diffusive mechanism of nickel

crystallites growth at high substrate temperatures. The X-ray data also give evidences of an increase in Ni-crystallites size

for the samples of B-group subjected to annealing (see Fig. 4, Bann curve).

The results of the study allow us to make the following conclusions. At high C/Ni ratios, the nickel-carbon clusters

formed in the plasma are amorphous formations in the form of a mixture of Ni and C atoms. Being deposited on a cold

substrate, the clusters compose nonmagnetic films. Forming of nickel ferromagnetic crystallites starts for the substrate

temperatures above Tcr. The higher the C/Ni ratio, the higher the value Tcr. It should be noted that if the carbon

concentration is not high enough (imperfect carbon shell around the nickel core), oxidation of some of the Ni-crystallites

and the appearance of the NiO phase is possible in the case of exposing samples to air. Similar situation is observed in

the B-group films at the substrate temperature 130 ◦C (Fig. 3). In the films of C-group, clusters containing the hexagonal

phase of nickel carbide Ni3C are formed basically at the substrate temperature within the range of 170 – 250 ◦C due to

the high content of carbon in magnetron plasma. The ferromagnetic crystallites of nickel phase are of small size and well

protected by carbon shell. Nickel carbide is decomposed at the substrate temperature above 250 ◦C and deposited clusters

have ordinary structure, namely “a crystal Ni-core/carbon shell”.

4. Conclusion

Three series of Ni@C films were grown with different ratios C/Ni (vol.%) = 30/70 (group A); 40/60 (group B); 60/40

(group C). Using atomic force microscopy, it is shown that Ni-C clusters with a characteristic dimension about ∼10 nm

are formed in the plasma and deposited onto the growth surface of the film. Thus, magnetron deposition of the films

is of predominant cluster’s nature. For the samples of A-group, X-ray diffraction analysis reveals the nickel phase and

the increase in the size of its crystallites with increasing substrate temperature. For the samples of B- and C-groups,

the nickel phase is observed only at relatively high substrate temperature, while the films with nanocrystalline nickel

carbide Ni3C are formed on relatively cold substrates. The research results show that the samples of A-group (low carbon

content) exhibit ferromagnetic properties even when deposited on a cold substrate, while for B- and C-groups (average

and high carbon content), ferromagnetism occurs only under conditions of sample growth at temperatures higher than

certain critical substrate temperatures: 80 and 150 ◦C, respectively.
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ABSTRACT The processes in a system of nanoparticles of a concentrated colloidal solution of magnetite in-

duced by laser light with a wavelength of 650 µm have been studied. It was found that radiation focused on

a drying drop of this substance, under certain conditions, leads to the formation of large accumulations of

particles, in some cases strongly protruding above the surface of the sediment or, on the contrary, to their

displacement from the illuminated area. A qualitative discussion of possible mechanisms of the observed

phenomena is carried out.

KEYWORDS laser beam, optical force, magnetic fluid, ferrofluid.
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1. Introduction

The study of magnetic liquids or ferrofluids (FFs) has recently become particularly relevant due to their possible

application in biomedicine [1, 2], as well as because of their unique optical properties that are promising for creating

various photonics devices [3]. It has been proposed, for example, to use such materials in sensors [4–6], modulators [7],

Bragg gratings [8] and many other optoelectronic instruments [9]. In all cases, an important fact was the sensitivity of these

substances to the magnetic field, which leads to the formation of aggregates of nanoparticles composing ferrofluid [10,11],

and, as a consequence, a change in its characteristics. The latter, however, can also occur under the influence of light itself.

It is known, for instance, that it can induce the clusters [12].

In general, as has been shown in many works, the effect of light on FF turns out to be different depending on the

conditions, since the optical forces acting on particles can be attractive or repulsive [13–19]. It was found that in solid

polymer composites, even at relatively low radiation power densities, nanoparticles are electrically polarized [20]; it is

natural to extend this effect to liquids as well. Herewith, it should be borne in mind that polarized particles can both be

drawn into the light beam and pushed out of it [13, 16]. The results of the always present heating are similar, determined

by the sign of the thermal diffusion coefficient [17]. The competition of polarization and thermal phenomena creates a

complex and not always unambiguous picture of the light effect on FF.

Undoubtedly, the information about the specificity of the processes in illuminated colloids is important for analyzing

the operation of any optical device where such a substance is used. Since it is not complete enough at the moment, further

studies of the behavior of nanoparticles in the light field are required. In this work, we investigated the structures formed

by magnetic nanoparticles when they are deposited on a substrate in a laser beam focused on a drying drop of highly

concentrated FF.

2. Samples and experiment

Ferrofluids are colloidal solutions of magnetically ordered compounds suspended in an appropriate carrier. As a solid

phase ferrites are often used, although there are many other options. Liquid media are diverse, with water (this is essential

for biological applications) and hydrocarbons (e.g. kerosene) being very common. The properties of these materials

depend on the method of their stabilization, that is, on how the particles are prevented from sticking together. This is

usually done by applying the surfactant onto the surface of nanoparticles; sometimes the structure of such a layer can be

quite complex. In aqueous solutions, for this purpose, a coating by electric charge is widely created (ion stabilization).

In some cases, additional stabilizing admixtures are added to the carrier composition (more details on the principles of

obtaining and using of FFs can be found, for example, in the review [21]).
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In this work, we used aqueous and kerosene-based solutions of magnetite Fe3O4, both commercial and self-synthesized,

with different types of stabilization. Basic information about the samples is given in the Table 1 (the compositions of the

stabilizer and additives for samples No. 1 and No. 2 were not specified by the manufacturer in more detail than indicated).

The approaches used in the synthesis of materials are described in [22]. In all cases, magnetite nanoparticles had a char-

acteristic size of about 10 nm. Solution No. 3 was prepared from the centrifuged sediment of the ion-stabilized fluid by

diluting it in water. Solution No. 4 was obtained by dilution in kerosene of a paste-like precursor, obtained during the

reaction of an ammonia water precipitation of solution of FeCl3 and FeSO4 with subsequent condensation with oleic acid

(the same sample was used in [23]). In this case, a small uncontrollable amount of the latter substance passes into the

liquid phase.

TABLE 1. The main characteristics of the samples used

No Liquid carrier Coating Additives, vol. %

Initial concentration

of solid phase,

vol. %

Origin

1 Water Organic stabilizer Organic oil, 18 27
Commercial

2 Kerosene Polymer stabilizer Organic oil, 22 18

3 Water Ionic – 20

Monomolecular Impurity of Self-

4 Kerosene (nominally) layer oleic acid, 20 synthesized

of oleic acid < 5 %

To obtain different concentrations n, the samples were diluted with the appropriate carrier liquid from the initial

concentration indicated in Table 1 to 5 vol. % (further, the volume percentages of the solid phase content are given

everywhere). The solutions were treated in an ultrasonic bath for one hour.

The experiments were performed as follows. The liquid was applied in several drops onto a glass plate and distributed

over it so that the resulting layer had a thickness of about 1 mm. Then, using a mirror, a laser beam was directed at the

liquid, focused in such a way that the focus was inside it. A semiconductor CW laser with a wavelength of 650 µm

and a power of 40 mW was used. The estimated power density in the focal spot was approximately 10 kW/cm2. After

drying for several hours at continuous radiation exposure, the trace of light was formed on the surface of the sediment. Its

appearance depended on the sample, and this was the subject of the investigation.

The traces were studied by microscopes. One of them (Micro 200T-01), having a short focal length, made it possible

to obtain images of a sample illuminated from above or below, and also, by adjusting the depth of field, to estimate the

height of the object’s protrusion above the surface h (since this method gives one only qualitative results, in the graphs

below errors are not indicated). The other (Altami SM0745-T) had a larger focal length, which made it possible to rotate

the sample at an angle convenient for recording its lateral image.

The shape of the object formed near the focus was influenced by the composition of nanoparticle coating, additives,

and the concentration of the deposited material. In certain cases significant accumulations of matter could be observed on

the surface of the sediment, but even at low n, the trace of the laser radiation was visible. The criterion for its linear size

was taken to be D = 2

√

S/π, where S is its area (it should be noted that, despite the fact that the shape of the laser trace

was not ideal, it was almost always close to a circle).

3. Results and discussion

The micrographs shown in Fig. 1 illustrate the effect of light on aqueous solutions obtained by dilution of composition

No. 1 (see Table 1). In these cases, a pronounced effect of nanoparticles being drawn into the laser beam is observed.

The images are obtained with a short-focus microscope as the top views. On Figs. 1a,c,d, the surface of the sediment

is illuminated from above, in Fig. 1b, the illumination is made from below to emphasize the boundary of the spot. It

can be seen that a dense (opaque) clot appears near the area of focused radiation, the size of which correlates with the

concentration of the colloid. In Fig. 1b, there is certain heterogeneity of the sediment outside the light-induced trace, but

it is obvious that on average, it is much thinner than in the trace.

Lateral images obtained for the same samples using a long-focus microscope show that at large n, light-induced

aggregates can noticeably protrude above the surface. As an example, Fig. 2 demonstrates the type of laser trace for the

sample with n = 20 % at two viewing angles. In Fig. 2a, the cone-shaped formation, elongated in the direction of the laser

beam, is clearly visible. Its height h was estimated as 230 µm. It should be noted that this value, as well as the dimension

of the “base” of this structure, is significantly smaller than the average diameter D, measured by Fig. 1b. However, it
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should be borne in mind that the darkened area that practically does not rise above the surface is several times larger than

the protruding object – this is somewhat better detected by another rotation of the sample (Fig. 2b).

FIG. 1. Structures formed on the surface of the sediment of aqueous ferrofluids obtained from solution

No. 1 (top view). a – n = 12 %; b – n = 20 % (bottom illumination); c – n = 27 %; d – edge of the

laser trace in FF with n = 27 %

FIG. 2. Trace formed by laser radiation in precipitated aqueous solution of FF with n = 20 % (lateral

view). Figures a and b refer to different orientations of the sample

The action of light on kerosene-based materials with another type of stabilization (initial solution No. 2, Table 1)

turns out to be opposite. As can be seen from Fig. 3, in this case, the laser radiation leads to an outward movement

of nanoparticles from irradiated area. Herewith, a ring-shaped object appears with a solid phase substance completely

displaced from the central region. The opening has approximately the same size as the size of the dark spot for aqueous

material with the same n (Fig. 3a, micrograph obtained with illumination from below). Such phenomena were observed

at concentrations from 18 to 10 %.

Aqueous samples based on solution No. 3 displayed the effect of particles being drawn into the beam, but the appear-

ance of a strongly protruding object was not registered. It should be noted that these substances are the “cleanest” of the

used ones, i.e. its nominally do not contain any organic additives, unlike for other substances, where a certain “gluing

effect” was manifested during precipitation that promotes the formation of a relatively smooth surface. In contrast, the
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FIG. 3. Trace formed by laser radiation in a precipitated solution of FF based on kerosene (No. 2) with

n = 10 %. a – top view, bottom illumination; b – lateral view

precipitates of solutions No. 3 were strongly cracked, which made it difficult to measure the aggregate height h, although

the size of the spot D was easily determined.

The dependences of the geometric characteristics of laser traces on the concentration are shown in Fig. 4. Their

increase with the growth of n can be remarked as a trend (though for large n this is apparently violated). Let’s add that at

n < 5 %, the traces usually were also observed, but less pronounced and not protruding above the surface.

FIG. 4. Dependence of the geometric characteristics of the aggregates formed in aqueous solutions

on the solid phase content, 1 – samples with organic stabilization (dilution from the initial substance

No. 1); 2 – samples with ionic stabilization (dilution from initial substance No. 3). a – the height of the

unit protrusion above the sediment surface; b – the size of the spot in the sediment plane. (The lines on

the graph are drawn for ease of perception)

To some extent, solutions based on kerosene colloid No. 4 are of a special case. As it is seen from Fig. 5, which shows

micrographs related to samples with n = 10 % (Fig. 5a) and n = 20 % (Fig. 5b), a height occurs in the area of irradiation,

but near it one observes the formation of a deepening – the image resembles a crater. Also it should be noted that at a

fairly large distance from the center of this object, a certain wave-like structure can be noticed (a similar sometimes was

observed for other samples, see the edge of the laser-induced spot in Fig. 1d).

The results presented above cannot be strictly analyzed at this time; however, it is obvious that qualitatively one can

come to some general ideas concerning to the behavior of nanoparticles in a laser beam. The most significant thing is the

fundamentally different nature of the optical force acting on nanoparticles of the same composition (i.e., the material of

the magnetic core) but with different solvents – from pronounced retraction into the light field to equally well-observed

expulsion from it (Figs. 1 and 3). Of course, this is in agreement with the works mentioned above, since (even under
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FIG. 5. Lateral view of the laser trace in precipitated FF based on paste and kerosene. a – n = 10 %;

b – n = 20 %

the assumption that the laser radiation creates the same polarizations in particles) optical-induced movement can occur in

different ways owing to the fact that it is determined by many mechanisms.

Polarization effects, which by themselves can lead to the appearance of forces of different signs [12, 13], are com-

plemented by thermodiffusion, which depends on the sign of the Soret coefficient [17, 24]. (It should be noted that there

may also be a time dependence here [17,18], however, we believe that in our case, we are dealing with a steady-state pro-

cess, since the time of the experiment significantly exceeds the characteristic times of the evolution of optical responses

mentioned in literature). An important fact should be pointed out that there are two cases with opposite results for polar

and nonpolar solvents (Figs. 1 and 3). Apparently, the optical polarization of the medium should indeed be taken into

account, but attention should also be paid to the fact that samples from solutions No. 3 and 4, being made on the basis

of water and kerosene, give one similar results (results shown in Fig. 5 may not be interpreted quite unambiguously, but

nevertheless, here, in the center of the laser trace, an accumulation of substance is clearly visible). A significant role for

the optical radiation action on FFs must be played by the thermal parameters of solvents responsible for the appearance of

temperature gradients. They differ not only for different carrier liquids (the thermal conductivity of water is several times

higher than that of kerosene), but perhaps also for the same liquids with different additives (see Table 1).

Finally, it should be taken into consideration that in all the materials studied, the coatings of nanoparticles are dif-

ferent. The interaction of the surfactant with the adjacent layers of material leads to the formation of the layer of non-

magnetic substance. If its thickness is one or two lattice constants, the volume of the shell turns out to be approximately

50 % of the total volume of the particle. Since the electromagnetic field of a light wave can cause polarization in such a

substance too, it should be assumed that with the same magnetic cores, the total polarizations of nanoparticles of FFs with

different types of stabilization differ.

To summarize, we can say that the interaction of the laser beam with polarization induced in the materials of the core

and shell of the particle, the type and thermal characteristics of the liquid medium, as well as the direction of thermal

diffusion produce a combination of factors leading to the appearance of optical force acting on the particle. Depending on

their sign and magnitude, this force can be directed inward or outward in relation to the beam, thus forming condensations

or rarefactions of nanoparticles in the FF thickness, which, when deposited, create structures observed in our experiments.

4. Conclusion

In this work, the phenomena associated with the laser beam action on nanoparticles of various ferrofluids lead to the

formation of distinct patterns on the surface of their sediment were discovered. It has been established that the optically

induced force responsible for their appearance depends on the properties of the liquid, creating an areas with a substance

suppressed from it, or, oppositely, with its accumulation, sometimes in the form of large objects strongly protruding in the

direction of the beam.

This information may be useful in further studying the behavior of ferrofluid nanoparticles in a light wave.
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ABSTRACT Cerium-containing nanoparticles have recently been identified as promising nanozymes for ad-

vanced biomedical applications. Additional modification of the core or the surface of CeO2 nanoparticles

(CeO2 NPs) provides them with new functionalities, making them a unique theranostic agent. In this study,

dextran-stabilized CeO2 NPs doped with Gd (Ce0.8Gd0.2O2−x) were synthesized and further functionalized

with fluorescein isothiocyanate (FITC). The synthesized nanoparticles have a high degree of biocompatibility

at concentrations up to 5 mg/mL and are readily internalized by human mesenchymal stem cells cultured both

in monolayers (2D system) and cellular spheroids (3D system). The functionalization of CeO2 NPs with Gd and

FITC dye allows for monitoring their accumulation within organs and tissues using both magnetic resonance

imaging (MRI) and fluorescence spectroscopy techniques.
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1. Introduction

Currently, cerium dioxide is considered one of the most promising biomedical nanomaterials (CeO2 NPs) [1–5].

CeO2 nanoparticles show pronounced antioxidant activity, which allows to suppress the intracellular oxidative stress

and inflammation [6]. The antioxidant property of CeO2 NPs is based on their ability to mimic the activity of various

endogenous enzymes, such as SOD [7], catalase [8, 9], phosphatase [10], DNAse [11], phospholipoperoxidase [12] and

others [13]. It is generally accepted that this process is based on the redox cycling of Ce3+ and Ce4+, and it is attributed to

the rapid self-repairing cycle of Ce3+/Ce4+ after the inactivation of reactive oxygen species (ROS) [14–18]. Interestingly,

the enzyme-like activity of CeO2 NPs can be modulated by adjusting the size, shape, core composition and surface

stabilizer of the particles [19–21]. The use of various biocompatible stabilizers and surfactants not only ensures increased

colloidal stability, but also enhances the efficiency of nanoparticle endocytosis and, consequently, provides them with

selective cytotoxicity [22]. It has previously been demonstrated that CeO2 NPs can be internalized by various cell types,

such as mesenchymal stem cells [23]. At the same time, the uptake process of CeO2 NPs by human MSCs is quite

complex, as this type of cells does not have a specific function for phagocytosis [24]. In particular, it has been shown

that CeO2 NPs are able to stimulate the proliferation of mouse embryonic fibroblasts [25] and human MSCs, isolated

from human tooth pulp [26, 27] and human Wharton’s jelly [28]. Surface modification of polymer scaffolds with CeO2

NPs enhances stem cell proliferation and osteogenesis. Particularly, it has been shown earlier that porous polylactic

acid (PLA) scaffolds prepared by 3D printing and decorated with CeO2 NPs enhanced human mesenchymal stem cell

growth, reduced oxidative stress levels in the cells and showed enhanced antibacterial activity against both Gram-negative

and Gram-positive bacterial strains [29]. CeO2 NPs-functionalized poly(ε-caprolactone) (PCL)-gelatin electrospun fibers

showed superoxide dismutase (SOD)-mimetic activity and enhanced fibroblast proliferation up to ∼ 48 % in comparison

to the control [30]. Human umbilical cord-derived mesenchymal stem cells, containing CeO2 NPs, counter oxidative

damage and promote tendon regeneration [31].

Mesenchymal stem cells (MSCs) are a promising resource for various biomedical applications, including those asso-

ciated with tissue regeneration and cancer treatment. The ability of MSCs to migrate to areas of injury and inflammation
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makes them an effective delivery vehicle for various functionalized nanomaterials to the sites of injury [32], inflam-

mation [33] or into tumor growth area [34, 35], providing a pronounced therapeutic effect. MSCs fully exhibit their im-

munomodulatory properties only when they are in a specific microenvironment, which forms their tissue niche in vivo [36].

The most promising approach to ensure their optimal characteristics is through three-dimensional cell cultivation in cel-

lular spheroids, as opposed to two-dimensional cultures [37–40]. In 3D structures, MSCs are able to form contacts and

exchange regulatory signals with each other, as well as to produce an extracellular matrix that contributes to their function.

However, the presence of the extracellular matrix can affect the efficiency of nanoparticles penetration into these struc-

tures [41–44]. Earlier, it was shown in a model of cellular spheroids formed from human umbilical vein endothelial cells

(HUVEC) and MSCs, that nanoceria-decorated graphene oxide (CeGO) could be used for the treatment of critical limb

ischemia [45]. CeGO uptake enhanced the survival rate and anti-apoptotic capacity of cellular spheroids, upregulated ex-

pression of angiogenic markers, ensuring high cell survival rate. Thus, the use of cerium-containing nanoparticles shows

high promise in maintaining normal functioning of cell spheroids formed from mesenchymal stem cells [31, 46–48].

Additional functionalization of CeO2 NPs makes it possible to develop effective therapeutic agents exhibiting new

functional properties that ensure their tracking both inside cells and in tissues. In particular, it has previously been shown

that doping of CeO2 NPs with gadolinium ions allows for their visualization using magnetic resonance imaging [27].

McDonagh et al. developed a single-pot synthesis of CeO2 NPs modified with zirconium-89 isotope allowing detailed

PET imaging and ex vivo biodistribution visualization of CeO2 NPs [49]. The potential of modifying nanoparticles with

carbon dots has also been demonstrated [50]. Zhang et al. synthesized a new type of carbon material doped with cerium

(Ce–Cd), using a simple hydrothermal process. This material exhibited pronounced luminescent properties and high

photostability. It also possessed biological activity, as demonstrated by its antibacterial and wound-healing properties.

In this study, we performed additional functionalization of gadolinium-doped ceria NPs with a fluorescent tag and

conducted a comprehensive assessment of their cytotoxic effects. We further analyzed the specific features of internaliza-

tion of these multifunctional NPs into mesenchymal stem cells cultured in monolayers (2D system) and cellular spheroids

(3D system).

2. Materials and methods

2.1. Synthesis procedure

Ce0.8Gd0.2O2−x NPs were synthesized according to a recently reported procedure [51]. Briefly, a mixed solution of

cerium(III) and gadolinium(III) nitrates (0.18 and 0.02 M, respectively) and dextran (Mr ≈ 6000) was prepared, with the

(Ce(NO3)3 · 6H2O + Gd(NO3)3 · 6H2O):dextran ratio being 1:2 (wt). To the continuously stirred solution, 1 M aqueous

ammonia was added dropwise for 3 h, maintaining the pH at 7.5 – 8.0. When pH became constant, the mixture was stirred

again, for 2 h, and then aqueous ammonia was added to achieve pH = 12, followed by additional stirring for 8 h. To the

sol obtained, an excess of isopropanol was added and the mixture was refluxed to form a white precipitate. The precipitate

was further washed with hot isopropanol several times and dried in air at 60 ◦C. Gadolinium-doped ceria sol was prepared

by dispersing the powder in deionized water. Ce0.8Gd0.2O2−x NPs were functionalized using fluorescein isothiocyanate

(FITC) to make it possible to study their intracellular localization. The dry powder of dextran-stabilized Ce0.8Gd0.2O2−x

nanoparticles (3 g) was added to 20 mL of anhydrous dimethyl sulfoxide (DMSO) and 0.5 mL of pyridine. The mixture

was then stirred for four hours at 95 ◦C until it was completely dissolved. Afterwards, 100 mg of FITC were added to the

solution and the mixture was allowed to continue to mix for 2 hours in the dark. Following this, 50 mL of isopropanol was

added to the resultant solution. The resulting mixture was then centrifuged at 10,000 g for 10 minutes. The precipitate

that formed was repeatedly washed until the color in the supernatant had disappeared, and then it was dried at 60 ◦C in

the dark to a constant mass. The dry powder of FITC-Ce0.8Gd0.2O2−x NPs was stored at 4 ◦C.

2.2. Characterization of FITC-Ce0.8Gd0.2O2−x NPs

The size and shape of FITC-Ce0.8Gd0.2O2−x NPs were analysed by transmission electron microscopy (TEM) using a

Leo912 AB Omega electron microscope equipped with an electron energy loss spectrometer (EELS) operating at an accel-

erating voltage of 100 kV. The study of the chemical composition of the obtained materials was carried out using energy

dispersive X-ray spectroscopy (EDX) using a Tescan Amber GMH microscope equipped with an Ultim MAX detector

with 100 mm2 active area (Oxford Instruments) at an accelerating voltage of 20 kV. EDX data were processed using the

AZtec software (5.0). The concentration of the Ce0.8Gd0.2O2−x NPs (without FITC) sols was measured gravimetrically.

The corundum crucibles, pre-annealed at 900 ◦C for 2 hours, were weighed on analytical scales to establish their initial

weight. Then 3 mL of sol was placed in each crucible and heated in a muffle furnace at 900 ◦C for 2 hours with slow

heating (∼ 3
◦/min). After cooling to room temperature, the crucibles were weighed. The weight of the dry residue of the

annealing product was determined and the concentration of the initial sols was calculated. A DS-11+ spectrophotometer

(DeNOVIX, USA) was used to measure FITC-Ce0.8Gd0.2O2−x sols absorbance in the UV-visible range. Measurements

were carried out in the wavelength range from 200 to 500 nm in 0.1 nm increments. The hydrodynamic size, PDI and

ζ-potential of the nanoparticles were determined by dynamic and electrophoretic light scattering at 25 ◦C using a BeNano

analyzer (BetterSize, Dandong, China).
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2.3. Cell culture

The experiments were performed using human mesenchymal stem cells (hMSCs). hMSCs were isolated from the

pulp of a third molar extracted for orthodontic reasons from a healthy 12-year-old patient (with his written consent). All

the experiments were carried out in agreement with good clinical practice and the ethical principles stated in the current

edition of the Declaration of Helsinki. Cells were cultured in DMEM/F12 medium (1:1) (PanEko, Moscow, Russia)

supplemented with L-glutamine (146 mg per 450 mL of medium) (PanEko, Moscow, Russia), penicillin, streptomycin

(PanEko, Moscow, Russia), and 10 % fetal bovine serum (Biosera, Cholet, France). Cultivation was carried out in culture

flasks with filter caps with a cultivation area of 25 and 75 cm2 (TPP, Trasadingen, Switzerland) in a CO2 incubator with a

CO2 concentration of 5 % at a temperature of 37 ◦C.

2.4. MTT assay

Cell metabolic activity was assessed using MTT assay which is based on the reduction of a yellow tetrazolium salt

(3-[4,5-dimethylthiazole-2-yl]-2,5-diphenyl tetrazolium bromide, MTT) with the formation of insoluble purple formazan.

After 48 hours of cultivation, 0.5 mg/mL MTT reagent solution, dissolved in culture medium without FBS, was added

to the wells. The optical density of the formed formazan was measured at λ = 570 nm using an INNO-S plate reader

(LTEK, Korea).

2.5. Measuring of mitochondrial membrane potential

The mitochondrial membrane potential (MMP) was measured by staining cells with TMRE (tetramethylrhodamine,

ethyl ester, ThermoFisher, Carlsbad, CA, USA) fluorescent dye followed by fluorescence microscopy analysis. After

24, 48, and 72 hours of incubation with nanoparticles, the culture medium was replaced with TMRE solution in Hanks’

buffer (PanEko, Moscow, Russia). After 15 min of incubation with dye, the cells were washed three times with Hanks’

buffer solution. Then the cells were photographed using a ZOE fluorescent imager (Bio-Rad, USA). TMRE fluorescence

intensity, which directly correlates with the MMP of cells, was measured using the ImageJ software. For statistics, three

different areas in three different microphotographs were analyzed. Quantitative analysis results were presented as mean

± SD.

2.6. Cell proliferation analysis

The analysis of proliferative activity was carried out by examining the confluence of cell culture during 72 hours of

coincubation with FITC-Ce0.8Gd0.2O2−x NPs. The cells were monitored in real time using JULI-stage live cell imaging

system (NanoEntek, Korea). Confluence growth curves were plotted using the GraphPad Prism 8 software.

2.7. Spheroid formation

Cellular spheroids were prepared using the “hanging drop” technique. hMSCs were removed from the substrate by

using a trypsin-EDTA solution (0.05 %) and then washed three times by centrifugation at 1,000 RPM for 5 minutes. Next,

DMEM/F12 growth medium with 10 % fetal bovine serum (FBS) was added to the cells. Subsequently, methylcellulose

(1 % in DMEM/F12 medium) was added to the cell suspension to ensure that the total concentration of methyl cellulose

did not exceed 0.25 %. The concentration of hMSCs used was 125,000 cells/mL. The cells were seeded to form spheroid

onto the lid of a 60-mm plastic Petri dish in drops of 20 µl volume. To prevent desiccation of the drops, a 10-ml Hanks

buffer was positioned at the bottom of the dish. Afterwards, the lid of the dish was carefully positioned on top and

incubated for 72 hours in a CO2 incubator. After 24 hours of incubation, the cells had aggregated in the center of the drop,

forming a spherical structure.

2.8. Uptake analysis of FITC-Ce0.8Gd0.2O2−x NPs

The cell uptake analysis of FITC-Ce0.8Gd0.2O2−x NPs in the hMSCs’ 2D and 3D systems was carried out using

fluorescence microscopy with a Celena S cell imager (Logos, Korea) and a Zoe cell imager (Bio RAD, USA). The cells

were seeded at a density of 104 cells per cm2 into a 35 mm Petri dish with a central hole. After that, FITC-Ce0.8Gd0.2O2−x

NPs and the cells were added and cultivated for 0.5 – 16 hours.

2.9. Statistical analysis

The data were analyzed using the GraphPad Prism 8 software. The statistical significance of the deviations between

the test sets and the control was confirmed using the Welch t-test. Images were processed using ImageJ and Adobe

Photoshop software.



Cellular uptake of FITC-labeled Ce0.8Gd0.2O2−x nanoparticles in 2D and 3D mesenchymal stem cell systems 355

3. Results and discussion

Previously reported procedure of the Ce0.8Gd0.2O2−x NPs synthesis [52] was modified: FITC was used as an ad-

ditional fluorescent label. Fig. 1a shows the appearance of nanoparticles in the form of dried powder (left) and in the

form of colloidal solution (right). TEM image (Fig. 1b) confirms the formation of the individual nanoparticles with

a mean size of 3 nm. According to full-profile analysis of the diffraction pattern, the crystal lattice parameter of the

FITC-Ce0.8Gd0.2O2−x NPs is equal to 5.425(1) Å. This value differs significantly from ceria lattice parameter, 5.411 Å

(PDF2 #00-034-394) indicating the formation of a nanocrystalline solid solution; the calculated value corresponds well

with the previous experimental data on the dependence of the NPs lattice parameter on gadolinium content [53]. The

chemical composition of the nanoparticles was additionally confirmed by EDX analysis (Fig. 1c). ζ-potential of the

FITC-Ce0.8Gd0.2O2−x NPs in deionized water was 11.3± 1.2 mV (Fig. 1d). UV/visible spectrum is presented in Fig. 1e.

FITC-Ce0.8Gd0.2O2−x NPs exhibited excellent colloidal stability in aqueous media: the hydrodynamic size of the FITC-

Ce0.8Gd0.2O2−x NPs is 6.18 nm with polydispersity index (PDI) = 0.44 (Fig. 1f).

CeO2 NPs have a high degree of biocompatibility [54–56]. In turn, one of the challenges associated with the biomed-

ical use of gadolinium-containing nanoparticles is the potential for uncontrolled release of gadolinium ions into the cell

during the dissolution of the nanoparticles. This can lead to a pronounced cytotoxic effect [57–60]. We have previously

demonstrated that Gd-doped CeO2 NPs did not release toxic gadolinium ions due to the extremely low solubility of ceria

matrix [52]. FITC-Ce0.8Gd0.2O2−x NPs also show a high degree of biocompatibility towards hMSCs in a wide range of

FIG. 1. Visual appearance of dried FITC-Ce0.8Gd0.2O2−x NPs and the corresponding colloidal solu-

tion (a), transmission electron microscopy and selected area electron diffraction (in the inset) (b), EDX

analysis (c), ζ-potential distribution in MQ water (d), UV-visible absorbance spectrum (e) hydrody-

namic size distribution and PDI (f) of the NPs
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FIG. 2. Cell viability (MTT assay), membrane mitochondrial potential analysis (TMRE staining) and

analysis of cell proliferation (JuliStage imaging) of hMSCs after incubation with FITC-Ce0.8Gd0.2O2−x

NPs in a wide range of concentrations (0 – 5 mg/mL)

concentrations, up to 5 mg/mL (Fig. 2). Preincubation of the cells with these nanoparticles does not result in a decrease of

their metabolic activity (via MTT assay) even at high concentrations (2.5 –5 mg/mL) after 24, 48, and 72 hours of incuba-

tion (Fig. 2a). Analysis of the effect of FITC-Ce0.8Gd0.2O2−x NPs on MMP revealed no decrease in hMSCs’ membrane

potential in the same concentration range, confirming the high degree of nanoparticles biocompatibility (Fig. 2b). hM-

SCs proliferation was also assessed after incubation with nanoparticles at concentrations of 0.05 and 0.5 mg/mL, with

no statistically significant decrease in cell proliferation rate observed for these concentrations of nanoparticles (Fig. 2c).

Therefore, FITC-Ce0.8Gd0.2O2−x NPs do not exhibit any observable cytotoxic effects on hMSCs in vitro.

Earlier, CeO2 NPs were shown to possess brilliant antioxidant properties in various biomedical applications. How-

ever, the interaction peculiarities of CeO2 NPs with cells and their intracellular localization are still poorly understood.

It has previously been demonstrated that the efficiency of the cellular uptake and accumulation of CeO2 NPs depends

strongly on their size, charge, shape and concentration [23, 61, 62]. In particular, CeO2 NPs with a positive or neutral

charge are internalized into normal and cancer cells, while CeO2 NPs with a negative charge are internalized mainly by

cancer cell lines [63–65]. This fact was also confirmed in a study by Zhou et al. which showed that negatively charged

CeO2 NPs were predominantly absorbed by lung adenocarcinoma cells (A549) [66]. They attributed this observation to

the different efficiencies of protein absorption on the surface of nanoparticles and the formation of different protein coro-

nas [67, 68]. Moreover, when entering cells, CeO2 NPs are localized in different cellular compartments (for example, in

the cytoplasm and in lysosomes), depending on the surface charge of the nanoparticle. The internalization and sub-cellular

localization of CeO2 NPs play a key role in the cytotoxic profile of nanoparticles, with significant toxicity shown when

they are located in lysosomes [63]. Here, we have studied the accumulation process of FITC-Ce0.8Gd0.2O2−x NPs in the

2D cell culture of hMSCs (Fig. 3). For this purpose, cell nuclei were stained with a fluorescent dye, Hoechst 33342 (blue

fluorescence), to counterstain and to visualize the accumulation of FITC-Ce0.8Gd0.2O2−x NPs (green fluorescence) in the

cell cytoplasm. Fig. 3a shows the images of hMSCs 0.5 – 16 hours after treatment with FITC-Ce0.8Gd0.2O2−x NPs. It is

clearly seen that the nanoparticles are predominantly localized in the cytoplasm and partially in lysosomes after 16 hours

of incubation. The lysosomal localization is confirmed by the presence of bright green zones in the cells cytoplasm. The

quantitative assessment of FITC-Ce0.8Gd0.2O2−x NPs internalization is presented in Fig. 3b.

The analysis of the internalization of nanoparticles into cellular spheroids is more interesting, as the more developed

intercellular contacts and three-dimensional cell arrangement play a special role in this process [41]. Consequently, a

3D cell arrangement is a more adequate model of biological tissue in vitro than a 2D cell monolayer. Multicellular

spheroids closely mimic the physiological microenvironment of individual cells [69]. The structure of cellular spheroids

with a diameter larger than 300 micrometers is usually represented by several distinct zones, including a necrosis zone,
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FIG. 3. Cellular uptake analysis of FITC-Ce0.8Gd0.2O2−x NPs in 2D cell cultures of hMSCs. Nanopar-

ticles were introduced at a concentration of 10 µg/mL and co-incubated with cells for 3, 6 and 16 hours

hypoxia zone, and proliferation zone [70]. These zones have specific physiological characteristics and vary in pH value,

proliferative activity of cells and degree of hypoxia [71].

We have demonstrated that FITC-Ce0.8Gd0.2O2−x NPs are able to internalize cellular spheroids formed from hMSCs

effectively (Fig. 4). Within 30 minutes, FITC-Ce0.8Gd0.2O2−x NPs are internalized 20 – 30 micrometers deep into

cellular spheroids. This means that the nanoparticles are localized in the proliferation zone. However, after 5 hours,

the penetration depth increased up to 120 – 150 micrometers. 12 hours of incubation resulted in the highest uptake of

FITC-Ce0.8Gd0.2O2−x NPs into cellular spheroids. Thus, it can be concluded that FITC-Ce0.8Gd0.2O2−x nanoparticles

are able to accumulate effectively in cellular spheroids, and remain there for more than 48 hours of co-cultivation.

4. Conclusion

Multi-functional FITC-Ce0.8Gd0.2O2−x NPs were synthesized and characterized in detail by relevant physical tech-

niques. The nanoparticles are not toxic to hMSCs at concentrations up to 5 mg/mL, maintaining a high level of cell

viability, metabolic and proliferative activity. In 30 minutes, FITC-Ce0.8Gd0.2O2−x NPs effectively internalize into cel-

lular monolayer of hMSCs and their maximum accumulation occurs after 16 hours. The FITC-Ce0.8Gd0.2O2−x NPs are

also effectively internalized into 3D cellular spheroids after 12 hours without causing toxicity or disrupting their structure.

The results obtained indicate that the use of cerium-based nanoparticles is a promising approach for the safe and efficient

visualization of hMSCs that could be used in tissue engineering and regenerative medicine, such as in 3D bioprinting.

FIG. 4. Accumulation of FITC-Ce0.8Gd0.2O2−x in 3D cellular spheroids formed from hMSCs.

Nanoparticles were introduced at a concentration of 10 µg/mL and co-incubated with cell spheroids

for 12 hours
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ABSTRACT The work is devoted to studying the influence of pH values in an aqueous-salt medium on the

formation of compounds in the Bi2O3–P2O5–H2O(OH−, H+) oxide system. It has been shown that in an

acidic environment (pH = 2) at a temperature of 298 K, hexagonal BiPO4 forms, while at pH values of 8 and

12, X-ray amorphous substances are produced. After hydrothermal treatment at 473 K in an aqueous-salt

environment, a monoclinic modification of bismuth phosphate forms from hexagonal bismuth phosphate in an

acidic environment, and nanometer-sized particles of crystalline compounds Bi3O(OH)(PO4)2 (with a crystallite

size of about 62 nm) and Bi2O3 (with a crystallite size of about 70 nm) form in weakly alkaline and alkaline

media. Using the method of thermodynamic calculation, the dependences of the equilibrium molar solubility of

these crystalline compounds on the pH value of the aqueous-salt suspension were obtained. Thermodynamic

calculations showed that the BiPO4 compound is stable in the pH range from 0 to 5.8 at temperatures of 298

and 473 K. The pH range from 5.8 to 9.8 is characterized by the formation of the Bi3O(OH)(PO4)2 compound

at 298 K, and a further increase in the pH value leads to the precipitation of Bi2O3, BiOOH or Bi(OH)3, which

are similar in solubility, at 298 and 473 K. The data obtained from thermodynamic calculations are consistent

with experimental data on the stability boundaries of BiPO4, Bi3O(OH)(PO4)2, and Bi2O3 compounds.

KEYWORDS nanocrystals, BiPO4, Bi3O(OH)(PO4)2, influence of pH value, solubility, thermodynamic calcula-

tion, hydrothermal synthesis
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1. Introduction

Low-temperature chemistry encompasses a wide variety of methods and approaches for synthesizing compounds

and producing functional materials based on them [1–6]. Among the widely used and promising methods are precipi-

tation and co-precipitation techniques [7–9], sol-gel methods [10–15], and hydrothermal treatment in various modifica-

tions [16–24]. Water and aqueous solutions often serve as the medium for heat and mass transfer during synthesis using

these approaches. It is known that the composition of such a medium can significantly influence on the processes of

compound formation [25–30], their structure and polymorphic transformations [31–35], the morphology of the resulting

particles [36–39], crystallite sizes [40–43], and, consequently, the physicochemical and functional properties of the ob-

tained compounds and materials. In this regard, it is pertinent to study the influence of various factors on the processes of

compound formation, such as the composition of the aqueous solution, the concentration of soluble precursors, mineral-

izing additives, the sequence and conditions of mixing solutions, the presence and state of amorphous precursors [44–49],

and the use of specific additional conditions: such as limiting mass transfer [6,50], various physical impacts [51,52], and

the organization of reagent solution flows [53–55].

One of the important synthesis parameters reflected in this work is the pH value of solutions and suspensions, as well

as its influence on the processes of oxide compound formation. For many low-temperature processes involving bismuth

cation and phosphate anions, it is characteristic that a stable bismuth phosphate (with a hexagonal structure) precipitates

at certain stages [56]. In some cases, associated with the formation of complex oxide compounds based on bismuth

and phosphorus, this leads to kinetic hindrances (undesirable limiting factors of mass transfer) and the stable existence of

BiPO4 over a wide pH range [57]. Several studies have focused on the polymorphic transformations of simple compounds

in the Bi2O3–P2O5 system [56, 58, 59] and the targeted synthesis of individual compounds: BiPO4 or Bi2O3. There are

mentions of a new and promising compound for use in photocatalysis, Bi3O(OH)(PO4)2, obtained in this system [60,61].

© Elovikov D.P., Osminina A.A., 2024
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However, little attention has been paid to the thermodynamic analysis of the formation of complex compounds in the

Bi2O3–P2O5–H2O(OH−, H+) system.

Due to the reasons listed above, this work is devoted to studying the influence of the pH value of the solution in the

reaction medium on the formation of compounds in the Bi2O3–P2O5–H2O system, as well as the stability boundaries of

these compounds, particularly, by using the thermodynamic calculations.

2. Experimental

For the synthesis, two solutions were initially prepared. The first solution was an acidic aqueous solution of bismuth

nitrate, obtained by dissolving Bi(NO3)3 · 5H2O (analytical grade) in a 6 M aqueous solution of HNO3 (analytical grade).

The second solution was prepared by dissolving a specified amount of NaOH (analytical grade) in 50 ml of distilled water,

followed by the addition of a measured amount of (NH4)2HPO4 (analytical grade). The mixing of the two solutions was

carried out by the dropwise addition of the acidic bismuth nitrate solution into the alkaline ammonium phosphate solution

under continuous stirring. The resulting suspensions with pH values of 2, 8, and 12 were stirred for 10 minutes at

T = 298 K.

The hydrothermal treatment of the suspensions obtained at room temperature was carried out in a stainless steel

autoclave with a Teflon liner (filling coefficient 0.8) at T = 473 K for 20 hours.

The samples, obtained both by precipitation and after hydrothermal treatment, were decanted by centrifugation

(3500 rpm) for 30 minutes, washed with distilled water until pH = 7, dried at T = 353 K for 24 hours, and ground

in an agate mortar.

The samples were designated in the work according to the pH of the aqueous-saline suspension during precipitation:

those obtained by the precipitation method were labeled as “pH = 2”, etc.; those obtained after hydrothermal treatment

were labeled as “pH = 2(HTS)”, etc.

X-ray diffraction studies of the obtained samples were performed using the DRON-8 (8H) X-ray diffractometer

(Russia) with CuKa radiation in the 2θ range of 10 – 80◦, with a step size of 0.0142◦ and a scanning speed of 3 ◦/min.

Qualitative analysis of the samples was performed using the ICSD PDF-2 database. The distribution of crystallites by size

and the average weighted values of crystallite sizes were determined for the reflections with the maximum intensity.

For X-ray spectral microanalysis of the samples’ composition, a scanning electron microscope Tescan Vega 3 SBH

(Tescan, Czech Republic) with an Oxford Instruments INCA x-act attachment (United Kingdom) was used. Measurements

were conducted in the range up to 20 keV.

3. Calculation

In aqueous-salt solutions saturated with relatively sparingly soluble solids h-BiPO4, c-Bi2O3, Bi(OH)3, BiOOH, and

Bi3O(OH)(PO4)2, the following heterogeneous equilibria are established:

BiPO4(s) ⇄ Bi3+(aq)+PO3−
4(aq), (1)

0.5Bi2O3(s)+1.5H2O(l) ⇄ Bi3+(aq)+3OH−

(aq), (2)

Bi(OH)3(s) ⇄ Bi3+(aq)+3OH−

(aq), (3)

BiOOH(s)+H2O(l) ⇄ Bi3+(aq)+3OH−

(aq), (4)

Bi3O(OH)(PO4)2(s)+H2O(l) ⇄ 3Bi3+(aq)+3OH−

(aq)+2PO3−
4(aq). (5)

The thermodynamic constants of the specified heterogeneous equilibria are determined by the expressions:

K0
S(1) = [aBi3+ ·XBi3+ · aPO3−

4

·XPO3−

4

]T = const (T ) ,

K0
S(2− 4) = [aBi3+ ·XBi3+ · a3OH− ]T = const (T ) ,

K0
S (5) = [a3Bi3+ ·X3

Bi3+ · a3OH− · a2
PO3−

4

·X2
PO3−

4

]T = const(T ),

where K0
S is the thermodynamic solubility constant, XBi3+ and XPO3−

4

– are the mole fractions of free cations Bi3+ and

anions PO3−
4 , respectively. In an aqueous solution, depending on the pH value, the following homogeneous equilibria of

water-soluble weak acids and bases are established:

Bi3+(aq)+ OH−

(aq) ⇆ [Bi(OH)]
2+
(aq), (6)

Bi3+(aq)+ 2OH−

(aq) ⇆ [Bi(OH)2]
1+
(aq), (7)

Bi3+(aq)+ 3OH−

(aq) ⇆ [Bi(OH)3]
0
(aq), (8)

Bi3+(aq)+ 4OH−

(aq) ⇆ [Bi(OH)4]
1−
(aq), (9)

H3PO4(aq) ⇄ H+
(aq)+H2PO

−

4 ⇆ 2H+
(aq)+HPO2−

4(aq) ⇆ 3H+
(aq)+PO3−

4(aq). (10)
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Equilibria (6) – (9) are described by the corresponding stability constants of mononuclear hydroxo complexes of

Bi(III) in an aqueous medium: β1, β2, β3, β4 = f (T ).
Equilibria (10) are described by the corresponding constants of the three-step dissociation of phosphoric acid: K1,

K2, K3 = f (T ).
The necessary values of the Gibbs free energy of formation for compounds were taken from the HSC 6.0 database.

The Gibbs free energy of formation of the compound Bi3O(OH)(PO4)2 was calculated using the increment method based

on data from reference [62]. Using these values, changes in the Gibbs free energy of processes were calculated, and sub-

sequently, equilibrium constants, stability constants of mononuclear hydroxo complexes, and dissociation constants were

calculated. By means of mathematical transformations described earlier in reference [63], the equilibrium molar solubility

(S, mol/L) of sparingly soluble BiPO4, Bi2O3, Bi(OH)3, BiOOH, and Bi3O(OH)(PO4)2 in the aqueous-salt suspension

was calculated. The calculation was performed taking into account the mole fractions of water-soluble bound and free

ions (equilibria (6) – (10)), the ionic strength of the solution (calculated for each composition point), the temperature

dependence of the water autoprotolysis constant, and the temperature dependence of equilibria (1) – (4) and (6) – (10).

For the calculation at 473 K, it was assumed that water is only in the liquid state.

4. Results and discussion

The results of X-ray diffraction studies of the obtained samples showed that the pH value and temperature play an

important role in the formation processes of compounds in the Bi2O3–P2O5–H2O system. Thus, under precipitation

conditions at room temperature (298 K) and a pH value of 2 of the aqueous-salt suspension, the appearance of reflections

of crystalline BiPO4 with a hexagonal ximengite-like structure can be observed (Fig. 1). With an increase in pH to 8

and 12, well-defined reflections of the crystalline compound are absent (Fig. 1a). This indicates the X-ray amorphous

state of the obtained samples. Hydrothermal treatment at 473 K for 20 h of the aqueous-salt suspensions obtained at

room temperature leads to the formation of new crystalline compounds (Fig. 1b). The results of elemental analysis of the

obtained samples (Table 1) satisfy the stoichiometry of the crystalline compounds within the error of determination of Bi

and P atoms.

FIG. 1. Diffraction patterns obtained under different conditions (pH, T ) of samples. a – 298 K, b – 473 K

During isothermal treatment under hydrothermal conditions of the aqueous-salt suspension with a pH of 2, containing

particles of sparingly soluble crystalline BiPO4, a restructuring of the structure from hexagonal to a low-temperature

monoclinic modification is observed, which is reflected in the change in the topology of the reflections (Fig. 1).

It is worth noting that the average crystallite sizes (weighted average) increase from 75 to 200 nm, while the average

sizes of aggregated particles (length) increase from 1 to 1.5 µm. This indicates that even at room temperature under

these conditions, there is active crystallite growth and the formation of large aggregates, the treatment of which under

hydrothermal conditions leads to further growth in crystallite sizes. The similarity in morphology and particle sizes (on

average 0.3 and 0.4 µm in width) may indicate that the polymorphic transformation h-BiPO4 → m-BiPO4 occurs via a

martensitic mechanism. The subsequent prolonged particle growth (on average 0.03 µm/h, Fig. 2) primarily affects the

change in particle length and may be due to mass transfer processes limited in speed by the low ion concentration in the

solution. This polymorphic transition was also noted in paper [59].

Hydrothermal treatment of aqueous-salt suspensions containing amorphous substances, obtained at room temperature

under precipitation conditions at pH 8 and 12, leads to the formation of nanocrystalline compounds Bi3O(OH)(PO4)2 with

a petitjeanite-like structure and c-Bi2O3 doped with phosphorus, respectively (Fig. 1). The weighted average particle sizes

for the Bi3O(OH)(PO4)2 compound are approximately 200 nm for particles and approximately 62 nm for crystallites
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TABLE 1. Results of X-ray diffraction studies and elemental analysis

Designation

of samples

Crystalline phase /

Chemical formula in oxide form

Elemental

analysis
Chemical formula in

oxide form according

to elemental analysisBi P

pH = 2
h-BiPO4

(Ximengite-like structure)

0.5[Bi2O3−P2O5]
50±1 50±2 0.5[Bi2O3−P2O5]

pH = 8 X-ray amorphous 70±1 30±2 0.7Bi2O3−0.3P2O5

pH = 12 X-ray amorphous 88±1 12±2 0.9Bi2O3−0.1P2O5

pH = 2(HTS)
m-BiPO4

0.5[Bi2O3−P2O5]
51±1 49±2 0.5[Bi2O3−P2O5]

pH = 8(HTS)
Bi3O(OH)(PO4)2

(Petitjeanite-like structure)

1.5[Bi2O3−0.7P2O5−0.3H2O]
63±1 37±2 1.5[Bi2O3−0.6P2O5]

pH = 12(HTS)
c-Bi3.69P0.31O6.31

1.8[Bi2O3−0.09P2O5]
87±1 13±2 1.8[Bi2O3−0.3P2O5]

FIG. 2. Microphotographs of particles and lognormal dependences of the size distribution of particles

and crystallites
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(Fig. 2), indicating that the vast majority of particles are aggregates consisting of 30 – 40 interconnected crystallites.

Spherical particles of the c-Bi2O3 compound, obtained by hydrothermal treatment of the X-ray amorphous precursor

(Fig. 1b), are comparable in size to the crystallite sizes (weighted average is about 70 nm).

Thermodynamic calculations (Fig. 3) show that the compound BiPO4 is formed and stable in the oxide system

Bi2O3–P2O5–H2O(OH−, H+) within the pH range of 0 – 5.8 at temperatures of 298 and 473 K. This is consistent with

the results obtained at pH = 2 in this study and with the results of obtaining BiPO4 in acidic environments in several

other studies [56,57,64,65]. It also aligns with the findings of study [66] where the formation of BiPO4 was considered in

the pH range of 0.5 – 4.0 at 298 K (mention of a white homogeneous mass) and 433 K. From pH 5.8 to 9.8, the most stable

compound at 298 K is Bi3O(OH)(PO4)2. In this study, the compound Bi3O(OH)(PO4)2 was obtained by isothermal treat-

ment under hydrothermal conditions of an amorphous substance with the following composition: 0.7Bi2O3−0.3P2O5 in

an aqueous-salt environment with a pH of 8. In the work of other authors, this compound was obtained at pH = 10,

and in another study [61], the authors mention that they obtained it at a pH greater than 10. In this case, the calculation

agrees with the data obtained in this study and satisfactorily agrees with the data from the works [60, 61] within the er-

ror of calculating the Gibbs free energy of formation of Bi3O(OH)(PO4)2. The dashed line in Fig. 3 shows the region

where freshly precipitated amorphous bismuth hydroxide, which is thermodynamically unstable, forms. At pH values

greater than 10, bismuth oxides, hydroxides, and oxyhydroxides are approximately equally stable. However, according

to the calculation, the lowest solubility is characteristic of bismuth hydroxide. In this study, at pH = 12, bismuth oxide

doped with phosphorus of the composition 1.8Bi2O3−0.5P2O5 was obtained. Apparently, this compound forms because

in these conditions, the solution is dominated by water-soluble unbound phosphate anions. This fact may facilitate the

incorporation of phosphorus into the structure. It is worth noting that the amorphous precursors also contain phosphorus

atoms (Table 1).

5. Conclusions

It has been shown that the pH value of the medium significantly influences the formation of compounds in the

aqueous-salt oxide system Bi2O3–P2O5–H2O(OH−, H+). Thus, at low pH values (pH = 2) and room temperature,

hexagonal BiPO4 is formed, while weakly alkaline and alkaline conditions promote the formation of X-ray amorphous

substances. Hydrothermal treatment at 473 K leads to the polymorphic transformation of bismuth phosphate from hexago-

nal to monoclinic modification, as well as the formation of nanosized particles of crystalline compounds Bi3O(OH)(PO4)2
(with a crystal size of about 62 nm) and Bi2O3 (with a crystal size of about 70 nm) from amorphous precursors. Ele-

mental analysis confirmed the correspondence of the chemical composition of the obtained crystalline compounds. By

thermodynamic calculation, dependencies of the equilibrium molar solubility of identified compounds on the pH value

of the aqueous-salt suspension were obtained, and for the compound Bi3O(OH)(PO4)2, such a dependence was obtained

for the first time. Thermodynamic calculation showed that the compound BiPO4 is stable in the pH range from 0 to

5.8 at temperatures of 298 and 473 K. The pH range from 5.8 to 9.8 is characterized by the stability of the compound

Bi3O(OH)(PO4)2 at 298 K, while further increasing the pH leads to the precipitation of compounds with similar solu-

bility, such as Bi2O3, BiOOH, or Bi(OH)3 at 298 and 473 K. Overall, the thermodynamic calculation is in satisfactory

agreement with the experimental data obtained.
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FIG. 3. Dependence of the equilibrium molar solubility (S, mol/L) of solid BiPO4, Bi(OH)3, BiO1.5,

BiOOH and Bi3O(OH)(PO4)2 in a aqueous-salt suspension on pH at temperatures 298 and 473 K
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ABSTRACT In this work, hydroxide deposition in a microreactor with intensively swirling flows was used to obtain

BiFeO3, followed by heat treatment of co-precipitated bismuth and iron hydroxides. The study of the formation

of nanocrystalline bismuth orthoferrite was carried out using a set of methods: EDXMA, TEM, XRD, 57Fe

Mössbauer spectroscopy, DRS, etc. The photocatalytic activity and magnetic characteristics of the material

were determined. It is shown that during heat treatment of hydroxide precipitation for 1 minute at a temperature

of 530 ◦C, BiFeO3 nanocrystals with an average crystallite size of 14±7 nm are formed. It was found that

the resulting BiFeO3 nanopowder is represented by agglomerates of individual nanoparticles. The saturation

magnetization and residual magnetization values of these bismuth orthoferrite nanoparticles are 2.31 and

0.48 emu/g, respectively. According to the DRS results, band gap energy for the samples calculated at 530,

515, and 500 ◦C were 1.82, 1.86, and 1.91 eV, respectively, which ensures strong absorption of visible light by

the samples. The sample showed higher photocatalytic activity in the X-ray amorphous state compared with

nanocrystalline BiFeO3 in the process of Fenton-like discoloration of methyl violet under the action of visible

light with reaction rate constants of the pseudo-first order 0.0256 and 0.0072 min−1, respectively.

KEYWORDS microreactor with intensively swirling flows, nanocrystals, nanoparticles, bismuth ferrite, photo-

catalysis, Fenton-like reactions.
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1. Introduction

Bismuth orthoferrite BiFeO3 is a well-known multiferroic and continues to attract the attention of researchers due

to the promising functional properties of the materials obtained from it [1–3]. Magnetic [4–6], electrophysical [7, 8],

optical [9,10], photocatalytic properties [11–14], photovoltaic [15], and the use of bismuth orthoferrite as a sensor material

are actively investigated [16–19].

The morphology, sizes and structure of bismuth orthoferrite nanoparticles, the presence and amount of impurity

phases can significantly affect the functional properties of the materials obtained from them [20–23].

Methods for the synthesis of bismuth orthoferrite nanopowders are constantly being developed in order to provide

the characteristics required to obtain materials with certain functional properties. Bismuth orthoferrite is obtained by

various methods, in particular, the solution combustion method [24–26], hydrothermal synthesis [27–29], hydrothermal

microwave [30], solid-phase synthesis [31–33], the method of mechanical activation [34] is used Nevertheless, the prob-

lem of obtaining phase-pure nanocrystalline bismuth orthoferrite powders remains relevant [35–37].

© Proskurina O.V., Babich K.I., Tikhanova S.M., Martinson K.D., Nevedomskiy V.N., Semenov V.G.,

Abiev R.Sh., Gusarov V.V., 2024
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A promising direction for the production of oxide nanoparticles is the use of microreactor technology [38]. Free

impinging-jets microreactor have been successfully used to obtain nanocrystals of complex oxides [39, 40]. In such

microreactors, self-organizing spatially separated reaction zones with dimensions of about hundreds of nanometers are

formed, in which nanoparticles with certain size parameters are formed [41,42]. When producing nanocrystalline bismuth

orthoferrite using a free impinging-jets microreactor, no impurity phases are detected [43].

Swirling-flow microreactors have found wide application for the production of various oxide nanoparticles. In such

microreactors, a high level of specific energy dissipation rate is created (on the order of 2–35 kW/kg), which, in turn,

contributes to the intensification of the micro-mixing process [44, 45].

In [46, 47], various types of microreactors were used to obtain nanocrystalline bismuth orthoferrite, but studies of

the functional properties of bismuth orthoferrite were not carried out The purpose of this work was to determine the

magnetic and photocatalytic properties of nanocrystalline bismuth orthoferrite obtained by heat treatment of bismuth and

iron hydroxides co-deposited in a microreactor with intensively swirling flows.

2. Experimental

To obtain bismuth orthoferrite, bismuth and iron nitrates Bi(NO3)3·5H2O and Fe(NO3)3·9H2O of analytical purity

were used. Bismuth nitrate was dissolved in 7 mL of 4 M HNO3 with stirring for 10 minutes and heating to 70 ◦C. Then,

a portion of iron nitrate was added to the resulting solution with stirring. Weights of salts were calculated to prepare 3 g

of bismuth ferrite. After stirring for 10 minutes, 130 mL of distilled water was added and stirred for another 20 minutes.

Separately, 1 L of 4 M NaOH solution was prepared. The resulting solutions were used for co-precipitation of bismuth

and iron(III) hydroxides in an one-step microreactor with intensively swirling flows (MRISF-1). Co-precipitation was

carried out at a temperature of about 22 ◦C and atmospheric pressure.

A solution of bismuth and iron nitrates was fed into MRISF-1 into one of the tangential inlet pipes, and a solution of

NaOH antisolvent into an axial inlet pipe; both solutions were supplied with the same flow rates of 2.1 L/min (Fig. 1).

As a result of solutions intensive mixing in the microreactor, a suspension of co-precipitated bismuth and iron hy-

droxides was obtained, which was then washed with distilled water using centrifugation and intermediate dispersion using

an ultrasonic bath in order to better wash the sediments from alkali residues. The washed samples were dried at 70 ◦C for

24 hours.

The dried samples were heated in a tubular furnace in a platinum crucible in the “annealing-quenching” mode for

1 minute at temperatures of 500, 515 and 530 ◦C. The samples were designated “HT 500 ◦C”, “HT 515 ◦C” and “HT

530 ◦C”.

FIG. 1. One-step microreactor with intensively swirling flows:(a) experimental rig; (b) schematic of

solutions supply into inlet pipes of the MRISF-1

3. Characterization

Powders were characterized by several methods. X-ray diffraction patterns were taken on a Rigaku SmartLab 3

(Rigaku Corporation, Japan) powder diffractometer (CuKα radiation) in the angle range 2θ = 20 – 60◦ with a step of

0.01◦ and a speed of 0.1 ◦/min. The average crystallite size was determined using the SmartLab Studio II software

package from Rigaku. The size distribution of crystallites was determined by the method of fundamental parameters in

the approximation of a lognormal distribution model using the SmartLab Studio II software package for reflection 024.

The elemental composition of the samples was determined using a Tescan Vega 3 SBH scanning electron microscope

(Tescan, Czech Republic) with an energy dispersive X-ray spectroscopy (EDX) Oxford Instruments INCA x-act X-ray

microanalysis attachment (Oxford Instruments, Oxford, UK).
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Transmission electron microscopy (TEM) studies with the determination of microdiffraction of the samples were

performed using a JEOL JEM-2100F microscope (JEOL Ltd., Akishima, Tokyo, Japan) at an accelerating voltage of

200 kV. Samples for research were prepared by preliminary dispersion of the initial powder in ethyl alcohol in an ultrasonic

bath for 15 minutes, followed by deposition on a supporting film.

To study the magnetic properties and magnetic structure, Mössbauer spectroscopy was used, which is an informative

method for studying the properties of iron-containing materials and differences in the local environments of iron atoms.

The measurements were carried out on a Mössbauer spectrometer from WISSEL on the 57Fe isotope with registration

in the geometry of transmission of γ-radiation through the sample under study from a 57Co source in a rhodium (Rh)

matrix. The reference signal in the motion system of the Doppler modulator in the spectrometer had the shape of a

triangle to set the speed with constant acceleration. The speed scale was calibrated using α-iron foil at room temperature.

The Mössbauer spectra of the samples under study were measured at room temperature. Mathematical processing of the

spectra was carried out using a program that describes spectral lines by Lorentzian-shaped peaks and minimization using

the least squares method. In the procedure for minimizing the functional χ2, the program searches for optimal values of

the parameters of spectral lines, namely, widths, intensities and positions. The parameters of hyperfine interactions were

calculated from the positions of the lines: IS – isomer chemical shift, QS – quadrupole splitting, Heff– effective magnetic

field.

The magnetic characteristics of a bismuth ferrite sample were studied using a Lake Shore 7410 vibration magnetome-

ter at room temperature (25 ◦C) in a field range of up to 30,000 Oe using a standard measuring cell.

The light absorption ability of the samples was investigated by diffuse reflectance spectra (DRS) in the UV-visible

region were recorded at room temperature in the range of 400–800 nm using an AvaSphere-30-Refl integrating sphere.

The band gap energy (Eg) was calculated from the plot of the Kubelka–Munk function:

F (R) =
(1−R)n

2R
=

K

S
,

where K is the molar absorption coefficient, S is the scattering factor, and R is the reflectance of the material. The value

of n is determined by the nature of the sample (n = 2 for direct allowed transitions and n = 1/2 for indirect allowed

transitions)

The photocatalytic activity of the samples was studied in the process of photocatalytic and photo-Fenton-like degra-

dation of methyl violet (MV) under visible-light irrigation λmax = 410 nm (Fig. 2). In a typical manner described pre-

viously [48], the 1.5 mg of the catalyst was suspended in 1 mL of distilled water and added to MV solution (3 mmol/L).

Before visible light irradiation, the 50 mL reaction solutions were magnetically stirred in the darkness for 30 min to ensure

the adsorption-desorption equilibrium. After this stage 10 mL of H2O2 solution (20 mmol/L) was added to examine the

photo-Fenton-like activity. At appropriate time intervals, 2 mL of the solution was collected to spectrophotometrically

determine the concentration of the dye using AvaLight-XE light source and AvaSpec-ULS2048 spectrometer.

FIG. 2. Solutions of MV dye with a catalyst in the process of studying photocatalytic activity

4. Results and discussion

Energy-dispersive X-ray spectroscopy data of all samples showed that the atomic ratio of bismuth and iron in all

samples after heat treatment remains at the same level (Bi : Fe = (52±2) : (48±2)), which, within the error, corresponds

to the ratio specified during synthesis , corresponding to the stoichiometry of BiFeO3.
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X-ray diffractometry data of heat-treated samples are shown in Fig. 3. The diffraction pattern of a sample heat-treated

at 500 ◦C has an X-ray amorphous appearance. The diffraction pattern of the sample heat-treated at 515 ◦C shows the

appearance of reflections corresponding to bismuth orthoferrite (ICSD code 163688). The diffraction pattern of the sample

heat-treated at 530 ◦C shows reflections of crystalline bismuth orthoferrite and no X-ray amorphous halo. For this sample,

in the inset in Fig. 3, it is shown the crystallite size distribution determined from reflection 024. The weighted average

value of the BiFeO3 crystallite size for the sample heat-treated at 530 ◦C was 14±7 nm.

FIG. 3. X-ray diffraction patterns of samples after heat treatment and crystallite size distribution ac-

cording to reflection 024 for a sample heat treated at 530 ◦C

TEM micrographs of bismuth orthoferrite samples heat-treated at three different temperatures are presented in Fig. 4.

Images of samples heat-treated at 500, 515 and 530 ◦C are presented in Figures 4a, 4b, 4c, respectively. All samples

are nanoparticles assembled into aggregates. The electron diffraction image in Fig. 4a confirms that the sample is X-ray

amorphous, since the electron diffraction (SAED) image in Fig. 4a, wide circles are visible from the carbon substrate and

the X-ray amorphous sample. Electron microdiffraction data from samples “HT 515 ◦C” and “HT 530 ◦C” confirm the

polycrystalline nature of the samples, as well as the presence of a certain amount of X-ray amorphous phase in the sample

“HT 515 ◦C”. For the “HT 530 ◦C” sample in Fig. 4c on the right it is also shown a dark-field image in which bright spots

corresponding to BiFeO3 nanocrystals of various sizes are visible.

Analysis of the results of studying the crystallization of BiFeO3 by TEM (Fig. 4) allows us to conclude that the

formation of bismuth ferrite nanocrystals occurs according to the following mechanism. After dehydration of a mixture of

amorphous bismuth and iron hydroxides and the formation of crystalline BiFeO3 nuclei (see Fig. 4a), their growth occurs

due to the coherent addition of the clusters that make up the amorphous phase to crystalline particles of bismuth ferrite.

Such crystal growth is stopped if growing BiFeO3 crystals collide with each other without oriented intergrowth along the

faces (Fig. 5).

Another reason for the suspension of crystal growth is the depletion of the amorphous substance within which it

grows. With this mechanism of crystallite growth, their shape and size will be largely determined by both the intensity

of the nucleation process and the geometric parameters of the amorphous phase particles. In this case, along with small

BiFeO3 nanocrystals of regular shape, relatively large crystals with complex morphology will be formed (Fig. 4c). It

should be noted that a similar nature of the formation of BiFeO3 crystals is noted in [27].

In the Mössbauer spectrum (Fig. 6) of a sample heat-treated at 500 ◦C, and which, according to X-ray diffraction data,

is X-ray amorphous (Fig. 2), only a paramagnetic component is observed, which can be represented as two doublets – D1,

D2 with isomer shifts (IS), characterizing iron in the +3 oxidation state. The results of processing the Mössbauer spectra

of the samples are given in Table 1. A comparison of the quadrupole splitting (QS) values of the doublets QS (D1) = 0.67

and QS (D2) = 1.13 shows that the state of Fe3+ ions in the “HT 500 ◦C” sample, corresponding to doublet D2, has a less

symmetrical environment than that corresponding to doublet D1. The hyperfine splitting parameters of these doublets are

close to the IS and QS values found for BiFeO3 particles with sizes of 10 – 20 nm [49, 50].

In the Mössbauer spectrum of a sample heat-treated at 515 ◦C, along with a doublet, the share of which is about 3 %,

two superimposed sextets are detected, characteristic of BiFeO3 with magnetic ordering [51, 52]. It should be noted that

the disappearance of the D2 doublet, which corresponds to the most asymmetric environment of iron, indicates that the

formation of crystalline bismuth orthoferrite occurs due to the crystallization of an amorphous substance in which iron

ions are in the most asymmetric environment. The doublet, apparently, can be correlated with the amorphous state of the

substance or with crystalline clusters of bismuth orthoferrite so small that they appear as X-ray amorphous.
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FIG. 4. TEM data of samples heat-treated at 500 (a), 515 (b) and 530 ◦C (c)

FIG. 5. BiFeO3 nanocrystals in a sample heat-treated at 530 ◦C
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FIG. 6. Mössbauer spectra of samples heat-treated at 500, 515 and 530 ◦C

In the Mössbauer spectrum of a sample heat-treated at 530 ◦C, two sextets are observed; there is no doublet compo-

nent.

TABLE 1. Parameters of Mössbauer spectra of samples at room temperature

Isomer Quadrupole Effective Integral

Sample Component shift, splitting, magnetic intensities

IS [mm/s] QS [mm/s] field Heff [T] ratio [%]

HT 500 ◦C
Doublet 1 0.31 ± 0.01 0.67 ± 0.02 – 65

Doublet 2 0.28 ± 0.01 1.13 ± 0.03 – 35

Doublet 1 0.24 ± 0.04 0.74 ± 0.08 – 3

HT 515 ◦C Sextet 1 0.36 ± 0.01 –0.13 ± 0.02 49.1 ± 0.07 39

Sextet 2 0.38 ± 0.01 0.04 ± 0.02 47.6 ± 0.13 58

HT 530 ◦C
Sextet 1 0.35 ± 0.01 –0.21 ± 0.01 49.5 ± 0.05 52

Sextet 2 0.39 ± 0.01 0.02 ± 0.01 48.1 ± 0.05 48

Figure 7 shows the M–H magnetization curve of bismuth ferrite nanopowders heat-treated at 530 ◦C.

The obtained data shows that the curve does not reach saturation, which indicates the dependence of the magnetic

moment of the particles on the applied magnetic field. The values of saturation magnetization and residual magnetization
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are 2.31 and 0.48 emu/g, respectively. This magnetic behavior of the sample is explained by the small size of the crys-

tallites (14±7 nm). It was shown in [53] that the magnetization depends on the size of the crystallites and can reach very

high values when the crystallite sizes decrease to nanometer values, which was explained by surface effects [53, 54]. The

particle size can also affect the anisotropy and coercive force of bismuth ferrite. Small particles usually exhibit a higher

coercive force due to an increase in surface anisotropy [55].

FIG. 7. M-H loop of “HT 530 ◦C” nanopowder

In the diffuse reflectance spectra (DRS) of the samples (Fig. 8a), absorption bands can be observed in the visible

region at 500 nm and 650 nm, which suggests their potential as visible light photocatalysts. The sample calcinated at

530 ◦C demonstrates the most intensive absorption indicating it as perspective material for visible-light-driven photocat-

alytic processes.

The absorbance spectra indicated the having direct bang gaps for all samples. The obtained spectra were recalculated

to Tauc plot by the Kubelka–Munk function to determine the bang gap values (Fig. 8b). The band gap energy (Eg) for

the samples calcinated at 530, 515, and 500 ◦C were 1.82 eV, 1.86 eV, and 1.91 eV, respectively. The obtained values are

close to the previous research data for the sample calcinated at 500 ◦C (Eg = 2.16 eV [48]; Eg = 2.04 eV [56]), and

lower for other samples.

FIG. 8. Diffuse reflectance spectra (a) and Tauc plots (b) of the samples calcinated at different temperatures

A study of the photocatalytic activity of the samples without addition of hydrogen peroxide showed that methyl violet

decolorization occurs with an efficiency of 9.8 – 16.1 % (Fig. 9b). The change in color intensity under the action of the
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most effective catalyst is shown in Fig. 9a. Linearization of the kinetic curves demonstrated a pseudo-first order reaction

for the photocatalytic decolorization of methyl violet (Fig. 9c), and the kinetic constants determined as the slope of the plot

were 0.0011, 0.0012, 0.0016 min−1 for samples HT 500 ◦C, HT 515 ◦C and HT 530 ◦C, respectively (inset in Fig. 9c).

The resulting samples have a relatively low efficiency during the photodegradation of methyl violet, which may be due to

the small specific surface area and macroporous structure.

FIG. 9. Photocatalytic activity of samples in classical (a–c) and Fenton-like (d–f) degradation processes

of methyl violet: degradation of the dye under the influence of HT 530 ◦C (a) and HT 500 ◦C + H2O2

(d); kinetic curves (b, e) and linearized kinetic curves (c, f); rate constants for the dye degradation

reaction (insets in graphs (c, f))

The photocatalytic activity of the obtained samples was also studied in the process of Fenton-like degradation of

methyl violet. With the addition of hydrogen peroxide, the dye decolorization efficiency increased significantly and was

69.9 % for HT 530 ◦C + H2O2, 83.8 % for HT 515 ◦C + H2O2 and 94.5 % for HT 500 ◦C + H2O2 (Fig. 9e). For the latter,

spectra are shown presenting the change in the color intensity of the solution depending on the irradiation time (Fig. 9d),

indicating almost complete decomposition of the dye. The pseudo-first order kinetic reaction constants determined from

the linearized kinetic curves (Fig. 9f) were 0.0265, 0.0136, 0.0072 min−1 for the HT 500 ◦C + H2O2, HT 515 ◦C +

H2O2 and HT 530 ◦C + H2O2 samples, respectively. (inset in Fig. 9f). The values of pseudo-first order reaction rate

constants obtained for the Fenton-like decomposition of methyl violet are 5 – 20 times higher than similar constants

for the photocatalytic process (without the addition of hydrogen peroxide). This increase in photocatalytic efficiency is

associated with the high activity of ferrites in general and bismuth ferrite in particular in Fenton-like oxidation processes

due to the presence of Fe3+ and Bi3+ ions [57–59].

It was also shown that the HT 500 ◦C + H2O2 sample, containing the largest proportion of the amorphous phase,

exhibits greater Fenton photocatalytic activity compared to other samples. The increase in activity in this case, as shown

in previous studies [60], is explained by the fact that a certain amount of amorphous component in photocatalysts can

significantly increase the efficiency of electron-hole pair separation, visible light absorption and adsorption properties.

5. Conclusion

To obtain bismuth orthoferrite, hydroxide precipitation was used in the one-step microreactor with intensively swirling

flows, followed by heat treatment of co-precipitated bismuth and iron hydroxides.

It has been shown that when thermally treating hydroxide precipitates for 1 minute at a temperature of 530 ◦C, BiFeO3

nanocrystals with an average crystallite size of 14±7 nm are formed. It has been revealed that the resulting BiFeO3

nanopowder is represented by agglomerates of individual nanoparticles. The saturation magnetization and remanent

magnetization values of these bismuth orthoferrite nanoparticles are 2.31 and 0.48 emu/g, respectively.
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The following mechanism of growth of bismuth orthoferrite particles is proposed: after dehydration of a mixture of

amorphous bismuth and iron hydroxides and the formation of crystalline BiFeO3 nuclei, their growth occurs due to the

coherent attachment of clusters, which make up the amorphous phase, to crystalline particles of bismuth ferrite. Crystal

growth stops if the growing BiFeO3 crystals collide with each other without oriented accretion along the edges or due to

exhaustion of the amorphous substance inside which the BiFeO3 crystals grow.

According to the DRS results, band gap energy for the samples calculated at 530, 515, and 500 ◦C were 1.82, 1.86,

and 1.91 eV, respectively, which ensures strong absorption of visible light by the samples.

The photocatalytic and Fenton-photocatalytic activity of the obtained nanocrystalline powders was studied during the

oxidation of methyl violet. The sample showed higher photocatalytic activity in the X-ray amorphous state compared

with nanocrystalline BiFeO3 in the process of Fenton-like discoloration of methyl violet under the action of visible light

with reaction rate constants of the pseudo-first order 0.0256 and 0.0072 min−1, respectively.
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[33] Carranza-Celis D., Cardona-Rodrı́guez A., Narváez J., Moscoso-Londono O., Muraca D., Knobel M., Ornelas-Soto N., Reiber A., Ramı́rez J.G.

Control of Multiferroic properties in BiFeO3 nanoparticles. Scientific Reports, 2019, 9, P. 3182.
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[52] Freitas V.F., Grande H.L.C., de Medeiros S.N., Santos I.A., Cótica L.F., Coelho A.A. Structural, microstructural and magnetic investigations in

high-energy ball milled BiFeO3 and Bi0.95Eu0.05FeO3 powders. Journal of Alloys and Compounds, 2008, 461(1-2), P. 48–52.

[53] Lomanova N.A., Panchuk V.V., Semenov V.G., Pleshakov I.V., Volkov M.P., Gusarov V.V. Bismuth orthoferrite nanocrystals: magnetic character-

istics and size effects. Ferroelectrics, 2020. 569(1), P. 240–250.

[54] Juwita E., Sulistiani F.A., Darmawan M.Y., Istiqomah N.I., Suharyadi E. Microstructural, optical, and magnetic properties and specific absorption

rate of bismuth ferrite/SiO2 nanoparticles. Materials Research Express, 2022, 9, P. 076101.

[55] Ramazanov S., Sobola D., Orudzhev F., Knapek A., Polcak J., Potocek M., Kaspar P., Dallaev R. Surface Modification and Enhancement of

Ferromagnetism in BiFeO3 Nanofilms Deposited on HOPG. Nanomaterials, 2020, 10(10), P. 1990.

[56] Thamizharasan G., Eithiraj R.D., Enhtuwshin E., Kim S.J., Sahu N.K., Nayak A.K., Han H.S. Computational and Experimental Study on Electronic

Band Structure of Bismuth Ferrite: A Promising Visible Light Photocatalyst. Ceramist, 2020, 23(4), P. 350–357.

[57] Wang N., Zheng T., Zhang G., Wang P. A review on Fenton-like processes for organic wastewater treatment. Journal of Environmental Chemical

Engineering, 2016, 4(1), P. 762–787.

[58] Mao J., Quan X., Wang J., Gao C., Chen S., Yu H., Zhang Y. Enhanced heterogeneous Fenton-like activity by Cu-doped BiFeO3 perovskite for

degradation of organic pollutants. Frontiers of Environmental Science & Engineering, 2018, 12(6), P. 10.



Magnetic and photocatalytic properties of BiFeO3 nanoparticles formed during the heat treatment... 379

[59] Dhanalakshmi R., Muneeswaran M., Vanga P.R.; Ashok M.; Giridharan N.V. Enhanced photocatalytic activity of hydrothermally grown BiFeO3

nanostructures and role of catalyst recyclability in photocatalysis based on magnetic framework. Applied Physics A, 2016, 122(1), P. 13.

[60] Liang C., Liu Y., Li K., Wen J., Xing S., Ma Z., Wu Y. Heterogeneous photo-Fenton degradation of organic pollutants with amorphous Fe-Zn-

oxide/hydrochar under visible light irradiation. Separation and Purification Technology, 2017, 188, P. 105–111.

Submitted 6 November 2023; revised 20 November 2023; accepted 24 November 2023

Information about the authors:

Olga V. Proskurina – Ioffe Institute, 194021 St. Petersburg, Russia; St. Petersburg State Institute of Technology, 190013

St. Petersburg, Russia; ORCID 0000-0002-2807-375X; proskurinaov@mail.ru

Ksenia I. Babich – Ioffe Institute, 194021 St. Petersburg, Russia; St. Petersburg State Institute of Technology, 190013 St.

Petersburg, Russia; ORCID 0009-0000-2239-7721; babich3111@gmail.com

Sofia M. Tikhanova – Ioffe Institute, 194021 St. Petersburg, Russia; St. Petersburg State Institute of Technology, 190013

St. Petersburg, Russia; ORCID 0000-0002-9239-5470; tihanova.sof@gmail.com

Kirill D. Martinson – Ioffe Institute, 194021 St. Petersburg, Russia; St. Petersburg State Institute of Technology, 190013

St. Petersburg, Russia; ORCID 0000-0001-9313-4267; martinsonkirill@mail.ru

Vladimir N. Nevedomskiy – Ioffe Institute, 194021 St. Petersburg, Russia; ORCID 0000- 0002-7661-9155;

nevedom@mail.ioffe.ru

Valentin G. Semenov – St. Petersburg State University, 26, Universitetsky Ave., Petergof, 198504 St. Petersburg, Russia;

ORCID 0000-0002-1530-7289; val sem@mail.ru

Rufat Sh. Abiev – Ioffe Institute, 194021 St. Petersburg, Russia; St. Petersburg State Institute of Technology, 190013 St.

Petersburg, Russia; ORCID 0000-0003-3571-5770; abiev.rufat@gmail.com

Victor V. Gusarov – Ioffe Institute, 194021 St. Petersburg, Russia; ORCID 0000-0003-4375-6388;

victor.v.gusarov@gmail.com

Conflict of interest: the authors declare no conflict of interest.



NANOSYSTEMS:

PHYSICS, CHEMISTRY, MATHEMATICS

Original article

Gatina E.N., Maslennikova T.P. Nanosystems:

Phys. Chem. Math., 2024, 15 (3), 380–387.

http://nanojournal.ifmo.ru

DOI 10.17586/2220-8054-2024-15-3-380-387

Formation of chrysotile nanotubes with titania in the internal channel

Elmira N. Gatina, Tatiana P. Maslennikova

I. V. Grebenshchikov Institute of Silicate Chemistry, St. Petersburg, Russia

Corresponding author: Elmira N. Gatina, gatina.en@iscras.ru

ABSTRACT The paper studies the influence of titanium-containing compounds on the formation of hydrosilicate

nanotubes under hydrothermal conditions. The possibility of titanium ions to enter the crystal structure, and

of titania the nanotube channel, has been analyzed. The influence of temperature on the ratio of compounds

forming under hydrothermal conditions was determined.

KEYWORDS nanoparticles, nanotubes, chrysotile, lizardite, morphology, hydrothermal synthesis, magnesium

titanate, anatase, rutile

ACKNOWLEDGEMENTS TEM was performed by D. A. Kirilenko (the Ioffe Institute) using the equipment of the

Joint Research Center ‘Materials science and characterization in advanced technology’ (Unique project iden-

tifier RFMEFI62117X0018). The present work was supported within the framework of the State Assignment

No. 1023032900322-9-1.4.3

FOR CITATION Gatina E.N., Maslennikova T.P. Formation of chrysotile nanotubes with titania in the internal

channel. Nanosystems: Phys. Chem. Math., 2024, 15 (3), 380–387.

1. Introduction

Both halloysite and chrysotile hydrosilicate nanotubes can be promising for use as fillers of composite materials [1–8],

as quasi-one-dimensional and nanotubular particles in modern devices, in technology and medicine [9–22], as well as pre-

cursors for the production of new materials [23–32]. Despite the existence of an extensive natural stock of nanotubular

halloysite and chrysotile particles [33], their synthetic analogues have a number of advantages. This refers primarily

to chrysotile nanotubes, since information on the synthesis of nanotubular halloysite is very limited. Apparently, the

synthesis of the halloysite Al2Si2O5(OH)4 compound free from other ions impurities was described for the first time

in [34]. The difficulties of synthesizing halloysite and the possibilities of overcoming them were analyzed in [35,36]. The

publication of [34] was followed by a number of works [18, 37–39], in which halloysite nanotubular particles were also

obtained. Theoretical aspects of the formation of crystalline nanotubular structures of any composition and structure were

discussed in detail in [40–46]. Still, experimentally, the synthesis of only chrysotile nanotubes of different composition

and morphology under different conditions and from different precursors has been studied in more detail [47–58]. There-

fore, studies of the behavior and properties of nanotubes depending on their composition, morphological and dimensional

parameters, use chrysotile hydrosilicate nanotubes, as a rule [59–61], the synthesis methods and conditions for which are

widely presented in the literature [62, 63]. One of the advantages of synthetic materials, including nanotubes, compared

to the use of natural raw materials, is the possibility of producing them with a strictly specified composition, morphology

and particle size [64, 65]. Another important advantage of synthetic analogs over natural chrysotile that should also be

noted is their significantly lower toxicity, which was shown in [66]. This advantage is especially important because the

toxicity of chrysotile often limits its practical use [67–71].

Chrysotile structure is characterized by the possibility of isomorphic substitution of cations in both the octahedral and

tetrahedral sublattices. This was noted in many works devoted to both natural minerals [72,73] and synthetically produced

nanotubes [48–58, 65, 74]. At the same time, the high specific surface area, the large thickness of the interlayer gaps, the

presence of channels which can also harbor impurity components [75–78], makes the answer to the question about the

impurity localization ambiguous, i.e. it can be localized either in the crystal structure (in the octahedral/tetrahedral cation

positions), inside the channels, in interlayers, or on the nanotube surface. Depending on their localization, impurity

components can affect the structure and properties of nanoparticles in various ways.

Titania may be of significant interest as a modifying additive in the synthesis of chrysotile nanotubes. In [25,79], the

titania component was introduced onto the surface of nanotubes by the molecular layering method. In [75,80,81] devoted

to the analysis of the natural chrysotile, it was proposed to consider Ti4+ ions as isomorphically substituting Mg2+ ions

localized in the octahedral sublattice. At the same time, a possibility of entrance of a very small amount of titanium ions

into the magnesium sublattice was pointed out.

In connection with the above reasons, it is relevant to study the nature of titania impurities localization during the

formation of hydrosilicate nanotubes under hydrothermal conditions, including the introduction of titanium-containing

additives in the form of various chemical compounds.
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2. Experimental

Compounds obtained from the interaction of MgO and TiO2 taken at 1:1 mole ratio were used as a titania additive for

the introduction into the reaction system. The solid-phase synthesis of the additive was carried out by heat treatment of a

mixture of MgCO3 (p.a.) and TiO2 (as Aldrich anatase). The initial components were mixed in a planetary mill, tablets

were pressed and calcinated sequentially at 850, 1100 and 1250 ◦C.

Magnesium hydrosilicate was synthesized under hydrothermal conditions in aqueous solutions of NaOH with a

0.23 M concentration, isothermal exposure for 24 hours at 300 and 350 ◦C, and ∼ 70 MPa. The components were taken

based on the chrysotile Mg3Si2O5(OH)4 stoichiometry (MgO:SiO2 = 3:2). MgO (p.a.) and SiO2 (large fine-porous gran-

ular silica gel, GOST 3956-76) were used as the starting components. Additionally, a pre-prepared titanium-containing

additive (calculated as about 6 wt. % in terms of titania) was introduced into the reaction medium.

The shape and size of nanoparticles and the nanotube channel filling parameters were determined using the trans-

mission electron microscopy (TEM) on a JEM 2100-F with an accelerating voltage Uac up to 200 kV. Dimensional

parameters, morphology and elemental analysis of the samples were also determined by scanning electron microscopy

(SEM) and EDX analysis performed on a Tescan Vega 3 SBH (Tescan, Czech Republic) with an EDX analysis attachment

(Oxford Instruments, England).

The phase ratio, crystal structure parameters, and crystallite size of the samples were determined using the X-ray

powder diffractometry data. These studies were carried out on a DRON-3M X-ray diffractometer (Bourevestnik Inno-

vation Center, Russia) in the reflection mode (Bragg–Brentano geometry) using CuKα radiation (λ = 1.54 Å, nickel

β-filter). The obtained data were processed and peaks identified using the DFWin software package and the ICDD PDF-2

database, as well as the Rietveld method, and the software described in [82].

The specific surface area was determined from the low-temperature adsorption data (BET method). Measurements

were made using a Nova 1200e instrument (Quantochrome).

3. Results and discussion

The X-ray diffraction pattern of a titanium-containing sample after heat treatment at 1250 ◦C shows that MgTi2O5,

MgTiO3, and MgO coexist in it as the main phases (Fig. 1). The ratio of the proportions of all the obtained compounds

calculated by the Rietveld method and presented in Table 1, made it possible to determine the Mg:Ti mole ratio as 54:46,

which, taking the error of X-ray analysis into account, is close to the (nominal) Mg:Ti ratio of 50:50 specified for the

synthesis.

FIG. 1. X-ray diffraction pattern of a sample of the titana additive after heat treatment at 1250 ◦C. The

data on the main compounds detected in the sample are presented as bar diagrams

The X-ray diffractometry data on samples after hydrothermal treatment indicate their multiphase nature; the main

peaks are indicated in Fig. 2. The phase ratio calculated from these diffraction patterns shows that the introduction of

even a small amount of titanium-containing additive (∼ 6 wt.% in terms of titania) into the reaction system significantly

affects the phase composition of the reaction products, which varies depending on the hydrothermal treatment temperature

(Table 2).
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TABLE 1. Phase composition of compounds after heat treatment at 1250 ◦C according to quantitative

X-ray analysis carried out using the software package [82]

Mg:Ti mole ratio (nominal ratio /

calculation based on X-ray

diffractometry data)

Phase composition according to X-ray diffractometry data, wt. % / mol. %

MgTiO3 TiO2 (rutile) MgTi2O5 Mg2TiO4 MgO

50:50 / 54:46 27.0 / 24.9 1.2/ 1.6 51.0 / 28.2 5.7 / 3.9 15.1 / 41.4

FIG. 2. X-ray diffraction patterns of samples Nos. 1, 2 and 3 (Table 2) after hydrothermal treatment.

The data on the main compounds detected in the samples are presented as bar diagrams

TABLE 2. Phase composition of samples Nos. 1, 2 and 3 after hydrothermal treatment under different

conditions (T , ◦C; P ≈ 70 MPa), according to X-ray diffractometry data

No. T , ◦C Mole ratio of compounds in reaction products, mol. %

Mg3Si2O5(OH)4
(chrysotile +

lizardite)

Mg3Si4O10(OH)4
(vermiculite)

MgSiO3 MgTiO3 MgTi2O5
TiO2

(rutile)

TiO2

(anatase)

1 350 100 — — — — — —

2 300 93.6 — 1.9 1.6 1.3 1.6 —

3 350 83.8 0.2 12.1 2.7 — 0.2 1.0

Note: sample No. 1 synthesized without addition of titania; samples Nos. 2 and 3 synthesized with the

introduction of a titanium-containing oxide additive (∼ 6 wt.% in terms of titania)
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Comparison of the data given in the Table 3, based on the nominal elemental composition of the samples and deter-

mined by different methods, shows their agreement within the error limits of the methods. Therefore, these data allows

us to assume that the elemental composition of the samples corresponds to the specified one.

TABLE 3. Mg:Si:Ti mole ratio

Sample No. Mg:Si:Ti mole ratio

Nominal
Calculated from the X-ray

diffractometry data
EDX

1 58:42:(–) 58:42:(–) (63±2):(37±2):(–)

2 57.2:38.9:3.9 59.5:39.3:1.2 —

3 57.2:38.9:3.9 58.7:39.7:1.5 (63.7±1.7):(36.0±1.6):(0.3±0.1)

The size of the rutile-structured titania crystallites calculated from the X-ray diffractometry data for the sample after

hydrothermal treatment at 300 ◦C, was about 8 nm. The sample obtained by hydrothermal treatment at 350 ◦C had rutile

crystallites of ∼ 160 nm, and the anatase-structured titania crystallites were about 3 nm.

The differences in the parameter values of unit cells of the chrysotile nanotubes in samples Nos. 1, 2 and 3 do

not exceed the error limits of the analytical method. This may be due to the extremely insignificant replacement of

magnesium and silicon cations in nanoscrolls with Ti4+ ions. This conclusion correlates with the data in [75, 80, 81], in

which the entrance of extremely few titanium ions in the magnesium sublattice of natural chrysotile was noted. The slight

replacement of magnesium ions with Ti4+ ions [75, 80, 81] can be associated with both the difference in their ionic radii

(RMg2+(VI) = 0.86 Å, RTi4+(VI) = 0.745 Å [83] and with the energy for charge compensation when Mg2+ ions are replaced

with Ti4+. At the same time, the possibility of some replacement of Si4+ with Ti4+ ions in the tetrahedral (silicon)

sublattice cannot be excluded, although a comparison of the ionic radii RSi4+(IV) = 0.40 Å with RTi4+(IV) = 0.56 Å [83]

shows their significant difference. The ionic radius of Ge4+ ions is known to be close to that of Ti4+ ions in the tetrahedral

position (RGe4+(IV) = 0.54 Å, RTi4+(IV) = 0.56 Å [83]), and [36] demonstrated the possibility of Si4+ cations replacement

with Ge4+ cations, and stabilization of the nanotubular structure of halloysite, structurally inverse with respect to the

chrysotile structure. Both options for the replacement of both magnesium and silicon ions with titanium ions in magnesium

hydrosilicate lead to the chrysotile structure destabilization due to a decrease in differences in the size of the octahedral

and tetrahedral sublattices and, consequently, to a decrease in the energy effect from the transformation of a flat layer

into a cylinder [40, 43]. Apparently, this is related to the fact that even a slight replacement of cations in the structure of

magnesium hydrosilicate with Ti4+ ions, which is poorly detected by changes in unit cell parameters, leads to a noticeable

increase in the lamellar forms of magnesium hydrosilicate according to X-ray diffraction patterns (Fig. 2).

A comparison of the results on the nanoscrolls length distribution, obtained from the scanning electron microscopy

data for samples with and without the introduced titanium-containing additive shows that the influence of the additive on

the nanoscrolls dimensional parameters is small. A similar statement applies to the effect of the hydrothermal treatment

temperature on the outer diameter distribution of nanoscrolls determined from the TEM data.

The TEM data (Fig. 3) show that the channel in a number of nanotubes is partially enriched in a substance containing

elements that are heavier than magnesium and silicon. Since only titanium acts as such an element in this case, it is natural

to conclude that it is the titanium-containing oxide that is located in the nanotube channel, and since the average crystallite

sizes of only titania (rutile-structured after hydrothermal treatment at 300 ◦C, and anatase-structured after hydrothermal

treatment at 350 ◦C) are comparable with the dimensions of the nanotube channel diameter (Fig. 3), then the nanotubes

are filled with titania. During hydrothermal treatment at 300 ◦C, titania nanoparticles have a structure of rutile with

an average crystallite size of about 8 nm. The particles in the channel have an elongated shape that repeats that of the

channel with average dimensions of length LTiO2 ≈ 37± 16 nm and width dTiO2 ≈ 14± 5 nm. For empty nanotubes, the

diameter of the internal space (d0) is ≈ 12 ± 3 nm. An increase up to 350 ◦C leads to the localization of the main part

of titana in the nanotube channel in the form of anatase with a crystallite size of about 3 nm, and a small part of titania

(rutile-structured, with crystallites of about 160 nm) outside the channel. The distribution of nanotubes with the channel

unfilled with titania according to their internal diameter is close to bimodal (Fig. 3). The average values of the internal

diameter size distribution of these tubes are d0(1) ≈ 17 ± 3 nm and d0(2) ≈ 9 ± 2 nm. The distribution of nanotubes

with a TiO2-filled channel according to the size of their internal diameter has a clearly defined bimodal character (Fig. 3)

with the internal diameter dTiO2(1) ≈ 17 ± 4 nm and dTiO2(2) ≈ 8 ± 1 nm. Anatase particles fill the channel in the form

of discontinuous inclusions with a length LTiO2 ≈ 42± 3 nm and a width corresponding to the size of the nanotube inner

diameter.

Titania-filled parts of nanotube channels alternate with the unfilled ones (see Fig. 3). Along with that, the characteris-

tic lengths of the titana-filled parts of nanotube channels (LTiO2) are comparable in length with the unfilled ones. It should
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FIG. 3. TEM image of nanotubes with a titania additive obtained under hydrothermal conditions at:

a) 300 ◦C and b) 350 ◦C, and the corresponding histograms of the length (LTiO2) distribution of nanotube

titania-filled parts, as well as histograms of the internal diameter distribution of the unfilled (d0), and of

the titania-filled (dTiO2) nanotubes

be noted that the length (LTiO2) distribution of the titana-filled parts of nanotubes becomes narrower with the increasing

temperature of hydrothermal treatment (Fig. 3). Taking into account the differences in the structural state (Table 2) and

sizes of titania crystallites in cases of hydrothermal treatment at 300 and 350 ◦C, it can be concluded that almost all

rutile-structured titania is localized inside the nanotube channel at 300 ◦C, while at 350 ◦C most of the titania in the form

of anatase is located inside the channel, and a smaller part of the rutile-structured crystallites sized at about 160 nm is lo-

cated outside the nanotube. Differences in the structural state of titania in nanotubes can apparently be associated with an

increase in the proportion of nanotubes with a smaller channel diameter with the increase in temperature of hydrothermal

treatment, since such changes in the size of spatial restrictions, as was shown in [84], lead to stabilization of the anatase

structure of titania.

It is interesting to note that the parameters of intermittent filling (LTiO2 values) of the nanotube channels with titania

correlate with the characteristic values of the size of chrysotile nanotube pre-nuclei [32, 85, 86] and with the values of

the size of crystallites of which the nanotubes consist, as a rule [87]. This may testify in favor of the aggregation-

accommodation mechanism [88] of nanoscrolls formation. It should be noted that the formation and stable existence of

the above-described formations can be considered as a synthesis of core-shell type structures, in which the core is titania

and the shell is a chrysotile nanotube [89, 90].

Some reduction in the specific surface area of samples obtained with the introduction of titanium-containing additives

during the synthesis of hydrosilicate nanotubes under hydrothermal conditions from SNo.1 = 58.9 m2/g for sample No. 1

to SNo.2 = 42.4 m2/g and SNo.3 = 47.3 m2/g for samples Nos. 2 and 3, respectively, can be associated both with the

formation of particles of the non-tubular structured compounds (Table 2) with small values of the specific surface area,

and with the filling of channels of some part of nanotubes with titania, which prevents the entrance of gas into this channel.

However, due to the small values these changes, they cannot be considered critical from the point of view of the use of

materials based on such nanotubes in the cases when variations in the specific surface area are not of great importance for

the effective functioning of the material.
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4. Conclusions

It has been shown that when magnesium titanates are used as an additive in the hydrothermal synthesis of chrysotile,

titania forms and localizes in channels of chrysotile nanotubes. At 300 ◦C of hydrothermal treatment, titania nanoparticles

have a rutile structure with an average crystallite size of about 8 nm. The particles in the channel have an elongated shape,

repeating that of the channel with average dimensions of length LTiO2 ≈ 37 ± 16 nm and width dTiO2 ≈ 14 ± 5 nm. An

increase in the temperature of hydrothermal treatment up to 350 ◦C leads to the localization of the main part of titania

in the nanotube channel in the form of anatase with the crystallite size of about 3 nm, and of a small part of titania

outside the channel, with the rutile structure and the crystallite size of about 160 nm. Anatase particles fill the channel as

discontinuous formations with sizes LTiO2 ≈ 42± 3 nm, dTiO2(1) ≈ 17± 4 nm, and dTiO2(2) ≈ 8± 1 nm.
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ABSTRACT Two strategies for synthesis of copper-modified composite photocatalysts based on graphitic car-

bon nitride and titanium dioxide for hydrogen evolution reaction are presented. The first one is based on the

mechanical dispersion of separately prepared g-C3N4 and commercial TiO2 (Evonik P25), modified with cop-

per. Another approach is co-calcination of melamine and commercial TiO2 with subsequent modification by

copper. The samples were characterized using X-ray diffraction (XRD), UV-vis diffuse reflectance spectroscopy

(UV-vis DRS), X-ray photoelectron spectroscopy (XPS), and high-resolution transmission electron microscopy

(HRTEM). The synthesized photocatalysts were tested in hydrogen evolution from glucose aqueous solution

under visible light irradiation (440 nm). The largest photocatalytic activities met 235 and 259 µmol·g−1·h−1,

corresponding to the first and the second photocatalyst series, respectively. The most active photocatalyst

from the first series 1 wt.% g-C3N4/1 wt.% CuOn/TiO2 maintained its hydrogen production rate during a 6-hour

cyclic stability test.

KEYWORDS photocatalysis, photocatalytic H2 production, biomass photoreforming, glucose photoconversion,

composite photocatalysts, titanium dioxide, graphitic carbon nitride, visible light irradiation
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1. Introduction

To overcome the energy shortage and ensure the sustainable development of mankind, the use of hydrogen as an

energy carrier rather than traditional fuels is considered to be the most reasonable trend. Despite the fact that hydrogen

is mainly produced from non-renewable sources such as coal and natural gas, more attention must be paid to the use

of renewable energy sources. The promising approach is the photoreforming of biomass. Its key advantages are sim-

plicity, low operating cost, non-requirement of high pressure and temperature during the treatment and wide variety of

catalysts [1, 2]. Moreover, this technique is not only based on solar energy inputs and inexhaustible biomass substrates,

but could use the byproducts from industrial biomass conversion, e.g. alcohols (methanol, ethanol, glycerol, isopropanol),

carboxylic acids (lactic, formic, acetic) mono-, di- and polysaccharides [3–11]. Although biomass-derived products

have long been utilized as an energy source, they are often used for hydrogen production through high-energy consuming

thermochemical or low-efficiency biorefinery processes. Therefore, developing an effective photoreforming process does

remain of the great demand.

Titanium dioxide being one of the best n-type semiconducting and widely studied photocatalysts has been employed

for various applications [12–14]. Providing its strong oxidizing and moderate reducing abilities, the band structure of

TiO2 limits its activity within the UV range. To shift its light absorption edge to a greater wavelength region, the use is

made of visible light sensitive semiconductors. This helpful strategy is to obtain the heterostructure, which contains TiO2

and some narrow-band gap semiconducting material intimately connected. The formation of heterojunction between two

semiconductors leads to increased charge separation and, therefore, to higher light absorption efficiency [15–17].

Among the vary of prospective narrow band semiconductors [18, 19], graphitic carbon nitride g-C3N4 is believed to

be a promising candidate. Its narrow band gap (2.7 eV) and the strongly negative conduction band position (−1.3 eV

vs. NHE) make g-C3N4 an effective material for proton reduction with hydrogen formation under visible light [20–22].

In comparison with traditional photocatalysts being active under visible radiation – metal chalcogenides, the important

advantages of g-C3N4 are non-toxicity and outstanding chemical and thermal stability (up to 600 ◦C) [23]. As many other

© Kharina S.N., Kurenkova A.Yu., Saraev A.A., Gerasimov E.Yu., Kozlova E.A., 2024



Copper-modified g-C3N4/TiO2 nanostructured photocatalysts for H2 evolution from glucose aqueous solution 389

pristine semiconductors g-C3N4 suffers from the fast charge-carrier recombination, which restrains its application. To

increase the life time of photogenerated charge carriers, a lot of efforts has been made to synthesize the composites based

on g-C3N4 and wide bandgap semiconductors such as TiO2. Such strategy allows one to promote the charge separation

and increase their lifetime.

There are multiple photocatalytic applications where g-C3N4/TiO2 is utilized [24], with H2 production being among

them. For instance, Hongjian [16] fabricated g-C3N4/TiO2 by ball-milling, after than 0.5 wt.% Pt cocatalyst was pho-

todeposited on the composite. The photocatalyst 50 % g-C3N4/TiO2 has demonstrated the greatest H2 production rate

(22.4 mol·h−1), which is twice as higher as unmodified g-C3N4. Another effective technique to modify semiconductor

photocatalyst and increase the life time of photogenerated electrons and holes is the deposition of metal particles, such

as Pt, Ni, Cu, etc., which act as electron mediators between two semiconductors. Bo Chai and colleagues [15] have

developed g-C3N4/Pt/TiO2 nanocomposite via a facile chemical adsorption followed by a calcination process. As a sac-

rificial agent the use was made of triethanolamine (TEOA) – one of the most effective electron donors for g-C3N4-based

photocatalysts. The results have revealed the H2 production rate rising with the increasing of g-C3N4 content and the

activity reaching the maximum – 178 µmol·h−1 for the photocatalyst, which contains 30 % g-C3N4 loaded on Pt/TiO2. A

comprehensive study [17] has been carried out on ternary CdS/TiO2/g-C3N4 composites applied both in H2 evolution and

dye degradation processes. The authors have reported that the system accomplishes an S-scheme heterojunction, which

leads to enhanced photocatalyst activity compared to the individual components.

Despite the examples mentioned above, there is still insufficient information on studies that aim to expand the appli-

cation area of g-C3N4 and its activation for photocatalytic H2 production from biomass components. The article presented

compares two different synthetic approaches for composite photocatalysts based on g-C3N4 and TiO2 for H2 generation

from glucose aqueous solutions under visible light irradiation (440 nm). The main purpose of this work is to determine

the effect of g-C3N4 loading on the photocatalytic activity of TiO2 under visible light. Additionally, two synthetic strate-

gies are proposed and their comparison is discussed herein. In our previous study [25] the influence of copper cocatalyst

particles dispersed on TiO2 was comprehensively discussed and it was found that CuOn (n = 0.5 – 1) enhanced the pho-

tocatalytic H2 evolution rate over TiO2-based photocatalysts. In the present work, the CuOn cocatalyst was used as well.

Two series of nanostructured composites have been synthesized. The first one has been made through the mechanical

dispersion of g-C3N4 and copper-modified TiO2. To compare, the second series has been obtained by calcining melamine

and TiO2 mechanical mixture followed by copper deposition.

2. Experimental section

2.1. Photocatalyst characterization

The photocatalysts were analyzed by X-ray diffraction (XRD), UV-vis spectroscopy, X-ray photoelectron spec-

troscopy (XPS), and high-resolution transmission electron microscopy (HRTEM).

XRD pattern of the g-C3N4 was obtained using a D8 ADVANCE diffractometer equipped with a LYNXEYE linear

detector (Bruker AXS GmbH, Karlsruhe, Germany) at room temperature in the 2θ of 10 – 60◦ with a step of 0.05◦

with Ni-filtered CuKα radiation (λ = 1.5418 Å). Diffuse reflectance UV-vis spectra were recorded using a UV-2501

PC spectrophotometer with an ISR-240A diffuse reflectance unit (Shimadzu, Kyoto, Japan). The morphology of the

photocatalysts was studied by HRTEM using a ThemisZ electron microscope (Thermo Fisher Scientific, Waltham, MA,

USA) at an accelerating voltage of 200 kV. The study of the chemical composition of the photocatalysts was carried out

by XPS on an electronic spectrometer SPECS SurfaceNanoAnalysis GmbH (Germany). The spectrometer was equipped

with a PHOIBOS-150-MCD-9 hemispherical analyzer, an XR-50 characteristic X-ray source with a double Al/Mg anode.

Non-monochromatic MgKα radiation (hν = 1253.6 eV) was used to record the spectra. To take into account the effect

of charging the samples, we used the position of the peak corresponding to titanium dioxide (E(Ti2p3/2) = 458.7 eV).

2.2. Synthesis of the photocatalysts

In order to synthesize the photocatalysts, all chemicals were taken in analytical grade without any additional purifi-

cation.

2.2.1. TiO2 pretreatment. TiO2 samples were obtained using commercially available Evonik P25. Evonik P25 (0.500 g)

was placed in a crucible and calcined at 600 – 750 ◦C for 3 h at a heating rate of 3 ◦C·min−1. The resulting powder was

then collected and ground thoroughly in a ceramic mortar.

2.2.2. g-C3N4 synthesis. Melamine was used as a precursor for graphitic carbon nitride formation via thermal conden-

sation process. 20 g of melamine to be loaded in a covered crucible was heated to 600 ◦C at a rate of 10 ◦C·min−1 and

held for 2 h. The yellow powder was ground in mortar for the further usage.
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2.2.3. 1st series of composite photocatalysts. The first series of photocatalysts were obtained by copper deposition on

the TiO2 surface and subsequent dispersing it with g-C3N4. Copper loading (1 and 5 wt.%) was carried out via chemical

precipitation route. A 0.1 M Cu(NO3)2 aqueous solution was added to proper amounts (495 and 475 g) of calcined or

pristine TiO2 and stirred for 1 hour. An excess of NaBH4 aqueous solution was appended and the mixture was stirred for

1.5 hours followed by washing with deionized water and centrifugation. The damp precipitate was then dried at 60 ◦C in

air during 12 hours. The samples containing 1 wt.% of CuOn (n = 0.5 – 1) and TiO2 calcined at different temperatures

were separated off to investigate their photocatalytic properties. Further, 1 and 5 wt.% of g-C3N4 was mixed with 1 or

5 wt. % CuOn/TiO2-750 in acetone and kept under constant stirring at 50 ◦C for 60 minutes to obtain particles distributed

homogeneously. Then the suspension was heated on a water bath until acetone evaporated and dried at 60 ◦C in air for

12 hours. The first series of composites was referred to as X-CN/Y-Cu/TiO2-750 (where X and Y represent weight content

of g-C3N4 and CuOn respectively).

2.2.4. 2st series of composite photocatalysts. To obtain the second photocatalyst series, melamine and TiO2-750 were

mixed and ground in a mortar with mass ratios (wt. %) melamine : TiO2 ranging from 10 : 90 to 50 : 50. The mixture was

calcined under the same thermal treatment conditions as described above. Following the calcination, 1 wt. % of copper

was deposited on the composite surface using the method mentioned in the previous paragraph. The composites were

labelled as 1-Cu/X-M/TiO2-750, where X represents the weight percentage of melamine.

2.3. Photocatalytic experiments

The photocatalytic activity tests were carried out in a glass reactor containing the quartz window and the sampler to

analyze the gas phase (Fig. 1). The reaction mixture was obtained by suspending 50 mg of the photocatalyst in 100 ml

0.1 M glucose aqueous solution. Prior to each experiment, the reactor was purged with argon for 20 minutes to remove

oxygen in the gas phase. The use was made of the commercially available visible light LED (440 nm, 580 mW·cm−2)

placed on a distance of 1 cm away from the quartz window. Also, the rate of H2 evolution on the most active photocatalyst

was studied under AM1.5G illumination using a sunlight simulator “Pico” (G2V Optics, Canada). Gas phase analysis was

carried out using a gas chromatograph CHROMOS GC-1000 equipped with a thermal conductivity detector and a NaX

zeolite column to determine the amount of H2 evolved quantitatively.

FIG. 1. Scheme of set-up for photocatalytic activity test. 1 – magnetic stirrer, 2 – stir bar, 3 – reaction

suspension, 4 – glass reactor, 5 – sampler, 6 – quartz window, 7 – LED, 8 – power supply.

3. Results and discussions

3.1. Catalysts characterization

The photocatalyst synthesized were characterized by X-ray diffraction (XRD), diffuse reflectance spectroscopy (DRS),

X-ray photoelectron spectroscopy (XPS), high-resolution transmission electron microscopy (HR TEM) and high-angle

annular dark-field scanning transmission electron microscopy (HAADF-STEM).

The X-ray diffraction pattern of the synthesized g-C3N4 shown in Fig. 2a demonstrates two characteristic peaks at

2θ = 12.8◦ and 27.8◦, which corresponds to the (210) and (002) crystal planes, respectively. The signal attributed to

periodic stacking of triazine units is indicated as (210), thus suggesting that g-C3N4 forms a rhombic structure rather than

a hexagonal structure.
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FIG. 2. a) XRD patterns of g-C3N4; b) Cu2p core-level spectra of photocatalysts. The spectra are

normalized to the integral intensity of the corresponding Ti2p spectra.

The state and relative concentrations of elements in the surface layer of photocatalysts were analyzed by XPS (Ta-

ble 1). At the survey spectra of the catalysts, peaks corresponding to Cu, Ti, N, C and O were found. The peaks related to

g-C3N4 cannot be identified in the spectrum of C1s carbon due to the low concentration of g-C3N4 in the photocatalysts

studied and the presence of carbon impurities from the atmosphere. The g-C3N4 content was estimated based on analysis

of the N1s spectrum. It is worth noting that the near-surface layer of the photocatalyst 1-CN/1-Cu/TiO2-750 contains a

larger amount of nitrogen compared to the sample 1-Cu/25-M/TiO2-750. At the same time, the concentration of copper on

the surface, on the contrary, is higher in the case of 1-Cu/25-M/TiO2-750. The g-C3N4 concentration in these photocata-

lysts may indeed differ due to different syntheses, however, since copper is deposited using the same method, its content

in the volume of photocatalysts should be the same. It can be concluded that, in the case of the 1-CN/1-Cu/TiO2-750

sample, the copper particles are partially shielded by g-C3N4; while in the 1-Cu/25-M/TiO2-750 photocatalyst, copper is

predominantly located on the surface of the photocatalyst.

TABLE 1. Relative atomic concentrations of elements in the surface area of the photocatalysts and N1s,

Cu2p3/2, and Ti2p3/2 binding energies

Photocatalysts [N]/[Ti] [Cu]/[Ti]
Cu0/1+,

%

N1s Cu2p3/2 Ti2p3/2

C–N=C (C)3-N N–H Cu0/1+ Cu2+ TiO2

1-CN/1-Cu/TiO2-750 0.11 0.07 50 398.7 400.0 401.1 932.7 934.5 458.7

1-Cu/25-M/TiO2-750 0.04 0.22 20 398.7 400.0 401.1 932.7 934.5 458.7

The Cu2p spectra demonstrates the presence of copper in the Cu2+, Cu+, and/or Cu0 states (Fig. 2b). The Cu2p

core-level spectrum of both shows two intense Cu2p3/2 and Cu2p1/2 peaks at 932.7 and 952.7 eV and corresponding

core-level satellite peaks at 941.1 – 943.8 eV and 962.1 eV, respectively. The presence of satellite peaks is observed for

Cu2+ state, while Cu2p spectrum of Cu0/1+ does not have the satellite peaks [26, 27]. The Cu2p3/2 peak at 932.7 eV

corresponds to copper in the metallic and/or Cu1+ state. Due to the close binding energies of the corresponding Cu2p3/2

peaks, it is quite difficult to distinguish the Cu0 and Cu1+ state by XPS technique [26, 28].

The UV-vis diffuse reflection spectra and Tauc plots of the photocatalysts are shown in Fig. 3. To plot the absorption

spectra in Tauc coordinates the adsorption coefficient F(R) was found from the DRS data using the Kubelka–Munk

equation [25] (1):

F (R) =
(1−R)2

2R
, (1)

where R is the reflection coefficient of the sample. When comparing the spectra of 1 % CuOn/TiO2 and pure TiO2

(Fig. 3a), it is evident that the absorption edge of 1 % CuOn/TiO2 has shifted to the long-wavelength region and the

reflection decreases within the 500 – 800 nm. Such effect suggests that the separation of photogenerated electron-hole

pairs in the CuOn/TiO2 heterojunction has been effectively improved [29–31]. Notably, there is almost no difference

observed between 1-CN/1-Cu/TiO2 and 1-Cu/25-M/TiO2. The composites reflectance spectra are characterized by a
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FIG. 3. (a) UV-VIS spectra for the TiO2, g-C3N4, 1 % CuOn/TiO2, 1-CN/1-Cu/TiO2-750 and 1-Cu/25-

M/TiO2-750 and (b) Tauc plots for the TiO2 and g-C3N4

greater redshift compared with 1 % CuOn/TiO2. The results obtained consider, that modifying TiO2 with a small amount

(1 – 2 wt.%) of narrow band semiconductors enhances light harvesting and promotes photocatalytic activity under visible

light irradiation.

The study of morphology of the 1-CN/1-Cu/TiO2-750 photocatalyst showed that the composite consists of well-

crystallized TiO2 polyhedrons covered with copper nanoparticles and 2D nanosheets of g-C3N4 (Fig. 4a,b). Due to the

fact that copper deposition has been followed by composite synthesis, g-C3N4 surface is copper-free. The size of TiO2

particles is in the range of 20 – 200 nm, while copper particles have a narrow particle size distribution not exceeding

the value of 5 nm (Fig. 4c). The photocatalyst microstructure was investigated in details using EDS elemental mapping.

Despite the tendency of g-C3N4 layers to stick together, the EDS analysis (Fig. 4d,e,f) shows that the elements are

uniformly distributed across the entire catalyst surface.

FIG. 4. TEM images and HAADF analysis with EDS of 1-CN/1-Cu/TiO2-750

Although, different synthetic processes have been applied, the morphology of 1-Cu/10-M/TiO2-750 (as shown in

Fig. 5) resembles one for 1-CN/1-Cu/TiO2-750. As the sample discussed previously, 1-Cu/25-M/TiO2-750 has well-

distinguished particles with an average diameter from 20 to 200 nm. The TEM image (Fig. 5c) displays some CuOn

nanoparticles (with average diameter of less than 5 nm) adsorbed onto the photocatalyst surface. Due to visually unre-

solved crystal structure in the Fig. 5c, the photocatalyst surface is believed to consist of TiO2 in intimate contact with

g-C3N4 and CuOn hemispheres on top. Moreover, g-C3N4 is clearly seen to have extended nanosheet morphology as
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FIG. 5. TEM images and HAADF analysis with EDS of 1-Cu/25-M/TiO2-750

presented in Fig. 5b. Finally, HAADF analysis with elemental mapping demonstrates uniformly distribution of CuOn and

g-C3N4 particles on the TiO2 surface.

3.2. Photocatalytic activity

At the beginning, synergistic effect of TiO2 modification with g-C3N4 and copper cocatalyst was investigated. The

activities of unmodified TiO2, 1 wt.% Cu/TiO2, 1 wt.% g-C3N4/TiO2, and 1 wt.% g-C3N4/1 wt.% Cu/TiO2 photocatalysts

were tested in the H2 evolution reaction from glucose solution under visible light irradiation (440 nm). The deposition

of g-C3N4 and copper leads to a decrease in the rate of H2 evolution compared to unmodified TiO2, probably due to a

decrease in the adsorption of glucose on the surface of the photocatalyst (Fig. 6a). However, the co-deposition of both

g-C3N4 and CuOn on the TiO2 surface promotes the rate of H2 evolution. This synergistic effect is caused by an increase

in light absorption by the composite photocatalyst and an increase in the lifetime of photogenerated charge carriers.

In the previous works, we studied the effect of calcination of TiO2 on photocatalytic activity and showed that heat

treatment in some cases leads to an increase in the activity of the photocatalyst [32]. Therefore, further for the synthesis

of composite photocatalysts, TiO2 was calcined at 750 ◦C.

The first series of photocatalysts was tested in the photocatalytic H2 production from glucose aqueous solution. The

results obtained are summarized in the Fig. 6b and Table 2. The maximum activity of 235 µmol·h−1·g−1 is achieved

for 1-CN/1-Cu/TiO2-750, considering the variation of g-C3N4 content. Further increasing the g-C3N4 loading up to

5 wt.% causes a decline in activity to 174 µmol·h−1·g−1. Additionally, an increase in copper loading results in a decrease

in the H2 production rate, consistent with the earlier study [25]. However, the activity of all composite photocatalysts

significantly exceeds the activity of commercial TiO2.

FIG. 6. Photocatalytic activity of the first photocatalyst series depending on copper and g-C3N4 amount
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To investigate the impact of the synthetic method on photocatalyst activity, we examined the second series of com-

posites under the same conditions (Fig. 7). Starting with the equal melamine: TiO2 ratio, the H2 production rate increases

from 172 up to 259 µmol·h−1·g−1 (Table 2) for 1-Cu/50-M/TiO2 and 1-Cu/25-M/TiO2, respectively. However, decreas-

ing the melamine content may slightly depress the photocatalytic activity. The trend involved is observed for the previous

photocatalyst as well. When g-C3N4 content raised, it covers the large portion of TiO2 surface and impedes the glucose

adsorption due to low affinity. The samples, corresponding to 10 and 25 wt.% melamine content before calcination, ex-

hibit 243 and 259 µmol·h−1·g−1, respectively. These values are comparable to each other and indicate that the samples

are among the most prominent photocatalysts in the series concerned.

FIG. 7. Photocatalytic activity of the second photocatalyst series depending on melamine: TiO2 mass

ratio. Photocatalysts: 1-Cu/X-M/TiO2-750.

The rate of H2 evolution under the solar light was determined using the most active photocatalyst 1-Cu/25-M/TiO2-

750 (Table 3). Its activity is on par with other data in the literature and is inferior only to data obtained using a more

powerful light source. In addition, it is worth noting that this photocatalyst does not contain expensive platinum group

metals and can be synthesized from available precursors. The synthetic approach proposed in the work can significantly

reduce the cost of the generated H2 solar fuel.

3.3. Photocatalytic stability test

In our previous work, it has been established for CuOn/TiO2 photoactivity that it is fluctuant and dramatically de-

creases under long-term light irradiation [38]. To test the impact of g-C3N4 loading on the catalyst stability, we are to

screen the 1-CN/1-Cu/TiO2-750 in cyclic experiments. As shown in Fig. 8, the H2 amount on 1-CN/1-Cu/TiO2-750 does

not lower significantly after each cycle and the rate of H2 evolution is the same within the experimental error. It is worth

mentioning that the addition of g-C3N4 allows increasing the stability of copper-modified TiO2, if compare to the previous

study. Thus, this fact suggests composite heterostructure with g-C3N4 being responsible for enhanced reusability of the

catalyst.

FIG. 8. Photocatalytic stability test: the kinetic curves of H2 production (a), the dependence of H2

generation rate on cycle number (b)
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TABLE 2. Activities of the photocatalysts synthesized

Photocatalyst Designation W(H2), µmol·g−1·h−1

TiO2 unmodified 28

1st series of photocatalysts

1 % g-C3N4 |1 % CuOn |TiO2-750 1-CN/1-Cu/TiO2-750 235

5 % g-C3N4 |1 % CuOn |TiO2-750 5-CN/1-Cu/TiO2-750 174

1 % g-C3N4 |5 % CuOn |TiO2-750 1-CN/5-Cu/TiO2-750 172

5 % g-C3N4 |5 % CuOn |TiO2-750 5-CN/5-Cu/TiO2-750 166

2st series of photocatalysts

1 % CuOn |g-C3N4 |TiO2-750

(melamine : TiO2 = 10 : 90)
1-Cu/10-M/TiO2-750 243

1 % CuOn |g-C3N4 |TiO2-750

(melamine : TiO2 = 20 : 80)
1-Cu/20-M/TiO2-750 222

1 % CuOn |g-C3N4 |TiO2-750

(melamine : TiO2 = 25 : 75)
1-Cu/25-M/TiO2-750 259

1 % CuOn |g-C3N4 |TiO2-750

(melamine : TiO2 = 30 : 70)
1-Cu/30-M/TiO2-750 202

1 % CuOn |g-C3N4 |TiO2-750

(melamine : TiO2 = 35 : 50)
1-Cu/35-M/TiO2-750 181

1 % CuOn |g-C3N4 |TiO2-750

(melamine : TiO2 = 50 : 50)
1-Cu/50-M/TiO2-750 172

TABLE 3. The comparison of activity values of the photocatalysts based on g-C3N4 and TiO2 with

previously published data on H2 photogeneration from a glucose solution

No. Photocatalyst
Conditions W(H2),

µmol·g−1·h−1 Article

C0(glucose)
C(catalyst),

g·L−1 Light source

1 1-Cu/25-M/TiO2-750 0.1 M 0.5
Simulated solar light

(AM1.5G, 100 mW/cm2)
295

Present

work

2 3 wt. % Pt/O-g-C3N4 0.1 M 0.25
Simulated solar light

(500 W/m2)
870 [33]

3 0.5 wt. % Pd/TiO2 0.5 g·L−1 0.5
LED, 375 – 380 nm,

1.5 W/m2 590 [34]

4 2 wt. % PtAu/g- C3N4

0.16 M

(pH = 13)
0.3

Xenon lamp

(350 – 800 nm, 170 mW/cm2)
2370 [35]

5 W- and N-doped Pt-TiO2 1 mM 1.0 Natural solar irradiation 1000 [36]

6 Cd0.8Zn0.2S/Au/g-C3N4 0.1 M 0.5 Xenon lamp (λ > 420 nm) 123 [37]



396 S. N. Kharina, A. Yu. Kurenkova, A. A. Saraev, E. Yu. Gerasimov, E. A. Kozlova

4. Conclusion

This work proposed and investigated new photocatalysts based on TiO2 and g-C3N4 for H2 production from glu-

cose aqueous solution under visible radiation (440 nm) and solar light (AM1.5G). Two series of photocatalysts were

synthesized: one by mechanically dispersing g-C3N4 with TiO2 and the other by co-calcinating melamine and TiO2. The

structure and properties of photocatalysts were established using the complex of physicochemical methods. The deposi-

tion of CuOn and g-C3N4 particles on the TiO2 surface was shown to alter its optical properties, resulting in a redshift

of the absorption edge. Photocatalytic experiments were conducted to test the H2 evolution rate over the samples ob-

tained. The first series had a maximum rate of 235 µmol·h−1·g−1, while the second series – 259 µmol·h−1·g−1 (440 nm),

corresponding to 1-CN/1-Cu/TiO2-750 and 1-Cu/25-M/TiO2-750, respectively. The cyclic stability tests of the 1-CN/1-

Cu/TiO2-750 showed the rate of photocatalytic H2 evolution kept the same during 4 cycle of experiments. Thus, in this

work, active and stable photocatalysts were proposed for the production of H2 under the solar light. It is worth noting

that these photocatalysts could be obtained from inexpensive and available precursors such melamine, copper nitrate, and

commercial TiO2.
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P. 891–902.

[35] Ding F., Yu H., Liu W., Zeng X., Li S., Chen L., Li B., Guo J., Wu C. Au-Pt Heterostructure Cocatalysts on g-C3N4 for Enhanced H2 Evolution

from Photocatalytic Glucose Reforming. Mater. Des., 2024, 238, 112678.
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ABSTRACT Nickel sulfide (NiS) nanostructures were synthesized by simple and low-cost hot injection method

(HIM). The effects of sulfur concentration on the compositional, morphological, optical and structural prop-

erties of NiS nanoparticles were investigated in detail. The X-ray diffraction pattern confirms the formation

of NiS nanoparticles without any impurities. The Raman spectra show the presence of NiS active modes in

the synthesized material prepared at different sulphur concentration. The electrochemical performance of the

synthesized NiS powder was estimated through cyclic voltammetry, galvanostatic charge-discharge, and elec-

trochemical impedance spectroscopy in KOH electrolyte. The specific capacitance (CS) of the NiS powder

electrode was measured with the three-electrode method, and it confirms the maximum CS of 315.8 F/g at a

scan rate of 5 mVs−1. The calculated value of energy density and power density of the NiS powder electrode

is 3.324 WhKg−1 and 199 WKg−1 respectively at a lower current density. Present study provides a simple and

low-cost HIM is capable for controlling the structural, optical, and morphological properties of nickel sulfide

series, which would be of great potential for the synthesis of other metal sulfides.

KEYWORDS nickel sulfide, nanoparticles, nanostructures, electrochemical measurements, supercapacitor, hot

injection method
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1. Introduction

The development of efficient, clean and high-performance energy storage systems is a basic need of the community.

There are different energy storage systems like batteries, fuel cells, supercapacitors etc. among them supercapacitors have

attracted much attention due to their excellent electrochemical performance. The supercapacitors are significant part of

energy storage systems due to its outstanding properties like high power densities, fast charge-discharge rates, relatively

low costs, long operational life, and environmental friendliness. Moreover, the supercapacitor possesses more energy

and power density as compared with rechargeable lithium batteries. Supercapacitors have been extensively used in many

fields including electronics, defense, transportation, communications etc. To develop high-performance supercapacitors,

good choice of electrode materials is important. It is the key parameter for the capacitance performance in the energy

storage device applications [1]. So, the synthesis of novel materials using low-cost techniques along with higher specific

capacitance and power densities is a challenge for many researchers. Hence, there is a strong inspiration to search inex-

pensive and promising alternative electrode materials for supercapacitor applications. The metal oxides/metal hydroxides,

conductive polymers, carbonaceous materials etc. have been used to construct supercapacitor electrodes [2–4]. The high

resistivity of metal oxides affects the storing capacities and cyclic performance. Various conducting polymers have been

utilized for the fabrication of supercapacitor electrodes but they have poor cyclic stability. Nowadays, transition metal

sulfides like NiS, CoS, CuS, ZnS etc. have attracted more attention in energy applications because of their excellent

properties such as high electrical conductivity, better electrochemical stability, eco-friendly nature, and low-cost [5].

Among all the existing electrode materials, transition metal sulfides have been studied more due to their excellent

electrical properties and capacity to exhibit various redox states [6–9]. Among the transition metal sulfides, NiS has made

more interest due to its superior properties such as high electron conduction, low cost, rich chemical composition, natural
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abundance, environmental benignity, ease of fabrication and low toxicity [10–13]. Thus, due to its outstanding properties,

nickel sulfide has been widely used in rechargeable lithium batteries, infrared detectors, hydro sulfurization catalysis, pho-

toconductive material, dye-synthesized solar cells, solar energy storages etc. [14]. There are several methods used for the

synthesis of nickel sulfide which includes high temperature solid state and vapour phase reaction [15], hydrothermal [16],

solvothermal [17], microwave radiation [18], sonochemical method [19] etc. In solvothermal and vapor phase, process

requires high temperature; in this method, it is difficult to get a controlled NiS phases. In the hydrothermal method, other

phases are created in the synthesized material. In this work, we have synthesized device quality NiS nanoparticles at dif-

ferent sulphur concentrations by using a locally fabricated hot injection system, particulars of which have been explained

elsewhere [20].

2. Experimental

2.1. Materials

Oleylamine (OAm, 70 %), nickel nitrate hexahydrate (Ni(NO3)2·6H2O, 99.999 %), sulphur powder (S, 99.98 %), ace-

tone (99.9 %), toluene (99 %) and isopropanol (IPA, 99.5 %) were used for NiS synthesis with the purity level mentioned

in parenthesis. The chemicals mentioned above used for the synthesis of nickel sulfide were procured from Sigma-Aldrich

and used without further filtering and processing.

2.2. Synthesis of high-quality NiS nanoparticles

The colloidal NiS nanoparticles were synthesized by the hot injection method. The oleylamine is used as a solvent,

surfactant and capping ligand. In a 100 mL three naked glass flask, 0.2 molar nickel nitrate hexahydrate [Ni(NO3)2 ·6H2O]

and 15 mL of oleylamine were added. The one end of three naked flasks is connected to alternately vacuum and argon

gas balloon, the other end is used for injecting sulfur and the third end is used for thermocouple to measure reaction

temperature. The resultant solution was constantly stirred using a magnetic stirrer and heated to a steady temperature of

140 ◦C in an alternate vacuum and argon gas environment to remove moisture and air from the reaction zone. Once the

Ni-Oleyamine complex turned into the light brown-black solution, the reaction temperature was raised to 210 ◦C and kept

constant for an hour, as the required crystal size and morphology depend on the temperature of the reaction.

Meanwhile, another solution was prepared, for which one molar sulphur powder was mixed with 5 mL oleylamine,

which is named as S-Oleyamine solution. The S-Oleyamine solution was stirred and heated at 80 ◦C for 45 minutes.

The resulting heated S-Oleyamine solution was rapidly injected into the preheated Ni-Oleylamine complex solution. The

resulting mixture was heated to 210 ◦C for 30 minutes, getting a homogeneous blackish solution. All reactions were

carried out in alternate vacuum and argon gas atmospheres. After that the three-necked glass flask was kept in a cold

water bath to cool the reaction mixture. The same experiments were repeated in this set for 2 and 3 molar sulphur

concentrations. The 1, 2 and 3 molar sulphur concentration means 1, 2 and 3 molar sulphur powder was mixed with 5 mL

oleylamine.

The NiS nanoparticles are dispersible in organic solvents such as toluene and isopropanol, so 5 mL of toluene and

40 mL of isopropanol were added in resulting mixture to precipitate the NiS nanoparticles. The precipitate was recovered

by centrifugation at 3000 rpm to yield colloidal black NiS nanoparticles. The isopropanol and toluene were used to remove

polar and non-polar impurities respectively. The colloidal NiS nanoparticles were annealed at a temperature of 350 ◦C for

one hour. Finally, NiS powders were taken out for characterization and confirmation. Fig. 1 shows the schematic for the

synthesis of NiS powder.

2.3. Characterization

The structural properties of NiS nanoparticles were confirmed from the XRD pattern recorded on a Bruker D8 ad-

vanced diffraction meter with CuKα radiation at a wavelength of λ = 1.54 Å. The optical properties of synthesized mate-

rials were confirmed from a UV-Vis spectrophotometer (Jasco, model V-670) in the wavelength range of 200 – 1400 nm.

Scanning Electron Microscopy (SEM) (JEOL-6360-LA instrument) is used for the study of surface morphology. The

elemental compositions were confirmed from Energy Dispersive X-ray Analysis (EDAX). The Raman Spectroscopy is

used to identify active modes of Nis nanoparticles and it is recorded with a Renishaw Raman Microscope with argon

laser at 532 nm in the 200 – 900 cm−1 range. The bonding configurations in the materials were confirmed from Fourier

Transform Infrared Spectroscopy (FTIR) (Jasco, 6100-type A) in the range 400 – 4000 cm−1. The electrochemical per-

formance of synthesized NiS powder electrode was estimated by cyclic voltammetry, galvanostatic charge-discharge and

electrochemical impedance spectroscopy.

3. Results and discussion

3.1. XRD Analysis

The X-ray diffraction patterns of the nickel sulfide nanoparticles synthesized using the hot injection method at various

sulphur concentrations are shown in Fig. 2. The crystallographic information of NiS nanoparticles was confirmed by the

XRD analysis. The XRD pattern of the synthesized material was recorded in the range of diffraction angle from 15 to 80◦.
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FIG. 1. Schematic for the synthesis of NiS powder

The XRD pattern of NiS synthesized at 2 molar sulphur concentration shows major diffraction peaks at two theta equal

to 30.24, 34.54, 45.74, 53.57, 60.80, 62.68, 65.31, 70.64, and 73.10◦ which is perfectly indexed to the NiS reflections of

(100), (101), (102), (110), (103), (200), (201), (004), and (202) crystal planes respectively. The observed well-defined

diffraction peaks of NiS nanoparticles are well indexed to the hexagonal phase of NiS with space group P63/mmc (JCPDS

No.: 10-075-0613) [21]. No other peaks were observed in the XRD pattern, indicating that pure NiS nanoparticles were

successfully synthesized. The NiS nanoparticles synthesized at 1 molar sulphur concentration confirm a major diffraction

peak of 100 plane whereas NiS nanoparticles synthesized at 3 molar sulphur concentrations shows 100, 101, 102 and 110

diffraction peaks. The NiS nanoparticles synthesized at 2 molar sulphur concentration show well crystalline nature as

compared with the other two samples. Thus, the sulphur concentrations play an important role in the synthesis of well

crystalline NiS nanoparticles. The intense and sharp diffraction peaks suggest that the synthesized NiS is well crystalline.

The average crystalline size of synthesized NiS materials has been calculated from the Debye–Scherrer formula

dx-ray =
0.9λ

β cos θ
, (1)

where dx-ray is the crystalline size, λ is the wavelength of X-ray, β is full width half maxima (FWHM) and θ is the diffrac-

tion angle. The average crystalline size of synthesized NiS nanoparticles synthesized at 2 molar sulphur concentrations is

found to be 58 nm. The lattice constants and average crystalline size of NiS nanoparticles synthesized at different sulphur

concentrations are listed in Table 1. The observed and calculated XRD parameters of the NiS sample are listed in Table 2.

TABLE 1. Lattice constants and average crystalline size of NiS nanoparticles synthesized at different

sulphur concentration

Sulphur

concentration

(Mole)

Lattice constant (Å) Average

crystalline

size (nm)a c

1 3.4152 5.2264 42

2 3.4197 5.3174 58

3 3.4086 5.3268 46
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FIG. 2. XRD pattern of NiS nanoparticles synthesized at different sulphur concentration

TABLE 2. Indexed X-ray diffraction pattern of NiS nanoparticles

Sr. No. 2θ
Interplaner

spacing

(observed) Å

Interplaner

Spacing

(calculated) Å

[hkl]

1 30.14 2.9618 2.9615 100

2 34.54 2.5854 2.5936 101

3 45.74 1.9749 1.9812 102

4 53.57 1.7100 1.7086 110

5 60.80 1.5172 1.5216 103

6 62.68 1.4809 1.4804 200

7 65.31 1.4262 1.4270 201

8 70.64 1.3250 1.3318 004

9 73.10 1.2927 1.2929 202

3.2. Raman analysis

The Raman spectrum of NiS nanoparticles synthesized at different sulphur concentrations is shown in Fig. 3. Raman

bands observed at 181, 345 and 533 cm−1 indicates the formation of NiS [22]. However, not all vibrational modes

of NiS have been observed, which could affect the effect of quantum confinement on the vibrational modes of NiS

nanoparticles [23]. The decrease in the sharpness of the peak is related to a reduction of the volume fraction of crystallites

in the material [24]. Fig. 3 shows that material synthesized at 2 molar suphur concentration is more crystalline as compared

with the other two samples.

3.3. Optical properties

The optical properties of NiS nanoparticles synthesized using the hot injection method at different sulphur concen-

trations are shown in Fig. 4. For NiS nanoparticles, the UV-Vis absorption spectra show peaks at 285, 287 and 290 nm

for the sample synthesized at 1, 2 and 3 molar sulphur concentrations, respectively. These peaks can be attributed to

the band edge absorption of NiS nanoparticles. The absorption spectrum shows a blue shift compared to the NiS bulk

(295 nm) [25], due to the small size of the particles [26].

The optical band gap of NiS nanoparticles is calculated using Tauc’s relation [27]

αhυ = k(hυ − Eg)
n, (2)
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FIG. 3. Raman spectra of NiS nanoparticles synthesized at different sulphur concentration

FIG. 4. Absorbance spectra of NiS nanoparticles

where, α is the absorption coefficient, υ is the frequency, h is Planck’s constant, k and n are constants. The plots of

(αhυ)2 Vs. hυ for NiS nanoparticles are shown in Fig. 5. The optical band gap energy is calculated by extrapolating the

linear portion of the curve to the energy axis. The band gap energy of NiS nanoparticles synthesized at 1, 2 and 3 molar

sulphur concentration was found to be 1.9, 1.98 and 1.81 eV, respectively. We have observed that the band gap energy of

the synthesized material is higher than its bulk [28].

3.4. Morphological properties of NiS nanoparticles

The surface morphological features of NiS nanostructures were studied by using SEM. The SEM images of NiS

nanostructures synthesized at different sulphur concentrations by the hot injection method are shown in Fig. 6. From the

SEM images agglomeration of nanoparticles with irregular shapes were observed. The SEM images of NiS nanostructures

synthesized at different sulphur concentrations show porous in nature.

The EDAX spectra were used for knowing the atomic % of the elements in the synthesized samples. The EDAX spec-

trum shows the presence of nickel and sulphur in the synthesized material. Table 3 shows the elements in atomic % of the

samples synthesized at different sulphur concentrations. From Table 3, it is clear that as sulphur concentration increases

atomic % of sulphur enhances whereas the atomic % of nickel reduces in the synthesized material and it is equivalent

to the initial mixture used for the synthesis. Fig. 7 shows the EDAX spectra of the NiS nanostructures synthesized at

different sulphur concentrations.
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FIG. 5. Tauc’s plot of NiS nanoparticles

1 Molar 2 Molar 3 Molar

FIG. 6. SEM images of NiS nanostructures synthesized at different sulphur concentration

TABLE 3. The elemental compositions of NiS nanstructures synthesized at different sulphur concen-

trations in terms of atomic %

Sulphur concentrations Elements Atomic %

1 molar Sulphur 54.41

Nickel 45.59

2 molar Sulphur 56.10

Nickel 43.90

3 molar Sulphur 60.72

Nickel 39.28
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1 Molar 2 Molar 3 Molar

FIG. 7. EDAX spectra of NiS nanostructures synthesized at different sulphur concentration

3.5. FTIR analysis

The synthesized NiS nanoparticles were further examined by FTIR spectroscopy. Fig. 8 shows the FTIR spectra of

nickel sulphide nanoparticles synthesized at different sulphur concentrations by the hot injection system. The absorption

bands observed nearly at 640 and 960 cm−1 are associated to the symmetrical and asymmetrical stretching of the nickel-

sulphur (Ni–S) band in NiS particles. The bending vibrations of the sulfonated group were confirmed from the peak

observed at 1140 cm−1 [29]. The peak observed nearly at 652 cm−1 is related to Ni–S–Ni bending vibration mode and

the absorption band nearly at 503 cm−1 is due to Ni–S bending vibration [30]. The very small bands appeared in the

FTIR spectra nearly at 2920 cm−1 is due to the bending vibration of H2O molecules. The IR bands appeared nearly at

1464 and 3005 cm−1, indicating amine ligand is bound to the nanoparticles [31]. Thus, from FTIR spectra, it is clear that

no additional IR vibrational peaks were observed indicates the high purity of synthesized powder.

FIG. 8. FTIR spectra of NiS nanoparticles synthesized at different sulphur concentration

3.6. Electrochemical studies

3.6.1. Electrode preparation. The electrode was prepared by mixing 80 wt% nanocrystalline NiS powder as an active

material, 10 wt% activated carbon as a conducting additive and 10 wt% Polyvinyl difluoride (PVDF) as a binder in N-

Methyl Pyrrolidone (NMP) solvent. The slurry was grinded adequately in the mortar pestle to get a homogeneous mixture,

after that it was coated on a carbon paper substrate (1 cm × 1 cm area) using the doctor blade technique. This technique

was firstly developed by Glen Howatt for the fabrication of thin sheets of ceramic capacitors [32]. In this technique,
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material to be deposited (slury) is fixed between the blade and substrate. During the fabrication of the film, there is a

constant relative movement between the blade and substrate in which slurry uniformly spreads on the substrate. The

doctor blade technique is used for large area film fabrication. It is technologically simple and low-cost. Despite these

nearly 100 % materials are utilized for film fabrication and hence the small quantity of material is sufficient to form

the well defined thickness of film [33]. The mass of the material loaded on the substrate was calculated via the weight

difference method. The fabricated electrodes were dried at 150 ◦C for overnight inside a hot air oven to remove solvent

and were used as a working electrode for further electrochemical analysis.

3.6.2. Electrochemical studies. Herein, the cyclic voltammetry (CV), galvanostatic charge-discharge (GCD), and elec-

trochemical impedance spectroscopy (EIS) measurements of NiS powder electrode synthesized at 2 molar sulphur con-

centration was carried out to examine and evaluate supercapacitive performance using a potentiostat (Metrohm Autolab:

PGSTAT302N model). The measurement system consists of a cell in three-electrode configurations adopting the carbon

paper coated with active material as a working electrode, Platinum foil as a counter and Hg/HgO as a reference electrode.

All measurements were evaluated in aqueous solution of 2 M KOH. The EIS measurements were investigated using the

same potentiostat with three-electrode cell configurations under open circuit voltage with amplitude of 10 mV between

applied frequency sweeps from 1 MHz to 0.1 Hz.

3.6.3. Cyclic coltammetry (CV). The specific capacitance (CS in F/g) and energy density (E) of the NiS powder elec-

trode was calculated from cyclic voltammetry (CV) measurements using equations (3) and (4):

Cp =
1

ms∆V

∫
I(V )dV, (3)

Ecv =
1

2
Cp ·∆V 2, (4)

where m is the mass of active materials loaded on working electrode (in gm), I is the response current (in A),

∫
I(V )dV

is area under the current-voltage (CV) curve, s is the scan rate (in mVs−1) and ∆V is operating potential windows (in

volt).

CV measurements of the synthesized NiS powder electrode were carried out with potential range from 0.0 to 0.5 V

at different scan rates of 5, 10, 20, 50 and 100 mV/s is presented in Fig. 9. The material synthesized at 2 molar sulphur

concentration shows better electrochemical performance compared with the others. As the scan rate increases the shapes

of CV graphs remain almost the same showing the excellent electrode capabilities and ideal supercapacitor nature [34].

The CV measurements show that as the scan rate increases, the area of the CV curve enhances denoting the behavior of

an ideal capacitor. The highest specific capacitance value is 315.8 F/gm for 2 molar sulphur concentrations due to the

great synergistic interaction between nickel and sulphur. The maximum value of specific capacitance may be due to the

porous nature of the material as examined from SEM in which superior exposure of active sites and easier electrolyte

access [35]. As the scan rate decreases the specific capacitance enhances, and the maximum capacitance was observed at

lowest scan rate 5 mVs−1. The calculated energy density values from CV graph is 6.99 WhKg−1. Moreover, to illustrate

the importance of this work, we have compared the present study with the earlier work reported in literature by considering

different materials for supercapacitor electrode applications.

TABLE 4. Comparisons of the earlier studies reported for supercapacitor electrode applications

Sr.

no.
Material

Method of

synthesis
Electrolyte

Potential

Window V

Specific

capacitance

(Fg−1)

Reference

1 CoS Chemical bath deposition Ethanol −0.4 to 0.6 41.36 [36]

2
Nickel sulfide/

reduced graphene oxide
Solution combustion Method KOH 0.0 to 0.4 305 [37]

3 NiFe2O4 Chemical oxidation KOH 0.0 to 0.45 266 [38]

4 Mg0.1Mn0.9Fe2O4 Solvothermal reflux KOH 0.0 to 0.6 226.4 [39]

5 NiS Hot injection method KOH 0.0 to 0.5 315.8
Present

work
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FIG. 9. CV measurements of the synthesized NiS powder electrode recorded in the voltage range of 0

to 0.5 V at different scan rates

3.6.4. Galvanostatic charge-discharge (GCD). The GCD study of the NiS powder electrode was carried out at different

current densities 1.0, 1.5 and 2.0 A/g within the potential window 0 to 0.4 V in 2 M KOH electrolyte. Fig. 10 shows the

GCD curves of NiS powder electrode at different current densities. The specific capacitance CS (Fg−1), energy density E

(WhKg−1) and power density P (WKg−1) can also be calculated from the galvanostatic charge-discharge plot using the

following equation.

Cs =
I · td

m ·∆V
, (5)

E =
1

2
Cs ·∆V 2, (6)

P =
E

td
, (7)

where I is the response current (A), m is the mass of active material (kg), ∆V is the potential window (V), and td is the

discharge time (h). The calculated value of energy density is 3.324 WhKg−1 and power density 199 Wkg−1 for lower

current density.

FIG. 10. Charging-discharging performance of NiS electrode at different current densities
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The Nyquist plot of the NiS powder electrode synthesized at 2 molar sulphur concentrations was measured in the

frequency range from 1 Mhz to 0.1 Hz as presented in Fig. 11. The nearly vertical line in the Nyquist plot shows the

ideal supercapacitor nature and the diameter of the small semicircle in high-frequency range represents the interfacial

charge transfer resistance (Rct) between the electrolyte and electrode. The intersecting point with the real axis in the

high-frequency region represents the internal resistance (Rs) of the electrode material (including ionic resistance, inher-

ent resistance of material and contact resistance of electrode material and electrolyte). The Nyquist plot is fitted to an

equivalent electronic circuit, as shown in the inset of the Fig. 11. The values of Rs and Rct are 9 and 7.3 ohm. The

Warburg resistance was due to the diffusion of the electrolyte in the bulk of the electrode. The small semicircle arc in

high-frequency region indicates good electrical conductivity and low charge transfer resistance of the electrode materials.

Thus, the Nyquist plot shows NiS powder synthesized at 2 molar sulphur concentration shows good electrical conductance

with high specific capacitance.

FIG. 11. The Nyquist plot of NiS powder electrode synthesized at 2 molar sulphur concentrations.

Inset shows the electrical equivalent circuit used for the fitting impedance spectra.

4. Conclusion

We have successfully synthesized nickel sulfide nanoparticles using the simple and low-cost hot injection method in

oleylamine solvent. The absorption spectrum of NiS nanoparticles is blue-shifted compared to bulk material, indicating

the presence of small size of crystallites in the synthesized material. The optical band gap energy of NiS nanoparticles was

found in the range of 1.81 to 1.98 eV. It shows that the synthesized NiS nanoparticles are suitable for energy conversion

device applications. The X-ray diffraction pattern and the Raman spectra confirm the formation of high purity NiS

nanoparticles. The samples synthesized at 2 molar sulphur concentrations have a good crystalline nature as compared with

the other two samples. Thus, the crystallinity of the synthesized materials highly dependents on sulphur concentrations.

The agglomeration of nanoparticles was observed from SEM images. The electrochemical studies show that synthesized

NiS nanoparticles is a promising material for supercapacitor electrode applications. The estimated values of specific

capacitance, energy density and power density are 315.8 F/g, 6.99 WhKg−1 and 199 Wkg−1, respectively. In this work, 2

molar sulphur concentrations are optimized for the synthesis of superiority nanoparticles. The crystallinity, particle size,

morphology and electrochemical performance of NiS nanoparticles strongly depend on sulphur concentration. Thus, the

present study shows that sulphur concentration plays an important role in the synthesis of high-quality NiS nanoparticles.

This work provides that the hot injection method is a novel method for the synthesis of device quality nickel sulfide and

other metal sulfides for energy conversion and energy storage applications.
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ABSTRACT We study rheological, morphological and mechanical properties of polyamide-6 (PA) and polypropy-

lene (PP) blends in the presence of layered silicates (two types of organically modified montmorillonite -

Cloisite30B for PA and Cloisite20A for PP). For comparison, we used maleic anhydride grafted polypropy-

lene (PP-g-MA) as a compatibilizer and in all compositions weight ratio of PA and PP was constant 80/20,

respectively. Introduction of layered silicates always led to more viscous melt and increased storage modu-

lus. It is also identified that layered silicates cause more finer-dispersed morphology than PP-g-MA. Elastic

modulus and yield strength were increased when the layered silicates were introduced in either composites or

blends.
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1. Introduction

Blends of polyamide (PA) and polypropylene (PP) have gained significant prominence in various industrial appli-

cations due to their multifaceted advantages. Combining the inherent chemical resistance of PA with the lightweight

characteristics of PP results in a material that not only exhibits robust resistance to a variety of chemicals but also facil-

itates weight reduction in applications where mass is a crucial factor. Furthermore, the synergistic combination of these

polymers contributes to enhanced thermal stability, making the blend suitable for applications demanding resilience to

elevated temperatures. The incorporation of cost-effective PP into the blend not only reduces overall material costs but

also imparts improved mechanical properties by balancing the high tensile strength and impact resistance of PA with the

stiffness of PP. This combination of chemical resistance, weight reduction, enhanced thermal stability, cost reduction, and

improved mechanical properties positions PA-PP blends as versatile and economically viable solutions across diverse in-

dustrial sectors. Aside from their common applications in automobile interior and exterior components such as dashboard

panels, door trims, bumpers, and wheel arch liners, PP/PA blends prove invaluable under the hood as well. With their

notable heat resistance and durability, these blends find ideal use in critical under-the-hood components like air intake

manifolds [1, 2]. Furthermore, their exceptional thermal stability and resistance to automotive fluids render them suitable

candidates for engine covers, contributing to the reliable performance and longevity of automotive engines [3, 4].

At the same time, the incompatibility of these polymer pairs limits the achievement of the set goals. The incompat-

ibility of polymers is rooted in low interfacial adhesion; conversely, high interfacial tension exacerbates this issue [5–8].

The solution to this problem has been demonstrated in numerous compatibilization experiments, wherein a third function-

alized polymer is introduced to enhance compatibility with one of the components of the blend and react effectively with

the other component. This approach is called reactive compatibilization, forming a copolymer (graft or block copolymer),

as a rule, reaches the phase boundary and prevents the process of coalescence of particles of the dispersed phase and

stabilizes the desired blend morphology [9,10]. The implementation of such an approach to the PA and PP pairs by using

compatibilizers such as maleic anhydride grafted PP (PP-g-MA) or ethylene-polypropylene copolymer can significantly

reduce the water absorption of PA and significantly increase the dimensional stability and impact resistance of the polymer

blend [11–13].

Another important approach is the introduction of nanosized non-organic fillers into polymer blends, among which

layered silicates occupy a special place. Dispersion of particles of layered silicate to nanosizes (particles in the form of

© Berdinazarov Q., Khakberdiev E., Ashurov N., 2024
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discs with a thickness of less than one nanometer and a perimeter is approximately 100 nm) or intercalation of macro-

molecules into the interlayer space of layered silicate allows a very significant increase in the elastic modulus, yield

strength, and reduces permeability [14, 15].

Composites in which the necessary levels of specific interaction with the surface of the particles of layered silicate

and modifier are provided lead to the formation of exfoliated and intercalated nanocomposites, respectively. Specific

interaction is easily achieved for polar PA, while polyolefins require the introduction of a certain proportion of a func-

tionalized polymer, that is, a compatibilizer, for which the earlier maleic anhydride grafted polyolefins have proven to be

effective [16].

The combination of these two approaches for a PA/PP blend has been the subject of a number of studies [17–20]. At

the same time, in many works, the components of the blend, two polymers and particles of layered silicate, and in some

cases with the addition of functionalized PP for compounding, were loaded into the extruder at the same time. This method

was initiated in work [21], in which it was shown that the introduction of nanosized inorganic third particles in a blend

of polymers leads to their indication at the phase boundary, that is, a compatibilizing effect was discovered. Depending

on the degree of polarity, the mixing of blend components and the type of modifier of the organically modified layered

silicate, the particles can be located in one of the phases, in two phases simultaneously or at the phase boundary [22].

The compatibilizing effect, which is manifested in the case of particles of layered silicate in one of the polymer

phases, especially dispersed, the other two cases determine the possibility of transition from dispersed morphology to

coexisting two continuous phases and changing the pattern over the phases. A slightly different, combined method for

the formation of PA/PP polymer blends in the presence of modified montmorillonite (MMT) has been proposed [21].

The difference is that the first family of compositions was obtained in one stage (introduction of the blend components,

simultaneous), in second the approach - the compositions were obtained in two stages, that is the second polymer (PA or

PP) was extruded with finished compositions in the second stage. That is, the authors, as it were, considered 2 variants

of components based on PA/PP with the introduction of a modified MMT in the presence and absence of a compatibilizer

(PP-g-MA). In all cases, with the exception of the two-stage variant of obtaining the composition of PA and organically

modified (OMMMT) at the first stage and with the subsequent addition of PP, the authors observed the formation of

various levels of intercalated structures. Moreover, the same composition, with the addition of a compatibilizer, formed

only an intercalated structure. The mechanism of such a phenomenon was not disclosed in the work. Unfortunately, the

authors of the work did not present the characteristics of the layered silicate sample, one thing is clear that these particles

are concentrated in the PA phase. The authors formulate the final conclusions as follows: finer dispersion of layered

silicate particles leads to a noticeable increase in the elastic modulus up to 42%, while compatibilization of a blend of two

polymers contributes to an increase in the yield strength of nanocomposite polymer blends. In addition to this, the authors

did not take into account the formation of a third polymer phase in the form of a well-known copolymer of PA with

PP-g-MA. As noted by the authors of the work [23, 24], this copolymer not only contributes to the increase in interfacial

adhesion between PA and PP, but also to a certain extent they are preferential territories for the introduction of layered

silicate particles.

In this work, the PA:PP blend in 80:20 ratio was selected as the most favorable after evaluating the physicochemical

characteristics across a range of sample compositions we also chose a two-stage variant preparation of the PA/PP polymer

blends. At the first stage, a sample was obtained from pure components, separately compositions of PA/PP with OMMMT

(Cloisite20A and Cloisite30B, respectively, in the presence and absence of a compatibilizer in the form of PP-g-MA), at

the second stage, various compatibilization of PA and PP were mixed in the ratio of 80/20 wt.%. Knowledge of the

initial structures and their transformation into mixing processes made it possible to establish the correlation dependences

between the rheological characteristics, the features of the structure and morphology of the blends, and the final elastic-

strength properties of multi-component nanostructured systems based on PA and PP.

2. Experimental

PA6, Toplon grade 1027 BRT, with Mw= 80 kDa, relative viscosity 2.7 was purchased. Isotactic PP (J-170T) with

Mw= 200 kDa, MFI = (2.16 kg, 230◦C) 21 g/10 min was kindly provided by JV Uz-Kor Gas Chemical LLC. PP-g-MA

with 2.5 wt.% maleic anhydride content and MFI = (2.16 kg, 230◦C) >200 g/min was provided by JV UzAuto CE-

PLA LLC, as a gift. Cloisite30B, (spacing d001 = 1.83 nm, methylbis(2-hydroxyethyl)-tallow ammonium chloride conc.

0.9 mEq/g) and Cloisite20A, (spacing d001=247 nm., dimethyl dehydrogenated tallow ammonium conc. 0.95 mEq/g)

Southern Clay Products, Inc., Gonzales, TX were used. The particle size in both clay types is less than 13 µm. Cloisite

20A and Cloisite 30B are modified montmorillonite clays through the incorporation of quaternary ammonium salts.

Cloisite 20A is enriched with dimethyl dihydrogenated tallow ammonium chloride, while Cloisite 30B contains methyl

tallow bis-2-hydroxyethyl ammonium chloride. Tallow, sourced from beef, primarily consists of carbon chains with

18 carbons (about 65% C18, approximately 30% C16, and roughly 5% C14). Hydrogenated tallow is obtained from tal-

low through the hydrogenation process, eliminating double bonds. With two tallow groups, Cloisite 20A exhibits greater

hydrophobicity compared to Cloisite 30B.

Prior to obtaining the composites and blends by melt-blending, PA was dried under vacuum overnight at 80◦C. The

melt-blending process was performed using a conical co-rotating fully intermeshing twin-screw midi-extruder (DSM
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Research, The Netherlands). On the first stage, PA and PP nanocomposites and their blends in the absence and presence

of PP-g-MA were obtained, listed in Table 1. On the second stage, PAClay and PPClay, were mixed separately with pure

PA and PP, as well as together without pure components (Table 2). The compositions of PAClay and PPClay composites

shown in Table 2 were subjected to the same processing as the second cycle. The melt-blending process was carried

out for 5 minutes at 50 rpm and at temperature profiles of 230, 235, and 240 ◦C. The dog bone shaped specimens for

mechanical experiments are obtained on Laboratory injection molding machine of ZAMAK Mercator 1947 (Poland) and

the and dimensions of the specimen were illustrated in details elsewhere [25].

TABLE 1. Composition of polymer composites and blends

PA PP PP-g-MA Cloisite20A Cloisite30B

PPClay – 91 6 3 –

PAClay 97 – – – 3

PA/PP 80/20 80 20 – – –

PA/PP/PP-g-MA 72/18/10 72 18 10 – –

TABLE 2. Composition of polymer blends (subjected the second cycle)

PAClay PPClay PA PP

PA/PPClay 80/20 – 20 80 –

PAClay/PP 80/20 80 – – 20

PAClay/PPClay 80/20 80 20 80 –

XRD measurements were conducted with Rigaku Miniflex 600, the condition of 40 kV voltage, 15 mA current and

0.02◦ step. The measurements were carried out from 2◦ to 30◦, and interplanar distances were calculated according to

Bragg’s law using SmartLab Studio II.

nλ = 2d sin θ

where, n is the diffraction order, λ is the wavelength of X-ray (1.5406 Å), θ is the incident angle, and d is the interplanar

distance.

Rheological tests were carried out on TA instruments ARES-2K strain controlled remoter in nitrogen atmosphere, at

240 ◦C. Frequency sweep and time sweep were done in linear regime. Tensile tests were conducted according to ASTMD

638 in Shimadzu AG-X PLUS (Japan). For measuring tensile module (E), 1 mm/min crosshead speed was chosen until

0.3 % deformation, after that crosshead speed increased immediately to 20 mm/min for further exploration yield stress (σ)

and deformation (ε). The morphological properties of obtained samples were investigated on JEOL JSM-6010LM SEM,

at 20 kV accelerating voltage. Before visualization, all samples were coated with a thin Au/Pd layer by JEOL JFC-1300

autofine coater (JEOL, Lireweg, The Netherlands) on order to avoid charging during imaging.

3. Results and discussions

3.1. X-ray diffraction (XRD) measurements

XRD patterns of PA, Cloisite30B and their composites are illustrated in Fig. 1. Interlayer distance accounts for

18.29 Å in Cloisite30B which corresponds to intensive peak in 4.83◦. In the XRD pattern of PAClay composite, this peak

becomes a flat, indicating exfoliated structure.

With regard to PP and its composite with Closite20A, XRD results show intercalation of clay particles within PP

matrix (Fig. 2). Interlayer distance d increases from 24.66 to 34.75 Å as a result of insertion of PP macromolecules into

between clay platelets. Even though in our previous work, we obtained exfoliated structure for the same composition

due to the difference between processing conditions, intercalated nanostructures were identified by XRD measurements.

Moreover, distribution of clay particles in polymer matrix affected crystallization behavior of the polymer. In both cases,

nucleating effect led to increase intensity of the crystallization peak. In PA, alone peak in 21,5◦ and in PP, peak i 16.9◦

increased remarkably,contributing more perfect crystallization.
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FIG. 1. XRD patterns of PA, Cloisite30B and their composites

FIG. 2. XRD patterns of PP, Cloisite20A and their composites

3.2. Rheological measurements

In Fig. 3, the dependencies of complex viscosity and dynamic modulus of the initial components in blends and

nanocomposites based on PA and PP with modified MMT are presented as an example against shear rate (frequency

sweep). Similar curves were obtained for all investigated compositions, and viscosity values for three velocity gradients.

FIG. 3. Complex viscosity and storage modulus of PA, PP and their nanocomposites with 3 wt. % of clay
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It is also known [19, 26] that the viscosity of melt nanocomposites is highly sensitive to the degree of dispersion of

layered silicate particles, i.e., the aspect ratio, which in turn directly depends on the level of macromolecule intercalation

into the interlayer space of the MMT, up to the exfoliation of the latter into individual nanoscale plates, the anisotropy

coefficient of which is maximal. The viscosity values of exfoliated PA nanocomposites are significantly higher throughout

the range of shear rate gradients compared to intercalated PP nanocomposites.

In Fig. 4., complex viscosity and storage modulus of 5 blends are shown. As expected, for all blend compositions,

the complex viscosity decreases with an increase in shear rate [27, 28]. Upon the introduction of a compatibilizer and

nanocomposites based on the virgin components, the complex viscosity notably increases. The highest viscosities to

blends in which the original components are replaced with corresponding nanocomposites and, in place of the PP phase,

an intercalated PP nanocomposite, respectively. As is hypothesized, such rheological behavior is associated with the

structuring of the composition during the mixing process, that is, with the emergence of varying levels of specific inter-

actions between components. In PA/PPClay blend, an intercalated PP nanocomposite is present, which was obtained by

introducing 6 wt.% PP-g-MA. It is known that PP-g-MA reacts with PA macromolecules, forming a grafted copolymer of

PA with PP [29]. Apparently, the structuring and degradation of PP under the selected temperature conditions of mixing

also contribute to this process [30].

FIG. 4. Complex viscosity and storage modulus of PA/PP blends

3.3. Morphological investigations

Analysis of the cryo-fractured surface of the samples under SEM revealed that the particle size of the dispersed

phase compared to samples of PA/PP blends indicates that the compatibilized blend is 7–8 times smaller than that of

a conventional one (Fig. 5). Thanks to good interfacial adhesion resulting from the presence of a reaction between the

amino group of PA and PP-g-MA, leading to the formation of a grafted copolymer, the particles of the PP dispersed

phase remain bound to the PA matrix during the low-temperature fracture process. For blends of samples without a

compatibilizer, particles of the dispersed phase torn from the surface are clearly seen. For a PA/PPClay, the size of the

particles of the dispersed phase uniformly distributed in the PA phase is 500±150 nm on average (Fig. 3c,d).

The intercalated PP nanocomposite acts as a more effective compatibilizer in comparison with the classical PP-g-MA

for this blend of polymers.

The replacement of the PA phase with exfoliated PA nanocomposite also brings an insignificant compatibilizing effect

(Fig. 5e,f). The sizes of the dispersed PP phase exhibit a broad particle size distribution ranging from 1 – 8 µm, contrasting

with conventional blends where these sizes vary within the range of 3 – 14 µm. The absence of a pronounced effect of

compatibilization is apparently due to the fact that exfoliated MMT particles are distributed in the bulk of the PA phase

and practically does not participate in the processes of coalescence of the dispersed phase particles.

3.4. Mechanical analysis

It is well known that blending two incompatible polymers can result in different expressions of final mechanical prop-

erties, depending on the blend composition, individual polymer characteristics, and blend morphology [31]. In the case

of nanocomposites based on layered silicates, besides interfacial adhesion, the elastic-strength characteristics, particularly

the modulus of elasticity, are influenced by the dispersion of modified MMT, meaning the anisotropy coefficient (aspect

ratio – the ratio of particle length to thickness).

The mechanical properties such as the elastic modulus (E), the yield strength (σ), and the relative elongation at break

(ε) of PA and PP, along with the nanocomposites containing Cloisite30B and Cloisite20A, as well as their blends are

outlined in Table 3. We will analyze how these parameters change as we transit from individual components to multi-

component compositions.

The initial modulus of elasticity slightly differs (higher for PA), with an increase of 10 % for the intercalated PP

nanocomposite and over 50% enhancement in the modulus of elasticity for the exfoliated PA nanocomposite, consistent
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FIG. 5. SEM images of PA/PP blends 80/20 ratio series. a) PA/PP, b)PA/PP/PP-g-MA, c) and d)

PA/PPClay, e) and f) PAClay/PP

with similar findings reported in previous studies [32]. A minor enhancement effect in terms of yield strength is observed

in the corresponding nanocomposites based on PP and PA. The deformability of the intercalated nanocomposite decreases

by more than 4 times, whereas for the exfoliated nanocomposite, deformability is somewhat preserved, resulting in a

twofold reduction in ε.

For polymer blends, considering the incorporation of the respective nanocomposites, the followings can be stated. The

modulus of elasticity for these blends takes an intermediate position according to the rule of additives. Enhancement of

interfacial adhesion through the introduction of a compatibilizer in the form of PP-g-MA (formation of grafted copolymer

of PA with PP at the phase interface) leads to a 20% increase in Young’s modulus. Replacing PP with intercalated

nanocomposite, PA with exfoliated nanocomposite, and their simultaneous replacement without a compatibilizer revealed

increases in the modulus of elasticity by 28, 40, and 44 %, respectively. Of particular significance is the composition

involving PA/PPClay, which exhibits a remarkable combination of high elastic modulus and noticeable plasticity.
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TABLE 3. Mechanical properties of the blends and components

E, [MPa] σ, [MPa] ε, [%]

PP 854 ± 49 32.5 ± 0.9 371 ± 53

PPClay 929 ± 65 33.6 ± 2.6 84 ± 31

PA 973 ± 31 58.2 ± 2.1 222 ± 39

PAClay 1477 ± 68 66.9 ± 2.3 112 ± 33

PA/PP 896 ± 69 38.5 ± 2.3 18 ± 6

PA/PP/PP-g-MA 1075 ± 20 43.3 ± 5.5 50 ± 7

PA/PPClay 1148 ± 96 53.1 ± 2.6 356 ± 39

PAClay/PP 1254 ± 75 43.6 ± 9.7 9 ± 4

PAClay/PPClay 1290 ± 58 47.3 ± 1.4 23 ± 7

4. Conclusion

In this paper, we studied the rheological, morphological and mechanical properties of PA and PP blends in the pres-

ence of layered silicates. The melt viscosity of nanocomposites is highly influenced by the dispersion of layered silicate

particles, exfoliated PA nanocomposites exhibited notably higher viscosity compared to intercalated PP nanocomposites.

In the blends, the introduction of a compatibilizer or nanocomposites derived from original components always increases

complex viscosity. In terms of morphology, the PA/PPClay blend indicates the most finely dispersed morphology rather

than PAClay/PP or the blend with traditional PP-g-MA. The increased viscosity of the PPClay leads to an equal amount

of viscosity of the blend components, in turn; this will create the necessary condition for dispersion of minor phase parti-

cles. Moreover, intercalated clay particles and PP-g-MA, in the PPClay content, avoid agglomeration because they tend

to interact with PA molecules. As to PAClay/PP blend, as long as particles with 10 µm there are also nanosized particles

and better dispersion of PP dispersed phase too. Even though the occurrence of interaction between PP and clay particles,

in the PAClay content, is not possible, better dispersion than pure blend was caused due to the higher viscosity of PAClay.

The increase of matrix viscosity resists coalescence and particularly thanks to this reason PAClay/PP indicates more finer

dispersed morphology than PA/PP blend. With regard to mechanical properties, compatibilization enhances all mechan-

ical characteristics relative to the blend with pure components while all blends with clay are superior to compatibilized

one. Due to the advantage of PA/PPClay in terms of dispersion, it has the highest values of σ and ε amongst all blends

obtained while blends with PAClay are dominant by elastic modulus.
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ABSTRACT In this work, we perform an intricate computational analysis to investigate the adsorption mecha-

nism of human breath exhaled VOCs, namely, methanol and ethanol, along with interfering water vapour on

the surface of armchair silicene nanoribbon (ASiNR) by employing density functional theory to analyse the

structural, electronic, and transport properties. The findings indicate that the most favorable adsorption con-

figuration for methanol and ethanol involves the hydroxyl group (-OH) oriented towards the silicene surface,

after optimisation. Moreover, we have calculated the adsorption energies which shows that ethanol is strongly

physisorbed than methanol and water molecules on the ASiNR surface. Apart from that, the results of IV

characteristics, transmission spectra and density of states corroborate these observations. In addition, we

have computed the sensitivity (%), the results of which revealed that methanol demonstrates a high sensitivity

of 42 % compared to other molecules towards the surface of ASiNR. Furthermore, the recovery time of the

sensor was found to be extremely long, which indicates that ASiNR based device has great potential for use

as disposable sensors and scavengers for toxic gas molecules.
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1. Introduction

The swift advancement of industrial technology and contemporary living have made gas detectors indispensable

for safeguarding both the environment and human health [1, 2]. The diagnosis of diseases and the biological field are

two important uses for gas sensors. Among many diseases, malignancies have been identified as one of the largest and

most significant categories. Prostate and lung cancers are among the most common types of tumours that cause death

in this group. Gas sensors, being a noninvasive technology, have the potential to aid in the early diagnosis of cancer by

identifying cancer biomarkers in patients’ exhaled breath [1, 3, 4]. A great deal of work has gone into finding cancer

biomarkers, and it has been found that distinct volatile organic compound (VOC) patterns are associated with various

diseases and cancers [5–7]. Breath, as everyone knows, contains about a thousand different types of volatile organic

compounds (VOCs) at quantities ranging from parts per million to parts per trillion (ppmv to pptv) [8,9]. Common volatile

organic compounds (VOCs) found in human breath include alcohols, ketones, and toluene. These can be measured and

identified using a variety of methods, but one interesting method is the use of gas sensors based on nanomaterials [10].

It is important to note, though, that fuel combustion, industry, and transportation all produce exhaust fumes, which are

another source of VOCs [11]. Thus, the detection of these gas molecules appears to be essential for environmental safety

and monitoring.

Since the revelation of graphene, 2D materials, characterized by their substantial surface area-to-volume ratio, have

garnered significant attention from scientists as potential options. Notable examples include silicene, germanene, stanene,

and transition-metal dichalcogenides, owing to their remarkable electrical, magnetic, optical, and gas sensing capabili-

ties [12–15]. Silicene, an allotrope of silicon with a two-dimensional hexagonal lattice structure akin to graphene, is a

focal point of research due to its exceptional properties and potential applications in the field of nanoelectronics [16–19].

Silicene lacks a band gap, however, due to its unique buckled structure, its band gap can be easily adjusted using various

techniques [20–26]. Despite the fact that free standing silicene is not stable, it was experimentally fabricated on Ag [27],

Ir [28], ZrB2 [29] and ZrC [30]. The extraordinary properties of silicene including ferromagnetism [31], half metallic-

ity [32], quantum Hall effect [33], giant magnetoresistance [34], and superconductivity [35] along with its compatibility

with silicon based nanoelectronics may give edge to silicene rather than graphene. Though silicene is a zero-band gap

© Showket S., Shah K.A., Dar G.N., Ali Andrabi M., 2024
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material, the band gap issue can be resolved by slicing it into strips called silicene nanoribbons (SiNRs). Substrates like;

Ag (100), Ag (110), Au (110) [36–39] have been used to generate SiNRs. An array of highly uniform parallel SiNRs

having width of ∼ 1.7 nm have been synthesised by Afuray et al. on Ag (110) substrate [36]. When it comes to gas

nanosensor applications, nanoribbons are more appealing than sheets because of their intrinsic band gap, small dimen-

sions, and free reactive edges. Armchair silicene nanoribbons (ASiNRs) and zigzag silicene nanoribbons (ZSiNRs) are

the two types of SiNRs [40]. ASiNRs have been chosen because adsorption of gases has comparatively smaller effect on

electronic properties of ZSiNRs [41].

Numerous researches [42–44] suggest that silicene holds a great promise for gas sensing applications. However, the

majority of these studies primarily focused on basic gases such as; CO, NO, NO2, NH3 and CH4, CO2. Moreover, sil-

icene [45–47] and other 2D materials [9,48] have also been explored for the sensing applications of VOCs. These findings

highlight silicene’s potential as a highly effective sensor, inspiring us to further develop it for the detection of harmful

VOCs, including methanol and ethanol. To investigate the viability of employing silicene for the development of volatile

organic compound (VOC) sensors, we performed rigorous calculations utilizing density functional theory. This analysis

encompasses a comprehensive examination of various facets, including electronic properties (such as adsorption energy,

interaction distance, and density of states), structural attributes (bond length and buckling distance), transport characteris-

tics (transmission spectra and conductance), as well as sensitivity (%) and recovery time (τ ). The aim is to elucidate and

quantify the intricate interplay between the surface of ASiNR and VOCs, providing valuable insights into the material’s

potential as a highly efficient sensor for volatile organic compounds. Numerous investigations have been conducted by the

researchers to examine the adsorption characteristics of Volatile Organic Compounds (VOCs), encompassing methanol

and ethanol, on diverse substrates. These substrates include Pd-decorated Phosphorene [49], Al-doped GeS [50] and

green phosphorene nanosheets [51]. Moreover, the study has highlighted the efficacy of graphyne nanosheets as a sens-

ing material for methanol and ethanol, indicating a preferential adsorption of ethanol over methanol [52], Additionally,

MoSe2 monolayers have been identified as effective chemi-resistors for the detection of methanol and ethanol vapors in

the ambient environment, as elucidated in the research paper authored by V. Nagarajan et al. [53].

In the current study, our central objective is dedicated to scrutinizing the structural, electronic, and transport char-

acteristics of armchair silicene nanoribbon (ASiNR) for the purpose of sensing VOCs (methanol and ethanol) and water

molecule. Our empirical observations indicate that the simulated armchair silicene nanoribbon-based two-probe device

holds considerable promise as disposable sensor and scavenger for toxic gas molecules within the ambient environment.

2. Models and methods

In the ongoing study, we have modelled a 7 atom-wide armchair silicene nanoribbon (ASiNR) comprising 108 atoms.

To assess the structural, electronic, and transport characteristics, we have configured it as a two-probe device, delineated

into three distinct regions: the left electrode, the central scattering region, and the right electrode. The lattice constant of

the optimized silicene is determined to be 3.85 angstroms (Å) [54]. The parameters for the silicon-silicon bond length

and buckling height were selected as 2.28 and 0.44 Å, respectively, in adherence to the established standard values [24].

The length of two electrodes was considered to be 6.72Å. The integration of the ASiNR system with electrodes was

undertaken to vanquish the current quantization effects induced by contact regions. To assess the potential adsorption

of volatile organic compounds (VOCs) on the surface of the ASiNR model, a thorough analysis was conducted through

Density Functional Theory (DFT) based first principles computations utilizing the Quantum Atomistix Toolkit (ATK)

software [55]. Current calculations have been executed utilizing the Landauer–Buttiker formula [56], conjoined with

Non-Equilibrium Greens Function (NEGF) formalism, as articulated by the following expression:

I =
2e

h

∞
∫

−∞

T (E, Vb) [f (E − µL)− f (E − µR)] dE, (1)

where T (E, Vb) represents the transmission function at a given energy E and voltage Vb, while, (E − µL) and (E − µR)
denote the Fermi distribution functions of the left and right electrodes, respectively.

To evaluate the alterations in various sensing properties including the adsorption energy, interaction distance,

IV curves, transmission spectra, projected device density of states (PDDOS), sensitivity (%), selectivity and recovery

time (τ ), both alcohol molecules were positioned proximate to the ASiNR surface. The models were simulated using

density functional theory with an electrode temperature of 300 K and the density mesh cut-off was set at 75 Hartree.

The maximum range for the interaction was taken as 10 Å and the Fourier 2D solver was approved as the poisson solver

for the boundary conditions. The potential difference applied between the two electrodes ranged from 0 to 2 volts to

scrutinize the current flowing across the models. Additionally, the exchange-correlation functional of Perdew, Burke, and

Ernzerhof (PBE) type [57] coupled with the Double Zeta Polarized (DZP) basis set [58] has been employed to facilitate

the relaxation of the geometrical structures of the ASiNR models adsorbed with two alcohol molecules, namely, methanol

and ethanol. A vacuum space of 15 Å was taken into consideration, in the x and y directions where the structures lack

periodicity, to abstain the mirrored interactions. In the pursuit geometry optimization, the Brillouin zone has been thor-

oughly sampled using a grid resolution of 1 × 1 × 21 k-points [59, 60] and for calculating the total energy, and electron
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transport properties, Monkhorst–Pack Scheme is used with a k-point grid of 1 × 1 × 100 (z-direction along the ASiNR

increasing direction) [59–62]. Preceding the computational analyses, exhaustive optimization procedures were applied to

all structures, ensuring that both force tolerance and the corresponding lattice stress reached values below 0.05 eV/Å and

0.0005 eV/Å3 respectively with the maximum step size of 0.2 Å. The optimization process was executed by employing

the limited memory Broyden–Fletcher–Goldfarb–Shanno (LBFGS) algorithm.

3. Results and discussion

Since ASiNRs having width L = 3n or L = 3n + 1 (where n is an integer) are known to express semiconducting

behaviour [63], we construct an ASiNR with a width of 7 atoms. To ensure the stability of the edges, the dangling

bonds of the silicon atoms at the edges of the ASiNR are passivated on both sides with hydrogen atoms. Because of the

incomplete sp3 hybridization in silicene and the heightened reactivity of the edges compared to the surface, the surface is

left unaltered [64–66]. As per reports, the paramagnetic semiconductor 7-ASiNR exhibits a band gap of 0.54 eV [62,67].

The semiconducting ASiNR was selected based on the presumption that the adsorption of gas molecules has a significantly

diminished impact on the electrical characteristics of metallic zigzag SiNRs (ZSiNRs). We design the ASiNR into a two-

probe device with three regions: the left electrode, the central scattering region, and the right electrode for calculating

the sensing properties. The design structure of our proposed ASiNR device is shown in Fig. 1, where, the bond lengths

between Si–Si and Si–H, are outlined as 2.28 and 1.43 Å, respectively, across the three regions.

FIG. 1. The modeled ASiNR device comprising of the left electrode, the central scattering region &

the right electrode. The upper and lower white balls represent the passivated H-atoms

3.1. Sensing profile

3.1.1. Structural configuration. After optimising the ASiNR models, it was found that the adsorption process induces

a subtle deformation in both the base and target materials. The bond lengths and buckling heights of the ASiNR mod-

elled devices were calculated before and after adsorption. It was determined that these values exhibited variation in the

scattering region ranging from 2.28 to 2.30 Å and 0.44 to 0.60 Å, respectively, for methanol and from 2.28 to 2.29 Å and

0.44 to 0.54 Å, respectively, for ethanol. Additionally, the Si–H bond lengths were also found to vary in the scattering

region ranging from 1.43 to 1.50 Å. Moreover, we have also calculated the bond lengths of methanol, ethanol and water

molecules, which demonstrate minimal deviation, with the exception being observed in the bond lengths between C–O

and O–H, which increase from their standard values after adsorption on the ASiNR models. Specifically, in the case of

methanol, the C–O and O–H bond lengths show a variation within the range of 1.39 to 1.45 Å and 0.95 to 0.98 Å, respec-

tively, while, for ethanol, the C–O and O–H bond lengths demonstrate a variation within the range of 1.41 to 1.47 Å and

0.95 to 0.98 Å, respectively. The optimised structures of VOC based sensors are illustrated in Fig. 2, elucidating the most

advantageous places of methanol and ethanol on the ASiNR surface after optimisation.

3.1.2. Adsorption response of the target molecules on silicene. To investigate the interactions between the target mole-

cules and ASiNR, we put them 3.5 Å from the ASiNR surface. After complete relaxation, the adsorption behaviour

of molecules on the ASiNR device are analysed. It was found that the structural and electronic characteristics of the

base-target materials appear to change after optimization. The adsorption energies and interaction distances of both

modelled devices were determined in order to figure out the most stable configuration. Our simulated models revealed

negative adsorption energy, signifying a substantial reduction in electron cloud repulsion compared to electrostatic contact

between the three molecule and the ASiNR. This phenomenon resulted in the adsorption of proposed molecules on the

ASiNR surface. The larger the negative value of adsorption energy is, the stronger the contact and consequently the

greater is the charge transfer. The adsorption energy (Ead) is computed using the following equation [67, 68]:

Ead = EASiNR+Molecule − EASiNR − EMolecule. (2)
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FIG. 2. Top and side views of optimised models of ASiNR with (a) methanol and (b) ethanol

The terms EASiNR+Molecule, EASiNR, and EMolecule represent the total energies of the ASiNR-molecule system, pristine

ASiNR, and the individual gas molecule, respectively. The interaction distance of 2.20 Å was found for ML and EL,

while 2.9 Å in case of water molecule, confirming the Van der Waals type of interaction. It is noteworthy that chemical

bonds do not exist in their fully relaxed structures based on the obtained interaction distances. The interaction distance

reflects the binding strength, which is inversely proportional to distance [69]. In our computational work, methanol and

ethanol were positioned at various places on the surface of ASiNR. The hydroxyl group (-OH) facing the surface of

ASiNR models was shown to be the most suitable adsorption configuration of the molecules after optimisation. To have a

clear understanding of our observations, we have shown the zoomed side views of the ASiNR modelled devices adsorbed

with ML and EL in Fig. 3.

FIG. 3. Zoomed sideview representation of the ASiNR modelled devices with ML and EL at a distance

of 2.20 Å respectively after optimisation

Furthermore, the obtained adsorption energy values of −1.56 eV for ML, −1.62 eV for EL and −1.43 eV for water

molecule are higher as compared to the previously reported sensors [41–43]. The more negative value of adsorption

energy for ethanol suggests a stronger adsorption, leading to a longer recovery time for ASiNR compared to methanol and

water molecule (which will be discussed in section 3.1.6).
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3.1.3. Transport characteristics:

3.1.3.1. IV Curve. In assessing the sensing capabilities of the ASiNR based device for the proposed gas molecules, a

thorough evaluation of the current versus bias voltage was performed by employing a bias voltage range of 0 – 2 V. The

findings, as depicted in Fig. 4, distinctly reveal that the threshold voltage for both pristine, and VOC adsorbed ASiNR

is 0.63 V. It is noteworthy to note that methanol, ethanol and water molecules are characterized as polar molecules.

Consequently, the adsorption process facilitates a direct charge transfer mechanism between the sensor surface and the

proposed molecules. This intermolecular interaction leads to an augmentation in the concentration of majority charge

carriers, thereby resulting in a discernible elevation in the overall current traversing through the device. This obser-

vation underscores the efficacy of the proposed device in detecting and responding to gas molecules through direct

charge transfer mechanisms during the adsorption process. Apart from that, an elevation in current observed beyond

the threshold bias voltage is a direct consequence of an augmented number of conduction states in close proximity to

the Fermi level. In the case of ASiNR adsorbed with methanol, the current registers lower values in comparison to

pristine and ASiNR adsorbed with ethanol and water molecules. This disparity can be attributed to lattice distortion,

which in turn diminishes the mobility of the sensing device. Additionally, notable peak currents of 38.6, 22.3, 34.8

and 33.7 µA are discerned for pristine, ML-adsorbed, EL-adsorbed and water molecule-adsorbed ASiNR respectively.

The low peak currents of ASiNR based sensors compared to pristine one could indeed be attributed to electron with-

drawing effects of methanol, ethanol and water molecules. Their adsorption leads to a decrease in the availability of

conducting electrons and thus, resulting in lower peak currents. Furthermore, our observations align with existing

literature, providing a contextual framework for understanding the implications of these findings. [47, 62, 68].

3.1.3.2. Transmission Spectra. We have carried out a thorough analysis of the electronic transport characteristics,

specifically focusing on the transmission spectrum, pertaining to the ASiNR model in the absence and in the presence

of two alcohol molecules. Fig. 5 presents a comparative analysis of the transmission spectra, illustrating the distinc-

tions between pristine ASiNR without any adsorption and ASiNR adsorbed with ML and EL.

The comparison was conducted across various bias voltages, specifically at 1.2, 1.8, and 2 V, revealing distinctive

electronic transport properties under these conditions. Our observations indicate a remarkable similarity in the trans-

mission spectra of ASiNR models both before and after adsorption, with the notable distinction lying in the values of

transmission peaks. As depicted in Fig. 5, it is evident that the transmission probability is at its maximum for ASiNR

adsorbed with EL at a bias voltage of 1.2 V. Moreover, the transmission probability is at its minimum for ASiNR

adsorbed with ML at a bias voltage of 1.8 V. Furthermore, under a bias voltage of 2 V, the pristine ASiNR, without

any adsorption, exhibits the maximum transmission probability. The obtained results are consistent with the previ-

ously acquired IV characteristics. Therefore, the fluctuations observed in the transmission spectrum further confirm

the device’s responsiveness towards the specified alcohol molecules.

FIG. 4. IV characteristics of Pristine ASiNR and ASiNR adsorbed with methanol, ethanol and water molecules
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FIG. 5. Transmission Spectra of Pristine ASiNR and ASiNR with ML and EL at (a) 1.2 V, (b) 1.8 V and (c) 2 V

3.1.4. Density of states. The projected device density of states represents the contribution of each atomic orbital to the

overall density of states at a specific energy level. In order to comprehend the impact of Volatile Organic Compounds

(VOCs) on the electronic characteristics of ASiNR, we have computed the projected device density of states both before

and after adsorption. From Fig. 6, it is evident that there are no peaks present around the Fermi level. This observation

suggests that ASiNR maintains its semiconducting properties both before and after the adsorption of target molecules.

The absence of peaks around the Fermi level additionally supports the conclusion that molecules undergo physisorption

on the ASiNR surface. Moreover, these findings align with the adsorption energy and transport characteristics of the

modelled device.

3.1.5. Sensitivity (%). To ensure a clear comprehension of the sensing capabilities of ASiNR, we calculated the sensitiv-

ity, which is defined as the change in conductance. Initially, we assessed the conductance (I/V ) of the ASiNR modelled

devices. The calculated conductance was then employed to conduct a focussed analysis on sensitivity, by utilizing the

following equation [24].

S =

∣

∣

∣

∣

GASiNR+Molecule −GASiNR

GASiNR

∣

∣

∣

∣

. (3)

The terms GASiNR+Molecule and GASiNR represent the conductance of the ASiNR-molecule system and pristine ASiNR

respectively. Table 1 lists the sensitivity (%) of the sensor towards the three proposed molecules at 1.2, 1.4, 1.6, 1.8 and

2.0 V.

Notably, at 1.8 and 2.0 V, the sensor exhibits high sensitivity, reaching 33 and 42 %, respectively, for methanol, while

demonstrating low sensitivities for ethanol and water molecules. Thus, the obtained sensitivities are larger compared to the

sensitivities in the previous literature [48, 49]. This suggests that the sensor can selectively detect methanol as compared

to ethanol and water molecules. Furthermore, the graphical representation of these sensitivities at various voltages is

illustrated in Fig. 7.
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FIG. 6. Projected device density of states of ASiNR with and without adsorption of VOCs

TABLE 1. The calculated values of sensitivity (%) of the ASiNR sensor at bias voltages of (1.2, 1.4,

1.6, 1.8 and 2.0) V

Bias voltage
Target molecules

Methanol Ethanol Water

1.2 V 24 25 17

1.4 V 20 4.3 3.9

1.6 V 21 22 5.9

1.8 V 33 8.5 3.3

2.0 V 42 9.7 12.6

FIG. 7. Sensitivity of ASiNR sensor at different bias voltages



Investigation of sensing performance of silicene nanoribbon towards methanol and ethanol molecules 425

TABLE 2. Review of the proposed ASiNR sensor with other state of art sensors

2D Sensing

Materials

Analytes Adsorption

Energy (eV)

Sensor’s Performance References

Graphene-

like BC6N

Acetone, Ethanol,

Methanol,

Formaldehyde,

Toluene

−0.381,

−0.378,

−0.316,

−0.228,

−0.910

6.1 %, 14.7 %, 9.5 %,

14.7 %, 14.7 % [9]

Defected-

BC6N

Acetone, Ethanol,

Methanol,

Formaldehyde,

Toluene

−0.527,

−0.754,

−0.750,

−0.647, −1.00

1.7 %, 61.0 %, 1.8 %,

15.4 %, 8.8 % (sensitivi-

ties) 740 s, 4.9 s, 4.2 s,

77 ms, 6800 s (recovery

time)

[9]

Pristine-

ASiNR

CH4, CO2, CO −0.32, −0.59,

−1.69
Not Given

[44]

Defective-

ASiNR

CH4, CO2, CO −0.45, −0.70,

−1.94
Not Given

[44]

Silicene Acetone, Toluene Not Given Not Given

[45]

Defected-

Silicene

Isopropanol Not Given Not Given

[46]

C3N Mono-

layer

Methanol, Ethanol,

Acetone, Iso-

propanol, Isobu-

tanol

−0.2408,

−0.2203,

0.2531,

−0.1225,

−0.4359

26.96 %, 8.7 %, 71 %

59.5 %, 24.15 % (sensitiv-

ities)
[48]

Pristine

Phospho-

rene

Acetone, Methanol,

Ethanol, Toluene,

CO2, H2O

−0.74, −0.67,

−0.73, −1.16,

−0.44, −0.54

1.27 %, 0.82 %, NR,

NR (sensitivities) 2.67 s,

0.18 s, 1.81 s, 3.03 · 107 s,

2.45 · 10−5 s, 0.001 s (re-

covery time)

[49]

Pd-

decorated

Phospho-

rene

Acetone, Methanol,

Ethanol, Toluene,

CO2, H2O

−1.14, −0.84,

−1.06, −1.53,

−0.45, −0.79

15.1 %, 14.3 %, NR, NR

(sensitivities) 1.39 · 107 s,

127.94 s, 4.95·1015 s, 4.95·
1013 s, 2.45 ·10−5 s, 18.5 s

(recovery time)

[49]

Al-doped

GeS

Methanol, Ethanol −0.379,

−0.450
Not Given

[50]

Graphyne

Nanosheet

Methanol, Ethanol −0.167 to

−0.532
Not Given

[52]

MoSe2 Methanol, Ethanol −0.375 to

−0.732
Not Given

[53]

Pristine-

ASiNR

NH3 −0.49 Not Given

[67]

Silicene Formaldehyde −0.076 Not Given

[69]

ASiNR Methanol,

Ethanol, H2O

−1.56, −1.62,

−1.43
42 %, 9.7 %, 12.6 % (sen-

sitivities) 2.4 · 1014 s, 2.5 ·
1015 s, 1.5 · 1012 s (recov-

ery time)

This Work
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3.1.6. Recovery time (τ ). Another important parameter for a sensor is its reusability, which is related to the recovery

time (τ ) and relies on the adsorption energy (Ead). In accordance with the conventional transition state theory, the

recovery time τ can be described as [9, 68]:

τ = ν−1

0
exp

(

−

Ead

KBT

)

, (4)

where ν0 is the attempt frequency, KB is the Boltzmann constant and T is the operational temperature of sensor. In

visible light (ν0 = 1012 Hz) and at room temperature (T = 298 K), the stronger binding of ethanol (Ead = −1.62 eV)

compared to methanol (Ead = −1.56 eV) and water (Ead = −1.43 eV) implies that removing ethanol from the ASiNR

sensor may be more challenging. By incorporating these parameters in Eq. (4), the obtained τ values are 2.4 × 1014 s

for methanol, 2.5 × 1015 s for ethanol and 1.5 × 1012 s for water molecule. Consequently, it is basically impossible for

the three molecules to desorb from the surface of ASiNR based device, it can be considered that the three molecules can

stably exist in the ASiNR based device and are difficult to escape. The long desorption time shows that ASiNR based

device has strong adsorption performance for the three molecules. Once the target molecules are captured by ASiNR,

they will be hard to break free. Therefore, it can be used as an ideal adsorption material to remove the target molecules,

showing great potential in the area of toxic gas scavenger.

The performance of the proposed sensor with that of other DFT based similar sensors mentioned in the literature is

contrasted in Table 2. The table indicates that the interactions between VOCs and ASiNR are stronger than those with

other 2D materials discussed in the literature such as graphene-like BC6N [9], C3N monolayer [48], pristine and Pd-

decorated phosphorene [49], Al-doped GeS [50], graphyne nanosheet [52], MOSe2 [53]. However, the proposed ASiNR

sensor suffers an extremely longer recovery, which renders its application to be used as a reusable sensor.

4. Conclusion

In this study, we delved into the adsorption mechanism of human breath exhaled VOCs on the ASiNR based device.

Our examination involves a meticulous exploration of the structural, electronic, and transport attributes of silicene. This

study is perfoirmed by employing the advanced methodologies such as density functional theory and non-equilibrium

Green’s function (NEGF) formalism. The calculated adsorption energy (Ead) follows the trend: ethanol > methanol >
water. Additionally, we have identified substantial alterations in the transport properties resulting from the application

of bias within the range of 0 to 2 V. Apart from that, we have also calculated the sensitivity (%), which confirms that

methanol was highly sensitive as compared to the other molecules. Moreover, our analysis of the density of states demon-

strates that ASiNR remains semiconducting both before and after adsorption, affirming the physisorption of the target

molecules. Furthermore, although physisorption occurs, the ASiNR-based sensor exhibits a notably prolonged recovery

time, suggesting challenges in desorbing molecules from the material’s surface. This material positively influences the

elimination of toxic gas molecules, highlighting ASiNR’s significant potential in both detecting and removing toxic gases,

making it suitable for disposable sensors and scavengers.
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