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METHOD OF SYMMETRIC POLYNOMIALS IN
THE COMPUTATIONS OF SCATTERING MATRIX

Yu.N. Belyayev

Syktyvkar State University, Oktyabrskii pr. 55, Syktyvkar-167001, Russia

ybelyayev@mail.ru

PACS 02.10.Yn, 02.30.Hq, 11.55.-m

The method for calculating any analytic matrix function by means of symmetric polynomials is presented.

The method of symmetric polynomials (MSP) is applied to the calculation of the fundamental matrix of a

differential equations system. The scaling method is developed for computation of the scattering matrix.

An analytical estimate of the scaling parameter, allowing the calculation of the matrix exponential with the

required reliability and accuracy is obtained. This parameter depends on the matrix order n, the value of

the matrix elements and layer thickness.

Keywords: layered media, matrix, exponential, symmetric polynomials, roundoff error, truncation error,

scaling.

1. Introduction

The dynamical theory of electron diffraction in crystals is based on the equations of
Howie-Whelan [1]. An analogous approach to X-ray diffraction is based on Takagi-Taupin
equations [2]. Calculation of multiple-wave diffraction in the crystalline layer thickness z on
these equations leads to the Cauchy problem

dΨ(z)

dz
= AΨ(z), Ψ(0) = Ψ0, (1)

where Ψ(z) — column matrix whose components are wave functions ψi(z), i = 1, 2, . . . , n;
A ≡ ∥∥aij∥∥ — matrix of order n; column matrix Ψ0 consists of n known ψi0.

The fundamental matrix S of the differential equations system (1) converts the wave
field Ψ(0) in the field Ψ(z) at a depth z: Ψ(z) = SΨ0. In the theory of diffraction S is known
as the scattering matrix.

If the crystal is perfect, the scattering matrix is defined as follows:

S = exp(Az) ≡ I + Az +
(Az)2

2!
+

(Az)3

3!
+ . . . , (2)

where I — unit matrix. If the coefficients aij of differential equations (1) are functions
of z, then one way to solve the problem (1) is the partition of the interval [0, z] on N
subdomains: [0 = z0, z1], [z1, z2], . . . , [zN−1, zN = z]. The number N should be large enough
so that A � Al = constl for any z ∈ [zl−1, zl], l = 1, 2, . . . , N, and the scattering matrix can
be approximated by the product: S =

∏1
l=N exp

(
Al(zl − zl−1)

)
.

Calculations of exp(Az) with the aid of the Lagrange-Sylvester [3], Becker [4], Newton
[5] formulas or matrix decomposition methods [6] requires the prior determination of the
matrix A eigenvalues λj, j = 1, 2, . . . , n. Another approach to the calculation of the matrix
exponential is based on the use of symmetric polynomials [7]. This method is applied in the
present work to calculate the scattering matrix.
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2. Method of symmetric polynomials (MSP)

According to the Cayley-Hamilton theorem, any matrix A ≡ ∥∥aij∥∥ of order n satisfies
its characteristic equation λn − σ1λ

n−1 + σ2λ
n−2 − . . . (−1)nσn = 0 , i.e.

An − p1A
n−1 − p2A

n−2 − . . .− pnI = 0 . (3)

Here we use the notations
pj = (−1)j−1σj, j = 1, . . . , n, (4)

I ≡ A0, and σi, i = 1, 2, . . . , n, — sums of principal minors of i-th order detA:

σ1 = a11 + a22 + . . .+ ann, σ2 =
∑
j>i

∣∣∣∣ aii aij
aji ajj

∣∣∣∣ , . . . , σn = detA . (5)

Conversely, as is known, σj are the elementary symmetric polynomials in the eigenvalues λj
of matrix A: σ1 = λ1+λ2+ . . .+λn, σ2 =

∑
l �=j λlλj, . . . , σn = λ1λ2 . . . λn. Therefore, any

function of the elementary symmetric polynomials σi is also symmetric in the eigenvalues λj
of the matrix A.

D e f i n i t i o n 1. Functions Bg(n) ≡ Bg(p1, . . . , pn) that satisfy the recurrence relations

Bg(n) =

⎧⎨
⎩

0, if g = 0, 1, . . . , n− 2,
1, if g = n− 1,
p1Bg−1(n) + p2Bg−1(n) + . . .+ pnBg−n(n),

(6)

are called symmetric polynomials of n-th order.

2.1. Representation of matrix functions by means of symmetric polynomials

As a result of equality (3) any integer power j > 0 matrix A can be expressed as a
linear combination of the first n powers A0, A, . . . , An−1:

Aj =
n−1∑
l=0

CjlA
l, (7)

where Cjl are functions of pi.

T h e o r em 1. If the matrix A is nonsingular, then the coordinates Cjl of the matrix Aj in
the basis A0, A, . . . , An−1 are represented by the formulas:

Cj0 = Bj+n−1(n)− p1Bj+n−2(n)− . . .− pn−1Bj(n),
Cj1 = Bj+n−2(n)− p1Bj+n−3(n)− . . .− pn−2Bj(n),
...

Cj(n−2) = Bj+1(n)− p1Bj(n),
Cj(n−1) = Bj(n),

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(8)

where j is any integer, and Bj(n) − symmetric polynomials of n-th order matrix A .
If detA = 0, then (8) determine the coefficients Cjl for j � 0.

Relations (8) is easily verified for j = 0, 1, . . . , n−1 and for other values of j formulas
(8) can be proved by induction.

C o r o l l a r y 1.1.

Cjl =
l∑

g=0

pn−l+gBj−1−g(n), l = 0, . . . , n− 1, where

{
j is any integer, if detA �= 0,

j � n, if detA = 0.
(9)
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Formulas (8) and (9) are equivalent in the sense that their right-hand sides are equal
to each other due to the recurrence relations (6).

C o r o l l a r y 1.2. Let f(ζ) be an entire function of complex variable ζ, then the function
f(A) of n-th order matrix A has the following representation

f(A) =
n−1∑
l=0

Al

[
αl +

l∑
g=0

pn−l+g

∞∑
j=n

αjBj−1−g(n)

]
, (10)

where symmetric polynomials Bj−1−g(n) of n-th order matrix A are defined by (6) and αl

— coefficients of the power series: f(ζ) =
∑∞

j=0 αjζ
j.

P r o o f. If f(ζ) is an analytic function on the whole complex plane, then the expansion
f(ζ) =

∑∞
j=0 αjζ

j remains valid when replacing the complex variable ζ on a square matrix

A: f(A) =
∑∞

j=0 αjA
j. We substitute in the last equality the expression of the matrix Aj

according to formulas (7) and (9). Equality (10) - is the result of this substitution.

�
Co r o l l a r y 1.3. For any n-th order matrix A and scalar z

exp(Az) =
n−1∑
l=0

(Az)l
1

l!

[
1 + l!

l∑
g=0

pn−l+g

∞∑
j=n

1

j!
Bj−1−g(n)

]
, (11)

where pg, g = 1, . . . , n, and Bj(n) are symmetric polynomials of matrix Az.

2.2. Estimation of symmetric polynomials modulus

The elementary symmetric polynomial σj is the sum of the principal minors of j-th
order determinant of the matrix A. The number of such minors is Cj

n. One minor of j-th
order contains j! terms, each of which is a product of the j matrix elements aij. We denote
by max |agl| the greatest value of the modulus of the matrix elements agl. Therefore, using
the definition (4), we obtain the following relations

|pj| � pjM =
n!

(n− j)!
(max |agl|)j , j = 1, 2, . . . , n. (12)

Th e o r em 2.

|Bj(n)| < n

2n− 1
xj−n+1, (13)

where

x = (2n− 1)max |agl| . (14)

P r o o f. Using (12) and definition (6), we obtain

|Bj(n)| =
∣∣∣∣∣

n∑
l=1

plBj−l(n)

∣∣∣∣∣ � p1M |Bj−1(n)|+ p2M |Bj−2(n)|+ . . .+ pnM |Bj−n(n)| �

� p1M

(
p1M |Bj−2(n)|+ p2M |Bj−3(n)|+ . . .+ pnM |Bj−n−1(n)|

)
+

+ p2M |Bj−2(n)|+. . .+ p(n−1)M |Bj−n+1(n)|+ pnM |Bj−n(n)| =

=
p21M + p2M

p1M

n∑
l=1

cl|Bj−1−l(n)| . (15)
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Here

cl =
plM

p21M + p2M

(
p21M +

p1Mp(l+1)M

plM

)
, l = 0, 1, . . . , n− 1; cn = pnM

p21M
p21M + p2M

.

Applying (12) we find:
p21M + p2M

p1M
=

2n− 1

n
p1M and

p1Mp(l+1)M

plM
< p2M . Consequently,

cl < plM , l = 0, . . . , n. These relations allow us to rewrite the formula (15) as follows

|Bj(n)| �
n∑

l=1

plM |Bj−l(n)| < x
n∑

l=1

plM |Bj−l−1(n)|. (16)

where x is defined by (14). The last inequality in (16) is recursive. Continuation of this
inequality gives: |Bj(n)| < xj−n

∑n
l=1 plM |Bn−l(n)| = p1Mx

j−n, which is equivalent to (13).

�
Rema r k. For matrix Az, where z some scalar, the inequality (13) remains valid, but the
parameter x is defined in this case by the expression

x = (2n− 1)max |aglz| . (17)

C o r o l l a r y 2.1.∣∣∣∣∣
∞∑

j=N

1

j!
Cjl

∣∣∣∣∣ < x−ln

(2n− 1)n−l+1

l∑
g=0

n!

(l − g)!(2n− 1)g

∞∑
j=N

xj

j!
<

<
xN−ln(N + 1)

(2n− 1)n−l+1N !(N + 1− x)

l∑
g=0

n!

(l − g)!(2n− 1)g
, if x < N + 1. (18)

3. Computation of the matrix exponential

According to relations (11) and (9)

exp(Az) � E (J) ≡ ∥∥eik(J)∥∥ =
n−1∑
l=0

(Az)l
[
1

l!
+ Cl(J)

]
, (19)

where J � n and

Cl(J) =
J∑

j=n

1

j!
Cjl =

l∑
g=0

pn−l+g

J∑
j=n

1

j!
Bj−1−g(n) . (20)

The approximation in (19) is replaced by the exact equality if J goes to infinity.
The calculation of the matrix exponential by formulas (19)-(20) can be performed

using the following algorithm.

1. First, the consecutive computations 1/(2!), . . . , 1/(J !) are done.
2. Powers of the matrix Az are computed from the second to n-th inclusive, and traces

of these matrices
sg = tr (Az)g, g = 1, . . . , n

are calculated.
3. Sequential calculation of the coefficient pg, defined by (4) can be performed by New-

ton’s formula [3]:

gpg = sg − p1sg−1 − . . .− pg−1sg, g=1, . . . , n.

In particular, p1 = s1, p2 = (s2 − p1s1)/2, p3 = (s3 − p1s2 − p2s1)/3, . . . .
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4. After that, the symmetric polynomials Bl(n) for l = n, n+1, . . . , J−1 are calculated
by recurrence formulas (6).

5. The calculation of the sums Σg ≡
∑J

j=n Bj−1−g(n)/(j!) for g = 0, 1, . . . , n− 1.

6. Substitution of the values which were found in the previous steps in the formula (19)
and calculation

exp(Az) = I[1 + pnΣ0] + (Az)[1 + (pn−1Σ0 + pnΣ1)] + . . .+

+ (Az)n−1

[
1

(n− 1)!
+ (p1Σ0 + p2Σ1 + . . .+ pnΣn−1)

]
.

3.1. Estimation of roundoff errors

Multiplication of numbers generates roundoff errors. Therefore, the accuracy of the
scattering matrix computations can be estimated by the number of multiplications which
are used in the calculations. The six steps listed above require for their implementation the
following number of multiplications, respectively: N11 = J − 1, N12 = n3(n − 1), N13 =
(n− 1)(n+ 2)/2, N14 = n(J − n), N15 = nJ − n(3n− 1)/2, N16 = n3 + n(n+ 1)/2. On the
whole N1 = (2n+ 1)J + n4 − n2 − 2− 3n(n− 1)/2.

For comparison, calculations according formula (2)

exp(Az) = I + (Az) + (Az)
(Az)

2
+ (Az)

(Az)

2

(Az)

3
+ . . .+ (Az)

(Az)

2

(Az)

3
· · · (Az)

J

require N2 = (n3 + n2)(J − 1) multiplications.
It is easy to verify that N1 < N2 if J > n. For these values of J , the computation

exp(Az) by the MSP generates a smaller roundoff error than calculations by formula (2).
Asymptotics of the ratio of N2 to N1 is characterized by

lim
J→∞

N2

N1

=
n3 + n2

2n+ 1
>
n2

2
.

3.2. Truncation error

Let us consider error caused by truncation of series

∞∑
j=n

1

j!
Bj−1−g(n) ≈

n+N∑
j=n

1

j!
Bj−1−g(n) ,

and substitution of exact formula (11) for (19).

D e f i n i t i o n 2. The relative truncation error of the matrix exponential is

ε(J) = max

∣∣∣∣eik(∞)− eik(J)

eik(∞)

∣∣∣∣ . (21)

Obviously

|eik(∞)− eik(J)| <
∣∣∣∣∣
n−1∑
l=0

(aikz)
l

l!

∣∣∣∣∣max

∣∣∣∣∣l!
∞∑

j=J+1

1

j!
Cjl

∣∣∣∣∣ , (22)

and

|eik(∞)| =
∣∣∣∣∣
n−1∑
l=0

(aikz)
l

l!

∣∣∣∣∣ |1 + T | >
∣∣∣∣∣
n−1∑
l=0

(aikz)
l

l!

∣∣∣∣∣ (1− |T |), (23)
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where

|T | =
∣∣∣∣∣
(

n−1∑
l=0

(aikz)
l

l!
l!Cl(∞)

)/(
n−1∑
l=0

(aikz)
l

l!

)∣∣∣∣∣ � max

∣∣∣∣∣l!
∞∑
j=n

1

j!
Cjl

∣∣∣∣∣ . (24)

For x < 1 from (18) and (24) it follows

|T | < xn−ln(n+ 1)(n− 1)!

(2n− 1)n−l+1n!(n+ 1− x)

n−1∑
g=0

n!

(n− 1− g)!(2n− 1)g
<

1

2
.

From this relation and (23) we find

|eik(∞)| >
∣∣∣∣∣
n−1∑
l=0

(aikz)
l

l!

∣∣∣∣∣ 12 > xn(n+ 1)(n− 1)!

(2n− 1)2 n!(n+ 1− x)
Σ , (25)

and from (22) and (18) —

|eik(∞)− eik(N + n)| < n!(N + n+ 2)xN+2

(2n− 1)2(N + n+ 1)!(N + n+ 2− x)
Σ . (26)

Here Σ =

∣∣∣∣∣
n−1∑
l=0

(aikz)
l

l!

∣∣∣∣∣
n−1∑
g=0

n!

(n− 1− g)!(2n− 1)g
.

Finally, substitution of expressions (25) and (26) in the definition (21) gives the proof
of the following theorem.

Th e o r em 3. If max |aglz| < 1/(2n−1), the relative truncation error ε(N+n) of the matrix
exponential exp(Az) satisfies the inequality

ε(N + n) <
n!(N + n+ 2)xN+1

(N + n+ 1)!(N + n+ 1)
,

where x is defined by (17).

3.3. Scaling exponent

Using the fundamental property of the exponential function expA = [exp(A/m)]m,
we represent the scattering matrix as follows: S = Xm, where

X �
n−1∑
l=0

(
Az

m

)l
1

l!

[
1 + l!

l∑
g=0

pn−l+g

n+N∑
j=n

1

j!
Bj−l−g(n)

]
, (27)

m - integer; pi = (−1)i−1σi; σi, i = 1, 2, . . . , n, and Bl(n) are elementary symmetric poly-
nomials and symmetric polynomials of n-th order of matrix (Az/m), respectively.

C o r o l l a r y 3.1. The relative truncation error of the matrix X calculation according to the

formula (27) ε <
n!(N + n+ 2)ξN+1

(N + n+ 1)!(N + n+ 1)
, provided that ξ = (2n− 1)

max |ajlz|
m

< 1.

Ex amp l e. Let the scaling factor m for matrix Az of order n = 4 is the smallest integer
satisfying the condition m � 10(2n− 1)max |ajlz|. In this case ξ < 0.1, and the calculation
by formula (27) with the value N = 2 gives the matrix X with a relative truncation error
less than 10−5.
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When m > n + 1, the most efficient way of calculating the matrix Xm, as shown
in [7], is to use the theorem (8):

Xm =
n−1∑
l=0

X l

l∑
g=0

(−1)n−l+g−1σn−l+gBm−1−g(n),

where σj and Bl(n) are symmetric polynomials of matrix X.

4. Conclusion

Among the dozens of techniques that were used to calculate the matrix exponential,
the method of symmetric polynomials (MSP) has significant advantages. One of the most
important of them - is carrying out calculations using analytical estimates. Another is that
these estimates do not depend on the eigenvalues of the matrix. Accuracy of the scattering
matrix S = exp(Az) calculation by the method of scaling is determined by the truncation
errors in the calculation of matrix X and roundoff errors in the computation of the matrix
Xm. MSP allows one to control the first error and minimize the latter.
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This study investigates the influence of nanoparticle concentration on the Marangoni effect in the boundary layer

near the free boundary of an incompressible fluid with small kinematic viscosity and thermal conductivity. The

study was conducted on the basis of a single-phase model derived from the Navier-Stokes equations by replacing

thermal parameters for their effective values. Two cases of stationary axisymmetric fluid flow are considered. In

the first case, the fluid is cooled on the free surface near the symmetry axis, and in the second case, the fluid is

heated. In the first case, a rotation of the fluid in a thin boundary layer appears near the free boundary, while there

is no rotation outside the layer. In both cases, as the concentration of nanoparticles increases, the heat flux and the

fluid velocity at the free boundary decrease.

Keywords: nanoparticles, a free boundary, the Marangoni effect, the boundary layer, thermal conductivity.

1. Introduction

The idea of the heat transport by fluid with micron-sized particles was proposed by
Maxwell in the late nineteenth century [1]. However, at that time, the method failed to develop.
The model of heat transport by a fluid containing metal nanoparticles was offered by Choi
S. and Estman J. in 1995 [2]. It was thought that the thermal conductivities of some metals
are hundreds of times greater than the thermal conductivities of some liquids. In an initial
paper, several calculations were made for heat transport in the convective motion of a fluid
with nanoparticles in areas with solid boundaries [2]. It was shown that the heat flux can be
changed by tens of percent, depending on the concentration and type of nanoparticles. The
calculations were based on single-phase and two-phase models. These studies indicated that
the quantitative differences in these models were small, so, in this paper, a simple single-
phase model was used. Recently, a number of reviews and articles on the convection of fluid
with nanoparticles have been published [3–5]. The experimental results on the problem [5]
confirmed the theoretical calculations. The heat transport in Marangoni layers in the plane case
was previously studied [6]. In this article, the axisymmetric case was studied using constant
thermal parameters. The flow of fluid at a given longitudinal temperature gradient on the free
surface was calculated. Two cases were considered; when the temperature of the free boundary
either increased or decreased with distance from the axis of symmetry. In the first case, a
rotation of the fluid in the boundary layer appears near the free boundary with an absence of
rotation outside this layer. In both cases, the heat flux on the free boundary decreased with
increasing nanoparticle concentration and may be reduced by tens of percent, depending on the
concentration of the nanoparticles and their composition.
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2. The Equations of the Model

This study investigates the stationary axisymmetric flow of a viscous heat-conducting
incompressible fluid in a layer of infinite thickness, limited to the top by the free boundary Γ.
Along Γ, a temperature gradient is given which is positive in the first case and negative in
the second. For small values of the kinematic viscosity and thermal diffusivity near the free
boundary, there occurs a thin boundary Marangoni layer, outside of which, the fluid flow is
slow and in the first approximation is described by the equations of an inviscid fluid. The study
explores cases when metallic nanoparticles such as copper, silver, alumina and titanium oxide
are placed in the base fluid, water. In these calculations, the single-phase model of nanofluids is
used. It is assumed that the base fluid and the nanoparticles are in thermodynamic equilibrium,
with no slide occurring between the fluid and the nanoparticles. The nanoparticles are spherical
in shape and of uniform size. The equations of motion in the case of single-phase fluid issue
from the Navier-Stokes equations by replacing the physical parameters on their effective values:

(v, ∇)v = −ρ−1
nf∇p+ µnfρ

−1
nf∇

2v,

(v, ∇)T = χnf∇2T, div v = 0,

where v = (vr, vθ, vz) is the velocity vector, p is the pressure, T is the temperature. (r, θ, z) are
cylindrical coordinates. Parameters ρnf , µnf , χnf are the effective values of density, dynamic
factor of viscosity, thermal diffusivity of fluid with nanoparticles. The fluid motion is axially
symmetric, i.e. velocity vector, pressure and temperature are independent of the circumferential
coordinate θ. It is assumed that the surface tension is linearly dependent on the temperature
σ = σ0 − |σT | (T − T∗), where σ0, |σT |, T∗ are constant. Deformability of the free boundary is
to be neglected. On the free surface Γ, there are satisfied dynamic conditions for shear stresses,
the kinematic condition and the temperature is set [6]:

2µnf (Πn− (nΠn)n) = ∇Γσ,

vn = 0, T = TΓ(r, z), (r, z) ∈ Γ,

where Π is the strain rate tensor, n is the normal vector to the free boundary Γ. ∇Γ is the
gradient along Γ, TΓ is the set temperature of the free boundary. Along Γ, a temperature
gradient satisfies the condition ∇ΓTΓ 6= 0 at r ≤ L and TΓ = const at r > L. We turn to
the dimensionless variables in equations of motion and boundary conditions, having selected
as a scale of length, velocity, pressure and temperature the following parameters L, U , σ0/L,

ATL. Where U =
(
|σT |2A2

TLρ
−2
f ν−1

f

)1/3
and AT are the scale of the temperature gradient

along the surface Γ. Parameters ρf , νf indicate the density and viscosity kinematic factor of
the base fluid. With large temperature gradients along the free surface and small diffusion
coefficients, the boundary layer that arises near Γ is characterized by a large value for the
velocity gradient across the boundary layer. We introduce a small parameter of the formula

ε =
(
ρfν

2
f |σT |

−1 L−2A−1
T

)1/3
and note that the order of the thickness of the boundary layer is

εL.
The effective values of the physical parameters for a fluid with nanoparticles ρnf , µnf ,

χnf , knf are expressed by the parameters of the base fluid ρf , µf , χf , kf and the parameters of
metal particles – density ρS and coefficient of thermal conductivity kS of the known formulas [7,
8]:

ρnf = (1− ϕ)ρf + ϕρS, µnf = µf (1− ϕ)−5/2,

χnf = knf/(ρcp)nf , (ρcp)nf = (1− ϕ)(ρcp)f + ρ(ρcp)s,
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where ϕ is the volume concentration of nanoparticles in the mixture. The coefficient knf is
determined by the formula [9]:

knf = kf
kS + 2kf − 2ϕ(kf − kS)

kS + 2kf + ϕ(kf − kS)
,

where knf , kf denote the thermal conductivity coefficients of nanofluids and base fluid. The
thermal parameters are considered constant. The dynamic viscosity of nanofluids is shown
in [7], published by Brinkman H.C. in 1952.

3. Asymptotic Method

The solution to the problem is built though the boundary layer method. The top of the
cylindrical coordinate system is put on a free surface whose equation is in the form z = 0.
Furthermore, in the boundary layer DΓ we introduce a stretching transformation, z = εs. Note
that s ≤ 0 is in the field DΓ. Asymptotic expansion of the velocity and temperature components
are built in the form of series in powers of a small parameter ε with ε→ 0 [10]:

vr = hro + ε(hr1 + vr1) + . . . , vz = ε(hz1 + vz1) + . . . .

vθ = hθ0 + ε(hθ1 + vθ1) + . . . , T = θ0 + εθ1 + . . . .

Similar series are built for the pressure as well. Note that the functions hr0, hz1, hθ0
are defined in the field of the boundary layer DΓ; as they depend on the coordinates s, r and
disappear outside of DΓ. Functions vr1, vz1 are defined outside the boundary layer; depending
on the cylindrical coordinates z, r and satisfying the Euler equations that describe the first
approximation for an ideal fluid outside DΓ. Asymptotic expansions are substituted in the
Navier-Stokes equations, heat-conductivity equation, the boundary conditions, here we pass to
the variables s, r in DΓ, and the sum of the coefficients of the same powers of the parameter ε
equate to zero. As a result, the leading asymptotic term satisfies the equations:

hr0
∂hr0
∂r

+Hz1
∂hr0
∂s
− h2

θ0

r
= A

∂2hr0
∂s2

,

∂hr0
∂r

+
hr0
r

+
∂Hz1

∂s
= 0,

hr0
∂hθ0
∂r

+Hz1
∂hθ0
∂s

+
hr0hϑ0

r
= A

∂2hθ0
∂s2

,

hr0
∂θ0

∂r
+Hz1

∂θ0

∂s
=
B

Pr

∂2θ0

∂s2
.

(1)

Here, we introduce the designation: Hz1 = hz1 + vz1|Γ.
For this system of equations, we give the boundary conditions:

1

(1− ϕ)5/2

∂hr0
∂s

= −∂TΓ

∂r
, Hz1 = 0,

∂hθ0
∂s

= 0, θ0 = TΓ (s = 0),

hr0 → 0, hθ0 → 0, θ0 → T∞ (s→ −∞).

(2)

It should be noted that T∞ = const is the constant temperature at infinity. Pr = νf/χf is
the Prandtl number for water. The coefficients A and B in the equations of the boundary layer
are expressed via the parameters of nanoparticles and the base fluid by the following formulas:

A = D (1− ϕ)−5/2 , D = (1− ϕ+ ϕρf/ρS)−1 ,
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B = D
kS/kf + 2− 2ϕ(1− kS/kf )
kS/kf + 2 + ϕ(1− kS/kf )

.

We consider the case when the temperature at the free surface is defined by the power
law TΓ = T∞+ τrn+1/(n+ 1), (n 6= −1). Here, the parameter τ takes only two values τ = ±1.
In the first case, for τ = 1, the temperature is the lowest value on the free surface of Γ at r = 0
on the symmetry axis and the fluid temperature increases with distance from the axis. In the
second case, at τ = −1, the temperature reaches its highest value on the axis of symmetry on
Γ and the fluid cools with distance from the axis. Here the self-similar solution of the problem
(1), (2) is determined. We introduce the stream function ψ(s, r) by the formulas: hr0 = ∂ψ/∂s,
Hz1 = −r−1∂(rψ)/∂r. The solution of the problem is performed as:

ψ = −r(n+2)/3f(ξ), θ0 = T∞ + τrn+1θc(ξ)/(n+ 1), hθ0 = r(2n+1)/3G(ξ), (3)

where ξ = −sr(n−1)/3 (the minus sign is chosen for the realization of the inequality ξ ≥ 0, as
here s ≤ 0). The functions f(ξ), θc(ξ), G(ξ) are determined by the boundary value problem:

3Af ′′′ = (2n+ 1)f ′2 − (n+ 5)ff ′′ − 3G2,

3AG′′ = (2n+ 4)Gf ′ − (n+ 5)fG′,

B Pr−1 θ′′c = (n+ 1)θcf
′ − (n+ 5)fθ′c/3,

f(0) = 0, f ′′(0) = τ(1− ϕ)5/2, θc(0) = 1, G′(0) = 0,

f ′(∞) = 0, G(∞) = 0, θc(∞) = 0.

(4)

The heat flux on the free boundary is determined after solving the problem (4)

qΓ = −knf∂T/∂z = ε−1knfr
(4n+2)/3τθ′c(0)/(n+ 1), (z = 0)

and local Nusselts number Nu = −ε−1knfk
−1
f r(n+2)/3θ′c(0).

We note the particular case when n = 4. The system (4) admits an exact solution at
τ = −1, depending on the variable by exponential law f(ξ) = a (1− exp(−γξ)), G ≡ 0.
Here we have γ = 3

√
3/A(1 − ϕ)5/6, a = Aγ/3. The temperature distribution is calculated

numerically.

4. The Results of the Calculations

The boundary value problem (4) was solved numerically by the shooting method. We
note that the problem (4) was divided into two boundary value problems: at first we count
the function f(ξ), G(ξ) and then we determine the function θc(ξ). When nanoparticles were
absent in liquid for ϕ = 0, A = B = 1 and at τ = −1 , the solution of the problem without
rotation of a thin layer was found in paper [10] for different values of the parameter n. In
this paper, the solution was constructed when ϕ 6= 0 for the four types of nanoparticles –
copper (Cu) , silver (Ag), titanium oxide (TiO2 ) and alumina (Al2 O3). Concentration of the
nanoparticles corresponding to the parameter ϕ was varied from zero to 0.2. The numerical
values of thermodynamic parameters k, µ, ρ, cp were given in paper [6]. The calculations were
made at n = 0. It was shown that cooling at the point of r = 0 on the free boundary for τ = 1,
the rotation of the liquid appears in a thin boundary layer near the free surface. Additionally,
there is no rotation outside this layer. The presence of nanoparticles in the liquid slows down
the rotation of the layer, correspondingly, the higher the nanoparticle concentration, the larger
the degree of inhibition. Liquid can rotate both clockwise and counterclockwise. The boundary
value problem (4) for each fixed set of initial parameters admits two symmetric solutions: f ,
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±G, θc. At n = 0, τ = 1, ϕ = 0 for system (4), we give numerical values f ′(0) = −0.5793,
G(0) = ±0.9934, θ′c(0) = 1.1039. In the case when τ = −1 the rotational effect is absent.
Here, f ′(0) = 1.0563, θ′c(0) = −3.3629, G = 0 at ϕ = 0.

FIG. 1. The dependence of the amplitude of the radial velocity component on
the transverse coordinate. Curves 1 and 2 correspond to the fluid flow without
rotation, curves 3 and 4 – to the flow with rotation.

Figure 1 shows graphs of the radial velocity components’ amplitude f ′(ξ) depending on
a function of the transverse coordinate ξ in the boundary layer at various concentrations ϕ of
copper nanoparticles. The flow without rotation corresponds to curves 1 and 2. The absence of
nanoparticles in the layer (ϕ = 0) corresponds to curve 1, and value ϕ = 0.2 corresponds to
curve 2. The radial component of the velocity decreased monotonically with distance from the
free boundary. The presence of nanoparticles slowed down the flow of a liquid, with the braking
effect appearing most prominently at the free surface. Curves 3 and 4 correspond to the values
ϕ = 0 and ϕ = 0.2 for the flow of liquid with rotation. Without rotation, the velocity of the
liquid decreased monotonically with the increased ξ and was positive, in this case, the rotational
speed is not monotonic and a zone of countercurrent appears by the free surface (where vr < 0).

Calculations showed that the circumferential velocity component hθ0 decreased mono-
tonically with distance from the free surface. When the concentration of nanoparticles increased,
fluid flow inhibition occurred and the rotational effect weakened.

The graph of the function θc(ξ), which influences the temperature distribution in the
boundary layer, in accordance with (3), is shown on Fig. 2. Curves 1 and 2 correspond to
the flow of liquid with rotation, and curves 3 and 4 correspond to the flow of liquid without
rotation. Curves 1 and 4 represent a nanoparticle concentration of 0 (ϕ = 0), while curves 2
and 3 correspond to a concentration of ϕ = 0.2. The temperature of the liquid with rotationless
flow was defined by the function θ0(r, ξ) in (3) and increased monotonically in the direction
of the free surface inside the boundary layer with r > 0 and remained constant equal to T∞
on the rotation axis r = 0. With higher nanoparticle concentrations, the temperature decreased
monotonically in fixed section within the layer ξ = const. With a rotating boundary layer
(τ = 1), the temperature distribution inside the layer was not monotonous and differed from
the one without rotation. A thin sublayer appeared inside the boundary layer DΓ near the free
boundary Γ, where the temperature increased with distance from Γ, and then fell outside this
sublayer to a value of T∞ on leaving DΓ. Depending on the parameter ϕ, the temperature
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FIG. 2. The dependence of the function θc on the transverse coordinate in the
boundary layer. Curves 1 and 2 correspond to the fluid flow with rotation, curves
3 and 4 – to the flow without rotation.

FIG. 3. The dependence of the amplitude of the heat flow on the volume con-
centration of nanoparticles on the free boundary. Curves 1 and 2 correspond to
the fluid flow without rotation, curves 3 and 4 – to the flow with rotation.

distribution inside the layer was not monotonic at fixed transverse coordinate ξ. The value ξ∗
exists for each value of the parameter ϕ. The temperature of the liquid decreased at 0 < ξ < ξ∗
with an increase of the concentration parameter, ϕ. The temperature of the liquid increased at
ξ > ξ∗.

Figure 3 shows graphs of the amplitude of the heat flux τθ′c(0) on the free surface
depending on the nanoparticle concentration ϕ of titanium oxide (curves 1 and 3) and copper
(curves 2 and 4). The flow of liquid without rotation corresponds to curves 1 and 2, while curves
3 and 4 were calculated for a rotating layer. In all cases, increased nanoparticle concentrations
reduced the amount of heat flux monotonically. Moreover, the heat flux reduction was dependent
upon the nanoparticle composition.
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5. Conclusion

The influence of nanoparticle concentration on heat transfer in a thin Marangoni bound-
ary layer near a free, nondeformable boundary with given uneven temperature distribution along
this boundary was researched in this paper. It was shown that depending on the temperature
gradient’s direction along the boundary, there might be a flow either with or without rotation.
During the rotation of the liquid, a countercurrent zone appears near the free surface. It was
shown that in both cases, with higher nanoparticle concentrations, the heat flux on the free
surface decreased monotonically on the order of several tens of percent, depending on the con-
centration and composition of the nanoparticles. The liquid velocity inside the Marangoni layer
decreased with higher nanoparticle concentrations. The rotational effect was weakened with the
presence of nanoparticles in the liquid.

Acknowledgment

This work was supported by the RFBR grant No. 12-01-00582-a.

References

[1] J.C. Maxwell. A Treatise on Electricity and Magnetism. Clarendon Press, 2nd ed., 435 p. (1881).
[2] S.U.S. Choi. Enhancing thermal conductivity of fluids with nanoparticles. The Proceedings of the 1995 ASME

International Mechanical Engineering Congress and Exposition, San Francisco, USA, ASME, FED 231/MD
66, P. 99–105 (1995).

[3] V. Bianco, F. Chiacchio, O. Manca, S. Nardini. Numerical investigation of nanofluids forced convection in
circular tubes. Applied Thermal Engineering, 29 (17–18), P. 3632–3642 (2009).

[4] S. Kakac, A. Pramuanjaroenkij. Review of convective heat transfer enhancement with nanofluids. International
Journal of Heat and Mass Transfer, 52, P. 3187–3196 (2009).

[5] W. Daungthongsuk, S. Wongwises. A critical review of convective heat transfer of nanofluids. Renew. Sustain.
Energy Rev., 11, P. 797–817 (2007).

[6] N.M. Arifin, R. Nazar, I. Pop. Marangoni-driven boundary layer flow in nanofluids. Proceedings of the 2010
international conference on theoretical and applied mechanics, 2010 and 2010 international conference on
Fluid mechanics and heat & mass transfer, P. 32–35 (2010).

[7] H.C. Brinkman. The viscosity of concentrated suspensions and solutions. J. Chem. Phys., 20, P. 571–581
(1952).

[8] K. Khanafer, K. Vafai, M. Lightstone. Buoyancy-driven heat transfer enhancement in a two-dimensional
enclosure utilizing nanofluids. Int. J. Heat Mass Transfer, 46, P. 3639–3653 (2003).

[9] R.K. Shukla, V.K. Dhir. Numerical study of the effective thermal conductivity of nanofluids. Proceedings of
ASME Heat Transfer Conference, San Francisco, California, July, 17–22, P. 1–9 (2005).

[10] V.A. Batischev. Asymptotics of unevenly heated free surface of capillary liquid at large Marangoni numbers.
Applied Mathematics and Mechanics, 53 (3), P. 425–432 (1989).



NANOSYSTEMS: PHYSICS, CHEMISTRY, MATHEMATICS, 2013, 4 (3), P. 320–323

MODEL OF NON-AXISYMMETRIC FLOW
IN NANOTUBE

I. V. Blinova

Saint Petersburg National Research University of Information Technologies, Mechanics
and Optics, 49 Kronverkskiy, Saint Petersburg, 197101, Russia

irin-a@yandex.ru

PACS 62.10.+s

The asymmetric Stokes flow in a circular cylinder due to a rotlet is considered. This is a model for nanotube
flow induced by a small rotating particle. The 3D Stokes and continuity equations are reduced to boundary
problems for two scalar functions. Analytical solutions in terms of the Fourier transform is obtained.
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1. Introduction

The Stokes flow description is a classical problem of fluid mechanics, having a long
history. In recent years, it attracted new interest due to appearance of a new field, related
with the development of nanotechnology. The flow through nanostructures is known to
have many interesting unusual peculiarities [1]. Particularly, one observes a phenomenon
analogous to superfluidity [2], dependence of the viscosity on the nanotube diameter [3]
and other effects. The theory of nanoflow is not well-developed. There are only a few
works suggesting theoretical explanation of these phenomena (see, e.g., [4], [5], [6]). It
has been shown that hydrodynamic equations should be modified for nanoflows [7], but
the Stokes approximation is appropriate due to the smallness of the Reynolds number [8].

In the present paper, we use the Stokes model for nanotube flow. Namely, we study
the creeping flow inside the nanotube induced by a rotlet. From a physical point of view,
a molecule rotating due to external magnetic field in the nanotube can play the role of the
rotlet. A rotlet is the point source of vorticity, i.e. it is the solution of the Stokes equation
with point singularity (see, e.g., [9], [10]). Correct mathematical description of such type
of singular solutions was given in the framework of the theory of self-adjoint extensions of
symmetric operators [11], [12], [13]. The advantage of the approach is that it allows one
to obtain analytical solutions in many interesting cases. In the present paper we consider
asymmetric Stokes flow in a cylinder caused by a rotlet having the axis orthogonal to
the cylinder axis. Earlier the asymmetric Stokes flow was describe only for the domain
between two parallel planes [14].

2. Problem formulation

Consider a cylinder of radius R0 having OZ as the axis. We deal with the Stokes
flow inside the cylinder caused by a rotlet at the origin having OX as the axis. Let v be
the flow velocity, p be the pressure. Then the Stokes and continuity equations takes place:

Δv = ∇p, ∇ · v = 0. (1)
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We assume that the flow is induced by a rotlet, hence, we seek the solution in the form:

v = v0 + v1, v0 =
i× r

|r| ,

r is radius-vector of a point, i is the unit vector, parallel to the OX axis.
We will use the cylindrical coordinates (ρ, ϕ, z). There is an interesting technique

suggested in [15] which allows one to reduce the system (1) of the Stokes and continuity
equation to two equations for two scalar functions ψ, χ. Namely, the solution of (1) can be
represented in the form:

v = rot(rot(
ψ

ρ
k cosϕ) +

χ

ρ
k sinϕ),

p =
1

ρ

∂

∂z
(L−1ψ) cosϕ,

where ψ, χ are scalar functions of two variables (ρ, z) satisfying the equations:

L2
−1ψ = 0, L−1χ = 0,

L−1 =
∂2

∂z2
+

∂2

∂ρ2
− 1

ρ

∂

∂ρ
.

The velocity components is related with these functions by the following manner:

vz = − ∂

∂ρ
(
1

ρ

∂ψ

∂ρ
) cosϕ, (2)

vρ = (
∂

∂ρ
(
1

ρ

∂ψ

∂z
) +

χ

ρ2
) cosϕ, (3)

vϕ = −(
1

ρ2
∂ψ

∂z
+

∂

∂ρ
(
χ

ρ
)) sinϕ. (4)

The no-slip boundary condition (zero velocity at the boundary) is as follows:

(
∂

∂ρ
(
1

ρ

∂ψ

∂ρ
))

∣∣∣∣
ρ=R0

= 0,

(
∂

∂ρ
(ρ
∂

∂ρ
(
1

ρ

∂ψ

∂z
))− 1

ρ2
∂ψ

∂z
)

∣∣∣∣
ρ=R0

= 0,

(
∂

∂ρ
(ρ
∂

∂ρ
(
χ

ρ
))− χ

ρ2
)

∣∣∣∣
ρ=R0

= 0.

Moreover, v → 0 if z → ∞.

3. Problem solution

Note that the functions ψ, χ corresponding to the rotlet in free space are as follows

ψ0 = −
√
z2 + ρ2, χ0 = − z√

z2 + ρ2
.

We seek the solution in the form ψ = ψ0 + ψ1, χ = χ0 + χ1. At first, let us consider the
problem for χ1 :

∂2χ1

∂z2
+
∂2χ1

∂ρ2
− 1

ρ

∂χ1

∂ρ
= 0,
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(
∂

∂ρ
(ρ
∂

∂ρ
(
χ1

ρ
))− χ1

ρ2
)

∣∣∣∣
ρ=R0

= − (
∂

∂ρ
(ρ
∂

∂ρ
(
χ0

ρ
))− χ0

ρ2
)

∣∣∣∣
ρ=R0

.

Making the Fourier transform F in respect to z, one gets

−k2X +X ′′
ρρ −

1

ρ
X ′

ρ = 0,

(
∂

∂ρ
(ρ
∂

∂ρ
(
X

ρ
))− X

ρ2
)

∣∣∣∣
ρ=R0

= − (
∂

∂ρ
(ρ
∂

∂ρ
(
X0

ρ
))− X0

ρ2
)

∣∣∣∣
ρ=R0

.

Here X(k, ρ) = F (χ1(z, ρ)), X0(k, ρ) = F (χ0(z, ρ)). Note that X,X0 should be considered
as distributions. One can solve the problem and find X and, correspondingly, χ :

χ = χ0 + χ1, (5)

χ1 = F−1(X) =
1√
2π

∞∫
−∞

AJ1(ikρ)e
ikzdk,

A = −
( ∂
∂ρ
(ρ ∂

∂ρ
(X0

ρ
))− X0

ρ2
)
∣∣∣
ρ=R0

( ∂
∂ρ
(ρ ∂

∂ρ
(J1(ikρ)

ρ
))− J1(ikρ)

ρ2
)
∣∣∣
ρ=R0

,

where J1 is the Bessel function.
Consider the problem for ψ. Making the Fourier transform in respect to z, one

obtains the equation

(−k2 + ∂2

∂ρ2
− 1

ρ
)2Ψ = 0,

where Ψ(k, ρ) = F (ψ(z, ρ)). To construct the solution to the boundary problem, we need
two linearly independent solutions having no singularity at zero. One of them is, evidently,
J1(ikρ). The second solution is sought in the form f(ρ)J1(ikρ). Routine procedure gives
us the expression for f(ρ) :

f(ρ) =

∫ ρ

0

ρ1dρ1
J1(ikρ1)

(

∫ ρ1

0

J2
1 (ikρ2)

ρ2
dρ2).

The solution is linear combination of these two functions with coefficients determined by
the boundary conditions. As a result, one has:

ψ = ψ0 + ψ1, (6)

ψ1 = F−1(Ψ1) =
1√
2π

∞∫
−∞

Ψ1(k, ρ)e
ikzdk,

Ψ1(k, ρ) =
b1a22 − b2a12
a11a22 − a21a12

J1(ikρ) +
b2a11 − b1a21
a11a22 − a21a12

f(ρ)J1(ikρ),

a11 = (
∂

∂ρ
(
1

ρ

∂J1(ikρ)

∂ρ
))

∣∣∣∣
ρ=R0

, a12 = (
∂

∂ρ
(
1

ρ

∂(f(ρ)J1(ikρ))

∂ρ
))

∣∣∣∣
ρ=R0

,

a21 = (
∂

∂ρ
(ρ
∂

∂ρ
(
J1(ikρ)

ρ
))− J1(ikρ)

ρ2
)

∣∣∣∣
ρ=R0

,

a22 = (
∂

∂ρ
(ρ
∂

∂ρ
(
f(ρ)J1(ikρ)

ρ
))− f(ρ)J1(ikρ)

ρ2
)

∣∣∣∣
ρ=R0

,
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b1 = − (
∂

∂ρ
(
1

ρ

∂Ψ0(ρ)

∂ρ
))

∣∣∣∣
ρ=R0

,

b2 = −(
∂

∂ρ
(ρ
∂

∂ρ
(
Ψ0(ρ)

ρ
)) +

Ψ0(ρ)

ρ2
)

∣∣∣∣
ρ=R0

.

Inserting of expressions (5), (6) for χ and ψ into (2), allows one to obtain the velocity and
the pressure fields.
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The absorption of electromagnetic radiation by electrons of the quantum well is investigated. These calcu-

lations take into account the spin-orbit interaction (SOI) in the Rashba model. Analytical expression of the

absorption coefficient is obtained. Resonant frequencies and positions of the resonance peaks were found.

Keywords: quantum well, spin-orbit interaction, the absorption coefficient.

1. Introduction

Optical properties of low-dimensional systems is a major branch of nanostructure-
based physics. The interest in the study of the absorption coefficient of electromagnetic
radiation in nanostructures has increased greatly in recent years. The emerging field of
spintronics has generated interest in the effects of the spin-orbit interaction (SOI) in low-
dimensional semiconductor heterostructures.

The absorption of electromagnetic radiation in semiconductors while taking into ac-
count the SOI have been investigated previously [1]. The spin-orbit interaction of 2D elec-
trons were investigated previously [2,3], where the value of the coupling constant α, and the
expression for the magnetic susceptibility were found.

Splitting of the cyclotron resonance for two-dimensional electrons in InAs quantum
wells was observed [4]. This effect can be explained by the use of the SOI in the Rashba
model.

The electron transport and the cyclotron resonance in a one-sided, selectively doped
HgTe/CdHgTe (013) heterostructure with a 15-nm quantum well with an inverted band
structure have been investigated [5]. Modulation of the Shubnikov-de Haas oscillations was
observed, and the spin splitting in a zero magnetic field was found to be about 30 meV. A
large Δmc/mc � 0.12 splitting of the cyclotron resonance line was discovered and shown to
be due to both the spin splitting and the strong nonparabolicity of the dispersion relation
in the conduction band.

The Rashba effect in the ring was previously considered [6]. The behavior of the
energy spectrum was analyzed in detail. The energy spectrum depended on the width of the
ring and the Rashba parameter of the spin-orbit interaction.

Inelastic light scattering by a two-dimensional system of electrons in a conduction
band with Rashba spin-orbit coupling was studied theoretically for the resonance case where
the frequencies of the incident and scattered light were close to the effective distance between
the conduction band and spin-split band in a III-V semiconductor [7].
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2. Absorption coefficient

In this paper we studied the absorption coefficient of electromagnetic radiation in the
quantum well with (SOI). The Hamiltonian has the form [3]

H =
1

2m∗ (px +
e

c
By)2 +

p2y
2m∗ +

p2z
2m∗ + αv

[
σ × p− e

c
A

�

]
,

the vector potential of magnetic field A is A = (−By, 0, 0).
The electron energy spectrum of the problem has the form [3]

E±
s = �ωc[s±

√
(1/2− gβ/2)2 + γ2s] + ε0, s � 1

E0 = �ωc(1/2− gβ/2) + ε0, s = 0,

where β = m∗/2m0,γ
2 = α2/A�ωc,A = �

2/2m∗, ε0 — is the lower level of the electron energy
in the well, α — coupling constant, m∗ — effective electron mass, m0 — free electron mass,
ωc = eB/m∗c — cyclotron frequency, g — g factor of electrons.

The electronic transitions with the change s, but without changing the sign (plus-
plus, or minus-minus transitions) correspond to the cyclotron resonance [3]. Also introduced
was the concept of the combined resonance responsible for transitions with a change of sign
and the change s [3].

The wave functions has the form: [1]

(
f1
f2

)
=

⎛
⎜⎝

∞∑
s=0

asψs

∞∑
s=0

bsψs

⎞
⎟⎠ ,

where ψs — oscillator functions, as, bs — coefficient of expansion f1 and f2 respectively.

a
(s)
s−1 = ±i

√√√√√
√
(1
2
− β)2 + γ2s∓ (1

2
− β)

2
√
(1
2
− β)2 + γ2s

,

b(s)s =

√√√√√
√
(1
2
− β)2 + γ2s± (1

2
− β)

2
√

(1
2
− β)2 + γ2s

.

The remaining coefficients a
(s)
t and b

(s)
t equal to zero [1].

Then the transition matrix elements due to electromagnetic radiation has the form

〈(f1f2) |HR|
(
f1
f2

)
〉 = 〈(f1f2)

⎛
⎜⎜⎝

∞∑
s′=1

as′HRψs′

∞∑
s′=1

bs′HRψs′

⎞
⎟⎟⎠〉 = ie�

m∗l0

√
2π�Nf

εω

×
( ∞∑

s=0

∞∑
s′=1

a∗sas′

(√
s+ 1

2
δs,s′−1 −

√
s

2
δs,s′+1

)
+ b∗sbs′

(√
s+ 1

2
δs,s′−1 −

√
s

2
δs,s′+1

))
,

(1)
l0 — is a magnetic length, δs,s′ — Kronecker delta symbol, Nf — number of photons, HR —
operator of the electron-photon interaction.
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We consider the case of a non-degenerate electron gas. Expression for the absorption
due to these transitions are given by

Γ(ω) =
2π
√
ε(ω)n

c�Nf

[
1− exp

(
−�ω

T

)]

×
∑
α

∑
β

f0(Eα)|〈(f1f2) |HR|
(
f1
f2

)
〉|2δ (Eα − Eβ + �ω) , (2)

where α, β — quantum numbers of the electron to initial and final states, f0 — is the
electronic-Boltzmann distribution function, ε(ω) — real part of the dielectric constant, ω —
frequency of the photon, (1 − exp(−�ω/T )) — takes into account the stimulated emission
of photons, δ(x) — Dirac delta function, n — the concentration of electrons. Under the
condition �ω � T this term will be neglected. This expression (2) is similar to that used
in [8].

We obtain the following expression for the absorption coefficient using (1) and (2):

Γ(ω) =
2π

√
εn

c�Nf

e2�2

m∗2l20

2π�Nf

εω

∞∑
s=0

∞∑
s′=1

(
s+ 1

2
δs,s′−1 − s

2
δs,s′+1

)

×(asas′a
∗
sa

∗
s′ + bsas′a

∗
sb

∗
s′ + asb

∗
sa

∗
s′bs′ + bsbs′b

∗
sb

∗
s′)f0(E

±
s )δ(E

±
s − E±

s′ + �ω). (3)

It is clear that the least s′ is equal to one. It is the lowest level on which an electron
can be found after the absorption of a photon.

After calculating the sum from s we obtain:

Γ(ω) =
2π

√
εn

c�Nf

e2�2

m∗2l20

2π�Nf

εω

∞∑
s′=1

s′

2

(as′−1as′a
∗
s′−1a

∗
s′+bs′−1as′a

∗
s′−1b

∗
s′+as′−1b

∗
s′−1a

∗
s′bs′+bs′−1bs′b

∗
s′−1b

∗
s′)f0(E

±
s′−1)δ(E

±
s′−1−E±

s′ +�ω)

−2π
√
εn

c�Nf

e2�2

m∗2l20

2π�Nf

εω

∞∑
s′=1

s′ + 1

2

(as′+1as′a
∗
s′+1a

∗
s′+bs′+1as′a

∗
s′+1b

∗
s′+as′+1b

∗
s′+1a

∗
s′bs′+bs′+1bs′b

∗
s′+1b

∗
s′)f0(E

±
s′+1)δ(E

±
s′+1−E±

s′+�ω).
(4)

We take into account the broadening of delta peaks using the Lorentz formula [8].
The following expression of the absorption coefficient is given by:

Γ(ω)

Γ0

=
∞∑

s′=1

ωc

ω

s′

2
(as′−1as′a

∗
s′−1a

∗
s′ + bs′−1as′a

∗
s′−1b

∗
s′ + as′−1b

∗
s′−1a

∗
s′bs′ + bs′−1bs′b

∗
s′−1b

∗
s′)

×f0(E±
s′−1)

1

1 + τ 2((E±
s′−1 − E±

s′ )�
−1 + ω)2

−

−
∞∑

s′=1

ωc

ω

s′ + 1

2
(as′+1as′a

∗
s′+1a

∗
s′ + bs′+1as′a

∗
s′+1b

∗
s′ + as′+1b

∗
s′+1a

∗
s′bs′ + bs′+1bs′b

∗
s′+1b

∗
s′)

×f0(E±
s′+1)

1

1 + τ 2((E±
s′+1 − E±

s′ )�
−1 + ω)2

, (5)

where we introduced

Γ0 =
4π

c
√
ε

e2τ

m∗ n,

τ — phenomenological relaxation time.
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Fig. 1. The dependence of the absorption of electromagnetic radiation on the
radiation frequency. γ2 = 11, β = 0.25, T = 100K
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Fig. 2. The dependence of the absorption of electromagnetic radiation on the
radiation frequency. γ2 = 7, β = 0.25, T = 100K

The graph of the absorption coefficient as a function of electromagnetic radiation
frequency is presented in fig. 1,2. The right wing of graph is almost smooth, however, the
left wing contains a series of peaks due to the electronic transitions between discrete levels.
The smooth form of the right wing at high-frequencies is stipulated by the distribution
function f0(E

±
s′+1) .

The resonance curve in the absence of the SOI is shown in fig. 3.
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Fig. 3. The dependence of the absorption of electromagnetic radiation on the
radiation frequency. γ2 = 0, β = 0.25, T = 100K
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The propagation of ultra-short optical pulses in a thin film created by graphene grown on a boron nitride
base will be considered, taking into account the environment’s dispersion characteristics, electron conduction
in such a system described by the framework of an effective long-wave Hamiltonian for low-temperature
media. The electromagnetic field is taken as classical Maxwell’s. We reveal the dependence of the electric
field on the maximum amplitude of ultra-short optical pulses, as well as on empirical dispersion constants.

Keywords: graphene, propagation of ultra-short optical pulses, boron nitride base.

1. Introduction

Recently, laminated structures based on graphene have attracted the interest of
many researchers. Graphene, which grown on the boron nitride base is one of these
structures.

Both boron nitride and graphene have hexagonal crystal lattices, that allows the
construction of hybrid materials on their basis. This structure is interesting because
a boron nitride is an insulator, and graphene is a conductor. It is possible to obtain
substances with different band gaps by combining them together in the various ways.
Many other authors are interested in both the theoretical and experimental investigations
of these structures. [2–11].

The dynamics of ultra-short optical pulses propagating in a double-layer graphene-
boron nitride structure were investigated in the hopes that dispersion qualities in non-
magnetic environments would be revealed.

2. Principal equations

We considered a graphene layer on a boron nitride base. The Hamiltonian we chose
in a long-wave approximation, in basis φg1, φg2, φnb1, φnb2, where the wave functions are
conformed to an electron, localized on one graphene sub-lattice, on another graphene sub-
lattice, on one boron nitride sub-lattice and on another boron nitride sub-lattice accordingly,
depicted in matrix view as:

H (k) =

⎛
⎜⎜⎝

0 k∗ 0 t
k 0 0 0
0 0 Δ f ∗

t 0 f −Δ

⎞
⎟⎟⎠ (1)
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Here, t — is an electron jumping integral between graphene and boron nitride
layers; Δ — is a forbidden zone quantity for boron nitride; k = vfg(kx + iky), vfg — is the
Fermi velocity for graphene; kx, ky — are the electron pulse components; f=vfnb(kx + iky );
vfnb − vfg — are the Fermi velocity for the boron nitride.

The Hamiltonian (1) we can rewrite, using a block matrix structure [13]:

H (k) =

⎛
⎜⎜⎝

0 k∗ 0 t
k 0 0 0
0 0 Δ f ∗

t 0 f −Δ

⎞
⎟⎟⎠ ≡

(
H11 H12

H21 H22

)
.

For cases when the forbidden zone quantity in the boron nitride is large as compared
to the electron’s energy, the long-wave approximation can be considered, allowing one to
write the effective Hamiltonian by analogy with bigraphene [13]:

Heff ≡ H11 −H12H
−1
22 H21 = −1

t

(
Δ −1

t
f ∗k∗

−1
t
fk − 1

t2
|k|2 Δ

)
. (2)

The operated approximation practically is a supplementary limitation on the ultimate
electrons pulse, which we can consider within the bounds of a long-wave approximation and
match to originally usable a long-wave approximation for electronic graphene sub-system.
The Hamiltonian (2) can be easily diagonalized. It gives us the electron spectrum:

ε (kx, ky) =
1

2

⎛
⎝Δ

(
1− v2fg

(
k2
x + k2

y

))
+

√
Δ2

(
1− v2fg

(
k2
x + k2

y

))2
+

4v2fgv
2
fnb

t2
(
k2
x + k2

y

)2⎞⎠ ,

(3)
where vfg, vfnb — are the Fermi velocities of electrons in graphene and boron nitride,
respectively.

According to quantum mechanics laws, in the presence of an external electric field
E, which directed along the x axis, the gauge can be chosen for the field in the following
form: �E = −∂ �A/c∂t, where c is the speed of light in a vacuum, we need to change the
momentum to a generalized momentum p → p− eA/c, where e is the electron charge. In
this case, the effective Hamiltonian (2) can be written as follows:

H =
∑
pσ

ε
(
p− e

c
A(t)

)
a+pσapσ,

where a+pσ, apσ- are the creation and annihilation operators of the electron with quasimo-
mentum p and spin σ.

We can write the Maxwell equations without accounting for material dispersion as
follows [8]:

∂2E
∂x2

− 1

c2
∂2E
∂t2

+
4π

c

∂j
∂t

= 0. (4)

Here, we neglect the laser-beam diffraction in the directions perpendicular to the
beam-propagation axes.

Here, �E is an electric field of the light wave, t is a time, C is the speed of light in
a vacuum.

We modified equation (4) to describe pulse propagation with wide spectrum in a
linear medium. The linear refraction index dependence for an isotropic environment n on
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light frequency ω in the environment’s transparency range can be accurately described by
the expression [9]

n2(ω) = N2
0 + 2cN0aω

2 + 2cN0a1ω
4 + ...− 2cN0bω

−2 − 2cN0b1ω
−4, (5)

where N0, a, a1, ..., b, b1... — are empirical constants of environment dispersion. The
dispersion relation (5) gives birth to the wave equation:

∂2E
∂x2

− N2
0

c2
∂2E
∂t2

= −2N0

c
a
∂4E
∂t4

+
2N0

c
a1

∂6E
∂t6

− ...+
2N0

c
bE− 2N0

c
b1

t∫
−∞

dt′
t′∫

−∞

Edt′′ + .. (6)

Equation (5) describes the pulse propagation along the x axis in a forward and a reverse
direction.

When comparing equations (4) and (6), taking into account the gauge described
above, and limiting oneself by the fourth derivative, one can say that the equation (6);
takes the following form:

∂2A

∂x2
+

2N0

c
a
∂4A

∂t4
− 2N0

c
bA+

4π

c
j − N2

0

c2
∂2A

∂t2
= 0. (7)

Vector potential A has the following form: A = (0, 0, A(x, t)).
Written in the standard expression for the current density:

j0 = e
∑
ps

vs

(
p− e

c
A(t)

) 〈
a+psaps

〉
, (8)

where vs(p) = ∂εs(p)
∂p

, and the brackets denote averaging with a non-equilibrium density
matrix ρ(t): 〈B〉 = Sp(B(0)ρ(t)).

Further, we considered the low-temperature case, where only a small area of the
pulse space near the Fermi level gives a nonzero contribution to the sum (or integral)
of (8).

According to this, we can rewrite the standard expression for the current density
as follows:

j = e

Δ∫
−Δ

Δ∫
−Δ

dpxdpyvy

(
p− e

c
A(x, t)

)
. (9)

The range of pulses integration in (9) can be defined from a view of the equality for the

particle:
Δ∫

−Δ

Δ∫
−Δ

dpxdpy =
Δ∫

−Δ

Δ∫
−Δ

dpxdpy

〈
a+px,pyapx,py

〉
.

3. Numerical simulation results

We solve Eq. (7) numerically using a direct finite-difference cross-like scheme [15].
Stride by time and coordinate are determine by standard conditions of stability, even so,
strides of finite-difference scheme are halved serially, until the solution didn’t change in
8th sign.

The initial condition is chosen in a view of an ultra-short optical pulse, which was
composed of one field oscillation that, accordingly, can be given with using of vector
potential A:

A(x, t) = Q exp(−(x− vt)2/γ)
γ = (1− v2)1/2

, (10)
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where Q — is the amplitude, and v —is the initial ultra-short optical pulse velocity on the
sample input.

This initial condition corresponds to the fact, that we deal with the ultra-short
optical pulse which is composed of one electric field oscillation.

Fig. 1. Dependence of the electric-field on time. On the X-axis is time (unit
is 1·10−16s), on the Y-axis is electric-field (unit is 108 V/m). a=0.01, b=0.01:
a=0.1, b=0.3; a=0.1, b=0.5

Values of energy characteristics are shown in Δ units. The evolution of the propa-
gating electric field in the sample is presented in Fig. 1.

Such behavior of the optical pulse follows from the dispersion effects, which can be
obtained from the linearized equation (7). These effects lead to pulse spreading. It should
also be noted that nonlinearity results in pulse shrinking. The impact of these two effects
leads to both the origin pulse shape deformation and its propagation in an invariable form.

The most sharply nonlinear influence is tied with the pulse form’s dependence on
the initial amplitude, that is presented in Fig. 2.

Especially sharp effects are related with the nonlinear influence on the pulse front,
leading to pulse widening. This can be explained by the lack of balance between the
dispersion and the nonlinearity in our system Fig. 3.

Also notice that the ultra-short optical pulse evolution depend upon, in general, the
pulse velocity on the sample input, as shown in Fig. 4.

4. Conclusion

It follows from the obtained results that stable ultra-short optical pulses can undergo
propagation in graphene, grown on a hexagonal boron nitride base.

If the initial pulse amplitude increases, then a wave front becomes wider, and
also originates a second pulse with smaller intensity. This effect can be useful for the
development of hybrid devices based on the light interaction effect with graphene electrons.
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Fig. 2. Dependence of the pulse form on time for different cases of pulse
amplitude value: On the X-axis is time (unit is 1 · 10−16s). On the Y-axis is
electric-field (unit is 107 V/m). a) Q=2; b) Q=4; c) Q=6

Fig. 3. Dependence of the pulse form on time for different cases of pulse
amplitude value: On the X-axis is time (unit is 1 · 10−16s) while the Y-axis
is electric-field (unit is 107 V/m). a) Q=2; b) Q=4; c) Q=6
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Fig. 4. Dependence of the electric-field on time. On the X-axis is time (unit
is 1 · 10−16s), on the Y-axis is electric-field (unit is 108 V/m). For curve
(b) traveled by pulse distance is half as much again as for (a), for curve
(c) — twice as much again as for curve (a): a=0.1, b=0.4
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The parameters of interatomic potential for 10 fcc metals are presented in this paper. The potential is based
on the embedded atom method [6]. Parameters are determined empirically by fitting to the equilibrium
lattice constant, cohesion energy, vacancy formation energy, bulk modulus and three elastic constants.
The proposed potentials are suitable for atomistic computer simulations of practical applications in areas of
material science and engineering.

Keywords: interatomic potential, embedded atom method.

Notation

a — equilibrium lattice constant,
Ec, Evf — cohesion energy per atom and unrelaxed vacancy formation energy,
B — bulk modulus,
c11, c12, c44 — crystal elastic constants,
c
(a)
11 , c

(a)
12 , c

(a)
44 , B

(a) — calculated values of elastic constants.

1. Introduction

Computer simulations have become an increasingly powerful tool for studying ma-
terial properties. While first principle quantum methods generally give the most accurate
results, they can rarely be applied to complex systems, which require a large number of
atoms or longer calculations. However, empirical potentials have proven to be efficient for
investigating the structure and properties of materials in many fields, though these results
are less accurate than first principle quantum calculations. The embedded-atom method
(EAM) is widely used to represent the interaction between metal atoms. A general de-
scription of the method was done by Daw and Baskes [1, 2]. In the framework of EAM,
the total energy of a system can be written as

Etot =
N∑

n=1

En , En = F (ρn) +
1

2

N∑
m = 1
m �= n

ϕ (rnm) , ρn =
N∑

m = 1
m �= n

ρ (rnm),

where Etot — total energy of the system of N atoms, En — the internal energy associated
with atom n, ρn — the electron density at atom n due to all other atoms, ρ(rnm) —
the contribution to the electron density at atom n due to atom m at the distance rnm
from atom n, F (ρn) — the embedding energy of the atom into the electron density ρn,
ϕ(rnm) — the two body central potential between atoms n and m separated by rnm.
Interpretation and functional form of ϕ(r), ρ(r), and F (ρ) depend on a particular method.
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The popularity of the EAM model results from its quantum mechanical justification, as well
as its mathematical simplicity, which makes this model conducive to large-scale computer
modeling.

In recent years, a number of EAM potential models for fcc metals have been
proposed. For example, Sheng et al. [3] have developed EAM potentials for fourteen
fcc metals. The potentials were developed by fitting the potential-energy surface of each
element derived from high-precision first-principles calculations. The three determining
functions were expressed with quintic spline functions for each element. Typically, 15
equidistant spline knots were used for both the density and the pair functions, and 6 spline
knots were used for the embedding function. This results in a great quantity of fitting
parameters. Hijazi and Park [4] have proposed potential for seven fcc metals: Ag, Al, Au,
Cu, Ni, Pd and Pt. They have used the following potential functions:

ρ(r) = ρ0 exp (−α (r − re)) ,

ϕ (r) = −ϕ0

(
1 + γ

(
r

re
− 1

))
exp

(
−β

(
r

re
− 1

))
,

F (ρ) = F (ρe)

(
1− a · ln

(
ρ

ρe

))(
ρ

ρe

)a

,

where re is the equilibrium nearest distance. This potential has six adjustable parameters,
α, β, γ, a and ρe. Dai et al. [5] have proposed an extended Finnis-Sinclair potential for
six fcc metals: Ag, Au, Cu, Ni, Pd and Pt. The following potential functions have been
employed

ρ(r) =

{
(r − r1)

2 + a2 (r − r1)
4 , r � r1

0 , r > r1
,

ϕ (r) =

{
(r − r2)

2 (c0 + c1r + c2r
2 + c3r

3 + c4r
4) , r � r2

0 , r > r2
,

F (ρ) = F0
√
ρ,

where r1 and r2 are cut-off parameters assumed to lie between the second and third
neighbor atoms. By this means, one needs to fit nine parameters.

The above mentioned potential models do not provide an equally accurate description
of basic properties for all fcc metals to which those potentials have been applied to. The
purpose of this paper is to present potential parameters for a consistent and practicable
EAM model [6], which can be applied to widely used fcc metals.

2. Embedded atom potential

Zalizniak and Zolotov [6] have assumed that the atomic electron density has the
following functional form:

ρ(r) = ρ0(1 + βr)2 exp (−αr) , (1)

where α and β are parameters of the atomic electron density distribution. Pair potential
follows from the electrostatic interaction of two atoms that have positively charged nuclei
and the electron densities defined by expression (1). The resulting expression is rather
cumbersome and it can be written in a concise form as follows [6]:

ϕ (r) = ε · exp (−αr)
6∑

n=−1

an (αr)
n, (2)
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where parameters an depend on α and β. The embedding function F (ρ) is taken in the
polynomial form

F (ρ) =
4∑

n=0

cn

(
ρ

ρe
− 1

)n

, (3)

where ρe — equilibrium electron density.

3. Results of potential fitting

In order to define the potential of interaction between the same metal atoms one
need to fit only two parameters: α and β. The experimental data used in the fitting
procedure consist of the equilibrium lattice constant, the cohesive energy, the vacancy
formation energy, the bulk modulus and three elastic constants, given in Table 1.

Table 1. Pure metal properties used in fitting

a, A Ec, eV Evf , eV B, c11, c12, c44,
eV/A3 eV/A3 eV/A3 eV/A3

Al 4.05 [7] 3.34 [7] 0.64 [8] 0.474 [12] 0.666 [12] 0.377 [12] 0.177 [12]
Ca 5.58 [7] 1.84 [7] 0.70 [9] 0.133 [13] 0.173 [13] 0.114 [13] 0.102 [13]
Ni 3.52 [7] 4.44 [7] 1.79 [10] 1.161 [12] 1.548 [12] 0.967 [12] 0.775 [12]
Cu 3.61 [7] 3.49 [7] 1.28 [10] 0.863 [14] 1.042 [14] 0.754 [14] 0.466 [14]
Pd 3.89 [7] 3.89 [7] 1.85 [11] 1.205 [12] 1.417 [12] 1.099 [12] 0.447 [12]
Ag 4.09 [7] 2.95 [7] 1.10 [10] 0.632 [12] 0.763 [12] 0.566 [12] 0.283 [12]
Ir 3.84 [7] 6.94 [7] 1.97 [8] 2.216 [15] 3.683 [15] 1.554 [15] 1.635 [15]
Pt 3.92 [7] 5.84 [7] 1.35 [10] 1.765 [12] 2.164 [12] 1.565 [12] 0.478 [12]
Au 4.08 [7] 3.81 [7] 0.90 [10] 1.083 [12] 1.204 [12] 1.022 [12] 0.259 [12]
Pb 4.95 [7] 2.03 [7] 0.58 [10] 0.279 [12] 0.310 [12] 0.264 [12] 0.094 [12]

Table 2. Parameters of the atomic electron density distribution (1)

α, 1/A β, 1/A ρ0, e/A3

Al 1.8008 -2.5380 0.1844
Ca 1.0958 -6.0630 0.0031
Ni 1.5900 14.6900 0.0041
Cu 1.6300 -28.0390 0.0014
Pd 1.5239 -18.3850 0.0039
Ag 1.5568 -5.0950 0.0642
Ir 2.6116 -1.4845 37.2065
Pt 2.2320 -1.7440 9.4854
Au 2.0585 -1.7950 5.6041
Pb 1.2000 -13.2940 0.0040

As the fitting procedure [6] suggests, the equilibrium lattice constant, cohesive
energy, vacancy formation energy and bulk modulus are reproduced exactly. The fitting
procedure is performed using a cutoff distance of 2a, so that long-range interactions are
included.

The results of fitting for ten fcc metals are presented below. Table 2 lists the
parameters of the atomic electron density distribution. Parameters of pair potential are
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Table 3. Parameters of pair potential (2)

Al Ca Ni Cu Pd
ε, eV 4.4736 4.2963 9.1686 7.2840 10.3465
a−1 1 1 1 1 1
a0 0.7236 0.6932 0.6747 0.6854 0.6867
a1 0.8981 0.5757 0.4606 0.5229 0.5331
a2 5.6170E-02 2.2931E-02 1.0457E-02 1.7243E-02 1.8342E-02
a3 -1.4951E-02 -1.3498E-02 -1.2742E-02 -1.3173E-02 -1.3238E-02
a4 -1.9584E-03 -1.6589E-03 -1.5067E-03 -1.5930E-03 -1.6062E-03
a5 -1.9226E-04 -1.4436E-04 -1.2237E-04 -1.3462E-04 -1.3654E-04
a6 -1.3088E-05 -7.4251E-06 -5.5519E-06 -6.5523E-06 -6.7185E-06

Table 4. Parameters of pair potential (2)

Ag Ir Pt Au Pb
ε, eV 7.2321 28.0893 10.4249 6.4193 2.6628
a−1 1 1 1 1 1
a0 0.7010 0.6979 0.7351 0.7360 0.6874
a1 0.6366 2.4252 1.5272 1.3442 0.5361
a2 2.9404E-02 0.19029 0.1149 9.8534E-02 1.8674E-02
a3 -1.3835E-02 -1.8071E-02 -1.6559E-02 -1.6179E-02 -1.3258E-02
a4 -1.7277E-03 -2.4684E-03 -2.2677E-03 -2.2009E-03 -1.6101E-03
a5 -1.5489E-04 -2.2692E-04 -2.3969E-04 -2.3129E-04 -1.3711E-04
a6 -8.4546E-06 -4.3189E-05 -2.5063E-05 -2.1497E-05 -6.7690E-06

Table 5. Parameters of embedding function (3)

Al Ca Ni Cu Pd
ρe, e/A3 0.6726 0.4105 2.3029 2.2059 2.7952
c0, eV -3.3376 -1.8389 -4.4357 -3.4868 -3.8874
c1, eV -0.5328 -0.6987 -1.7850 -1.2768 -1.7893
c2, eV 1.0845 0.0032 0.0098 0.0006 0.8255
c3, eV -0.6668 0.1761 0.5071 0.2571 1.8814
c4, eV 1.0536 1.3131 3.1479 2.4665 3.1539

Table 6. Parameters of embedding function (3)

Ag Ir Pt Au Pb
ρe, e/A3 2.4369 3.8042 4.0881 3.7648 2.4181
c0, eV -2.9485 -6.9379 -5.8390 -3.8094 -2.029765
c1, eV -1.0896 -1.9624 -0.9382 -0.6167 -0.4593
c2, eV 0.1118 0.0404 3.4135 2.4495 1.7075
c3, eV 0.4725 -1.8474 -0.0709 0.3350 0.6488
c4, eV 2.2196 3.0877 1.4164 1.0778 0.5118
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Table 7. Calculated and experimental properties of pure metals, the proposed
potential (1)—(3). The first lines present the experimental values of the three
elastic constants (they are used in fitting procedure) and the commonly
accepted values of vacancy formation energies. The second lines present the
values predicted by the potential

c11, c12, c44, B, Evf , eV d, %
eV/A3 eV/A3 eV/A3 eV/A3

Al 0.666 0.377 0.177 0.474 0.62-0.66 [8] 0.14
0.666 0.377 0.176 0.474 0.64

Ca 0.173 0.114 0.102 0.133 0.7 [9] 10
0.177 0.111 0.066 0.133 0.70

Ni 1.548 0.967 0.775 1.161 1.6, 1.79 [16, 10] 7.1
1.583 0.950 0.586 1.161 1.79

Cu 1.042 0.754 0.466 0.863 1.28, 1.3 [10, 17] 5.3
1.130 0.729 0.422 0.863 1.28

Pd 1.417 1.099 0.447 1.205 1.7, 1.85 [10, 11] 1.9
1.422 1.096 0.478 1.205 1.85

Ag 0.763 0.566 0.283 0.632 1.1 [10, 17] 0.25
0.762 0.567 0.281 0.632 1.1

Ir 3.683 1.554 1.635 2.216 1.79, 2.27∗[10, 18] 5.5
3.823 1.412 1.484 2.216 1.97

Pt 2.164 1.565 0.478 1.765 1.35, 1.5 [10, 17] 0.05
2.165 1.565 0.479 1.765 1.35

Au 1.204 1.022 0.259 1.083 0.89, 0.93 [11, 10] 0.6
1.217 1.016 0.257 1.083 0.9

Pb 0.310 0.264 0.094 0.279 0.58 [10] 9
0.304 0.266 0.060 0.279 0.58

* — result of ab initio calculations

listed in Tables 3 and 4, while coefficients of the embedding function F (ρ) are given in
Tables 5 and 6.

The calculated properties of pure metals from the proposed potential were compared
with the experimental values, to which they were fitted in Table 7. The first lines con-
tain the experimental values, while the second lines contain the values predicted by the
potential. The last column presents the average discrepancy

d =
1

4

⎛
⎝
∣∣∣c(a)11 − c11

∣∣∣
c11

+

∣∣∣c(a)12 − c12

∣∣∣
c12

+

∣∣∣c(a)44 − c44

∣∣∣
c44

+

∣∣B(a) −B
∣∣

B

⎞
⎠

computed for every metal. For softer materials, such as Ca, Pb and Ni, the average
discrepancies between the calculated and experimental results were found to be relatively
large, but for other metals, the match between experiment and the proposed EAM model
was good.

For comparative purposes, pure metal properties derived for ten fcc metals using
the optimized EAM potential [3] and analytic EAM potential [4] are shown in Tables 8
and 9. The equilibrium lattice constant and the cohesive energy were reproduced exactly
by all potentials. Generally, the proposed potential and the optimized EAM potential [3]
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Table 8. Calculated and experimental properties of pure metals, optimized
EAM potential [3]. The first lines present the experimental values of the
three elastic constants (they are used in fitting procedure) and the commonly
accepted values of vacancy formation energies. The second lines present the
values predicted by the potential

c11, c12, c44, B, Evf , eV d, %
GPa GPa GPa GPa

Al 114 61.9 31.6 76 0.62-0.66 [8] 1
113 61.6 32 77 0.67

Ca 28 18.2 16.3 14.1–19.3 0.7 [9] 7.8
28 18 17 21 0.95

Ni 261 151 132 180 1.6, 1.79 [16, 10] 2.5
263 154 127 186 1.12

Cu 176 125 82 140 1.28, 1.3 [10, 17] 1.4
175 124 79 141 0.99

Pd 234 176 71.2 180 1.7, 1.85 [10, 11] 5.7
235 180 82 188 1.44

Ag 132 97 51 100 1.1 [10, 17] 0.7
131 97 51 98 1.17

Ir 582 241 262 320 1.79, 2.27∗[10, 18] 4.3
578 241 243 350 1.67

Pt 347 251 77 228–275 1.35, 1.5 [10, 17] 3
347 253 78 282 1.50

Au 193 163 42 180.3 0.89, 0.93 [11, 10] 2.9
197 165 45 178 0.98

Pb 49.4 42.1 14.9 46 0.58 [10] 1.5
50.1 42 15.2 45 0.45

* — result of ab initio calculations

provide similar descriptions of the elastic properties for ten fcc metals (see Tables 7 and 8).
The values of vacancy formation energy estimated by the EAM potential [3] were not in
satisfactory agreement with the data measured for most metals. Analytic EAM potential
[4] provided a better description of elastic properties for Cu and Ni in comparison with
the proposed potential, but for the other metals, the proposed potential gave a better fit to
the experimental data (see Tables 7 and 9).

4. Conclusion

This paper presents parameters of a new EAM potential model to describe pure fcc
metals. The potential model has a simple function form with two adjustable parameters
and is easy to use in computer simulations. The potential parameters were determined
by fitting the pure metal bulk properties: equilibrium lattice constant, cohesive energy,
bulk modulus, three elastic constants and vacancy formation energy. The fitting proce-
dure was applied to ten fcc metals: Al, Ca, Ni, Cu, Pd, Ag, Ir, Pt, Au, and Pb. The
equilibrium lattice constant, cohesive energy, bulk modulus and vacancy formation energy
were reproduced exactly. The agreement between the calculated elastic constants and the
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Table 9. Calculated and experimental properties of pure metals, analytic
EAM potential [4]. The first lines present the experimental values of the
three elastic constants (they are used in fitting procedure) and the commonly
accepted values of vacancy formation energies. The second lines present the
values predicted by the potential

c11, c12, c44, B, Evf , eV d, %
GPa GPa GPa GPa

Al 114 61.9 31.6 79 0.62-0.66 [8] 17.1
98 69.9 44.7 79 0.866

Ni 246.5 147.3 124.7 180.4 1.6, 1.79 [16, 10] 3.3
232.4 154.8 127.6 180.2 1.7

Cu 170 122.5 75.8 138 1.28, 1.3 [10, 17] 1.1
167 124.3 77.3 138 1.3

Pd 234.1 176 71.2 195 1.7, 1.85 [10, 11] 3.8
225.5 180 77.7 195 1.54

Ag 124 93.4 46.1 104 1.1 [10, 17] 1.4
122 94.2 47.5 103 1.1

Pt 347 251 76.5 283 1.35, 1.5 [10, 17] 8.9
324 262 95.4 283 1.6

Au 186 157 42 167 0.89, 0.93 [11, 10] 0.9
184 157 43 167 0.9

experimental data was good. The proposed EAM potentials are believed to find applications
in diverse areas of materials science and engineering.
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The pre-chromatography method of crude separation of light fullerenes (C60 and C70) is based on multistage
processes of (re)crystallization — the solution of fullerenes solid solutions in liquid solvent (o-xylene) or in
liquid o-xylene solutions at high temperature (85 ˚ C) and crystallization of solid solutions from saturated
liquid solutions at low temperature (–20 ˚ C). As a result, for example, the initial standard fullerene extract
may be efficiently divided into two different solid solutions — the first, considerably enriched in C60 fullerene
and the second, considerably enriched by the C70 fullerene. In this separation process, the concentrate
enriched by C60, is also enriched in C84. In that process, 98.6 mass % of C60 was contained in the C60-
enriched concentrate (from the sum content of C60 in the initial extract), simultaneously, 65.9 mass % of
C70 contained in the C70-enriched concentrate (from the sum content of C70 in the initial extract).

Keywords: light fullerenes, heavy fullerenes, o-xylene, separation, solution, (re)crystallization, temperature,
counter-current, pre-chromatography, high efficiency.

1. Introduction

The most important current technological process of fullerenes production of con-
sists of 3 consequent stages: synthesis of fullerene soot, extraction of fullerenes from the
soot and separation of the extract into individual fullerenes [1–3]. Fullerene soot is usu-
ally provided by the sublimation of carbon electrodes in an inert atmosphere. Extraction
of fullerenes from this soot usually is accomplished with the use of aromatic solvents.
The fullerenes extract, which consists of light fullerenes (C60 and C70) and heavy (high)
fullerenes (C76, C78 and C84 etc) may be separated into individual fullerenes with dis-
crete molecular masses by different methods. For separation and production of individual
fullerenes, the following methods are used: chromatography [4], crystallization [5], com-
bined method, which can include additional stages, such as thermal vacuum sublimation
[6–8]. Only light fullerenes (C60 and C70) may be provided using these methods. Heavy
fullerenes are distributed in some different products or by-products [6] or stay in activated
carbon, used as the absorbent in separation processes for light fullerenes [7, 8].

In this work, we were interested in processes for the (re)crystallization of fullerene
extracts with the aim of separating the initial extract into two concentrates (all light and
heavy fullerenes in such process will be naturally distributed between these concentrates).
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Fig. 1. Solubility of the C60

fullerene in o-xylene (S)
against temperature (T)

Fig. 2. Solubility of the C70

fullerene in o-xylene (S)
against temperature (T)

In the final processes of chromatographic separation and purification of concentrates, the
latter may be provided with an efficiency considerably higher than in the initial processes
of extract separation and purification [9]. In different patents and papers, the processes
which were realized during the interaction of the fullerene extract (or fullerene mixture)
with aromatic solvents, for example o-xylene, are named differently and the titles of the
stages depend on the conditions and goals of the experiments: crystallization [5], frac-
tional concentrating at 80 to 85 ˚ C [6–8], fractional crystallization at –20 to –24 ˚ C [8],
(re)crystallization [10, 11] and polythermal (re)crystallization [11]. Phase processes, real-
ized in such cases are the following:
— solution of fullerene solid solutions in aromatic solvent or unsaturated liquid solutions,
— crystallization fullerenes solid solutions from saturated liquid solutions.

2. Experiment and results discussion

The (re)crystallization processes of fullerene extracts are based on the different
solubilities of light fullerenes (C60 and C70) in o-xylene at different temperatures [12–14].
An actual description of the processes for fullerene extract (re)crystallization was the
investigation of solubility diagrams in ternary systems of C60–C70 — o-xylene at 80 ˚ C and
–20 ˚ C [15]. The dependence of individual fullerenes C60 and C70 solubilities in o-xylene
on temperature is represented in Fig. 1 and Fig. 2, correspondingly [13].

The solubility of the individual fullerene C60 in o-xylene at temperatures T∼28–
30 ˚ C crosses through the maximum, and further warming decreases the solubility. Si-
multaneously, the solubility of the individual fullerene C70 in o-xylene at the same exper-
imental conditions monotonously increases along with temperature. The first experiments
concerning the solubility of heavy fullerenes in o-xylene were made at 28 ˚ C and 84 ˚ C.
It is well-known that the fullerene extract composition (when fullerene soot is provided
by the method of carbon rods sublimation with the help of an electric arc in He-plasm)
can vary widely, for example (in mass %): C60 ∼ 55–88, C70 ∼ 10–45, heavy fullerenes
Cn>70 > 1 [16]. The fullerene extract used in these studies had the following composition:
(in mass %): C60 ∼ 73.3, C70 ∼ 24.9, C76 ∼ 0.90, C78 ∼ 0.26, C84 ∼ 0.64. The fullerene
extract, representing a solid solution of fullerenes in each other, and o-xylene was magnet-
ically stirred (at 28 ˚ C, the time of saturation was 3 hours). Then, the temperature was
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increased to 84 ˚ C and mixing was continued for a longer period (for example 24 hours),
during which the fullerene concentration in the solution was continuously monitored by
express spectrophotometry. For more exact analysis of light fullerenes (C60 and C70) and
heavy fullerenes content, HPLC analysis was used. Experiments were done at different
combinations of quantitative characteristics of Liquid and Solid phases (L:S), where L — is
volume of o-xylene in ml, S — is mass of fullerene extract in grams. In Table 1 the data
are shown for the dynamics of the selective solution-extraction of light fullerenes from the
initial fullerene extract at the temperatures T ∼ 28 ˚ C and T ∼ 84 ˚ C at L:S = 10 and
L:S = 50 ml/g.

Table 1. Dynamics of the selective solution-extraction of light fullerenes from
the initial fullerene extract at L:S = 10 and L:S = 50 ml/g

Extraction into liquid solution Extraction into liquid solution
Time (min) T ˚ C at L:S = 10 ml/g, % at L:S = 50 ml/g, %

C60 C70 C60 C70

30 28 21.3 37.3 54.7 81.8
60 28 22.6 37.9 56.9 83.3
120 28 22.5 38.5 54.6 77.0
180 28 23.4 39.9 54.2 75.8
235 84 8.4 46.5 52.5 77.6
295 84 7.9 45.4 54.7 83.5
355 84 9.6 47.9 53.8 79.2

In the first case, the fullerene extract was treated with o-xylene at 28 ˚ C and
L:S = 10 ml/g, into liquid solution were extracted not more than 25 mass % of C60 and
40 mass % of C70, other light fullerenes remained in the solid state. During treatment of
the heterogeneous system at 84 ˚ C, (re)crystallization of fullerene solid solutions was real-
ized, the solid solution was enriched by C60 and liquid solution was enriched by C70. In the
second case, the fullerene extract was treated with o-xylene at 28 ˚ C and L:S = 50 ml/g,
one can get a more concentrated liquid solution of C60 and C70, but (re)crystallization,
unfortunately, practically did not occur. According to literature data, the high temperature
(re)crystallization of fullerenes in o-xylene is done, using the following conditions — at
L:S = 30 g/g [5], L:S = (11±1) ml/g [8]. In Table 2, data are represented concerning the
change of the fullerene (including heavy fullerenes) liquid soutions’ compositions in the
treatment of the fullerene extract with o-xylene at L:S = 10 ml/g.

According to the results of the experiment one can conclude the following: dur-
ing (re)crystallization at 84 ˚ C, the liquid solution is enriched by the fullerene C70 (light)
and C76, C78 (heavy), and simultaneously, the solid solution is enriched by the fullerene
C60 (light) and C84 (heavy). On the basis of previous experimental data, the method
for crude high-efficiency pre-chromatography separation of fullerenes was developed. As
a result of these methods, the initial fullerene extract was separated into two fullerenes
extracts basically and unequivocally enriched by light fullerenes C60 and C70, but also
differently enriched by various heavy fullerenes. The main processes in these methods
are: high temperature (re)crystallization (further high temperature process — HTP), low
temperature (re)crystallization (further low temperature process — LTP). The high tem-
perature process was developed in stages by mixing for 60–120 min at 70 to 90 ˚ C, while
the low temperature process utilized stirring for 10–30 hours at –25 to –15 ˚ C. Separation
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Table 2. Dynamics of the change of the composition of fullerene liquid solu-
tions in the process of treatment of fullerene extract by o-xylene at
L:S = 10 ml/g

Time T ˚ C
Concentration in liquid solution Mass fraction of fullerene in the

(min)
(mg/liter) relation to sum mass of all

fullerenes in solution (mass %)
C60 C70 C76 C78 C84 C60 C70 C76 C78 C84

30 28 15628 9281 256 56 87 61.8 36.7 1.00 0.20 0.30
60 28 16546 9436 221 78 147 62.6 35.7 0.84 0.30 0.56
120 28 16457 9596 213 74 164 62.1 36.2 0.80 0.28 0.62
180 28 17179 9923 202 34 152 62.5 36.1 0.73 0.12 0.55
235 84 6118 11570 150 44 28 34.2 64.6 0.8 0.25 0.15
295 84 5763 11306 149 44 25 33.3 65.4 0.9 0.25 0.15
355 84 7025 11925 149 58 22 36.6 62.2 0.8 0.3 0.1

of liquid and solid fullerene solutions in HTP was effected by filtration at the temperature
of HTP, however, for separation in LTP simple decantation was used. The multistage
process of fullerene separation was accomplished by producing concentrates, enriched by
C60, and enriched by C70 at each stage of the whole process. The movement of fullerene
liquid solutions formed in LTP, countercurrent to the direction of the movement of solid
solutions formed in HTP, was organized also. In the first stage of HTP, was pure sol-
vent — o-xylene was used. In subsequent stages of HTP, the solid fullerene extract was
mixed with the liquid fullerene solution from the previous stage of HTP. If such scheme of
technological process is realized, one does not need any additional intermediate products,
and all fullerenes are distributed between the two concentrates. Correction of the o-xylene
volume used in the case of the change of the initial fullerene extract composition or in
the case of technical losses was developed mainly in the last stage of HTP. Fig.3 shows
the scheme of the n-stage of the fullerene separation process with 2-stage HTP, while
in Fig. 4, the scheme of n-stage of the fullerene separation process with 3-stage HTP is
depicted.

The following example highlights the data concerning the realization of the n-
stage of fullerene separation with the production of the concentrate, enriched by the light
fullerenes C60 and C70. For analysis of fullerene-containing phases we used chromatogra-
phy — HPLC (Shimadzu LC-20 with spectrophotometric detection at 300 and 315 nm).

The composition of the initial extract was slightly different from the previous one:
(in mass %): C60 ∼ 73.5, C70 ∼ 22.8, C76 ∼ 1.09, C78 ∼ 0.37, C84 ∼ 1.83 (some “oxides”
of fullerene C60 were also determined — C60O ∼ 1.07, C60O2 ∼ 0.16. There was no
information, concerning the “oxides” of the second light fullerene C70On or “semi-oxides”
of light fullerenes (C60)2O and (C70)2O, because the content of the last ones in initial
fullerene extract was comparatively low (� 0.03 mass %). The first HTP stage was the
mixing of 100 g of the initial fullerene extract in the returned from the second HTP stage
previous (n–1)-stage solution at 85 ˚ C over 90 min. The volume of the returned solution
was 1000 ml. After filtration, we got solid fullerene product enriched by C60 and a liquid
fullerene solution which was then subjected to LTP. LTP was performed for 20 hours at
–20 ˚ C. After decantation, we obtained the C70-enriched concentrate and a solution, which
was then used in the second HTP stage. The second HTP stage was performed with mixing
of solid fullerene product after the first HTP stage and the liquid fullerene solution after
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Fig. 3. Scheme of n-stage of the process of fullerene separation with 2-stage HTP

Fig. 4. Scheme of n-stage of the process of fullerene separation with 3-stage HTP
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LTP again at 85 ˚ C over 90 min. After filtration, we obtained the C60-enriched concentrate
and the solution which was given for the first HTP stage of the next (n+1)-stage. So,
as a result of the n-stage separation process, we were afforded two concentrates: a C70-
enriched concentrate, consisting of 84.2 mass.% C70, 5.6 mass.% C60 and enriched by heavy
fullerenes in comparison with the initial fullerene extract and a C60-enriched concentrate,
consisting of 9.4 mass.% C70, 88.3 mass.% C60, while the heavy fullerenes content in it
was considerably lower than the previous concentrate. Characteristics of fullerene products
in n-stage of process of fullerene separation are represented in Tables 3–5.

Table 3. Characteristics of fullerene solid products in n-stage of process of
fullerene separation

Name of product
Fullerenes content in products (mass.%)

C60 C70 C76 C78 C84 C60O C60O2

Initial fullerene extract 73.52 22.76 1.09 0.37 1.03 1.07 0.16
Solid fullerene product 79.4 17.4 0.8 0.3 1.0 1.0 0.1

after the first HTP stage
Concentrate, enriched by C60 88.3 9.4 0.1 0.2 1.0 0.9 0.1
Concentrate, enriched by C70 5.6 84.2 5.4 1.3 1.3 1.8 0.4

Table 4. Characteristics of fullerene liquid solutions in n-stage of process of
fullerene separation

Individual fullerenes concentrations
Name of product in the sum fullerene mass (mass.%)

C60 C70 C76 C78 C84 C60O C60O2

Returned solution 36.1 56.7 3.4 0.9 0.8 1.9 0.2
Solution after the first HTP stage 17.4 74.0 4.4 1.0 1.0 1.8 0.4

Solution after LTP 58.2 38.8 0.6 0.2 0.1 1.9 0.2

In this process, as mentioned above, in HTP, the C60-enriched concentrate is also
enriched by C84. In our separation process, 98.6 mass % C60 was contained in that con-
centrate(from the sum content of C60 in the initial extract), simultaneously, 65.9 mass %
C70 was contained in the C70-enriched concentrate (from the sum content of C70 in the
initial extract). “Oxides” of C60 were mainly isolated in the C70-enriched concentrate,
which is natural, since the specific electronic configuration of the last one, for example has
both higher asymmetry and electric polarizability than C60. The solutions after both HTP
stages, after removing from the (re)crystallization system the C60-enriched concentrate,
naturally contained less C60 than the initial fullerene extract and enriched by C70 and heavy
fullerenes. The solutions after the LTP, after removing from the (re)crystallization system
the C70-enriched concentrate, naturally contained less C70 than initial fullerene extract and
was enriched by C60 but not by heavy fullerenes. The two-stage (re)crystallization process
for producing the C60-enriched concentrate, with the returning of counter-current liquid
fullerene solutions, permitted us to get a concentrate, considerably more enriched by C60

than was obtained for a one-stage (re)crystallization process. We could also considerably
increase the mass of C70 obtained in the C70-enriched concentrate. One can easily un-
derstand that, using the (re)crystallization method of fullerene pre-chromatography crude
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Table 5. Calculated characteristics of concentrates, got in the n-stage of
fullerene separation

Characteristics
Concentrate, Concentrate,

enriched by C60 enriched by C70

Content of C60 (mg) 72520 1000
Content of C70 (mg) 7760 15000
Content of C76 (mg) 120 970
Content of C78 (mg) 139 231
Content of C84 (mg) 796 234
Content of 60 (mg) 750 320
Content of 602 (mg) 90 70

Mass (mg) 82175 17825
Distribution of C60 (mass.%) 98.6 1.4
Distribution of 70 (mass.%) 34.1 65.9
Distribution of 76 (mass.%) 11.0 89.0
Distribution of 78 (mass.%) 37.6 62.4
Distribution of 84 (mass.%) 77.3 22.7

fullerene separationdescribed above, we may produce fullerene concentrates with compo-
sitions, considerably varying from the above-described example. The factors, which can
rule such (re)crystallization process are the following: composition of the initial fullerene
extract, phases masses – L:S, temperature of HTP, temperature of LTP etc. Changing
of other factors, such as time of HTP or LTP, regimes of mixing or saturation, to our
opinion, make the process a-equilibrium, non-static and thus, not easily controlled.

3. Conclusion

We have elaborated an original, highly efficienct method of pre-chromatography
crude separation of light fullerenes (C60 and C70), based on the multistage processes of
(re)crystallization — the solution of fullerenes solid solutions in liquid solvent (o-xylene) or
in liquid o-xylene solutions and the crystallization of solid solutions from saturated liquid
solutions. The process is developed in a poly-thermal regime in the temperature ranges
from –20 ˚ C to 85 ˚ C. As a result, the initial fullerene extract (solid solution) may be
efficiently divided into two different solid solutions — the first considerably enriched by
fullerene C60 and the second considerably enriched by fullerene C70. Heavy fullerenes —
C76, C78, C84 . . . are distributed between these solid solutions.
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Nanoparticles of solid solutions in GdAlO3 — GdFeO3 system have been synthe-
sized. Plots of crystalline sizes for GdAl1−xFexO3 series versus GdFeO3 composition have
been constructed. The sizes of solid solution nanoparticles were shown to decrease in com-
parison to the sizes of nanocrystalline individual compounds. The observed regularities
allowed us to assume the formation of nanocrystalline GdAl1−xFexO3 series with core-shell
morphology.

Keywords: nanostructures, solid solutions, precipitation technique, non-autonomous phases, core-shell
nanoparticles.

1. Introduction

Perovskite-type compounds possess unique electrical, magnetic, thermal properties
[1–6]. Thus, the research of perovskite-like compounds and solid solutions based on it
formation processes, as well as phase equilibria in systems, composing mentioned phases
are of great interest [7–10]. Phase relations in pseudo-binary LnAlO3 — LnFeO3 section
have been investigated in single works [11, 12] and basically were made for one LaAlO3 —
LaFeO3 system. According to the presented data the solubility limits of LaAlO3 and
LaFeO3 at 1200 ˚ C were set to be 06 x 60.40 for the LaFe1−xAlxO3 series and 06 y 60.15
for LaFeyAl1−yO3 solid solutions [11]. Kuščer et al indicated the formation of continuous
LaFe1−xAlxO3 (06 x 61) series at 1300 ˚ C [12]. Previously, samples were prepared
by solid-phase chemical reactions using different starting components: hydroxides and
oxides[11, 12].

It is of great interest to synthesize solid solutions based on nanoscaled perovskite-
like oxides by “soft” chemistry methods [13–16]. The unusual effects observed during
nanocrystalline solid solutions formation were fixed [17–19]. The mentioned effects were
attributed to a number of factors, including the increase of component’s relative solubility
in its nanosized state in comparison with macroparticles, the formation of nanoparticles
with core-shell morphology and the decreasing of solid solutions nanoparticles sizes in
comparison to those of nanocrystalline individual compounds.

These reasons demonstrate the importance of systematic investigations into the
peculiarities of nanocrystalline solid solutions, and as a result, structural research with
particular interest in the study of nanocrystallite formation in the GdAlO3 — GdFeO3

system was carried out.
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2. Experimental

2.1. Synthesis procedure

GdAl1−xFexO3 (0 6 x 6 1) series were prepared by precipitation from aque-
ous solutions of stoichiometric amounts of 1M Gd(NO3)3·5H2O, Fe(NO3)3·9H2O and
Al(NO3)3·9H2O. Aqueous 10 wt.% NH4OH was used as the coagulating medium. To
this NH4OH solution aqueous solutions of gadolinium, iron and aluminum nitrates were
added in a dropwise manner by adjusting the pH to 8–9. The co-precipitated mixtures
were filtered immediately after preparation to remove traces of NO−

3 ions and were then
dried at room temperature in air. The initial precipitates were subsequently pressed and
calcined in air at 600–1300 ˚ C for 3 h.

2.2. Characterization of prepared nanocrystals

The purity and crystallization of GdAl1−xFexO3 samples were characterized by pow-
der X-ray diffraction (XRD) using a Shimadzu XRD-7000 with monochromatic CuKα ra-
diation (λ= 154.178 pm). α-Al2O3 was used as internal standard. Crystallite sizes of
the obtained powders were calculated by the X-ray line broadening technique based on
Scherer’s formula.

3. Results and discussion

Fig.1 shows the X-ray powder diffraction (XRD) data of the initial mixture corre-
sponding to stoichiometry of GdAlO3, heat treated at 600 — 1300 ˚ C for 3 h in air. The
results of X-ray analysis of GdAlO3 formation presented in Fig. 1 demonstrate the amor-
phous state of the initial mixture remains until 1000 ˚ C. Crystallization of the GdAlO3

phase is fixed at 1000 ˚ C (Fig. 1). The latter is 300 ˚ C higher than the temperature at
which nanocrystalline GdFeO3 is produced [20]. Thus, the investigation of the formation
processes for GdAl1−xFexO3 (0< x <1) solid solutions in GdAlO3 — GdFeO3 system was
carried out at 1000-1300 ˚ C. The ratio of components in GdAlO3 — GdFeO3 system was
varied in 20 mol. % increments.

The mean size of coherent scattering regions of GdAlO3 and GdFeO3 individual
perovskite-like compounds were approximately 60 nm.

The XRD patterns of initial mixtures corresponding to a stoichiometry of
GdAl1−xFexO3 (0 < x < 1) series which were heated at 1100 ˚ C are presented in Fig. 2 as
an illustration of the processing stages of target solid solutions research.

Fig. 3. shows the relationship between the mean size of coherent scattering re-
gions and interstitial areas for peak with (111) index determined from X-ray data of the
GdAl1−xFexO3 series under 1000, 1100 and 1300 ˚ C versus GdFeO3 content.

The obtained data showed that the crystallite size of GdAlO3 decreased at concen-
trations ranging from 0.2< x <0.5 (Fig. 3), with the highest GdFeO3 content giving the
smallest values of 30—40 nm. These relationships are in agreement with data for intersti-
tial areas (d/n) for the GdAl1−xFexO3 series, for which the observed deviation of plotted
d/n values from linearity were typical for solid solutions. These data can be connected
with the formation of GdAl1−xFexO3 nanoparticles with core-shell structure type which is
in agreement with previous literature [18–19].
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Fig. 1. X-Ray diffraction patterns of initial mixtures corresponding to stoi-
chiometry of GdAlO3 after sintering in air at ˚ C: 1. 600; 2. 800; 3. 1000;
4. 1100; 5. 1300 ˚ C for 3 h

Fig. 2. X-Ray diffraction patterns, describing processes of GdAl1−xFexO3

series formation for x: 1) 0; 2) 0.2; 3) 0.4; 4) 0.5; 5) 0.6; 6) 0.8; 7) 1 from
initial mixtures heat treated at 1100 ˚ C for 3 h
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Fig. 3. a) The mean size of coherent scattering regions (D) and b) d/n for
GdAl1−xFexO3 series as a function of GdFeO3 content (x)

4. Conclusion

These results showed that the formation of GdAl1−xFexO3 continuous series in the
GdAlO3—GdFeO3 system were observed at 1100-1300 ˚ C. GdAl1−xFexO3 nanoparticles
ranging from 30–40 nm size were obviously attributed to the core-shell morphology.
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The dielectric properties of monoclinic manganese tungstate have been studied as a function of frequency
and temperature. It was found that the dielectric constant and dielectric loss for all temperatures had high
values at low frequencies which decreased rapidly as frequency increased attaining a constant value at higher
frequencies. The a.c. conductivity increased as frequency increased, conforming small polaron hopping.
As temperature increased, the values of the a.c. conductivity are shifted to higher values. Higher values
were also obtained when the particle size decreased. These properties make the nano-sized MnWO4 as a
promising material for fabricating humidity sensors.

Keywords: dielectric studies, manganese tungstate, nanoparticles, polaron hopping.

1. Introduction

Nanostructured tungstate materials have aroused much interest because of their lu-
minescent behavior, structural properties and potential applications. Manganese tungstate
(MnWO4) is a promising material for fabricating humidity sensors due to its appropriate
bulk electrical conductivity. Humidity sensors are important in many areas like meteorol-
ogy, medicine, food production, agriculture, industrial and general household applications
[1–3]. This compound is antiferromagnetic, with a magnetic moment of 5.44 μB and a
Neel temperature 14.4 K [4]. The various methods employed for the synthesis of MnWO4

include the sol-gel method [2], chemical reaction in a molten salt solution, grinding in a
vibrating mill, thermal treatment of a metathesis reaction product [5] and the solvother-
mal method [6]. In the present work, we report a successful room temperature synthesis
of manganese tungstate nanoparticles, adopting careful control of the reaction kinetics of
aqueous precipitation.

2. Experimental

Manganese chloride and sodium tungstate (99.9% purity) were purchased from
Sigma Aldrich Chemicals and were used without further purification. Nanosized powders
of manganese tungstate were prepared by reacting aqueous solutions of manganese chlo-
ride and sodium tungstate (0.001 M each) at room temperature keeping the pH = 7. The
precipitate formed was centrifuged, filtered and washed with distilled water a number of
times, and dried in an oven to obtain manganese tungstate as a fine powder. The precursor
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was annealed in air at 450 ˚ C, 600 ˚ C and 750 ˚ C for 3 hours. The structural character-
istics of the synthesized manganese tungstate nanoparticles were then studied by X-ray
powder diffraction (XRD) using Bruker D8 Advance X-ray diffractometer (λ = 1.5406 Å).
The powder was consolidated in the form of cylindrical pellets of diameter 11 mm and
thickness d = 1.2 mm at a pressure of ∼ 5 GPa using a hydraulic press. Both faces of the
pellets were coated with an air-drying silver paste. Dielectric measurements, as a function
of frequency ranging from 100 Hz ∼ 15 MHz were measured at selected temperatures
from 300 K — 425 K using a LCR meter (Wayne Kerr H-6500 model) in conjunction
with a portable furnace and temperature controller (±1 K) using the four probe method.
The dielectric constant and a.c. conductivity (σac) were calculated using Eq.(1) and (2)
respectively.

ε′ = cd/ε0a, (1)

σac = ε′ε0ω tanδ, (2)

where a is the face area, c the measured capacitance of the pellet, ε0 the permittivity of
vacuum, ω the angular frequency and tan δ, the loss tangent.

3. Results and discussion

Fig. 1 displays the powder X-ray diffraction pattern of the samples annealed at
450 ˚ C, 600 ˚ C and 750 ˚ C for 3 hours. From XRD patterns, using the Scherrer equation,
the size of the particles corresponding to different annealing temperatures were estimated
to be 25 nm, 30 nm, and 40 nm for samples M1, M2 and M3 respectively. As the
annealing temperature increased, XRD patterns showed much sharper peaks and were due
to the larger particle sizes obtained at higher temperatures. The principal ‘d’ values taken
from the JCPDS file No. 80-0135 for MnWO4 are in close agreement with the observed
‘d’ values.

Fig. 2(A) shows the variation of dielectric constant with frequency for temperatures
from 303 K to 423 K of sample M3. It can be seen that the real part of the dielectric
constant for all temperatures had high values at low frequencies which decreased rapidly
as frequency increased, attaining a constant value at higher frequencies. For 303 K, the
value of ε′ was 4.07 at 100 Hz, which decreased to 0.057 at 10MHz. At 363 K the values
were 22.2 (100 Hz) and 0.16. The corresponding values for 423 K were 57.1 at 100 Hz and
0.186 at 10 MHz respectively. The inset figure 2(A) shows a similar variation for all the
samples with different particle sizes, at 303 K, but the values were shifted upward when
the grain size decreased. The value of ε′ changed from 9057 at 100 Hz to 52.7 at 10 MHz
for sample M1 while this quantity changed from 2357.6 (100 Hz) to 17.02 (10 MHz) for
sample M2 and from 63.16 (100 Hz) to 0.19 (10 MHz) for sample M3 respectively.

In dielectric nanostructured materials, interfaces with large volume fractions con-
tain a large number of defects, such as dangling bonds, vacancies, vacancy clusters, and
microporosities, which can cause a change of positive and negative space charge distribu-
tion in interfaces. When subjected to an electric field, these space charges move. When
they are trapped by defects, several dipole moments are formed. At low frequencies, these
dipole moments are easy to follow by monitoring the variation of the electric field [7–8].
So, the dielectric loss, and hence, the dielectric constant showed large values at low fre-
quencies. As the temperature increased, more and more dipoles were aligned, resulting in
an increased dielectric constant for a given frequency [9].

At very high frequencies (MHz), the charge carriers would have moved before
the field reversal occurred and thus, ε’ decreased at higher frequencies. The nature of the



Dielectric studies of nanocrystalline Manganese Tungstate 359

Fig. 1. Shows the XRD pattern of the samples annealed at (a) 450 ˚ C,
(b) 600 ˚ C and (c) 750 ˚ C

variation is similar for the other samples, but the values were increased when the grain size
decreased. The amorphous nature of the surface, high surface energy, micromechanical
stress, surface domain depolarization and domain wall effects were considered as reasons
for this variation. Both space charge polarization and reversal of polarization direction
contribute significantly to the ε′ [10–11]. With increased particle volume, the interfacial
volume decreased. Increasing the particle volume also increased the contribution to ε′ by
electronic relaxation polarization, which occurs mainly inside the particles. Decreasing the
interfacial volume diminishes contribution to ε′ by space charge polarization and rotation
of the direction of polarization, which occur mainly in the interfacial region. As a result ε′

decreased as particle size increased.
The variation of tanδ with frequency of sample M3 is shown in Fig. 2(B). The

variation of tanδ is similar to that of ε′. For 303 K, tanδ had a value of 4.72 at 100 Hz
which decreased to 0.736 at 10 MHz. At 363 K the corresponding change was from
8.63 to 0.73. For 423 K, tanδ had a value of 43.3 at 100 Hz which decreased to 3.38
at 10 MHz. The variation of tanδ with frequency at 303 K for different grain sizes is
shown in Fig. 2 (B). At 100 Hz the value was 71.4 for M1 which decreased to 2.20
(10 MHz). For M2 the values were 43.3 (100 Hz) and 3.38 (10 MHz), while for M3, the
values were 4.72 (100 Hz) and 0.736 (10 MHz) respectively. In nanophase materials the
heterogeneities present in the interface layers produce an absorption current, resulting in
dielectric loss. This absorption current decreases with increases in the frequency of the
applied field. The hopping probability per unit time increases with increased temperature.
Correspondingly the loss tangent also increases with increase of temperatures [12–13].
From X-ray results it was found that the particle size and crystallanity increased as the
sintering temperature was elevated. The volume percentage of interface boundaries, defects
and imperfections were greatly reduced as the sintering temperature was increased. This
explains the increase of tangent loss as the particle size was decreased. The loss in
MnWO4 can be explained by the electronic hopping model, which considers the frequency
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dependence of the localized charge carriers hopping in a random array of centers. This
model is applicable for materials in which the polarization responds sufficiently rapidly
to the appearance of an electron on any one site so that the transaction may be said to
occur effectively into the final state [14]. At higher frequencies, tanδ becomes almost
constant because the electron exchange interaction (hopping) between Mn+2 and Mn+3

cannot follow the alternatives of the applied a.c. electric field beyond a critical frequency.

Fig. 2. (A) The variation of dielectric constant with frequency and (B) the
variation of tanδ with frequency for temperatures from 303 K to 423 K of
sample M3

The variation of the a.c. electrical conductivity as a function of frequency for sample
M3 is shown in Fig. 3. At lower frequencies σac had a small value which increased at
higher frequencies. The nature was similar for other temperatures but the values were
shifted upwards at higher temperatures. For 303 K, σac had a value of 0.0373×10−3 S/m
at 100Hz which increased to 0.434×10−3 S/m at 10 MHz. At 363 K, the corresponding
variation was from 0.123×10−3 S/m (100 Hz) to 0.71×10−3 S/m (10 MHz), while at 423 K,
the values were 1.62×10−3S/m at 100 Hz and 3.78×10−3 S/m at 10 MHz. The variation
of σac with frequency at 303 K for different grain sizes is shown in Fig. 3. At 100 Hz the
value was 3.83×10−3 S/m for M1, which increased to 6.88×10−3 S/m at 10 MHz. For M2,
the values were 0.0826×10−3 S/m (100 Hz) and 1.15×10−3S/m (10 MHz), while for M3,
the figures were 0.0373×10−3 S/m (100 Hz) and 0.434×10−3 S/m (10 MHz) respectively.

It is clear from the figures that the conductivity increased as the frequency in-
creased, conforming small polaron hopping. Small polaron formation takes place in those
materials whose conduction band arise from incomplete ‘d’ or ‘f’ orbitals. In MnWO4,
both Mn+2 and W+6 have incomplete ‘d’ orbitals which are responsible for the formation
of small polarons. Also, there is the possibility of conduction due to impurities at low
temperatures. The thermoelectric power of MnWO4 has been reported to increases with
temperature [4]. At lower temperatures, the a.c. conductivity increases with warming.
Dissanayeke et al., observed a similar variation, but at higher temperatures, σac was inde-
pendant of frequency [15]. In MnWO4, the conduction was due to the exchange interaction
(hopping of electrons) between the Mn+2 and Mn+3. According to Elliot’s barrier hopping
model, the ac conductivity is given as Eq.(3),

σac = nπ2NNpε
′ωR6

ω/24, (3)
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where n is the number of polarons involved in hopping, NNp, proportional to the square of
concentration of states, ε′ the dielectric constant and Rω the hopping distance [16]. When
the grain size of the sample was reduced the hopping distance increased which increased
the conductivity. The conduction in manganese tungstate is due to the hopping and ionic
conduction of Mn+ ions. The high values of σac for particles with small grain sizes are a
direct confirmation of the theory.

Fig. 3. The variation of a.c. electrical conductivity as a function of frequency

4. Conclusion

MnWO4 nanoparticles with different average sizes were synthesized. The dielectric
properties of MnWO4 were determined as a function of frequency from 100 Hz to 10 MHz
for temperatures ranging from 303 K to 423 K. At lower frequencies, ε′ and tanδ have
higher values, while at higher frequencies, the values reach steady lower values. Simi-
lar variation was observed when the temperature was raised, but the values were shifted
higher. Conductivity increased as frequency increased, conforming to small polaron hop-
ping. The values were shifted upwards when the temperature was raised. The values of ε′,
tanδ and σac showed considerable increase as the particle size was reduced.
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A series of M-type hexagonal ferrites with BaCoxFe12−xO19 (x = 2.0, 3.0) composition were synthesized
using a simple heat treatment method. The aqueous solution, containing metal nitrates and polyvinyle
pyrrolidone (PVP) as a capping agent was used to prepare M-type barium hexferrite nanoparticles. The
prepared hexaferrite particles were calcined at microwave frequency (2.45 GHz, power 900W, 5 min) as well
as at 650 ˚ C temperature. The structural properties of the samples were investigated using X-ray diffraction
(XRD), Fourier transform infrared spectroscopy (FTIR) and scanning electron microscopy (SEM). XRD
pattern shows the pure M-phase. The particle size of the powder prepared by this method ranged from
20 nm to 27 nm. The thermal properties of the sample were investigated by thermogravimetric Analysis
(TGA), which confirmed the thermal stability of the barium hexaferrite sample prepared by the heat treatment
method.

Keywords: capping agent, hexaferrite particles, thermal treatment.

1. Introduction

Hexaferrites are classified into six fundamental types: M, W, Y, X, Z and U
on the basis of their chemical composition and crystal structure [1, 2]. The crystal
structures of these different types of hexaferrites are very complex and can be considered
as a superposition of T, R and S blocks along the hexagonal c-axis [3]. M-type barium
hexaferrite is a very useful material as an absorber of electromagnetic radiation in the
microwave region [4]. The molecular structure of M-type ferrite is made up of one R
and one S block with an overlap of hexagonally and cubically packed layers. The crystal
structure of BaFe12O19 is described as SRS*R*, where R is a three layer block (O4—
BaO3—O4) with composition BaFe6O2−

11 and S is a spinel like two layer block (O4—O4)
with composition Fe6O2+

8 . Here the asterix (*) means the corresponding block has been
turned 180 ˚ around the hexagonal c-axis. The O4− and BaO3− layers form a close packing.
In this structure the smaller iron cations are distributed within five different kinds of sites
(Three Octahedral — 12k, 2a, 4f2, one tetrahedral — 4f and one pseudo tetrahedral trigonal
bi pyramidal — 2b). The ordering of magnetic moments of Fe+3ions and the strong super
exchange interaction explain the excellent magnetic behaviour of these materials [5].
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Barium hexaferrite is currently of technical interest because of its permanent mag-
netic property, high uniaxial magneto-crystallilne anisotropy, saturation magnetization,
excellent chemical stability and corrosion resistance [6, 7]. Recently, ceramic materials
have been classified by their high resistivity and high permeability, resulting in their use
in a number of applications, e.g. industry, technology, electronic devices, communication
equipment, high density magnetic recording media, materials for permanent magnets and
microwave devices[2, 8–12].

In the present work, barium hexaferrite nanoparticles were synthesized from an
aqueous solution of metal nitrates, polyvinyl pyrrolidone and deionized water using a
thermal treatment method. This method did not require the addition of other chemicals
as surfactants, and had an advantage of simplicity, low cost, no byproducts and was
environmentally benign. The structural and morphological characteristics of the prepared
barium hexaferrite nanoparticles were studied to verify the particle size.

2. Sample Preparation

Barium hexaferrite particles were synthesized using metal nitrate precursors with
polyvinyl pyrrolidone (PVP) as a capping agent and deionized water as the solvent. The
aqueous solution of PVP was prepared by dissolving 3 g of PVP in 100 ml of deionized
water. The mixture was heated at 70 ˚ C for 2 hours then after 1.2 mmol iron nitrate and
0.1 mmol barium nitrate added in the solution (pH of solution was 1–2). The obtained so-
lution was kept under constant magnetic stirring for 2 hours until a colourless transparent
solution was obtained and then solution was heated at 80 ˚ C for one hour to evaporate
the water. The resulting orange solid dried powder was crushed for 15 min and heated
at 650 ˚ C for 3 hours in order to pyrrolyze the organic compounds and crystallize the
nanoparticles. The prepared barium hexaferrite particles were also calcined via microwave
irradiation (2.45 GHz, 900 W, 5 min).

3. Experimental Techniques

Prepared barium hexaferrite samples were characterized using various experimen-
tal techniques to study structural properties and particle size. The structure and phase
purity of BaCoxFe12−xO19 (x = 2.0, 3.0) samples were investigated on a Philips X-ray
diffractometer (PW 1830) using CuKα radiation (λ=1.5405 Å) with a scan rate of 0.02
degree/min. The room temperature infrared (IR) spectrum of BaCo2Fe10O19 hexaferrite
sample heated at 650 ˚ C was recorded in the mid IR range (4000cm−1 to 400cm−1) using
a FTIR spectrophotometer (Bruker Tensor 27 Model). Scanning electron micrographs of
prepared barium hexaferrite samples were obtained using a Make-Leo/Lica model Stereo
scan 440 scanning electron microscope.

3.1. XRD Analysis

Fig. 1 shows the XRD patterns of BaCoxFe12−xO19 (x = 2.0, 3.0) hexaferrite
samples calcined at 650 ˚ C for 3 hours and heated with microwave irradiation. The XRD
pattern of all samples showed pure M-phase. All samples exhibited quite similar XRD
patterns. The average particle size of the M-type hexaferrite was calculated from the full
width at the half maximum (FWHM) of the XRD patterns, using the well known Scherer
formula:

d = 0.90
λ

βcosθ
, (1)
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where d is the crystallite size (nm), β is the full width of the diffraction line at half of the
maximum intensity measured in radians, λ is the X-ray wavelength of Cu Kα = 0.154 nm
and θ is the Bragg angle.

Fig. 1. X-ray diffraction pattern of (a) BaCo2Fe10O19 calcinated at 650 ˚ C
(b) BaCo2Fe10O19 heated with microwave irradiation (c) BaCo3Fe9O19 calci-
nated at 650 ˚ C and (d) BaCo3Fe9O19 heated with microwave irradiation

Lattice constants a and c of hexagonal barium cobalt hexaferrites were calculated
using Eq.(2):

1

d
=

4

3

h2 + k2 + l2

a2
+

l2

c2
, (2)

where h, k and l are Miller indices, d is inter planer distance. Lattice volume of all the
samples can be obtained using Eq.(3):

V =

√
3

2
a2c (3)

The cell volume was observed to increase with higher cobalt content (Table 1).
The microwave heated samples showed small cell volume relative to conventionally-heated
samples. It is seen from the table 1 that lattice parameters a and c were slightly decreased
with increased cobalt content. The calculated values for lattice parameters a and c are
in agreement with previous literature [13]. The cell volume changed little with varying
cobalt content, as the ionic radius of both the ions are almost same (Co+2 = 0.65 Å and
Fe+3= 0.645 Å).
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Table 1. Structure Parameters a and c and cell volume V for hexaferrite samples

BaCoxFe12−xO19 Heat a (nm) c (nm) c/a Cell volume
(x = 2.0, 3.0) treatment V (nm)3

BaCo2Fe10O19 650 ˚ C 0.550 2.3456 4.2647 1.291
BaCo2Fe10O19 Microwave 0.545 2.3780 4.3633 1.284
BaCo3Fe9O19 650 ˚ C 0.548 2.3423 4.2742 1.36
BaCo3Fe9O19 Microwave 0.5445 2.3772 4.3658 1.294

Table 2. Crystalline Size from Debye Scherrer Formula

BaCoxFe12−xO19 θ Cos θ β FWHM Crystalline
(x = 2.0, 3.0) (degree) (rad) size d (nm)
BaCo2Fe10O19 17.314 0.9546 0.0052 27.87

(650 ˚ C)
BaCo2Fe10O19 17.32 0.9546 0.0062 23.22
(microwave)
BaCo3Fe9O19 17.171 0.9559 0.0061 23.89
(650 ˚ C)

BaCo3Fe9O19 17.22 0.9551 0.0068 20.89
(microwave)

3.2. FTIR Analysis

Figure 2 shows FTIR spectrum of BaCo2Fe10O19 hexaferrite heated at 650 ˚ C
recorded in the mid IR range (4000 cm−1 to 400 cm−1). A few milligrams of BaCo2Fe10O19

powder mixed with anhydrous KBr powder and made in the form of a pellet for measure-
ment. The absorption bands at 2923.88 cm−1 and 2151.35 cm−1 were due to OH vibrations.
The other bands are at 1445, 1427, 1415.5, and 858.26 cm−1, corresponding to the stretch-
ing and bending vibrations of C=O, H-C-H, C-H and C-C respectively. The absorption
bands between 544 and 468.57 cm−1 assigned to the vibration of the bond between the
oxygen atom and the metal ions (M–O), confirming the formation of hexaferrite [14]. The
TGA curve of the dried precursor of BaCo3Fe9O19 was recorded using a SII Differential
Thermal analyzer Model No. SSC 5100 from 50 ˚ C to 700 ˚ C with a rate of 10 ˚ C/min.

3.3. SEM Analysis

Fig. 3 (a–d) shows the SEM images of barium cobalt hexaferrite samples heated at
650 ˚ C and microwave irradiation. The morphology and grain size are found to be porous,
non-uniform and agglomerated in all samples, these agglomerations may be due to small
particle size and the magnetic nature of the hexaferrite particles.

3.4. Thermogravimetric Analysis (TGA)

Figure 4 shows TGA curve of BaCo3Fe9O19 precursor. TG curve shows three steps
of weight loss. The first weight loss between 50 ˚ C to 150 ˚ C (∼5 wt%) is due to the
desorption of absorbed water molecules. In the second step, a sharp weight loss is observed
between temperature of 150 ˚ C to 200 ˚ C (∼57 wt%). In the third step, the weight loss
is very less (∼1.2 wt%) in the temperature range between 200 and 350 ˚ C. These weight
losses may be due to combustion of organic substances [14, 15]. There is no weight loss
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Fig. 2. FTIR spectra of BaCo2Fe10O19 hexaferrite heated at 650 ˚ C

Fig. 3. SEM images of BaCo2Fe10O19 (a) calcinated at 650 ˚ C (b) heated at
microwave frequency, BaCo3Fe9O19 (c) calcined at 650 ˚ C and (d) heated at
microwave frequency

above 305 ˚ C, which confirms the high thermal stability of the sample synthesized by a
thermal treatment method.

4. Conclusion

M-type hexagonal ferrites BaCoxFe12−xO19 (x = 2.0, 3.0) were synthesized using a
simple thermal treatment method. The samples were heated using a muffle furnace and a
microwave oven. The observations from the XRD, SEM and TGA studies are summarized
as follows:
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Fig. 4. TGA curve of BaCo3Fe9O19 precursor

I. XRD results confirm the formation of mono phase.
II. SEM images confirm formation of agglomerated grains.
III. Thermal stability of prepared barium-cobalt hexaferrite sample is high.
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Hydroxyapatite [Ca10(PO4)6(OH)2, HAp] is the major constituents of bones and hard tissues in mammals. In the

last few years, HAp nanoparticles have been used as an ideal tool for the transformation of human hard tissues due

to their high biocompatibility and easy biodegradability. Currently, metals are widely used in orthopedics to increase

the bioactivity of hydroxyapatite. Among these metals, zinc is an essential trace element present in human bones

and teeth. It plays important roles in increasing osteoblast adhesion and alkaline phosphatase activity of bone cells.

In the present study, different amounts of pure and ZnO (0% – 43%) doped nano Hydroxyapatite powders were

synthesized by the sol-gel method. The properties of pure and Zn doped nHAp powders were characterized using

X-ray diffraction (XRD), Scanning electron microscopy (SEM), and Energy dispersive X-ray analysis (EDAX).

The results of X-ray diffraction studies revealed the progressive increase in the average crystallite size from 49 to

100 nm with increasing ZnO concentration found to be 49–100 nm. The in vitro antimicrobial activities of the

synthesized pure and Zn-doped nHAp powders were investigated against gram-negative bacterial strains using the

disc diffusion method. The antimicrobial activities of pure and doped nHAp samples were observed irrespective of

the ZnO content.

Keywords: Nano hydroxyapatite, Zinc oxide, Antimicrobial.

1. Introduction

Recently, the development of hydroxyapatite [Ca10(PO4)6(OH)2, HAp] with various ad-
ditives has been one of the primary aims in the field of biomaterials, mainly to obtain superior
quality materials suitable for use in artificial bone substitution. It is well known that, hy-
droxyapatite has a chemical similarity to the inorganic portion of human bone. The emerging
trend of bone tissue engineering with hydroxyapatite has attracted intense interest due to its
biofunctional properties, such as bioactivity and biocompatibility. Hap’s properties such as
morphology, stoichiometry, crystallinity and crystal size distribution (CSD) have great influence
in the production of materials for biomedical applications. Hence, it is essential to optimize
how these HAp properties are affected by different additives. Obviously, the incorporation of
foreign elements can drastically alter the properties of HAp. It has already been demonstrated
that introducing CO2−

3 and SiO4+
4 ions into the crystal lattice of HAp is effective at improving

its degradation rate [1]. Since, the degradation rate of HAp plays a vital role in determining its
biological performance, the inclusion of additives and their quantities attracts more significance.

Biological apatite is basically an impure form of Hap, but the non-stoichiometric HAp
which incorporates a variety of trace ions such as Ca2+, Mg2+, Sr2+, Ba2+, Pb2+, Zn2+, Cu2+,
Na+, K+, Fe3+, etc. is also useful to prepare the HAp with an atomic ratio (trace ion/P) of 1.5 –
1.67 [1], which is an essential requirement for it to become a biological apatite. The biological
performance of HAp has been found to be improved with the incorporation of trace metal ions
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such as zinc, silver and manganese, which exhibit their vibrant role in improving the biological
ability of HAp during the additions [2]. Among the metal ions, zinc is one that is abundantly
present as a trace element in bone minerals [3], in addition, zinc promotes the bone density and
prevents bone loss [4].

The synthesis of nano biomaterials with a specific range of particle sizes, morphologies
and chemical compositions has always been a challenge for researchers. In recent years, interest
in the development of zinc oxide (ZnO) nano particles has been greatly increased, mainly
because of their altered physical, chemical and biological properties. The development of nano
HAp is more significant because of its specific affinity towards many adhesive proteins and its
influence on bone cell differentiation and mineralization process. In orthopedics, post-surgical
infections on implant materials is a major issue. The role of zinc like coatings on implant
material is well documented to minimize bacterial adhesion. It is hoped that the incorporation
of ZnO nanoparticles with a biomineral such as HAp can provide useful outcomes towards
the development of anti-microbial requirements. In general, the anti-microbial activity of the
zinc ion is involved in three major processes, e.g. protein deactivation, microbial membrane
interaction and thereby structural change and permeability.

Recently, nano-sized particles have gained importance in biomedical fields, since the
reduced size and surface activated particles are able to exhibit entirely new behaviors during
dissolution and precipitation. Earlier reports [5] reveal the successful incorporation of metal
ions with HAp, but they failed to demonstrate antimicrobial effects. The aim of this research
is to synthesize zinc oxide doped nano-HAp powders and to examine their crystallinity, in vitro
and plot antimicrobial activity against zinc oxide content.

2. Materials and Methods

Pure nano-HAp powders were prepared employing the sol-gel method with 0.55 M of
calcium hydroxide Ca(OH)2 (95% SIGMA ALDRICH) and 0.33 M of di ammonium hydrogen
phosphate (NH4)2·HPO4 (99% SIGMA ALDRICH) respectively, used as sources for calcium and
phosphorous. Ca(OH)2 and (NH4)2HPO4 were dissolved in 500 ml de-ionized water separately
to obtain a stoichiometric molar ratio of 1.67. The pH of each aqueous solution was maintained
at ∼11 by the addition of ammonium hydroxide solution NH4OH (99%, SIGMA ALDRICH) [6].
A gelatinous white precipitate was produced by the dropwise addition of (NH4)2HPO4 solution
to the vigorously stirred Ca(OH)2 solution at 333 K for an hour. Then, the precipitate was aged
for 24 h at room temperature followed by washing three times with de-ionized water and dried
in hot air oven at 423 K for 10 h. The dried powder was then milled using a mortar and pestle
and finally calcined in an alumina crucible using a muffle furnace at 673 K for 5 h.

Nano-HAp samples with varying amounts of zinc oxide were synthesized using mixed
aqueous solutions of prepared pure nano-HAp powder and zinc oxide. The dopants were used
in the amount of 0, 10, 25, 50 and 75 wt. % (hereafter named as (a) Z0H, (b) Z10H, (c) Z25H,
(d) Z50H and (e) Z75H). The mixed solutions were stirred for an hour. The obtained suspensions
were filtered and dried in a hot air oven at 373 K for 5 h. The resultant pure and ZnO doped
nano-HAp powders were characterized by XRD and SEM-EDAX.

2.1. X-ray Diffraction (XRD)

X-ray diffraction (XRD) studies were used to observe the structural properties of pre-
pared pure and zinc oxide-doped nano-HAp powders. The analyses were carried out us-
ing a PAN analytical X’PERT-PRO diffractometer with high intensity of CuKα (wavelength
λ = 1.54060 Å) radiation. The diffraction spectra were recorded in the angle 2θ ranging from
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10◦ to 90◦. The average crystallite size of pure and ZnO doped HAp nano powders were
calculated using the Debye-Scherrer’s formula [7]

D = 0.9λ/β cos θ, (1)

where D is the crystallite size in nanometers, λ is the wavelength of CuKα radiation (1.5406 Å),
β is full width of the peak at half of the maximum (FWHM) and θ is the diffraction angle of
the corresponding reflection. The unit cell volume (V ) and lattice parameters a and c of pure
and ZnO incorporated HAp nano powders are calculated using the equations (2 & 3).

V = 2.589a2c, (2)

1/d2hkl = 4/3
[
h2 + hk + k2

]
/a2 + l2/c2, (3)

where d is the crystallite size, h, k and l are miller indices of the plane, a and c are lattice
constants.

2.2. Fourier Transform Infrared Spectroscopy (FTIR)

Fourier transform Infrared (FTIR) spectroscopy (PERKIN ELMAR; SPECTRUM RX1)
was used to identify the elemental composition of pure and ZnO doped HAp nano powders.
The FTIR spectra were obtained over the region from 400–4000 cm−1 in pellet form for 1 mg
powder samples mixed with 200 mg spectroscopic grade KBr.

2.3. Morphology and Elemental Analysis (SEM/EDAX)

The Scanning Electron Microscopy (SEM) was performed using a JEOL JSM 6390, SEI
model to determine microstructure and particle size on the surface of nano-HAp powders. The
elemental analyses on the surface of pure and doped nano-HAp powders were performed by
Energy dispersive X-ray analysis.

2.4. Antimicrobial Activity

The antibacterial activity of the prepared nano-HAp samples was tested against the
bacterial strain Klebsiella pneumonia (ATCC 13883) by the modified disc-diffusion method [8].
The bacterial species were cultured for 24 h at 310 K and thereafter, the growth inhibition zones
around the disc were measured.

3. Results and Discussion

3.1. XRD Characterization

Figure 1 shows the XRD patterns of the pure and ZnO incorporated HAp samples.
The observed diffraction peaks of all prepared samples ensured the emergence of calcium rich
phosphate apatite phases by matching well with the peaks in the standard JCPDS data file
(09-0432). The intensity of the diffraction peak of plane (211) of HAp increased with the ZnO
content, mainly because of the preferential orientation of ZnO in the apatite crystal. The peak
intensity of the ZnO-incorporated HAp peak, increased with increasing ZnO content. Therefore,
the added zinc content was also involved in the formation of HAp. The measured crystallite
size, lattice parameter values and unit cell volumes are shown in Table 1. These data confirm
the emergence of apatite mineral on the nanometer scale. The measured average crystallite
size and unit cell volume of the HAp increased with increasing ZnO content. Particularly, the
cell parameter a gradually increased with ZnO while another parameter c fluctuated with the
incorporation of ZnO above 25 wt%. According to Fuzeng Ren et al. [7], the lattice parameters
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FIG. 1. XRD pattern of pure and Zn added HAp Samples
(a – Z0H, b – Z10H, c – Z25H, d – Z50H, e – Z75H)

TABLE 1. Structural parameters of the zinc free and added HAp crystalline samples

Sample
code

Average Crystallite
Size D (nm)

Cell parameters
Unit cell

volume V (Å)3

a (Å) c (Å)
Z0H 49 9.4226 6.833 525
Z10H 77 9.4225 6.8666 527
Z25H 82 9.4395 6.8536 528
Z50H 86 9.4561 6.8692 531
Z75H 99 9.4901 6.864 535

a and c of crystalline HAp increased with the incorporation of ZnO. In addition, the substitution
of H2O in the lattice for OH sites in ZnO-doped HAp resulted in the increase of lattice parameter
values [9].

3.2. Fourier Transforms Infrared Spectroscopy (FTIR) Analysis

The FTIR spectra of pure and ZnO-doped HAp nano powders synthesized by the sol-gel
method are shown in Fig. 2. The FT-IR bands observed at 962 and 472 cm−1 were assigned
to symmetric stretching modes ν1 and ν2 of phosphate group. Peaks observed at 568 and
603 cm−1 were assigned to ν4 O-P-O bending bands corresponding to nano HAp. The ν3 P-O
asymmetric stretching mode was observed from 1041–1091 cm−1. The bands observed at 3569
and 634 cm−1 were due to the stretching vibration of hydroxyl groups. The peak observed at
1430 cm−1 is a residue of atmospheric carbon dioxide present during the synthetic process. The
bands at 3430 and 1637 cm−1 in HAp were attributed to the presence of lattice water. Bands
observed at 1430 and 1637 cm−1 decreased with increasing ZnO content. According to FT-IR
results, there is no obvious peak present for any other impurity [10].
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FIG. 2. FTIR spectra of pure and ZnO doped HAp nano powders
(a – Z0H, b – Z10H, c – Z25H, d – Z50H, e – Z75H)

3.3. SEM-EDAX Analysis

The morphologies and elemental analyses of pure and ZnO-doped nano-HAp samples
were examined employing scanning electron microscopy (SEM) and energy dispersive X-ray
(EDAX) analysis as shown in Fig. 3. The SEM micrographs revealed the emergence of rod-like
crystalline species in ZnO-doped samples. The micrograph confirmed that particle sizes ranged
from 49–67 nm with the incorporation of ZnO [10]. The result of elemental analysis (EDAX)
of pure and ZnO-doped nano HAp confirmed the presence of Ca, P, O and Zn. The observed
elemental concentration confirmed the Ca-P rich apatite crystalline phase. As expected, the
elemental concentration of Zn was found to increase with increased ZnO content in HAp. The
resultant Ca/P ratio of pure HAp was observed as 1.45, while in ZnO-incorporated samples,
it increased up to the addition of 25 wt. % and decreases with further additions of ZnO to
75 wt. %.

3.4. Antimicrobial Activity

In vitro antibacterial activity of the synthesized pure and ZnO-incorporated nanoHAp
samples were examined against Gram-negative Klebsiella Pneumoniae bacteria. Irrespective of
the ZnO content, all the prepared HAp samples exhibited antimicrobial activity. The resultant
data are shown in Table 2. These data revealed the influence ZnO had in decreasing the
antimicrobial activity of the HAp as shown in Fig. 4. At 200 µg /ml, the sample Z0H recorded
the highest level of antimicrobial activity against Klebsilla pneumoniae by exhibiting the highest
inhibition zone diameter. The zone diameter decreased with increased ZnO content, as shown
in Fig. 5. It is obvious that the antibacterial property of apatite samples was dependent on
the molecular structure of compound, the types of bacterial strains and the solvent used [11].
The incorporation of ZnO resulted in the formation of nano HAp with a modified structure and
reduced antimicrobial activity.
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See the figure’s caption on the next page
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FIG. 3. SEM and EDAX images of Zinc free and added HAp samples
(a – Z0H, b – Z10H, c – Z25H, d – Z50H, e – Z75H)

TABLE 2. Antibacterial activity of pure and ZnO added nano HAp

Organism Sample name (representation of Zone of inhibition (diameter in mm))
Z0H Z10H Z25H Z50H Z75H

Klebsiella pneumonia 200 µg/ml 200 µg/ml 200 µg/ml 200 µg/ml 200 µg/ml
15 14 12 12 11

4. Conclusions

Pure and ZnO-incorporated nano HAp samples were prepared employing the sol-gel
method. The obtained XRD results confirmed the crystallite size of the samples in nanoscale.
The influence of ZnO was used to increase the average crystallite size and unit cell volume
of the Ca-P apatite crystal. The ZnO incorporations modified the morphology of HAp in rod
like structure. Elemental analyses confirmed the emergence of calcium rich apatite crystalline
phases. The in vitro antimicrobial activity of HAp was shown to be decreased by the addition
of zinc oxide.
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FIG. 4. Antimicrobial activity of HAp against ZnO additions

a – Z0H b – Z10H c – Z25H d – Z50H e – Z75H

FIG. 5. Antibacterial activity of Pure and ZnO-HAp against Klepsilla pneumonia
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In this paper, we use the finite difference time-domain (FDTD) method to optimize the TE-polarized light
transmission of a metal-semiconductor-metal photodetector (MSM-PD) employing a dielectric waveguide
on top of metal nano-gratings. Simulation results demonstrate that the funneling transmission of the
TE-polarized light through the nanoslit of the MSM-PD structure is highly dependent on the structure
geometries, such as the waveguide and nano-grating heights. We also demonstrate that adding a dielectric
waveguide layer on top of the nano-metal gratings supports both the TM- and TE polarizations, and enhances
the light transmission for TE-polarization around 3-times in comparison with conventional plasmonics MSM-
PD structures.

Keywords: FDTD simulation, MSM-PD, waveguide, plasmonics, nano-gratings, surface plasmon.

1. Introduction

Metal-semiconductor-metal photodetectors (MSM-PDs) have several attractive fea-
tures, such as high speed, ease of fabrication and monolithic integration with VLSI cir-
cuitry, which make them an excellent candidate for application in high-speed optical inter-
connects, high-speed sampling, and ultra-high speed optical fibre communications [1, 2].
For very high-speed applications, the MSM-PD is a better option than a p-i-n PD, since
the real capacitance of the MSM-PD’s interdigitated electrode geometry is much lower
than that of a p-i-n PD of comparable size [3].

Typically, the speed of the MSM-PD is largely limited by the transit time of the
photo-generated carriers. Scaling down the distance between the interdigital contacts and
overall dimensions of the MSM-PD has been the most common way to increase the pho-
todetector speed [4, 5]. By decreasing the spacing between the electrode fingers down to
the optical diffraction limit, the response time could be reduced to tens of picoseconds [6].
However, the surface reflectivity and the shadowing effect of the metal fingers prevent
conventional MSM-PDs from achieving external quantum efficiency greater than 50% for
equal electrode width and spacing. This is due to the blocking of light by the detector’s
interdigitated finger structure.

Since Ebbesen et al. [7] reported extraordinary optical transmission (EOT) of pe-
riodic metal aperture arrays through surface plasmons, many efforts have been devoted
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to exploring the EOT through metallic gratings [8, 9]. Later, it was demonstrated ex-
perimentally that the transmission of light through a sub-wavelength slit structure can
be enhanced if the metal is patterned as nano-gratings, which enable the incident light to
couple into surface plasmon polaritons (SPPs) propagating at the interface between metal
and the air, thus focusing the light into the sub-wavelength slit [10, 11].

Recently, several MSM-PD structures, driven by TM-polarized light and based on
nano-patterned metal fingers, have been reported to demonstrate substantial transmission
enhancement through the excitation and guidance of SPPs into the photodetector slits
[12, 13]. For example, the MSM-PD comprising Ag/GaAs nano-gratings reported by
Collin et al. [14] exhibited a cut off frequency greater than 300 GHz and a quantum
efficiency exceeding 50%. Lee et al. have reported a plasmonic metal photonic crys-
tal (MPC) integrated on a quantum dot infrared photodetector demonstrating more than
2-times enhancement in detectivity [15].

Since there is no cut-off wavelength for the fundamental TM-polarized slit mode,
it is possible to achieve extraordinary transmission with almost any sub-wavelength slit
width. However, since the SPPs are TM-polarized mode, only the TM-polarization com-
ponent of the incident light can be resonantly enhanced via transmission through the
subwavelength slits. In this case, sub-wavelength slits act as polarization selector, which
means that the penetration of the TE-polarized mode is suppressed. Furthermore, the
TE-polarized mode intrinsically has a cut-off wavelength, making such MSM-PD struc-
tures polarization sensitive, and hence, less attractive for applications requiring polarization
insensitive operation.

In this paper, we use the FDTD analysis to optimize a novel MSM-PD structure
employing a dielectric thin layer waveguide deposited onto nano-patterned metal fingers.
Our simulation results demonstrate 3-times enhancement in TE-polarized light transmis-
sion in comparison with conventional MSM-PDs.

2. Design of MSM-PD with enhanced TE-polarization transmission

Recently, a MSM-PD structure based on the deposition of a dielectric layer on top
of metal fingers has been proposed by Nikitin et al. using the coupled mode method [16].
This was subsequently developed by Guillaumée et al., who experimentally demonstrated
transmission enhancement for TE-polarized light through a subwavelength slit [17]. How-
ever, such a structure is sensitive to two parameters, namely, the height of the dielectric
layer as well as the periodicity of the nano-patterned metal gratings, which were not fully
optimised. In this paper, we investigate and optimize the key parameters of the dielectric-
based MSM-PD structure, shown in Figure 1(a), to maximise the transmission of both the
TE- and TM- polarized modes. The dielectric waveguide based MSM-PD structure consists
of a subwavelength aperture of width Xw sandwiched between linear metal nano-gratings
of heights hg, and a period (Λ). The entire structure is grown on top of a semiconductor
substrate. The metal contact is covered with a thin dielectric film with height hWG. The
presence of a thin dielectric layer on top of patterned metal gratings allows a TE-polarized
incident light to couple to the dielectric waveguide modes and be guided towards the slit.
At the same time, the extraordinary transmission of the TM-polarised light is maintained.

A 2D Finite Difference Time Domain (FDTD) software developed by Optiwave Inc
was used to simulate the structure shown in Figure 1(a). A mesh step size of 10 nm was
used in the simulation, with a time step satisfying the condition δt < 0.1δx/c, where δx is
the mesh size and c is the speed of light. This high-resolution sampling yielded solutions
that converged at reasonable computation times. The excitation field was modeled as a



380 Ayman Karar, Chee Leong Tan, Kamal Alameh, Yong Tak Lee

Gaussian-modulated continuous plane wave in the x-direction. The anisotropic perfectly
matched layer (APML) boundary conditions were applied in both the x- and z- directions
to accurately simulate the light reflected off both sides, as well as the light reflected off
the top and bottom surface of the MSM-PD structure. In all the simulations, the light
wave was normally incident on the top surface of the metal nano-gratings site. The gold
(Au) dielectric permittivity was defined by the Lorentz-Drude model [3] and the refractive
index for the dielectric layer was chosen to be 2.3, mainly to demonstrate the concept of
TE-polarized light transmission enhancement.

The TE and TM transmission spectra for two MSM-PD structures (without a
dielectric waveguide), one with and the other without metal nano-gratings, are shown in
Figure 1(b). An essential difference between the spectra for the TM- and TE- polarizations
is already noticeable for a single slit without metal nano-gratings. While the TM-polarized
mode spectra show interlaced maxima associated with the Fabry-Perot slit waveguide
resonance, the TE-polarized mode resonance maxima display a rapid fall-off, due to the
slit mode cut-off seen at longer wavelengths. No significant difference was noted in the
TE-polarized mode transmission spectra for the structure with and without metal nano
gratings. However, the TM mode was resonantly enhanced by using the nano-gratings.
Figure1(c) shows the measured I-V characteristics for a nano-grating-patterned GaAs
MSM-PD illuminated with 6.42 mW of laser power, for two input polarization states that
correspond to the maximum, i.e. TM mode (dashed-dot), and minimum, i.e. TE mode
(dashed), possible measured photocurrents, respectively. These results indirectly reveal the
polarization dependent loss of the plasmonics-based MSM-PD device.

3. Results and discussion

Several parameters of the dielectric-waveguide-based MSM-PD structure were op-
timized. These parameters are the nano-grating height, hg, nano-grating period, Λ, waveg-
uide height, hWG, duty cycle of the nano-gratings. Each parameter was varied over a
certain range of values, while all other parameters were kept constant. Initially, we used
the structure shown in Figure 1(a) with metal nano-gratings to optimize the waveguide
height hWG. The dielectric waveguide height was varied, while keeping the subwavelength
aperture width Xw and hg constant at 430 nm and 200 nm, respectively. Moreover, the
duty cycle, grating period and pitch number were kept at 0.5, 830 nm and 7, respectively.

Figure 2(a) illustrates the TE-polarized transmission spectra with no dielectric
waveguide, 150 nm, 200 nm and 250 nm waveguide height. It is apparent from Figure 2(a)
that the dielectric waveguide not only affects the amount of the light flux transmitted
through the slit, but also the peak resonance wavelength. This indicates that the dielectric
layer allows the incident light to resonantly couple to the metal nano-gratings. As seen
from Figure 2(a), the resonance peak was highly dependent on the waveguide height and
was red-shifted with increasing the waveguide height. Keeping the dielectric waveguide
height at 200 nm and the other parameters constant, the simulated TE-polarized trans-
mission spectra, shown in Figure 2(b), was evaluated for metal nano-grating height from
50 nm to 200 nm. As seen in Figure 2(b) while the metal nano-grating height affected the
TE-polarized light transmission flux, it had no impact on the resonance wavelength. It was
also noted that the transmission peak increases with decreasing the metal nano-grating
height.

Figures 3(a and b) show the simulated TE-polarization transmission spectra for
different metal nano-grating periods, and duty cycles, for a slit width of 430 nm, a nano-
grating height of 50 nm and a dielectric waveguide height of 200 nm. The duty cycle
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Fig. 1. a) 2-dimensional schematic of the dielectric-based MSM-PD struc-
ture, b) transmission spectra of two structures without dielectric waveg-
uides, for fingers with and without metal nano-gratings, c) I-V character-
istics of the MSM-PD with nano-gratings for TE- and TM-polarized input
laser beams of power 6.42 mW
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Fig. 2. Simulated TE-polarization transmission spectra for different a) di-
electric waveguide height and, b) nano-grating height. The slit width was
430 nm
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Fig. 3. Simulated TE-polarisation transmission spectra for different a) pe-
riodicity and, b) duty cycle with 430 nm slit width, 50 nm nano-grating
height and 200 nm dielectric waveguide height
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is defined as the ratio of the nano-grating line width to the period, Λ. It is seen from
Figure 3(a) that the resonance peak of the TE-polarized light transmission was red-shifted
when the periodicity increased. The maximum attainable transmission peak occurred at
730 nm for a nano-grating period of 600 nm. Figure 3(b) shows that the nano-grating duty
cycle had a significant impact on both the transmission peak and the resonance wavelength,
and that the resonance wavelength was red-shifted when the duty cycle increased, while
the maximum transmission occurred when the duty cycle was 50%.

Fig. 4. a) Simulated TE-polarization transmission spectra and, b) simulated
power distribution without (left) and with (right) dielectric waveguide

The TE-polarized light transmission spectra are shown in Figure 4(a), for two
optimized MSM-PDs with and without a dielectric waveguide (WG). From these spectra
it is obvious that the dielectric waveguide on top of the metal nano-gratings significantly
enhanced the TE-polarized light transmission, compared with the conventional MSM-PD
device without a dielectric waveguide (NoWG). The resonance wavelength (corresponding
to the highest transmission) was 755nm for Λ = 600 nm and the transmission enhancement
was almost 3-times that of a conventional MSM-PD device without a dielectric waveguide.
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Moreover, as seen in Figure 4(a), the cut-off wavelength was increased when the slit was
filled with the dielectric. The simulated Sx poynting vectors, i.e. energy flowing along the
x direction, are shown in Figures 4(b), for the MSM-PD without (left) and with (right)
a dielectric waveguide. It is worthwhile noting that for an MSM-PD without a dielectric
waveguide, the power transmitted into the active area of the semiconductor is insignificant,
compared with the power transmitted for an MSM-PD with a dielectric waveguide.

4. Conclusions

The finite difference time-domain (FDTD) method has been used to optimize the
TE-polarized light transmission of a metal-semiconductor-metal photodetector (MSM-PD)
employing a dielectric waveguide and metal nano-gratings. Simulation results have con-
firmed the dependence of the TE-polarized light through the MSM-PD nanoslit of the
structure on the metal nano-grating height and dielectric waveguide height. Three-fold en-
hancement of TE-polarized light transmission has been demonstrated through MDM-PD
parameter optimization.
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In this paper, we investigate the impact of silver thin film thickness and annealing temperatures for the
fabrication of silver nano-particles of controlled size and spacing distributions. We also use these mea-
sured distributions to predict the performance of subwavelength grating structures developed using dry and
isotropic etching of semiconductor substrates. Silver (Ag) thin films of different thicknesses were deposited
on Si and GaAs semiconductor substrates and annealed at different temperatures. Experimental results
demonstrate that by annealing the Ag thin films with different temperature profiles it is feasible to develop
Ag nanoparticles of an average diameter ranging from 50 nm to 400 nm on silicon substrates and 100 nm
to 500 nm on GaAs substrates.
In addition, different subwavelength structures developed by etching the Ag nanoparticle deposited Si and
GaAs substrates are simulated using a Finite-Difference Time Domain (FDTD) software package. Simulation
results show that substantial reduction in light reflection can be achieved by optimizing the heights of the
subwavelength structures through the control of the etching process time.

Keywords: Subwavelength gratings (SWG), nanoparticles, nano-structures, solar cells, reflection loss, Finite
Difference Time Domain (FDTD) simulation.

1. Introduction

Multilayered thin film coatings have been used extensively in a wide range of appli-
cations to realize antireflection (AR) properties that suppress reflection losses. However,
the issues of thermal mismatch between the various layer materials of AR coatings makes
their AR property unstable, thus limiting their bandwidth and practicality. On the other
hand, subwavelength grating (SWG) structures have gained enormous interest recently,
mainly in the field of photovoltaics due to several interesting advantages. For example,
integrating a SWG onto the top surface of a solar cell device provides an almost a lossless
reflecting surface that enhances the solar cell’s efficiency [1]. A SWG often takes a one-
and/or two-dimensional periodic form. If the pitch (or period) of a single grating structure
is less than the wavelength of the incident light, it behaves like an homogeneous medium
with an effective refractive index [1]. Thus, SWG structures give gradual changes in the
refractive index assuring an excellent antireflective medium along with a light trapping
phenomena in comparison to the planar thin films [2–4]. A nanorod structure acts as a
single layer AR coating, while triangular (conical) and parabolic shaped grating structures
are more advantageous since they behave like a multilayer broadband AR coating [2].
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In this paper, we describe annealing approaches for controlling the size and spacing
of silver nanoparticles that act as etch masks for the development of low-reflectivity sub-
wavelength structures. Silver nanoparticles formed onto Si or GaAs substrates by thermal
annealing enable conical shaped SWG structures to be realized through dry etching. Re-
sults show several silver (Ag) thin films of thicknesses 10nm, 8nm and 5nm deposited on
GaAs and Si substrates and annealed at different temperatures, leading to the development
of randomly distributed silver nanoparticles on the surface of each sample. The diameters
and spacing of the Ag nanoparticles are controlled by varying the annealing temperature
and film thickness, leading etch masks tailored for different profiles, which can be used
in conjunction with etching processes for the realization of SWG structures of various
characteristics. FDTD simulation of the SWG structures confirms that much lower anti
reflection can be attained in comparison with non-patterned semiconductor substrates.

2. Theoretical Background and Experimental results

The use of SWG structures was inspired by a natural model, moth’s eyes. The
surface of a moth’s eye is covered with a nano-structured film that absorbs most of the
incident light with minimal reflection. The nano-structured film, which consists of a
hexagonal bump pattern, is 200 nm high and acts as an AR coating because the bumps
are smaller than the wavelength of visible light. The refractive index between the air and
the surface changes gradually, in which case the reflection of the light is also decreased.
This model is being applied in solar cells to increase the cell conversion efficiency by
allowing large amount of electromagnetic waves to reach the embedded charge carrier
zone [4].

However, in order to develop practical SWG structures, several issues must be
overcome, including (i) optimising the SWG pattern to maximise the AR property for
each application, (ii) the ability to fabricate uniform patterns with appropriate shapes,
such as conical, triangular or parabolic and (iii) develop such patterns over large areas
cost-effectively.

Two main methods have been reported for the fabrication of SWGs, namely, the
lenslike shape transfer process and the Ag nanoparticle process. The lenslike shape transfer
method employs laser interference lithography (LIL) in conjunction with thermal reflow,
which lead to pattern transfer. This approach requires long photolithography processes
and is practical for small-area devices. On the other hand, dry etch processes based on
thermally dewetted Ag nanoparticles have been used for the development of large-area
SWGs. While this approach is cost effective, it yields SWGs with random shape and
spacing, as well as non-optimized antireflection properties. However, if the distribution
of the shape and spacing can be controlled, the attained AR properties can still be much
better than non-patterned semiconductor surfaces.

2.1. Antireflective coating and SWG structure

The etching of Si or GaAs substrates on which Ag nanoparticles are embedded,
results in the formation of SWGs which act as antireflective coatings that enhance the
transmission through the substrates. As mentioned earlier, minimum reflection can be
obtained through multilayer thin-film coatings [1], however, in addition to their complex
fabrication process [1–3], such optical coatings have practical drawbacks, such as adhesion
and material mismatching, making the thin-film mechanically unstable and susceptible to
thermal fluctuations.
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For the rectangular-shaped grating structure shown in Fig. 1, the refractive index
changes very sharply from air (n = 1) to the grating zone or structure (approximately 2.5
at TM mode) [1]. The reflection loss can be calculated easily using Fresnel’s equation:

R =

(
n2 − n1

n2 + n1

)2

(1)

where n1 is the refractive index of first medium and n2 is the refractive index of second
medium. The total reflection of a SWG structure can be calculated using the following
equation:

Rtotal = R1 +R2 (2)

Where R1 is the reflection at the interface of air and grating structure and R2 is the
reflection at the interface of the grating structure and substrate.

If the SWG structure has a shorter period than the wavelength of the incident light,
then it acts as an homogeneous medium with an effective refractive index [3]. According
to Fig. 1, the refractive index of a rectangular-shaped SWG structure changes suddenly
at the air-SWG interface, however, for the conical shaped SWG structure, the effective
refractive index changes gradually, resulting in lower reflection [3]. For a parabolic-shaped
SWG structure, the reflection can be as low as 5% over the entire solar spectrum [1].

Fig. 1. Grating geometry and plot of subwavelength grating (SWG) height
versus refractive index (n) in silicon (Si)

2.2. SWG fabrication steps

There are several conventional methods for the fabrication of conical SWG struc-
tures, such as photolithography, colloidal formation, nanoimprint and nanoparticles. Unfor-
tunately, perfect conical shapes cannot be obtained by any of these methods. The formation
of uniformly distributed nanoparticles and the use of dry etching in conjunction with ad-
ditional isotropic etching processes can produce SWG with almost conical shapes. Fig. 2
illustrates the fabrication steps for creating the SWG structure, which were reported by
Song et al. [2].

At first, the nanoparticles can be formed using the annealing process, then CF4 or
O2 gas is passed through them using the dry plasma etching process. To shape the formed
nanorods in a perfect conical shape, an additional isotropic etching process can be used
as reported in [2, 4]. In this paper, the fabricated Ag nano-particles were proposed to be
used as a mask to realize the conical shapes in a two-dimensional grid-like distribution to
realize the SWG structure.
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Fig. 2. Steps for the formation of SWG structure

2.3. Experimental results

Silver (Ag) nanoparticles on GaAs and silicon were fabricated through initial sput-
tering and subsequent annealing. Annealing was performed in an oven placed in an aerobic
environment. After setting the temperature, time and ramp, the oven was allowed to reach
the desired temperature and then cool down to ambient temperature.

Fig. 3. Scanning Electron Microscope (SEM) image of Ag nanoparticles on
GaAs developed using a 10 nm Ag film annealed for 30 min at 523 K

Ag thin films of thicknesses 10 nm, 8 nm, 5 nm were deposited onto GaAs and Si
substrates and annealed at different temperatures, namely 523 K, 573 K, 623 K, 673 K and
723 K. Characterization of the annealed samples was carried out using the SEM method
and ImageJ software.

Figure 3 shows the SEM image of Ag nanoparticles on GaAs substrates. The
average diameter and average distance between nearest nanoparticles were measured by
ImageJ software package. With the recorded data, we simulated the reflection of an
SWG structure having a triangular pattern of base size and spacing equal to the average
nanoparticle diameter and spacing respectively, using Opti-FDTD software package (de-
veloped by Optiwave Inc.) [5]. This software package numerically solves the Maxwell’s
equaitons within a certain medium, the light propagation, scattering, reflection and polar-
ization. Simulation results showing the electric field distribution for the conical shaped
SWG structure are shown in Fig. 4. The incident light hits directly on top of the SWG
grating structure (or nano-structure). A major portion of incident electromagnetic wave is
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absorbed by the grating zone due to the gradual change of refractive index, while the rest
is reflected or transmitted.

Fig. 4. Schematic diagram of conical shaped subwavelength grating (SWG)
structure and the steps for simulating the propagation of the electromagnetic
waves across the simulated structure

Fig. 5 shows the average spacing between the silver nanopartciles versus the
annealing temperature for a 10 nm thick Ag thin film deposited onto Silicon and GaAs
substrates. It is obvious that for the silicon substrate, the average spacing of 200 nm is
maintained over the temperature range of 520-575 K, whereas for a GaAs films the spac-
ing increases with increasing temperature (this is, however, useful for some applications
required some degrees of spacing control).
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Fig. 5. Average spacing S(µm) between the Ag nanoparticles versus an-
nealing temperature for a 10 nm Ag thin film deposited onto Si and GaAs
substrates

Fig. 6 shows the reflection spectra for Ag films of different thicknesses deposited
onto Si and GaAs substrates, and annealed at different temperatures. It is seen from Fig. 6
that a 10 nm thick Ag film on Si annealed at 523 K yielded a maximum reflection as low as
12%, while the 8 nm thick Ag film, annealed at 573 K, resulted in maximum reflection of
13%. The 5 nm thick Ag film which was annealed at 623 K produced maximum reflection
below 7% over a wide range of wavelengths. Conversely, the Ag film on GaAs annealed at
523 K showed reflection below 10% over a wide range of wavelengths. The 8 nm Ag film
on GaAs annealed at 673 K exhibited lower reflection in comparison with other annealing
temperatures, and the reflection of the 5 nm Ag film on GaAs annealed at 723 K was as
low as 15%.

3. Conclusions

Ag thin films with different thicknesses have been deposited on semiconductor
substrates and annealed at different temperatures to fabricate Ag nano-particles that can
be used to cost-effectively develop SWGs that perform as AR coatings for semiconductor
devices. We have found that the desired diameter and spacing between nanoparticles can
be achieved by controling the annealing temperature and Ag film thickness that can be
ultimately used to fabricate SWG structures having patterns of arbitrary sizes and spacing,
which control the reflective properties.
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Li+ co-doped ZnO:Tb3+ nanocrystals were synthesized via the chemical co-precipitation method in order
to study the effect of Li+ co-doping. The samples were characterized by means of SEM, XRD, FTIR,
Reflectance, PL and TL studies. SEM images showed that the samples were composed of nanorods with
diameters of 50 to 90 nm and lengths of approximately 600 nm to 1.3 µm. XRD analysis revealed pure
phase of ZnO with hexagonal wurtzite structure. XRD study also showed no change in the peak pattern for
Li+ co-doping; a slight shift of the (101) peaks towards lower angle can be seen. Sample crystal sizes were
found to be in the 10–25 nm range. Photoluminescence intensity was enhanced due to a minute amount of
Li+ co-doping in the sample. The X-induced thermoluminescence gave a glow peak at 320 ˚ C for the Li+

co-doped sample, which was shifted to a lower temperature and had twice the intensity of the ZnO:Tb3+

sample.

Keywords: terbium, rare-earth, lithium, photoluminescence, thermoluminescence, zinc oxide.

1. Introduction

Rare earth doped ZnO has been the subject of interest over the last few years.
Recently, nanocrystalline ZnO has been synthesized in various shapes, like nanorods,
nanospheres, nanoflowers etc. while being doped with rare-earth (RE) ions to obtain
enhanced luminescence properties. These qualities make the aforementioned structures
useful in in various optoelectronic devices like vacuum fluorescent display (VFD), field
emission display (FED) and electroluminescent display (ELD) etc [1–5]. The intra-shell
transition between the 4f shells of the RE ions make their luminescence properties very
attractive. Doping RE ions into the ZnO matrix is very difficult because, firstly, the ionic
radii of RE ions (e.g. Tb3+ ∼0.92Å) are much larger than that of Zn2+ ions (∼0.74Å) and
secondly substitution creates a charge imbalance, as RE3+ ions (Charge: +3) substitutes
the Zn2+ sites (Charge: +2) in the ZnO host matrix. The charge compensation from the
local defect sites results in lattice deformation, which is not desired. It would be much
more convenient to provide a charge compensating material for the formation of a stable
compound. The alkali metals like Na, K, Li etc. are the most suitable candidates in this
regard.

In the case of high temperature treatment, the luminescence efficiency of rare-earth
materials is often found to decrease due to self-quenching. That is why room temperature
synthetic methods, like precipitation method, sol-gel method, etc. are considered very
convenient methods for rare-earth doping. Terbium (Tb) is a very interesting rare-earth
element known for its bright green emissions due to Tb3+ related peaks at 490 nm
(5D4 →7F6) and 544 nm (5D4 → 7F5) and thus, very suitable for doping in ZnO; because
that oxide is itself a green emitting phosphor and generally gives broad green (532 nm)
and blue-green (450 nm, 472 nm) emissions. Earlier studies showed that a small amount
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of Li+ doping enhanced the luminescence efficiency [6] due to charge compensations and
the creation of defects and traps. It is expected that with a minute amount of Li+ co-
doping, the green photoluminescence (PL) and thermoluminescence (TL) emissions will
be enhanced.

In this work, undoped ZnO, ZnO:Tb3+ and Li+ co-doped ZnO:Tb3+, were synthe-
sized successfully by the co-precipitation method. The optical properties of these samples
were systematically studied by UV-Vis Diffuse reflectance (DR), thermoluminescence (TL)
and photoluminescence (PL) separately, whereas the structural properties were carried out
by X-ray diffraction (XRD), scanning electron microscopy (SEM) and Fourier transform
infrared spectroscopy (FTIR). The effects of Li+ co-doping on its different properties were
followed, observed, described and explained.

2. Experimental

Undoped, Tb3+ doped and Li+ co-doped ZnO were prepared by the co-precipitation
method. The undoped ZnO sample was prepared by mixing equal volumes of 0.05 M
ethanolic ZnCl2 solution with 0.20 M ethanolic NaOH at room temperature. Firstly,
suitable amounts of ZnCl2 and NaOH were separately dissolved in ethanol to prepare
0.05 M ZnCl2 and 0.20 M NaOH solutions at room temperature. Then, the two solutions
were mixed and magnetically stirred for 6 hours at room temperature. During this process,
NaOH reacts with ZnCl2 to form ZnO. The mixed sample was then filtered with a 125 mm
Whiteman-42 filter paper. After complete filtration, the residue on the paper was collected
and dried. The filtrand was then washed in ethanol and dried at 80 ˚ C to provide a favorable
temperature for nanorod formation. For co-doping Li+ and Tb3+ ions, the requisite amounts
of LiCl and TbCl3 [Sigma-Aldrich, 99.9%] were added before mixing the 0.05 M ZnCl2
and 0.20 M NaOH solutions. After drying and collecting, the samples were annealed at
200 ˚ C for two hours.

The powder sample was characterized over a wide range of Bragg angles 2θ (10 ˚ �
2θ � 80 ˚ ) with a Bruker D8 Focus XRD instrument with a Cu target (Kα=1.5406 Å)
at a scanning rate of 2 ˚ per min. The FTIR spectrum (KBr pellet) was taken from 400
to 4000 cm−1 on a ‘FTIR Spectrum RX I’, (Perkin Elmer, Switzerland) spectrometer.
The SEM image was taken with Hitachi S 3400-N Scanning Electron microscope. The
differential scanning calorimetry (DSC) analysis was carried out using a Perkin Elmer
DSC7 Differential Scanning Calorimeter. PL emission and excitation studies were carried
out by a commercially available personal computer-based Hitachi FL 2500 Fluorescence
spectrophotometer with a 150W xenon lamp over the wavelength range 350 to 700 nm.
Thermoluminescence studies were carried out by using a personal computer-based Ther-
moluminescence Analyzer System (TL 1007) supplied by Nucleonix Systems private ltd.
India.

3. Results and Discussion

3.1. SEM Studies

Fig.1 (a) and (b) shows the particle morphologies of ZnO:Tb3+and 1wt% Li+ co-
doped ZnO:Tb3+ nanophosphors. As can be seen, the particles are composed of nanorods
and nanoparticles. In the case of ZnO:Tb3+ sample, the diameters and length of the
nanorods were found to range from 70 to 90 nm and 800 nm to 1.3 μm respectively,
whereas from the image of the Li+ co-doped ZnO:Tb3+, it is clear that there is loss of
sample crystallinity due to the oxygen vacancy brought about by Li+ ion incorporation
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[7, 8]. Here, the diameters and lengths of most nanorods were found to range from 50 to
70 nm and 600 nm to 800 nm respectively, which were less than that of the ZnO:Tb3+

sample. Due to the Li+ ion, the growth of nanocrystals was found to be suppressed here
and nanorods were partially formed, although some of the nanorods in this case were
also found to be more than 1 μm in length. The formation of these morphologies can be
attributed to the supersaturation of ZnO nuclei [9]. Nanorod growth begins when both
Zn2+ and OH− ions reach supersaturated levels. The PH value in the solution plays a vital
role in this regard.

Fig. 1. SEM image for the (a) ZnO:Tb3+ and (b) 1wt% Li co-doped
ZnO:Tb3+ nanorods

3.2. XRD Studies

The room temperature XRD patterns of the undoped, ZnO:Tb3+ and Li+ co-doped
ZnO:Tb3+ powder samples are shown in Figure 2. The XRD study was done over a
wide range of Bragg angles (20 ˚ – 80 ˚ ). The XRD pattern of all the samples showed
ZnO hexagonal wurtzite structure. The peaks were well matched with the JCPDS data
card No. 79-0206. The data with particle sizes are shown in Table 1. The grain size of
ZnO:Tb3+ calculated by the Debye-Scherrer formula was found to be in the 10–25 nm
range. The XRD study showed no change in the XRD peak pattern, confirming that Li+

ions were well incorporated in the crystal lattice. In all likelihood, the slight shift of the
(101) peak towards lower angle seen for the Li+ co-doped sample may indicate an increase
in the lattice parameters due to Li+ doping. This increase in lattice parameters is due to
lattice distortion as Li+ ions occupy the lattice sites [10]. The crystal sizes in the sample
were calculated by the Debye-Scherrer formula:

D = 0.9λ/βcosθ

where β is the full-width at half-maximum (FWHM), and λ is the wavelength of the
X-Ray used. The wavelength of the X-Ray used here is Kα=1.5406Å (Cu target). The
crystal sizes were calculated to be in the of 15 to 20 nm range for Li+ co-doped ZnO:Tb3+

and 20 to 30 nm for ZnO:Tb3+.

3.3. FTIR Studies

The ‘FTIR’ spectra of the undoped ZnO, Tb3+ doped ZnO and Li+ co-doped
ZnO:Tb3+ were also studied systematically and the results are shown in Fig. 3. The
FTIR spectra of the undoped ZnO sample consisted of four large absorption bands. The
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Fig. 2. Room temperature
XRD pattern (i) undoped
ZnO, (ii) ZnO:Tb3+ (1wt%),
(iii) Li+ (1wt%) co-doped
ZnO:Tb3+ (1.0 wt%) along
with the standard XRD
peaks for ZnO (JCPDS No.
79-0206)

Fig. 3. FTIR spectra of
the (i) as synthesized ZnO,
(ii) annealed ZnO and (iii)
annealed ZnO:Tb3+ (1wt%)
nanorods

Table 1. Comparison of the experimental and reference values [PDF no.
−79−0206] of XRD peak Positions and d-spacings of Li+ co-doped ZnO:Tb3+

sample. The crystal sizes are indicated corresponding to each peak

Peak Peak d d Particle h k l Relative
position position spacing spacing Size Intensity
(2θ exp.) (2θ ref.) exp. [Å] ref. [Å] (nm) (%)
32.214 31.768 2.7765 2.8145 18.14 1 0 0 52.4
34.890 34.422 2.5694 2.6032 17.87 0 0 2 49.4
36.584 36.253 2.4543 2.4759 20.72 1 0 1 80.7
47.859 47.540 1.8991 1.9111 16.58 1 0 2 17.9
56.926 56.594 1.6162 1.6249 18.96 1 1 0 25.8
63.114 62.858 1.4818 1.4772 16.12 1 0 3 28.2
66.233 66.374 1.4099 1.4072 19.53 2 0 0 8.3
68.305 67.947 1.3802 1.3784 18.65 1 1 2 42.6
69.931 69.875 1.3607 1.3585 16.31 2 0 1 20.2
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large band at 475 cm−1 was attributed to the Zn-O stretching in the ZnO lattice. Two
others bands locating at 1545 and 1431 cm−1 were attributed to asymmetric and symmetric
C=O stretching vibration modes. The presence of C=O may be due to the atmospheric
CO2. The wide absorption band at 3438 cm−1 corresponds to the stretching mode of OH
group [11]. These bands were present in both the Tb3+-doped and Li+ co-doped ZnO:Tb3+

samples. There was no change in the Zn-O and -OH peak positions due to the Li+, but the
peak for Zn-O stretching was found to be more prominent for the Li+ co-doped sample and
there was a shift for C=O peak. An increase in peak sharpness was also noted, indicating
a better crystal quality for the Li+ doping. The corresponding peak positions are shown in
Table 2. Also the FTIR study showed that the samples were free from any other organic
impurities and suitable for the PL and TL studies.

Table 2. Assignment of FTIR bands of Undoped, 1wt% Tb3+and 1wt% Li
co-doped Tb3+ doped ZnO nanocrystals

Samples ZnO Stretching OH stretching C=O stretching CO2 Mode
mode (cm−1) mode (cm−1) modes (cm−1) (cm−1)

Undoped ZnO 474 3440 1439, 2351
1542 2351

ZnO:Tb3+(1wt%) 470 3420 1437 2369
1503

Li+ (1wt%) co-doped 440 3422 1391 2378
ZnO:Tb3+(1wt%) 1517

3.4. DSC analysis

The Differential Scanning Calorimetric analysis of the Tb3+ doped ZnO sample is
shown in fig. 4. Though the DSC curve did not show much variation after the initial rise at
30 ˚ C, it showed a fall up to 200 ˚ C. This may be due to the weight loss of the samples for
the removal of water. The exothermic rise at 330 ˚ C may be due to the crystallization of
wurtzite ZnO structure [12]. The endothermic broad peaks of the curve near 355 ˚ C may
be due to the auto combustion reaction or possibly the removal of other organic compounds
which were attached during sample preparation but not removed during washing. The peak
after 500 ˚ C showed no significant weight loss, indicating that the sample was crystalline
in nature.

3.5. UV-Vis Diffuse Reflectance Studies

Fig. 5 represents the diffuse reflectance (DR) spectra of the undoped ZnO:Tb3+and
1wt% Li+ co-doped ZnO:Tb3+ samples. In all cases, two absorption edges were observed;
near 350 nm and 235 nm. The absorption edge of the Li+ co-doped sample was found
to have red shifted. Earlier, a significant change in the crystallinity and particle size was
observed, and now, a clear red-shift of the absorption edge was seen due to the introduction
of Li+ ions into ZnO:Tb3+. This occurred because, when Zn2+ sites were occupied by Li+

ion, there was an increase of oxygen vacancies, which changed the energy band structure
resulting in a narrowing of the band gap and subsequently shifting of the absorption edge
to a higher wavelength [13]. Meanwhile, the reflectance of ZnO:Tb3+ sample has a blue-
shift followed by bandgap widening due to the increase of Fermi level because of doping
with rare-earth ions. The reflectance intensity, in the case of the Li+ co-doped sample,
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Fig. 4. DSC curves for Tb3+

doped ZnO nanocrystals

Fig. 5. Room temperature
diffuse reflectance of the (a)
Undoped (b) 1wt% Tb3+ and
(c) 1wt% Li co-doped Tb3+
doped ZnO nanocrystals

was found decreased, which is an effect of crystallinity loss due to the oxygen vacancy.
Conversely, the reflectance intensity was found to increase in the ZnO:Tb3+ sample, which
may result from the Fermi level increase due to the presence of rare-earth ions [14].

The bandgaps of undoped ZnO, Tb3+ doped ZnO and Li+ co-doped ZnO:Tb3+ sam-
ples were calculated from the reflectance study (Fig. 6) using the Kubelka-Munk function,
which is a function equivalent to the absorption coefficient and is denoted by:

F (Rα) = (1−Rα)
2/2Rα

where Rα is the reflectance intensity. More accurately, Rα is the reflectance of an infinitely
thick sample with respect to a reference at each wavelength [15]. The square of the
function multiplied by hν i.e [F(Rα)hν]2 were plotted against photon energy hν. The
intercept of the slope of the graph at x-axis gave the required bandgap. The plotted
graphs are shown fig. 5. The bandgap energies calculated here had values of 3.22±0.01
eV, 3.23±0.01 eV, 3.21±0.01 eV for undoped ZnO, Tb3+ doped ZnO and Li+ co-doped
ZnO:Tb3+ respectively. The bandgap values decreased due to Li+ co-doping, whereas the
value increased for the rare-earth doped sample, which is a consequence of the reasons
described above.

The bandgap values for doped compounds were much lower than that of bulk pure
ZnO (3.37 eV). This was due to the presence of a single crystal in the sample [16].

3.6. Photoluminescence Studies

The room temperature photoluminescence spectra of the Li+ co-doped ZnO:Tb3+

and ZnO:Tb3+ sample are shown in Figure 7. Fig 7 (I) shows the PL emission spectra
of the Li+ co-doped ZnO:Tb3+, ZnO:Tb3+ and the undoped ZnO sample. The photolu-
minescence intensity increased due to the inclusion of Li+. While all samples gave a
broad blue peak near 435 nm due to the host lattice, the Tb3+-doped sample showed a
blue-green emission peak near 534 nm, which was due to the transition 5D4 →7F5 in
Tb3+ ions [17]. The peak for this transition was found to be more prominent and intense
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Fig. 6. Plot for [F(Rα)hν]2 as a function of the incident photon energy (hν)
for the (a) Undoped (b) 1wt% Tb3+ and (c) 1wt% Li co-doped Tb3+ doped
ZnO nanocrystals

in the Li+ co-doped sample at 554 nm. The corresponding excitation spectra are shown
in Fig. 7 (I), providing confirmation of the above study. The charge compensation by the
Li+ ions provided chemical stability, and the improved crystal quality had a great influence
on the enhancement of PL peak intensities in the Li+ co-doped sample. One must keep in
mind that excess Li+ brings excess oxygen vacancies, which leads to more luminescence
quenching. So, Li+ should always be present in lower concentration than the rare-earth
ion, which is sufficient for charge compensation and thus producing high luminescence.

Fig. 7. Room temperature (I) excitation spectra of the (a) Li+ codoped
ZnO:Tb3+ and (b) Tb3+ doped ZnO at Ex=540 nm and (II) emission spectra
of the (a) Li+ co-doped ZnO:Tb3+ (b) Tb3+ doped ZnO and (c) undoped ZnO
sample at Em=275 nm

3.7. Thermoluminescence Studies

The thermoluminescence study of the co-doped, RE doped and undoped samples
were carried out at temperatures ranging from 27–400 ˚ C. Fig. 8 shows the TL glow
curves of the undoped, Tb3+ doped and Li+ co-doped ZnO:Tb3+ samples. The Li+ co-
doped sample showed an intense peak at 320 ˚ C, while the Tb3+-doped sample gave a
shifted peak at 355 ˚ C. The undoped sample showed peak at 185 ˚ C. The TL intensity of
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the Li+ co-doped sample was found to be almost twice that of the ZnO:Tb3+ sample. This
showed that the inclusion of Li+ ion in the lattice increased the TL intensity by about
two orders of magnitude more than that of the ordinary Tb3+ doped sample. Co-doping
the ZnO:Tb3+ with Li+ not only shifted the TL peak to lower temperatures, but also
appeared to enhance the intensity of that peak [18]. This enhancement of the TL peak
arising from Li+ doping can be attributed to the formation of traps. In the case of TL,
the traps are responsible for the glow curves. Due to the high energy X-ray irradiation,
traps are formed in the lattice and charge carriers, released by the dopant ions, remain
in those traps. Then, on thermal stimulation, these trapped charge carriers are released,
which then recombine with their counterpart i.e. electrons recombine with the holes to
produce energy for luminescence. In case of first order kinetics, there is negligible re-
trapping and recombination is in dominant, however in the case of second order kinetics,
retrapping dominates. The glow peaks were found to be of anti symmetric nature in first
order kinetics, viz. the glow peaks for both Li+ co-doped ZnO and ZnO:Tb3+ were found
to be antisymmetric in nature. Whereas, the second order glow peaks are more symmetric
in nature viz. the glow peak of undoped ZnO observed here.

3.8. Role of Li+ in defect formation

The paper discusses the effect of the charge compensating Li+ ion on the lumines-
cence properties of rare-earth (Tb3+) activated ZnO. For luminescence phenomena, defect
formation plays a key role. Previous studies have shown that a small amount of Li+ doping
resulted in increased luminescence intensity when the concentration of Li+ ion was much
less compared to the corresponding rare-earth ions. This may be due to the increase of lat-
tice energy caused by the addition of Li+ ions [19]. To minimize this lattice energy, Tb3+

ions were distributed uniformly in the lattice due to which the PL intensity was enhanced
[20, 21]. In the case of high Li+ ion concentration, many lattice defects may be induced,
which is also not suitable for photoluminescence; thus decreasing the PL intensities of the
phosphors. For luminescence to occur, electron-hole pair recombination is necessary, and
in this case, the Li+ ion has a role in the transfer of the electron between the following:
the surface level and the Tb3+ ion; the hole transfer between the valence band and the
Tb3+ ion; the electron transfer between the conduction band and the surface level; and
the transition probabilities between the 4f levels [22]. The broad green PL emission from
ZnO may also be affected by both Li+ and Tb3+ incorporation. Under reducing conditions,
Li+ insertion leads to a series of shallow donor levels. Also, the Li+ ions invite oxygen
vacancies, thus increasing lattice distortion. The Li+ ions leads to series of energy lev-
els near the conduction band. The recombination of the intrinsic shallow donors in the
conduction band causes the green emission in ZnO, however, for Li+ co-doped ZnO:Tb3+

the green emission was due to the recombination of the shallow donors created by the
impurities like the interstitial Li+. Earlier studies showed that due to the rare-earth ac-
tivator (Tb3+) and the charge compensator (Li+), the lifetime of the green emission was
increased, which indicates that the electrons remained trapped inside the shallow donor
levels. These electrons were then released with the radiation to recombine with the holes
which were trapped earlier by the defects, e.g. oxygen vacancies. This phenomenon is
similar to the thermoluminescence discussed above.

4. Conclusions

ZnO:Tb3+ nanoparticles were co-doped with Li+ by the precipitation method using
ethanol as solvent and the effect this co-doping had on the luminescence properties were
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Fig. 8. X-irradiated TSL glow curve for Li+ co-doped ZnO, ZnO:Tb3+ and
undoped ZnO irradiated for 5 mins

discussed. SEM image showed the formation of nanorods and the FTIR study showed
that the samples were suitable for PL and TL studies. XRD study revealed no impure
phase due to Li+ doping; it was found that Li+ ion can influence the lattice parameters.
Both the PL and TL peak intensities were improved due to charge compensation by the
Li+ ions. The TL glow peak was found to be shifted to a lower temperature than that of
the rare-earth doped sample without Li+ co-doping, which showed that the sample can be
readily used in display devices and thermal sensors. In brief, a minute amount of Li+ co-
doping on rare-earth doped ZnO nanorods was very effective at improving its luminescence
properties.
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We report the transport behavior of an open-end metallic single wall carbon nanotube (SWCNT) with and without

local structural defects using the non-equilibrium Green’s functions approach together with the density functional

theory (DFT). The transmission spectra and the projected density of states for the devices such as SWCNT (3, 3),

(4, 4), (5, 5) and (6, 6) with and without defects were compared. In all cases, we found that the Stone-Wales defect

had an almost negligible impact on the electrical performance compared to the monovacancy defect of the single

wall carbon nanotubes at the Fermilevel. The Current-Voltage (I-V) characteristics of the devices were studied

using the generalized Landauer - Buttiker formalism under low bias conditions. From our results, we concluded

that our systems were suitable for use in various CNT based nano-electronic devices.

Keywords: Density functional theory, Single wall carbon nanotubes, Transport properties, I-V characteristics.

1. Introduction

In recent years, carbon nanotube (CNT) based electronics has received much attention
because of its tremendous potential in applications such as active components, switches, memory
devices, display devices and sensors. Single walled carbon nanotubes (SWCNT) exhibit metallic
or semiconducting behaviour, depending on its diameter and chirality [1,2]. Single wall armchair
carbon nanotubes are one dimensional conductors with only two open conduction channels.
Hence, the conduction of electrons ultimately becomes localized owing to defects in the tube
which is inevitable with increasing length due to the interactions between the tube and its
environment. These transport properties have been studied extensively. Early theoretical and
experimental work on SWCNT predicted that a special achiral subset of these structures known
as armchair nanotubes should be metallic. That coherent electron transport can be maintained
through the nanotubes was confirmed experimentally by Tans, et al. [3]. Recently, the ab-initio
method [4] based on Non-equilibrium Green’s Function(NEGF), in combination with Density
Functional Theory(DFT), has allowed the determination of electronic transport properties of
systems with hundreds of atoms in the presence of a finite voltage, which is more accurate. In
this paper, we report a study on the effects of defects such as monovacancy and Stone-Wales on
the electron transmission in metallic SWCNTs. The I-V characterizations were analyzed, and a
negative Differential Resistance (NDR) effect was observed, which is a very useful property in
nano devices such as switches, logic cells and memory storage.
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2. Computational Formalism

To analyse the quantum transport through the ab-initio method, one must deal with open
systems within the DFT formalism, as the system is either isolated or periodic and can be
considered as two semi-infinite electrodes coupled via a contact region. Hence, the SWCNTs
were divided into three regions, namely, the left electrode, right electrode and the scattering
region in between the electrodes. The scattering region consisted of five unit cells and the
length of the electrode was 0.492nm. For convergence, a tolerance of 1 × 10−5 of the total
energy was used. Electron transport was performed on devices of metallic single wall nanotubes
by a fully self-consistent NEGF combined with first-principles DFT, which is implemented in the
Atomistic Tool kit (ATK) [5] package (Version 11.8.2). The generalized gradient approximation
(GGA) with Perdev Zunger (PZ) pseudo potentials was used in the calculation. A double-ζ
polarization (DZP) basis set was employed to describe the localized atomic orbitals and the
multigrid poisson-solver must be set with the same boundary conditions. The K-point sampling
is 1×1×100.

In our calculations, the transmission function was calculated by

T (E, V ) = Tr
[
ΓL(E, V )G(E, V )ΓR(E, V )G+(E, V )}

]
, (1)

where ΓL/R stands for the coupling matrix between the left/right electrode and scattering region,
G and G+ are the retarded and advanced Green’s function.

The I-V characteristics were calculated by using Landauer-Buttiker [6] formula, which
relates the conductance to the transmission probability T (E, V )

I(V ) = G0

µR∫
µL

dET (E, V ){f(E − µL)− f(E − µR)}, (2)

where G0 = 2e2/h is a quantum unit of conductance, µL and µR are the chemical potential of
left and right electrodes respectively, f(E−µL/R) is the Fermi-Dirac distribution function. The
resistance was derived from the current-voltage relationship.

3. Results and Discussion

The electron transmission coefficients of metallic SWCNTs with and without defects are
shown in Fig. 1. In all the cases, the electron transmission coefficient of the defect-free was
equal to 2 around the Fermi level (0 eV), indicating that there are two transmission channels,
π-bonding and π∗-antibonding state. But a sudden drop at 0 eV occurs in the (4, 4) nanotubes
because of weak coupling. The transmission coefficient for Stone-Wales defect does not reduce
at the Fermi level for all the nanotubes. Hence, the electrical conductance of all metallic
nanotubes at the Fermi level is not affected. In the case of monovacancy, the transmission
coefficient was significantly reduced due to the formation of dangling bonds where σ-bond
states are perpendicular to the π-valence bond states. As a result of this, weak coupling occurs
between them [7,8].

Under bias condition, the transmission peaks were shifted from Higher Occupied Molec-
ular orbitals (HOMO) to the Lower Unoccupied Molecular Orbitals (LUMO). Above 1 Volts,
there is a formation of symmetric gap in the transmission channels for all the nanotubes, how-
ever, this appears at 0.2 Volts for the (4, 4) nanotube. Hence, the transmission channels are
suppressed in that position.

Based on the calculated electron coefficient, the current-voltage (I-V) relationship of the
systems can be determined as shown in Fig. 2. Ohmic behavior occurs at low bias voltages
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FIG. 1. Transmission spectra of metallic single wall nanotubes at zero voltage
(a) (3, 3); (b) (4, 4); (c) (5, 5); (d) (6, 6)

(0-1 Volts). However, above 1-2 Volts, the current decreases as the bias voltage increases
and the nanotubes exhibit a non-Ohmic behavior known as Negative Differential Resistance
(NDR) [9, 10] in all the cases. The NDR occurs at 0.2 V for the (4, 4) nanotube. Hence, the
I-V characteristics of the systems will depend on the leads and the radius of the nanotubes (i.e.)
nature of the nanotubes. The monovacancy shows low current than the Stone-Wales defect in
all the cases except (6, 6) nanotubes due to the monovacancy defect near the open ends of the
nanotube. In other cases, the monovacancy and Stone-Wales defects are in the curvature. These
are comparable with diode characteristics, indicating diode-like applications of nanotubes.

4. Conclusion

We have investigated the electron transport properties of metallic SWCNTs with or
without defects using NEGF formalism combined with first-principles DFT. From our results, we
concluded that all the metallic nanotubes had similar characteristics under low bias conditions
and Stone-Wales defect had negligible effect on the electrical conductance of the SWCNTs
at the Fermi level while monovacancy defect significantly reduced the electrical conductance
by severely blocking one of the transmission channels. These conclusions demonstrate the
effective application of our systems in various CNT-based nano-electronic devices such as
memory devices, switches and sensors.
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FIG. 2. The I–V characteristics of metallic nanotubes (a) (3, 3); (b) (4, 4); (c)
(5, 5); (d) (6, 6)
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In an effort to improve the corrosion resistance of monolayer Zn-Ni alloy coatings, nanostructure multilayer

coating (NMC) has been developed using a pulsed current. Successive layers of alloys with alternately changing

compositions were deposited on mild steel (MS) by making the cathode current cycle between two values during

deposition. Multilayer coatings with different configurations in terms of composition and number of layers were

developed and their corrosion behaviors were studied by electrochemical methods. The effect of cyclic cathode

current densities (CCCD’s), and the number of layers have been studied, and coating configurations have been

optimized for highest corrosion resistances. Multilayer coatings and their degradation during corrosion were

confirmed by Scanning Electron Microscopy (SEM) analysis. The improved corrosion resistance of NMC in relation

to monolayer alloy coatings, deposited from same bath has been analyzed and results were discussed in terms of

increased number of interfaces due to layering.

Keywords: Zn-Ni alloy, Multilayer alloy, Corrosion study, SEM and XRD.

1. Introduction

A new type of coating system called the composition modulated multilayer alloy
(CMMA), or alternatively, nanostructure multilayer coating (NMC) is gaining interest due to
its improved functional properties, such as mechanical strength, micro hardness, giant magne-
toresistence and corrosion resistance [1]. The NMC basically consists of alternating layers of
metals/alloys in micro/nanometric scale deposited electrolyticaly by making the cathode cycle
between two current densities (c.d.) at regular time intervals. The multilayered coatings ex-
hibit enhanced properties (e.g. hardness, mechanical strength, wear and corrosion resistance)
compared to the respective, simple monolithic coatings [2]. Deposition techniques such as evap-
oration, molecular beam epitaxy and sputtering are some of the common methods still in use
for the development of multilayer coatings, although their higher costs and practical difficulties
make the electrolytic deposition process more favorable. Though Zn-Ni alloy coatings offer
better corrosion protection than pure Zn, the electrofabrication of multilayer coatings is more
viable and is of distinct commercial interest.

The development of NMC consisting of Zn and Ni alloy as alternate layers was found
to show the best corrosion protection. Kalantary et. al have demonstrated that the presence
of high Ni content in Zn-Ni alloy is responsible for enhanced corrosion protection [3]. The
first multilayer deposition was reported by Blum as early as 1921 [4], and later by Brenner [5].
Many attempts have been made to understand the reasons for improved corrosion performance
of multilayer coatings [6, 7]. Kirilova et al. [8, 9] have reported the deposition of CMMA
coatings of Zn-Co using a single bath technique (SBT). Tench and White fabricated Cu/Ni metal
multilayers and studied their mechanical properties [10]. It was proposed that the presence of Ni
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TABLE 1. The composition and deposition conditions of optimized bath

Bath ingredients Composition (g/L) Operating parameters
ZnCl2· 7H2O 27.2 Anode: Nickel
NiCl2· 6H2O 94.9 Cathode: Mild Steel
Boric acid, BA 27.7 pH: 4
NH4Cl 100 Temperature: 303 K
Gelatin 5.0
Glycerol 2.5

in the deposited layers was responsible for the improved corrosion protection that was observed.
Recently, Thangaraj et. al optimized a chloride bath for the galvanostatic production of CMMA
Zn-Ni coatings, and showed that they are ∼45 times more corrosion-resistant than monolayer
(bulk) Zn-Fe alloy coatings, even if deposited from same bath [11]. Though many reports are
available with regard to the development of NMC of Zn-Ni alloy using different additives, no
work has been reported for gelatin and glycerol, as additives. Hence the present work looks at
optimization of deposition conditions for the development of NMC of Zn-Ni alloy which afford
the best protection of mild steel (MS). The bath composition and operating parameters have
been optimized by the Hull cell method. The process and products of electrolysis were analyzed
using different instrumental methods, such as scanning electron microscopy (SEM) and X-Ray
diffraction (XRD), and results are discussed. All electroplatings were carried out on pre-cleaned
MS panels of 7.5 cm2 active surface area at 303 K and pH = 4.0. A sensitive DC power
source (N6705, Agilent Technologies) was used for pulsing the current during deposition. The
modulation of composition in alternate layers was effected by periodic pulsing of the current.
The power patterns used for monolayer and multilayer coatings are shown in Fig. 1. The
corrosion behaviors of the coatings were evaluated using 5% NaCl (a representative corrosion
medium). All coatings were carried out for 10 min (∼ 20 µm thickness) for comparison purpose.

FIG. 1. Power pattern used for the deposition of monolayer (Direct current) and
multilayer (square current pulse) coatings

2. Experimental

The optimal composition and operating parameters for the deposition of monolayer
bright, uniform and homogeneous Zn-Ni alloy on MS were determined by the Hull cell method,
and are given in Table 1.

The depositions were characterized by different analytical techniques, such as spec-
trophotometry, XRD, SEM and electrochemical methods. A standard three electrode system
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was used for the corrosion study, at scan rate of 1 mV/s. The EIS measurements were made in
frequency range of 100 kHz to 10 mHz in 10 mV perturbing voltage. The NMC’s with alternate
layers of alloys with different compositions are represented as: (Zn-Ni)1/2/n (where 1 and 2
indicate the first and second cathode current density (CCCD’s) and ‘n’ represents the number
of layers formed during total plating time, i.e. (10 min).

3. Result and Discussion

3.1. Electrodeposition of Zn-Ni Alloy Coating

Zn-Ni multilayer alloy coatings were electrofabricated on polished MS with 7.5 cm2

exposed area. Monolayer coatings were developed at different c.d.’s, 1.0 to 4.0 A/dm2 and their
corrosion rates (CR) were calculated by Tafel extrapolation method, corresponding data are
given in Table 2. It may be noted that at 3.0 A/dm2, the Zn-Ni alloy coating was found
to be most corrosion resistant, and was selected as optimal configuration, represented by
(Zn-Ni)3.0/mono. Under all conditions of the c.d. studied, the wt. % Ni in the deposit was
found to be less than ca. 8.0%, which is much less than that in the bath (64.5 %). Hence, it
may be inferred that the proposed bath followed an anomalous type of codeposition, character-
istic of Zn-Fe group metal alloys [5].

TABLE 2. Corrosion data for Zn-Ni Monolayer Coatings

c.d.
(A/dm2)

Wt. %
of Ni

Vickers hardness
(V100)

−E0

(V vs. SCE)
icorr

(µ A/cm2)
CR × 10−2

(mm/y)
1.0 2.62 146 1.019 17.62 23.42
2.0 4.05 144 1.086 13.87 18.44
3.0 7.95 202 1.105 10.88 14.46
4.0 8.07 184 1.162 12.53 16.66

3.2. Optimization of Cyclic Cathode Current Densities (CCCD’s)

The objective of the present work to improve the corrosion resistance of monolayer
Zn-Ni alloy coating by multilayer technique is guided by three principles [12–14]:

i) The successive change in current density (c.d.) allows the growth of alloys having
successive changes in its chemical composition.

ii) The corrosion resistance property of multilayer coatings or any functional property in
general reaches its maximum value when the thickness of the individual layers reaches
to optimum nanoscale.

iii) The layering of alloys having different noble metal content leads to the formation of
distinct interfaces.

Hence multilayer coatings having 10 layers (arbitrarily chosen) have been accomplished
at different CCCD’s, namely at 1.0/3.0 and 2.0/4.0 A/dm2 using same binary alloy bath, given
in Table 1. The coatings at different sets of CCCD’s were developed to try different possible
modulations in composition of individual layers, and their corrosion behaviors were studied,
and corrosion data are reported in Table 3.

It was observed that the (Zn-Ni)1.0/3.0/10 and (Zn-Ni)2.0/4.0/10 showed the lowest corro-
sion rates when compared to (Zn-Ni)3.0/mono. However, for coatings at 2.0 and 4.0 A/dm2, the
differences between CCCD’s were found to be more corrosion resistant. These CCCD’s were
employed for optimizing the number of layers for better corrosion protection.
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TABLE 3. Corrosion rates of NMC Zn-Ni alloy coatings with 10 layers to set CCCD’s

CCCD’s
(A/dm2)

−E0

(V vs. SCE)
icorr

(µ A/cm2)
CR × 10−2

(mm/y)
(Zn-Ni)1.0/3.0/10 1.085 8.416 11.18
(Zn-Ni)2.0/4.0/10 1.108 6.606 8.78
(Zn-Ni)3.0/mono 1.105 10.88 14.46

3.3. Optimization of Number of Layers in NMC’s

The incredible claims of electroplating can be exploited for development of nanostructure
multilayer coatings (NMC) for better corrosion protection. Hence, by choosing the above
CCCD’s, multilayer coatings with higher degrees of layering, i.e. with 10, 30, 60, 120, 300 and
600 layers, have been electrofabricated by proper setting up of the power source. The corrosion
behavior of NMC’s having different number of layers have been studied, and corresponding
polarization behaviors are as shown in Fig. 2 (only representative). The corrosion data are
reported in Table 4. It may be noted that the CRs decreased drastically with increase in number
of layers in both sets of CCCD’s.

FIG. 2. Potentiodynamic polarization behaviors of NMC (Zn-Ni) coatintgs hav-
ing different number of layers, deposited from optimized bath at 303 K

It indicates that the improvement in corrosion behavior of NMC’s is not the unique
property of individual layer; instead, the combined effect of composition modulation and number
of layers. Further, the CR of multilayer Zn-Ni coating decreased only up to 300 layers and then
started increasing, i.e. 600 layers as shown in Table 4. This decrease of CR at higher degrees
of layering was due to less relaxation time for the deposition of metal ions on the cathode. In
other words, at a very high degree of layering, multilayer coatings tend to become monolayer,
showing higher CR’s. Thus it may be stated that the amplitude of the composition modulation
diminished.
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TABLE 4. Effect of layering on corrosion behavior of NMC (Zn-Ni)1.0/3.0 and
(Zn-Ni)2.0/4.0 coating in comparison with monolayer (Zn-Ni)3.0/mono deposited
from same bath at 303 K

Coating
configuration

Number
of layers

E0 vs. SCE
(volts)

icorr

(µ A/cm2)
CR × 10−2

(mm/y)
10 1.085 8.416 11.18
30 1.037 7.125 9.47

(Zn-Ni)1.0/3.0 60 1.056 4.531 6.02
120 1.067 2.357 3.13
300 1.041 1.319 1.75
600 1.050 3.577 4.75
10 1.108 6.606 8.78
30 1.085 4.989 6.63

(Zn-Ni)2.0/4.0 60 1.050 2.125 2.82
120 1.007 1.056 1.40
300 1.006 0.295 0.39
600 1.036 1.975 2.61

(Zn-Ni)3.0/mono — 1.105 10.88 14.46

3.4. Comparison of Monolayer and Multilayer Coatings

The corrosion behaviors of monolayer and multilayer Zn-Ni alloy coatings, electrofabri-
cated from the same bath for the same time (under optimal conditions) are shown in terms
of DC and AC polarizations Fig. 3. Corrosion data revealed that NMC (Zn-Ni)2.0/4.0/300
is about 37 (CR = 0.39×10−2 mm/y) times more corrosion resistant than (Zn-Ni)3.0/mono

(CR = 14.46×10−2 mm/y) coatings.

3.5. Scanning Electron Microscopy Study

The scanning electron microscopy (SEM) image of (Zn-Ni)2.0/4.0/10 coating is shown in
Fig. 4. Figs. 4a and 4b show the surface morphology of the coating before and after the bend
test (electroplated coatings on thin foil of MS were bent by 135 repeatedly), respectively. The
fractured coating under SEM displays the layers, as seen in Fig. 4b (shown by arrow mark). The
high corrosion resistance of multilayer coatings can be envisaged due to the formation of pores,
crevices occurring in one layer is blocked or neutralized by the successively deposited coating
layers, and thus the corrosion agent’s path is delayed or blocked. The improved corrosion
resistance afforded by multilayer coatings can be also explained in terms of formation of
alternate layers of alloys with low and high wt. % of Ni as shown in Table 2.

3.6. Powder X-Ray Diffraction (XRD) Study

Figure 5 shows the XRD patterns of Zn-Ni alloy deposited at different c.d. from the same
bath. A necessary requirement for better physicochemical properties of the multilayer coatings
is compositional modulation, i.e. phase structure should vary with cyclic cathode current density
(CCCD). In the present study, the deposits obtained at 1.0, 2.0, 3.0 and 4.0 A/dm2 were found
to exhibit a marked difference in phase structure as shown in Fig. 5. It has been reported that
the phases obtained by the coatings with 0 to 13% nickel do not correspond to that reported
on the thermodynamic phase diagram [15]. However, it may be noted that deposition at the
optimal c.d., having about 7.95% Ni showed the highest corrosion resistance, due to Zn(101),
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FIG. 3. Comparison of corrosion behaviors of monolayer and multilayer coat-
ings of (Zn-Ni) alloy: a) Potentiodynamic polarization behaviors and b) Nyquist
response under same frequency limit

FIG. 4. SEM images of NMC (Zn-Ni)2.0/4.0/10 coatings electrofabricated from
optimized bath: (a) surface structure and (b) cross-sectional view after bend test

γ-phase (Ni5Zn21), Zn(103) phases and a small amount of Ni3Zn22(335). This particular ratio
of phases was found to be responsible for the uniformity and brightness of the coating at
the optimal c.d. (3.0 A/dm2). In the case of coatings at 1.0 and 2.0 A/dm2, the reflection
corresponding to γ-phase and Zn(101) phases are highly suppressed. The above experimental
observation reveals how the cathode current density (CCD) can be used as tool for compositional
modulation of individual layers, and how their duration can be used for controlling the thickness
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FIG. 5. XRD patterns of Zn-Ni alloy coatings at different c.d.s.

of layers. Hence, layered coatings having distinct compositions were responsible for modulation
in composition, as evidenced by XRD study.

4. Conclusions

• The proposed Zn-Ni bath followed an anomalous type of deposition, i.e. the wt. % Zn
in deposit is more than that in the bath at all deposition c. d.’s.

• At different c.d., Zn-Ni alloy coatings of different phase structures have formed, which
enabled the compositional modulation in layered coating, as evidenced by XRD and
SEM analysis.

• The amplitude of the compositional modulation diminished rapidly when layer thickness
falls below certain limit, i.e., less than 1000 Å. Hence, NMC’s fail to offer the improved
properties at higher number of layers.

• Improved corrosion behavior at a different set of CCCD’s revealed that improvement
is not specific to individual layers, instead it is a combined effect of compositional
modulation and number of layers.

• The extended protection of NMC’s is due to fact that the failure during the single layer
deposition process is masked or neutralized by the successively electrofabricated layers.
Hence, the path for the corrosive agents is extended or blocked.

• Under optimal conditions, multilayered Zn-Ni alloy coatings were about 37 times more
corrosion resistant than corresponding monolayer alloy electrofabricated from the same
bath at the same time.
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This paper discusses adaptive noise cancellation in magnetocardiographic systems within unshielded environment

using two algorithms, namely, the Least-Mean-Squared (LMS) algorithm and the Genetic Algorithm (GA). Simu-

lation results show that the GA algorithm outperforms the LMS algorithm in extracting a weak heart signal from

a much-stronger magnetic noise, with a signal-to-noise ratio (SNR) of -35.8 dB. The GA algorithm displays an

improvement in SNR of 37.4 dB and completely suppresses the noise sources at 60Hz and at low frequencies;

while the LMS algorithm exhibits an improvement in SNR of 33 dB and noisier spectrum at low frequencies. The

GA algorithm is shown to be able to recover a heart signal with the QRS and T features being easily extracted.

On the other hand, the LMS algorithm can also recover the input signal, however, with a lower SNR improvement

and noisy QRS complex and T wave.

Keywords: Magnetocardiography, adaptive noise cancellation, Least-Mean-Squared algorithm, genetic algorithms.

1. Introduction

The human heart is made of conductive tissues that produce both an electric and a
magnetic field, depending on cardiac activity. Measuring the electric and/or magnetic fields
enables various heart parameters as well as diseases to be diagnosed, such as heart beat rate and
arrhythmia. Electrocardiography (ECG) enables the detection of heart-generated electric fields
through electrodes placed on the surface of the human body. However, magnetocardiography
(MCG) has been shown to be more accurate than electrocardiography for the (i) diagnosis of
atrial and ventricular hypertrophy, (ii) non-invasive location of the heart’s conduction pathways,
(iii) the identification of spatial current dispersion patterns, and (iv) the detection of circular
vortex currents which give no ECG signal [1]. Cardiac magnetic fields surround the human
body and are typically very low in magnitude (about 100 pT for adults [2] and between 5 to
10 pT for a fetus [3]), necessitating the use of a high-sensitivity magnetometer to measure them.
Furthermore, the environmental electromagnetic noise is typically much higher (in the order
of 1 nT) than the heart-generated magnetic field, resulting in an extremely low signal-to-noise
ratio, if patients are examined outside a magnetic shielded room.

Magnetic noise suppression in magnetically unshielded environments has been demon-
strated. For example, the performance of a multichannel system based on SQUID magnetometry
in an unshielded environment has been shown to be comparable with magnetic field measure-
ments performed inside a shielded room [4]. This demonstration, in conjunction with recent
advances in adaptive signal processing, has triggered the use of adaptive magnetic noise suppres-
sion techniques for magnetically-unshielded magnetocardiography. The most common algorithm
used for adaptive noise cancellation is the Least-Mean-Squared (LMS) algorithm that has been
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very effective in removing low noise levels, especially in Electrocardiography [5, 6]. However,
the LMS algorithm has limitations, namely, (i) it requires the calculation of the punctual deriv-
ative of the squared error; (ii) it suffers high convergence time, especially if the noise power to
be removed is much higher than the signal power; and (iii) it is susceptible to the risk of falling
into local minima. Recently heuristic algorithms, such as genetic algorithms, are finding large
application in adaptive noise cancellation applications. With respect to the LMS algorithm, the
GA provides additional benefits, including (i) ability to perform parallel search for population
points rather than for a single point, thus avoiding the fall into local minima; (ii) no prior
information on the gradient of the signal is needed; (iii) the use of probabilistic rules instead of
deterministic ones, thus ensuring the convergence to an optimum solution.

In this paper, we adopt the concept of adaptive noise cancellation shown in Fig. 1, and
use two potential adaptive signal processing algorithms, namely the Least-Mean-Squared (LMS)
algorithm and the Genetic Algorithm (GA), and compare their capabilities in minimizing the
mean-squared of the error signal e(k) and improving the SNR performance.

FIG. 1. Typical block diagram of an adaptive noise canceller

2. Adaptive Noise Canceller

Adaptive noise suppression techniques are typically based on adaptive filtering. To
suppress the noise, a reference input signal is required, which is typically derived from one
or more magnetic sensors placed at positions where the noise level is higher than the signal
amplitude. Fig. 1 shows a block diagram of an adaptive noise canceller. The primary input to
the canceller, denoted d(k), is the sum of the signal of interest s(k) and the noise n(k), which
is typically uncorrelated with s(k). The reference input signal of the system, x(k) = n1(k), is a
noise signal that is correlated in some unknown way with n(k), but uncorrelated with the signal
of interest s(k). As shown in Fig. 1, n1(k) is adaptively filtered to produce a replica of the
noise n(k) that can be subtracted from the primary input to eventually produce an output signal
e(k) equals to s(k).

The objective of the noise canceller is to minimize the mean-squared error between the
primary input signal, d(k), and the output of the filter, y(k).

Referring to Fig. 1, the output signal is given by [7]:

e(k) = d(k)− y(k) = s(k) + n(k)− y(k). (1)

Therefore, the mean-squared of e(k) is given by:

E
{
e2(k)

}
= E

{
s2(k)

}
+ E

{
(n(k)− y(k))2

}
+ 2E {s(k) (n(k)− y(k))} . (2)
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FIG. 2. Genetic Algorithm (GA) flowchart

Since s(k) is uncorrelated with n(k) and y(k), the last term in (2) is zero, yielding:

E
{
e2 (k)

}
= E

{
s2 (k)

}
+ E

{
(n (k)− y (k))2

}
. (3)

It is noticed from (3) that the mean-squared error is minimum when n(k) = y(k), and
hence, when the output signal e(k) is equal to the desired signal s(k).

The LMS algorithm aims to minimize the mean-squared error by calculating the gradient
of the squared-error with respect to the coefficients of the filter. Assuming that the adaptive
filter is a FIR filter of order M , the updating procedure is applied on coefficients bi according
the following rule [8]:

b
(k+1)
i = b

(k)
i + 2µe(k)x(k − i), (4)

where i = 0, 1, . . . ,M − 1, k is the iteration index and µ is the step size that indicates the
adaption rate of the algorithm and is usually included in the range (0, 1].

Genetic Algorithms (GA) are part of the Evolutionary Algorithms, which are stochastic,
population-based techniques inspired by the natural evolution process [9]. Using GA, the optimal
solution is found through the minimization of a defined function, called the fitness function.
For the problem of magnetic noise cancellation, the objective of the optimization process is to
minimize the MSE, defined in (5):

E
{
e2(k)

}
=

L∑
k=1

e2(k)

L
. (5)

Figure 2 shows a typical flowchart of the Genetic Algorithm. The initialization process
produces a random initial population. For each individual belonging to the population, the
fitness function is evaluated to find the fitness value of that individual. If the value of the fitness
function for the best point in the current population is less or equal to a pre-defined threshold
value, it is therefore considered as the optimum value and the iteration will be terminated. A
few predefined end conditions are evaluated to avoid an infinite loop in case the optimum value
cannot be found. If none of the predefined end conditions is verified, the algorithm proceeds
with the reproduction, i.e., the creation of new generation. The individuals that have best fitness
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FIG. 3. a) Measured heart signal showing the typical P wave, QRS complex
and T wave, which correspond to atrial depolarization, ventricular depolarization
and ventricular repolarization, respectively; b) Input signal of the noise canceller
obtained by adding the heart signal to the environmental magnetic noise measured
inside the laboratory

values are chosen as parents to produce children either by mutation (making random changes to
a single parent) or crossover (combining the vector entries of pair of parents).

Each individual can be seen as an array of chromosomes. As for natural evolution,
during the reproduction the chromosomes of parents are mixed together to form the children,
according to the following rule [10]:

C = αP1 + (1− α)P2, (6)

where C is a child, P1,2 are the two parents and α is a randomly generated number in the range
(0, 1).

The current population is then replaced with the new generation and the iteration con-
tinues.
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FIG. 4. a) Spectrum of the heart signal; b) Spectrum of the input signal of the
noise canceller, exhibiting a strong peak at 50 Hz and weaker peaks at 60 Hz,
100 Hz and 150 Hz

3. Simulations Results and Discussion

A measured cardiac signal taken from the MIT-BIH Arrhythmia Database (220.dat
file) [11, 12] is used to verify the ability of both LMS and GA algorithms to extract heart
signals from noisy measured cardiac signals. This signal was captured by electrodes placed on
the surface of a patient chest. The magnetic field and the electric field generated by human
heart have similar waveforms [13]; therefore, it is accurate to assume that the measured MCG
signal has similar shape as the measured ECG signal but with amplitude of 100 pT, which
corresponds to the typical amplitude of a heart-generated magnetic signal.

Figure 3(a) shows the heart signal with the typical cardiac features, namely, P wave,
QRS complex and T wave, which correspond to atrial depolarization, ventricular depolarization
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FIG. 5. a) Heart signal recovered by LMS algorithm, calculated SNR improve-
ment factor was 33 dB; b) Heart signal recovered by GA algorithm, calculated
SNR improvement factor was 37.4 dB

and ventricular repolarization, respectively. The environmental magnetic noise was measured in
our laboratory. The measured environmental noise was due to two main sources, namely, the dc
magnetic field of the earth and the magnetic noise caused by alternating signals generated by
surrounding equipment in the laboratory. It is also noted that the magnetic noise is more than
10 times higher than the heart signal shown in Fig. 3(a). The signal-to-noise ratio (SNR) was
-35.8 dB, calculated by integrating the measured signal and noise powers over several signal
periods. The environmental magnetic noise was added to the heart signal to produce the input
signal of the noise canceller. This signal is shown in Fig. 3(b). The environmental magnetic
noise was also linearly filtered to produce a correlated noise which was used as the reference
signal input to the noise canceller, as illustrated in Fig. 1.
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FIG. 6. a) Spectrum of the heart signal recovered by the LMS algorithm; b) Spec-
trum of the heart signal recovered by the GA algorithm

Figure 4(a) shows the cardiac spectrum that is mainly spread over low frequencies,
while Fig. 4(b) shows the spectrum of the input signal of the noise canceller. It is noticed that
the heart spectrum was completely encircled by the noise; particularly strong noise peaks were
exhibited at dc and 50 Hz whereas the other dominant peaks at the 60 Hz, 100 Hz and 150 Hz
had lower levels.

The LMS algorithm produced a SNR improvement of around 33 dB while for the GA
algorithm the improvement in SNR was 37.4 dB. Fig. 5(a) and (b) show the heart magnetic
signal recovered using the LMS and GA algorithms, respectively. It is obvious that for both
recovered signals the QRS and T features are noticeable, whereas the heart magnetic signal
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recovered by the LMS algorithm is noisier, making the QRS complex and the T wave hardly
detectable.

Figure 6(a) and (b) show the spectra of the heart magnetic signals recovered by the LMS
and GA algorithms, respectively. As seen from the results, the Genetic Algorithm outperforms
the LMS algorithm at low frequencies, strongly reducing the noise. It is also important to notice
that both algorithms are unable to completely cancel the noise at high frequencies; however,
this is not crucial as most of the signal information lies in the low-frequencies range.

4. Conclusion

The use of LMS and GA algorithms has been investigated for adaptive noise suppression
and the recovering of heart signals in magnetically-unshielded environment. Measured heart
signals and magnetic noise have been used to compare the performances of both LMS and GA
algorithms in terms of SNR improvement and heart peaks reconstruction. Simulation results
have shown that the GA algorithm attains better SNR improvement than the LMS algorithm.
A measured heart signal has been recovered by the GA algorithm with a SNR improvement of
37.4 dB and the QRS complex and T wave have successfully been detected. The LMS algorithm
has also recovered the input signal, however, with a lower SNR improvement of around 33 dB
and noisy QRS complex and T wave. The noise cancellation results shown in this paper are
useful for signal processing applications where the signal to noise ratio is much less than unity.
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Realizing large anisotropic electrical conductivity in systems wherein the magnitude of the anisotropy can
be switched and controlled by employing an external field such as magnetic, electrical or optical fields is
of significant interest. The large electrical conductivities possible with carbon nanotubes (CNT) have been
combined with the field-switchable orientation of liquid crystals (LC), although the stabilization of such
composites is a difficult proposition. Recently we have performed measurements over reasonable lengths
of time where the LC-CNT composites are stable without any serious segregation. Here, we describe
the results of electrical conductivity, which establish that the LC-CNT composites have a bright future in
applications using switchable electrical insulator-conductor devices, for example Mott insulator-conductor
systems. The added advantage, as a result of LC use, is the phenomenal ease with which large scale devices
can be fabricated. The present work also discusses possible methods for increasing the loading factor, which
currently is quite low.

Keywords: carbon nanotube, liquid crystals.

1. Introduction

The research and development of nano materials in science and technology have
received significant interest over the past decade [1–4]. From different dimensions, carbon
nanotubes (CNT) and liquid crystals have established their own niches, owing to many
interesting properties, and a few similarities. Composites of the two materials are expected
to yield extraordinary properties, especially with the combination of switchability arising
from liquid crystallanity, and the large mechanical and electrical anisotropy of CNTs.
The anisotropy of the electric conductivity, being large along the tube axis and small
perpendicular to it, has led to proposals of nano-tubes being used in the fabrication of
electronic devices [5–8]. Carbon nanotubes occur in two general morphologies, single-
wall (SWNT) and multi-wall nanotubes (MWNT), and are normally produced by the
techniques of arc-discharge, chemical vapor deposition, or laser ablation [9–11]. For many
applications, a uniform alignment of CNTs is essential, and in general, the ability to provide
nanotubes in a predetermined direction is of great importance. Additionally, it is desirable
to be able to manipulate this direction, for example, by the application of external fields,
such as electric, magnetic, or mechanical. Liquid crystals (LC) are anisotropic fluids,
located between the isotropic liquid and three-dimensional positionally ordered solid states
[12]. Due to molecular self-assembly, LCs exhibit orientational order of e.g., rod-shaped
molecules, resulting in anisotropic physical properties while maintaining flow properties
in their least ordered structure — the nematic phase. The average direction of the long
molecular axes called the director n, can easily be controlled by suitable surface treatment
or external fields. The phenomenon of reorientation when achieved with an electric field,
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known as the Freedericksz transition [13], is exploited in all common LCD applications
from cheap wrist watches to highly sophisticated laptop displays. Attempts have been made
[14–20] to employ liquid crystals for imposing alignment on dispersed carbon nanotubes,
and to use the Freedericksz transition to manipulate the alignment direction through
elastic interactions with the liquid crystal director field. This approach makes it possible
to dynamically and collectively change the orientation of nanotube assemblies, and thus,
their direction of mechanical and especially electrical anisotropy.

2. Experimental

For the experiments, two liquid crystal compounds were chosen, one of which (la-
belled SPLC) is strongly polar, having a nematic (N) to isotropic (I) transition temperature
(TNI) at 35 ˚ C. The other liquid crystal (WPLC) is weakly polar and has a much higher
TNI at 123.8 ˚ C. Both compounds have a positive dielectric anisotropy ∆ε (= ε‖–ε⊥, where
ε‖ and ε⊥ indicate the dielectric permittivity parallel and perpendicular to the nematic
director). The CNT which were used were procured from Heji and had an average length
of 500 nm and diameter of 2 nm. Several LC-CNT composites comprising low (<0.1wt%)
CNT concentrations were prepared. However, we present here the results obtained for a
representative mixture with 0.05wt% concentration. A novel method for preparing the
mixture, similar to that previously described [19] was employed. The procedure used
resulted in the prepared composites appearing slightly darker in color than pure LCs ma-
terials with no CNT sedimentation, a problem seen generally with LC-CNT mixtures. The
samples were placed in prefabricated Indium Tin Oxide coated glass cells with an elec-
trode dimension of 0.5 cm × 1 cm and a cell gap of 25 µm through capillary action in the
nematic phase. The cell was then observed under a polarizing optical microscope in the
crossed polarizer configuration to ascertain the uniform dispersion of CNT. For dielectric
and conductivity measurements, the cell was kept inside a homemade heater and placed
between the poles of an electromagnet with a maximum field of 1.6 T. The orientation
of the cell normal being parallel or perpendicular to the maganetic field direction yields
(σ‖,ε‖) or (σ⊥,ε⊥).The measurements were carried out using an impedance analyzer(HP
4294A) at five different frequencies spanning 100 Hz – 1 MHz.

3. Results and Discussion

Figures 1 (a) and (b) depict the temperature dependence of conductivity in ‖ and ⊥
directions for SPLC as well as WPLC along with their CNT-composites obtained, at a
frequency of 1 kHz. The composites with both LC materials exhibited significant enhance-
ment of the conductivity upon the addition of CNT. The magnitude of the enhancement is
about 2 orders of magnitude for SPLC, whereas it is a further one order higher with the
WPLC compound. The anisotropy in conductivity was retained in the composites. Further-
more, for the SPLC composite there was a 2.5-fold increase in the ratio σa = σ‖/σ⊥ with
respect to that of the pure material. The WPLC case had the opposite behavior, with the
ratio σa being roughly halved for the composite [For purposes of better comparison, the
data in the isotropic phase obtained with the two orientations have been matched]. In fact,
σa values less than 1 are known to be associated with the appearance of smectic ordering
or 1-dimensional periodicity parallel to the director. Since it is clear from microscopic
observation that the system remains in the nematic phase, this feature suggests that the
additional ordering is only short range. Detailed measurements for mixtures with different
concentrations as well studies such as XRD are being planned to understand the difference
in the behavior between SPLC and WPLC composites.
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Fig. 1. Electrical conductivity at 1KHz as a function of temperature ‖ and ⊥
to the nematic director for pure and composites of (a) SPLC and (b) WPLC
materials

Figures 2(a) and (b) present the thermal behavior of ε‖ and ε⊥ for both pure com-
pounds and their composites. In these cases the addition of CNT resulted in a significant
increase in both ε‖ and ε⊥ as well in the permittivity of the I phase. However, the magni-
tudes of increases were definitely dependent on the polar nature of the host material: for
SPLC the increase for the isotropic permittivity was ∼ 25%, but for WPLC, the value was
tripled. A possible reason for the amplified change in WPLC value could be connected
with the low frequency dielectric relaxation that the pure WPLC exhibits. Further study
of director relaxation dynamics is expected to shed more light on this feature.

Fig. 2. Thermal variation of the dielectric permittivity at 1 KHz along (‖)
and perpendicular (⊥) to the director for pure and composites of (a) SPLC
and (b) WPLC

Another interesting aspect observed is the temperature dependent permittivity be-
havior in the I phase of the strongly polar material. The pure material exhibits a concave
shaped anomaly (CSA) that has been argued to be associated with the antiparallel arrange-
ment of the molecules even in the I phase, but in the vicinity of TNI. It is observed that
the temperatures at which the anomaly has a maximum and the highest ε value obtained
are larger for the SPLC composite than for the pure SPLC compound. We propose that
this is a direct indication of the enhancement of the nematic-like short range order in the
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I phase resulting from the presence of CNT particles. Since CSA is not seen for even the
pure WPLC, it is not possible to compare the effects between the two types of composites.

Preliminary studies indicate that the composites of both types can be switched using
an electric field, causing a reorientation of the nematic molecules. The notable changes
in conductivity between the parallel and perpendicular directions for the SPLC composite
makes it attractive for possible use in electrically-controlled conductivity altering devices.
Development of systems in which the conductivity change is substantially higher than seen
here would make the LC-CNT composites quite attractive.

4. Conclusions

We have reported anisotropic electrical conductivity and dielectric permittivity stud-
ies on two liquid crystals and their low concentration composites with SWCNT. The two
liquid crystals are chosen such that one of them is strongly polar having its dipole mo-
ment parallel to the long axis of the molecule whereas the other one is weakly polar with
its dipole in the transverse direction. Both conductivity and permittivity retained their
anisotropic nature, even in the composites. More importantly, the conductivity exhibited
a large increase, as much as 3 orders of magnitude, for the composite with the weakly
polar material. The qualitative permittivity behavior was also quite different upon the
inclusion of CNT. Along with the mentioned switchable electrical character, which imparts
a field-modifiable conductivity value, these materials are quite promising for inclusion in
future electronic devices.
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Cobalt ferrite nanoparticles have been synthesized by the sol-gel method. The prepared sample was sintered
at four different temperatures (300 ˚ C, 400 ˚ C, 500 ˚ C and 700 ˚ C) for four hours. The structural charac-
terizations of all the prepared samples were done using XRD, TEM and FTIR. Crystallite size was found to
increase with sintering temperature and this can be attributed to the grain growth of the particles. The par-
ticle size of each sample was determined using TEM. The FTIR spectra show two strong absorption bands in
the range of 1000–400 cm−1, characteristic of spinel ferrites. The room temperature magnetic measurements
showed a strong influence of sintering temperature on saturation magnetization and coercivity.

Keywords: sol gel, ferrites, sintering temperature, magnetic properties.

1. Introduction

Nanosized spinel ferrite particles have attracted much attention in recent years
because of their potential applications in high density magnetic recording, magnetic fluids,
spintronics, data storage and gas sensors [1, 2]. Among the ferrite nanoparticles, cobalt
ferrite has been widely studied due to its excellent chemical stability, mechanical hardness,
reasonable saturation magnetization and high magneto-crystalline anisotropy [3]. These
properties make it a promising candidate for many applications, such as magnetic data
storage, magnetic drug targeting, biosensors and magnetic refrigeration [4].

Nano ferrites are simultaneously good magnetic and dielectric materials. These
properties of the nano ferrites are affected by the preparation conditions, chemical com-
position, sintering temperature and the method of preparation [5]. Several chemical and
physical methods such as spray pyrolysis, sol-gel, co-precipitation, combustion technique,
high energy milling etc. have been used for the fabrication of stoichiometric and chemically
pure nano ferrite materials [6]. Among the available chemical methods, the sol-gel tech-
nique is an excellent method to synthesize nanoparticles with maximum purity [7]. This
method has the advantage of good stoichiometric control and the production of ultrafine
particles with a narrow size distribution.

Mathew George et al [2] studied the effect of finite size on the structural and
magnetic properties of nickel ferrite nanoparticles. They reported a decrease in saturation
magnetization with decreased grain size. Chinnasamy et al [9] reported the synthesis of
cobalt ferrite nanoparticles by co-precipitation method. They observed that the magnetic
properties of cobalt ferrite nanoparticles are strongly dependent on their size. In spite of
the development of a variety of synthesis routes, the production of cobalt ferrite nanoparti-
cles with desirable size and magnetic properties is still a challenge. This would justify any
effort to produce size tuned cobalt ferrite nanoparticles with size ranging from the super-
paramagnetic threshold of 10 nm to the critical single domain size of 70 nm [10, 11]. In



Effect of sintering temperature on the structural and magnetic properties 431

the present paper, the structural and magnetic properties of nanocrystalline cobalt ferrite
in relation to sintering temperature were investigated.

2. Experimental

2.1. Synthesis

Nano particles of cobalt ferrite were synthesized by the sol-gel combustion method.
A stoichiometric ratio of cobalt nitrate and ferric nitrate (AR grade MERCK) were dissolved
in ethylene glycol using a magnetic stirrer. The solution was then heated at 60 ˚ C for 3
hours until a wet gel of the metal nitrates was obtained. The gel was then dried at
120 ˚ C. This resulted in the self ignition of the gel producing a highly voluminous and
fluffy product. The combustion can be considered as a thermally induced redox reaction of
the gel wherein ethylene glycol acts as the reducing agent and the nitrate ion acts as an
oxidant. The nitrate ion provides an oxidizing environment for the decomposition of the
organic component. The obtained powder was ground well and divided into four portions.
They were sintered for four hours in a muffle furnace at four different temperatures 300,
400, 500 and 700 ˚ C.

2.2. Characterization

The cobalt ferrite samples were characterized by an X-ray powder diffractometer
(XRD, Bruker AXS D8 Advance) using Cu-Kα radiation (λ = 1.5406Å) at 40 kV and
35 mA. Lattice parameter was calculated assuming cubic symmetry. The crystal structure,
crystallite size and X-ray density were determined. The particle size was determined by
subjecting the sample to Transmission Electron Microscopy (Philips, CM200). Wavelength
Dispersive X-ray Fluorescence (WD-XRF) Spectrometer (Bruker S4-Pioneer) was used
for elemental analysis. The Fourier transform infrared (FTIR) absorption spectra of the
samples were recorded using FTIR spectrometer (Thermo Nicolet, Avatar 370) in the wave
number range 4000–400 cm−1 with Potassium bromide (KBr) as binder. The Magnetic
characterization was carried out using a vibrating sample magnetometer (VSM; Lakeshore
7410) at room temperature up to a maximum field of 20kOe.

3. Results and Discussion

3.1. Structural Analysis

The XRD patterns of CoFe2O4 nanoparticles sintered at 300, 400, 500 and 700 ˚ C
are depicted in Fig. 1 and are typical of spinel structure.

Comparing the XRD pattern with the standard data (JCPDS PDF card No. 22-
1086), the formation of cobalt ferrite nanoparticles was confirmed. The sample sintered at
700 ˚ C showed an extra peak, indicating the formation of hematite phase at this tempera-
ture. The diffraction peaks are broad because of the nanometer size of the crystallite. The
crystallite size ‘D’ of the samples has been estimated from the broadening of XRD peaks
using the Scherrer equation [7].

D =
Kλ

β cos θ
(1)

The lattice parameter ‘a’ is calculated for prominent peak (311) using Bragg’s equa-
tion.

a = dhkl
√
h2 + k2 + l2 (2)



432 Sheena Xavier, Smitha Thankachan, Binu P. Jacob, E.M. Mohammed

Fig. 1. XRD patterns of CoFe2O4 sintered at (a) 300 ˚ C, (b) 400 ˚ C,
(c) 500 ˚ C, (d) 700 ˚ C

The actual X-ray density, ρx was calculated using the formula

ρx =
8M

Na3
(3)

where, ‘M’ is the molecular weight, ‘N’ is Avogadro’s number and ‘a’ is the lattice param-
eter. Calculated values of lattice parameter, crystallite size and X-ray density of all the
samples are listed in Table 1.

Table 1. Lattice parameter, crystallite size, X-ray density and vibrational
frequency band positions of CoFe2O4

Sintering Lattice Crystallite X-ray ν1 ν2
temperature parameter size density (cm−1) (cm−1)

( ˚ C) (nm) D (nm) (g/cc)
300 0.841 12.82 5.243 575 397
400 0.836 18.47 5.330 581 399
500 0.842 19.72 5.217 575 399
700 0.838 52.49 5.306 580 405

The crystallite size was observed to increase with higher sintering temperatures. It
has been reported that the sintering process generally decreases lattice defects and strain,
but this technique can cause the coalescence of smaller grains, resulting in an increased
average grain size for the nanoparticles [12]. Calculated values of lattice parameter of
cobalt ferrite samples were in close agreement with standard data [13].

3.2. WD-XRF Analysis

The stoichiometry of the powder samples were checked by WD-XRF analysis. The
composition of the elements present in the sample sintered at 400 ˚ C is shown in Table 2.
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From the table it is obvious that the samples show the expected stoichiometry. No trace
of any impurity was found. This indicated the purity of the samples.

Table 2. Elemental analysis of CoFe2O4

Elements present Expected (wt. %) WD - XRF (wt. %)
Co 25.11 25.25
Fe 47.61 47.30
O 27.26 27.30

3.3. TEM Analysis

Fig. 2 shows the TEM image of CoFe2O4 sample sintered at 400 ˚ C. In the figure
most of the nanoparticles appear with an almost spherical shape and are agglomerated.
The average particle size determined from TEM analysis was 28 nm, which was found to
be in reasonable agreement with the figure obtained from XRD analysis.

Fig. 2. TEM image of CoFe2O4 sintered at 400 ˚ C

3.4. FTIR Analysis

Ferrite possesses the structure of mineral spinel MgAl2O4. It crystallizes in the
cubic form with the space group Fd3m. Ferrite can be considered as a continuously
bonded crystal with atoms bonded to all nearest neighbours by equivalent forces [14]. In
the wave number range 1000–300 cm−1, the infrared bands of solids are usually assigned
to vibration of ions in the crystal lattice. FTIR spectra of the investigated samples are
shown in Fig. 3.

Two main broad metal-oxygen bands are seen in the IR spectra of all spinels, and
ferrites in particular. The highest one (ν1) generally observed in the range 600–550 cm−1,
corresponds to intrinsic stretching vibrations of the metal at the tetrahedral site, whereas
the lowest band (ν2), usually observed in the range 450–385 cm−1, is assigned octahedral-
metal stretching [15]. The spectra showed prominent bands near 3400 and 1600 cm−1,
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which were attributed to the stretching modes and H-O-H bending vibrations of the free
or absorbed water. The vibrational frequencies of IR bands are listed in table 1, which are
in agreement with the reported values.

Fig. 3. FTIR spectra of CoFe2O4 sintered at (a) 300 ˚ C (b) 400 ˚ C
(c) 500 ˚ C (d) 700 ˚ C

4. Magnetic Properties

Hysteresis loops were measured to determine magnetic parameters such as the
saturation magnetization Ms, coercivity Hc and remnant ratio R for all the samples. Fig. 4
shows the typical magnetic hysteresis loops of CoFe2O4 sintered at 300, 400, 500 and
700 ˚ C.

The saturation magnetization values of the cobalt ferrite samples were found to be
lower than the corresponding bulk value of 80.8 emu/g [1]. The low value of saturation
magnetization compared with that of the bulk can be understood on the basis of the
core- shell model, which explains that the finite size effects of the nanoparticles lead
to canting or non-collinearity of spins on their surface, thereby reducing magnetization
[16, 17]. The saturation magnetization increased linearly with the sintering temperature.
The coercivity varied from 1379.2 to 1893.4 Oe. The coercivity values for cobalt ferrite
samples synthesized by the sol gel method were higher than the figures obtained for
the same compound produced by other synthesis methods [18, 19]. The changes in the
magnetic properties of cobalt ferrite can be attributed to the modification of the particle
sizes, which is dependent upon the sintering temperature. With an increase in the sintering
temperature, the crystallite size of the cobalt ferrite nanoparticles changed from 12.82
(300 ˚ C) to 52.49 nm (700 ˚ C).

The decrease in saturation magnetization along with particle size can be attributed
to the following: in the ferrimagnetic ferrite structure, the magnetization of tetrahedral
sublattice is antiparallel to that of the octahedral sublattice, however, ultrafine ferrites have
non-collinear magnetic structure on the surface layer. The reduction in particle size causes
an increase in the proportion of non-collinear magnetic structure, in which the magnetic



Effect of sintering temperature on the structural and magnetic properties 435

Fig. 4. Room temperature magnetic hysteresis of CoFe2O4

moments are not aligned with the direction of external magnetic field. This increase in
the proportion of non-collinear structure decreases the saturation magnetization.

Table 3. Magnetic parameters of CoFe2O4 nanoparticles

Sintering temperature MS MR HC R
( ˚ C) (emu/g) (emu/g) (Oe)
300 35.38 13.85 1640.3 0.3915
400 43.50 17.95 1893.4 0.4126
500 47.37 21.84 1652.9 0.4611
700 52.24 20.07 1379.2 0.3842

The coercivity first increased as the sintering temperature increased, reaching a
maximum value of 1893 Oe at 400 ˚ C , and then decreased for any further increase in
temperature. It is reported that coercivity is affected by the factors such as magneto-
crystallinity, micro strain, size distribution, anisotropy and the magnetic domain size
[20–22]. In the multidomain regime, the coercivity is inversely proportional to the size of
the nanoparticles [20]. The low value of coercivity at 300 ˚ C may be due to the presence
of superparamagnetic particles, particularly for values close to 10 nm. The saturation
magnetization is related to coercivity through the Brown’s relation;

HC =
2K1

μ0Ms

, (4)

where K1 is the anisotropy constant and μ0 is the permeability of free space. According
to this relation, coercivity is inversely proportional to the saturation magnetization. The
results of our experiments also lead to the above relation except for the sample sintered
at 300 ˚ C. As indicated earlier this deviation could be attributed to the presence of su-
perparamagnetic particles. The variation of coercivity and saturation magnetization with
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sintering temperature is shown in figure 5. The remnant ratio R=Mr/Ms is an indication
of the ease with which the direction of magnetization reorients to the nearest easy axis
magnetization direction after the magnetic field is removed. The values of the remnant ra-
tio of the prepared samples are in the range 0.38–0.46. The low value of R is an indication
of the isotropic nature of the material [23].

Fig. 5. Variation of saturation magnetization and coercivity as a function of
sintering temperature

5. Conclusions

Nanocrystalline cobalt ferrite has been successfully synthesized by the sol-gel
method. XRD results confirmed the formation of cubic spinel structure in all the samples.
The crystallite size of the samples increased with the higher sintering temperatures. The
crystallite size varied from 13 to 52 nm and was in reasonable agreement with the results
obtained from TEM. The FTIR analysis corroborated the spinel structure of the samples.
The expected stoichiometry of the samples was confirmed by the XRF elemental analysis.
The saturation magnetization increased gradually with increasing sintering temperatures,
while coercivity initially increased, attaining a maximum value and then decreased. These
results have been explained based on the particle size and surface effects of the ultrafine
materials and were in agreement with the Brown’s relation.
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